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Abstract—Methods for reconstructing a delay differential equation from the time series of an observable quan-
tity are proposed for various classes of time-delay systems. The methods rely on knowledge of the distributions
of extrema of the time series of observed oscillations and projection of the infinite-dimensional phase spaces of
time-delay systems onto special low-dimensional subspaces. The effectiveness of the proposed methods is dem-
onstrated by reconstructing delay differential equations from their chaotic solutions, including those corrupted
by noise, and by constructing models of real time-delay systems from chaotic time series. © 2005 Pleiades Pub-
lishing, Inc. 
1. INTRODUCTION
Systems whose behavior is determined not only by

their current state, but also by their past states, are wide-
spread in nature [1]. Their models are generally formu-
lated as delay differential equations. Models of this
kind have been successfully applied in various areas of
physics, biology, physiology, and chemistry. For exam-
ple, a delay in population dynamics arises because indi-
viduals must go through an adolescent period before
they contribute to reproduction [2]. In a spatially dis-
tributed system, the delay is determined by the time
required for a signal to travel a distance with a finite
velocity [3]. In particular, the class of delay systems
includes the standard Ikeda model of a passive optical
cavity [4], the Lang–Kobayashi equations describing
the dynamics of semiconductor lasers with optical
feedback [5], the Mackey–Glass equation modeling the
production of red blood cells [6], and many other mod-
els of processes in living organisms ranging from glu-
cose metabolism to infectious disease propagation [7].

A general model of a time-delay system is described
by the following equation:

(1)

where x(t) is the state of the system at a time t; x(n)(t) is
the nth time derivative; τ1, …, τk are delays; and the
parameters ε1, …, εn characterize the system’s inertia.
Even first-order delay equations may exhibit extremely
high-dimensional chaotic oscillations [3, 8]. This com-
plicates reconstruction of a model from time series and
necessitates the development of special methods. In
most reconstruction methods, the infinite-dimensional
phase space of a time-delay system is projected onto

εnx n( ) t( ) εn 1– x n 1–( ) t( ) … ε1 ẋ t( )+ ++

=  F x t( ) x t τ1–( ) … x t τk–( ), , ,( ),
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low-dimensional subspaces. Criteria for evaluating the
quality of reconstruction of a time-delay system
include the minimal prediction error [9–11], the mini-
mal value of information entropy [12], and various
measures of complexity of the projected time series
[13–16]. Some methods for analyzing time-delay sys-
tems rely on regression analysis [17–19].

In this paper, we describe an original technique for
determining the time delay based on statistical analysis
of the time intervals between the extrema of time series.
Relying on the technique, we propose new reconstruc-
tion methods for high-dimensional time-delay systems
characterized by several delays. We also propose meth-
ods for reconstructing delay-feedback ring systems
from the time series of various observable quantities.

2. CHARACTERISTICS OF TIME SERIES 
OF TIME-DELAY SYSTEMS

Statistical analysis of the time intervals between the
extrema of the time series of various real time-delay
systems and their models reveals the following general
properties. For a delay-feedback system, the probabil-
ity N of observing a pair of extrema separated by a time
interval τ in a time series, as a function of τ, has a dis-
tinct minimum at τ corresponding to the time delay (see
Fig. 1a). This can be explained by analyzing one of the
most widely used time-delay differential equations,

(2)

In radio engineering, Eq. (2) is used as the general
model of a delayed-feedback oscillator represented by
a circuit containing a nonlinear device, an inertial ele-
ment, and a delay line [20] (see Fig. 2). In the realistic
case of an inertial system (ε1 > 0), a time series x(t) can

ε1 ẋ t( ) x t( )– f x t τ1–( )( ).+=
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Qualitative behavior of the number N of pairs of extrema separated by an interval τ, normalized to the total number of extrema
in time series: (a) inertial system; (b) zero-inertia system.
be approximated by quadratic functions in the neigh-
borhoods of extremum points; i.e.,

at these points. Indeed, the condition

holds at inflection and nonquadratic extremum points
and on time intervals where the state variable is con-
stant. In this case, the time series virtually has no
extrema separated by the delay τ1. Differentiating (2)
with respect to t, we obtain

(3)

If (t) = 0 and (t) ≠ 0 for ε1 ≠ 0, then it follows from
Eq. (3) that (t – τ1) ≠ 0. In other words, there is no
extremum separated by τ1 from a quadratic extremum;
i.e., N(τ1)  0. When τ ≠ τ1, the derivatives (t) and

(t – τ) can vanish simultaneously; i.e., extrema sepa-
rated by τ can exist.

An analogous property is characteristic of time-
delay systems having a more general form,

(4)

Differentiating Eq. (4) with respect to time, we obtain

(5)

ẋ t( ) 0, ẋ̇ t( ) 0≠=

ẋ t( ) ẋ̇ t( ) 0= =

ε1 ẋ̇ t( ) ẋ t( )–
df x t τ1–( )( )

dx t τ1–( )
------------------------------- ẋ t τ1–( ).+=

ẋ ẋ̇
ẋ

ẋ
ẋ

ẋ t( ) F x t( ) x t τ1–( ),( ).=

ẋ̇ t( )
∂F x t( ) x t τ1–( ),( )

∂x t( )
--------------------------------------------- ẋ t( )=

+
∂F x t( ) x t τ1–( ),( )

∂x t τ1–( )
--------------------------------------------- ẋ t τ1–( );
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i.e., (t) and (t – τ1) cannot vanish simultaneously in
the typical case of a quadratic extremum.

When ε1 = 0, differentiation of Eq. (2) with respect
to t leads to

(6)

i.e., (t) = 0 if (t – τ1) = 0. In other words, each extre-
mum of the time series of x(t) is separated from another
one by τ1 if ε1 = 0; i.e., N(τ) has a maximum at τ = τ1
(see Fig. 1b). In the case of a limited-bandwidth system
(ε1 > 0), the most probable time interval between
extrema in the time series of x(t) is wider than τ1 (see
Fig. 1a). This can be explained by the effect of the addi-
tional delay due to the inertial element in Fig. 2 on the
system’s dynamics. For such a system, extrema are
most frequently separated by τ1 + τs. In particular, a
numerical analysis of Eq. (2) with a nonlinear function

leads to the following estimate when λ is large:

Noisy time series exhibit additional extrema, which

ẋ ẋ

ẋ t( )
df x t τ1–( )( )

dx t τ1–( )
------------------------------- ẋ t τ1–( );=

ẋ ẋ

f x( ) λ x2–=

τ s ε1/2.≈

τ1 f ε1
x(t) x(t – τ1) f(x(t – τ1))

1 2 3

Fig. 2. Block diagram of a delay-feedback ring system. The
elements denoted by τ1, f, and ε1 represent a delay line, a
nonlinear device, and an inertial element, respectively.
Points 1–3 are locations where the state variable can be
measured.
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are not related to the intrinsic dynamics of time-delay
systems. The probability of finding a pair of extrema
separated by τ increases with the intensity of high-fre-
quency noise, and so does the probability of observing
extrema separated by τ1. At moderate noise levels, the
latter probability remains lower than the former; i.e.,
the qualitative behavior of N(τ) is preserved.

3. RECONSTRUCTION
OF FIRST-ORDER TIME-DELAY SYSTEMS
We describe a method for recovering first-order

time-delay systems, using Eq. (2) as an example. To
find the delay τ1, one should locate the extrema of a
time series and find the number N of pairs of extrema
separated by an interval τ for a sufficiently large set of
τ values. The delay τ1 corresponds to the location of an
absolute minimum of N(τ) adjacent to an absolute max-
imum.

To recover the parameter ε1 and the function f from
a chaotic time series, we rewrite Eq. (2) as

(7)

Then, the graph of f can be recovered as a set of points
with coordinates (x(t – τ1), ε1 (t) + x(t)). Since ε1 is not
known a priori, we calculate the sets of points (x(t – τ1),
ε (t) + x(t)) corresponding to a number of values of ε.
Using the fact that ε = ε1 only for a set of points that rep-
resents a single-valued function, we find the desired
ε1 and nonlinear function by minimizing the length L(ε)
of the polygonal line connecting the points (x(t – τ1),
ε (t) + x(t)) ordered with respect to x(t – τ1). Note that
other methods for recovering this function make use of
extremum points or points satisfying certain conditions
only [13, 14], whereas every data point in a time series
can be utilized in the procedure proposed here. Thus, a
nonlinear function can be recovered even by using rel-
atively short, weakly chaotic time series.

To demonstrate the effectiveness of this procedure,
we have reconstructed various time-delay differential
equations having the form of (2), using the time series
obtained by solving them numerically. In particular, we
have applied our method to time series generated by the
Ikeda model of a passive optical cavity [4],

(8)

which corresponds to Eq. (2) with ε1 = 1. Figure 3a
shows a data segment illustrating the dynamics on the
high-dimensional chaotic attractor described by Eq. (8)
with µ = 20, τ1 = 2, and x0 = π/3 [21]. The full data set
of 20000 points, including 1100 extremum points, was
obtained at a sampling rate of 200 points per delay
interval τ1 = 2.

Figure 3b shows the graph of N(τ) obtained by
counting the number of points where both (t) and

(t – τ) vanished for values of τ taken with a step of

ε1 ẋ t( ) x t( )+ f x t τ1–( )( ).=

ẋ

ẋ

ẋ

ẋ t( ) x t( )– µ x t τ1–( ) x0–( ),sin+=

ẋ
ẋ
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0.01. The derivative (t) was evaluated by using a local
quadratic approximation. The absolute minimum of
N(τ) is located at τ = τ1 = 2.00, which corresponds
exactly to the time delay. Figure 3c shows the graph of
L(ε) obtained by varying ε with a step of 0.01. The
minimum of L(ε) is located exactly at ε = ε1 = 1.00. Fig-
ure 3d shows the multimodal function f (virtually iden-
tical to the nonlinear function in (8)) recovered by using
only 2000 data points. Its amplitude corresponds to the
parameter µ, and the its value at x(t – τ1) = 0 can be used
to find x0.

To evaluate the scope of our method as applied to
noisy time series, we added zero-mean Gaussian white
noise to the time series generated by Eq. (8). Even at a
relative noise amplitude of 20%, we recovered the exact
time delay  = 2.00 and the almost exact value  =
0.98 of the inertia parameter by using the locations of
the absolute minimum of N(τ) and the minimum of
L(ε), respectively. The corresponding recovered nonlin-
ear function is shown in Fig. 3e. Note that the quality of
its reconstruction is much higher than that attained
in [19], where the same parameter values were used in
the Ikeda model, despite a relatively high noise level
and numerical error of ε1.

In another example, we applied our method to the
time series generated by a real delayed-feedback ring
system. The elements of its schematic representation by
Fig. 2 are a delay line characterized by a delay τ1, an
amplifier characterized by a dynamic transfer function
f, and a first-order RC filter with resistance R and capac-
itance C. The system is described by the equation

(9)

where V(t) and V(t – τ1) are the delay-line input and out-
put, respectively. Equation (9) is equivalent to Eq. (2)
with ε1 = RC.

Figure 4a shows the input waveform sampled with
an analog-to-digital (A/D) converter at a sampling fre-
quency fs = 4 kHz for τ1 = 31.7 ms and ε1 = 1.007 ms.
Since the delay τ1 is not a multiple of the sampling
interval Ts = 0.25 ms, we could not find the exact value
of τ1. The absolute minimum of the N(τ) curve plotted
in Fig. 4b with a step Ts in τ is located at  = 31.75 ms.
The L(ε) curve plotted in Fig. 4c with a step of 0.025 ms
in ε for this  exhibits a minimum at  = 1.000 ms.
The recovered nonlinear function shown in Fig. 4d is
virtually identical to the dynamic transfer function of
the amplifier.

4. RECONSTRUCTION
OF DELAYED-FEEDBACK RING SYSTEMS

The state variable of the delay-feedback ring system
described by Eq. (2) can be measured at its points rep-
resented as 1–3 in Fig. 2. However, some of these mea-

ẋ

τ1' ε1'

RCV̇ t( ) V t( )– f V t τ1–( )( ),+=

τ1'

τ1' ε1'
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Fig. 3. Reconstruction of the Ikeda model: (a) time series; (b) number N of pairs of extrema separated by an interval τ, normalized
to the total number of extrema in the time series; (c) length L(ε) of the polygonal line connecting the points (x(t – τ1), ε (t) + x(t))
ordered with respect to x(t – τ1), normalized to the total number of points, Lmin(ε) = L(1.00); (d) recovered nonlinear function;
(e) nonlinear function recovered from a time series with a Gaussian white noise level amplitude of 20%.

ẋ

.

.

surements may be impossible to perform, for example,
when the system is a monolithic circuit device or when
the physical locations of these points cannot be identi-
fied. The analysis presented in the preceding section is
developed for x(t) measured at point 1.

When the x(t – τ1) is measured at point 2 in Fig. 2,
the parameters of system (2) can be evaluated by using
the procedure described above, because x(t – τ1) is iden-
tical to x(t) shifted by τ1. For example, the results
obtained by analyzing the time series sampled as a
delay-line output V(t – τ1) for the ring oscillator
JOURNAL OF EXPERIMENTAL 
described by Eq. (9) are qualitatively similar to those
presented in Fig. 4 to illustrate the reconstruction of the
system from V(t).

Now, we consider a procedure for recovering sys-
tem (2) in the case when f(x(t – τ1)) is measured at
point 3 in Fig. 2. The time series f(x(t – τ1)) generated
by time-delay system (2) has almost no extrema sepa-
rated by τ1, because

df x t τ1–( )( )
dt

-------------------------------
df x t τ1–( )( )

dx
------------------------------- 

  ẋ t τ1–( ).=
AND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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Fig. 4. Reconstruction of a delayed-feedback oscillator: (a) sampled experimental time series; (b) number N of pairs of extrema
separated by an interval τ, normalized to the total number of extrema in the time series, Nmin(τ) = N(31.75 ms); (c) L(ε) normalized
to the total number of points, Lmin(ε) = L(1.000 ms); (d) recovered nonlinear function.
Therefore, τ1 can be evaluated by finding the number N
of pairs of extrema separated by τ in time series
f(x(t − τ1)) for a sufficiently large set of τ values and
locating the absolute minimum of N(τ).

The function f can be recovered by plotting f(x(t – τ1))
versus x(t – τ1). To find x(t – τ1), we use a low-pass filter
with cutoff frequency ν1 = 1/ε1 to smooth the available
chaotic waveform f(x(t – τ1)) and shift the filter output
by the delay τ1 determined above. Since neither ε1 nor
ν1 is known a priori, we calculate the sets of points with
coordinates (u(t – τ1)), f(x(t – τ1))) for a number of val-
ues of ν, where u(t – τ1) is the filter output. Using the
fact that ε = ε1 only for a set of points that represents a
single-valued function, we again find the desired ε1 and
nonlinear function by minimizing the length L(ε) of the
polygonal line connecting the points (u(t – τ1),
f(x(t − τ1))) ordered with respect to the abscissa.
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
As an illustration, we use a time series f(x(t – τ1)) to
recover the Mackey–Glass equation (a standard model
of a first-order delay system) [6],

(10)

which takes the form of (2) when divided by b. Our
analysis of (10) was performed for

,

which correspond to a high-dimensional chaotic attrac-
tor [8].

Figure 5a shows a segment of the time series f(x(t –
τ1)) illustrating the dynamics of the Mackey–Glass sys-

ẋ t( ) bx t( )–
ax t τ1–( )

1 xc t τ1–( )+
-------------------------------,+=

a 0.2, b 0.1, c 10, τ1 300= = = =
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Fig. 5. Reconstruction of the Mackey–Glass system: (a) time series of f(x(t – τ1)); (b) number N of pairs of extrema in the time series
separated by an interval τ, normalized to the total number of extrema, Nmin(τ) = N(300); (c) length L(ε) of the polygonal line con-

necting the points with coordinates (u(t – ), f(x(t – τ1))) ordered with respect to u(t – ), normalized to the number of points,

Lmin(ε) = L(10.0); (d) recovered nonlinear function.

τ1' τ1'
tem. The absolute minimum of N(τ) plotted in Fig. 5b
with unit step in τ is located at  = 300. The minimum
of L(ε) plotted in Fig. 5c with a step of 0.1 is located at

 = 10.0 (ε1 = 1/b = 10). Figure 5d shows the function
f (virtually identical to the nonlinear function in (10))
recovered by using these values of  and . The
method described above accurately recovers the param-
eters of the Mackey–Glass system at relative noise
amplitudes of up to 10%.

5. RECONSTRUCTION
OF HIGH-ORDER DELAYED-FEEDBACK 

SYSTEMS

The method of statistical analysis of the intervals
separating the extrema in time series developed above

τ1'

ε1'

τ1' ε1'
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for systems (2) and (4) can be extended to a higher
order time-delay system,

(11)

Differentiating (11) with respect to time, we obtain

(12)

εnx
n( )

t( ) εn 1– x n 1–( ) t( ) … ε1 ẋ t( )+ + +

=  F x t( ) x t τ1–( ),( ).

εnx n 1+( ) t( ) εn 1– xn t( ) … ε1 ẋ̇ t( )+ + +

=  
∂F x t( ) x t τ1–( ),( )

∂x t( )
--------------------------------------------- ẋ t( )

+
∂F x t( ) x t τ1–( ),( )

∂x t τ1–( )
--------------------------------------------- ẋ t τ1–( ).
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If (t) = 0, then (t – τ1) ≠ 0 when the left-hand side of
Eq. (12) does not vanish. Since the probability that it
vanishes is very low in the general case, the graph of
N(τ) must be qualitatively similar to that corresponding
to a first-order delay differential equation having the
form of (2) or (4).

The proposed method for evaluating the inertia
parameter and nonlinear function by projection of the
inifinite-dimensional phase space of a time-delay sys-
tem onto special two-dimensional subspaces can be
applied to higher order systems. For example, if the
dynamics of a system is governed by the second-order
time-delay differential equation

(13)

then the nonlinear function can be recovered by calcu-
lating a set of points with coordinates

Since neither ε1 nor ε2 is known a priori, the graphs of

corresponding to a number of values of  and 
should be plotted versus x(t – τ1). Using the fact that a
single-valued function can be obtained only if  = ε1

and  = ε2, we calculated the minimum length

L( , ) of the polygonal line connecting the points

ordered with respect to x(t – τ1). The quality of recon-
struction is poorer than that attained for first-order
time-delay systems, because the procedure involves
numerical calculation of second derivatives.

This approach is illustrated here by an analysis of a
time series generated by a delayed-feedback oscillator
containing two series connected low-pass RC filters.
The dynamics of the oscillator is governed by Eq. (13),
where x(t) and x(t – τ1) are the delay-line input and out-
put, respectively;

and R1, C1 and R2, C2 are the respective resistances and
capacitances of the filters.

We used an A/D converter to sample the delay-line
input at a sampling frequency of fs = 4 kHz for τ1 =
31.7 ms, R1C1 = 1.007 ms, and R2C2 = 0.479 ms (ε1 =
1.486 ms and ε2 = 0.482 ms2). The absolute minimum
of the N(τ) curve plotted in Fig. 6a is located at  =

31.75 ms. The L( , ) graph plotted in Fig. 6b with a

step of 0.01 ms in  and a step of 0.01 ms2 in  exhib-

its a minimum at  = 1.48 ms and  = 0.48 ms2. The

ẋ ẋ

ε2 ẋ̇ t( ) ε1 ẋ t( )+ x t( )– f x t τ1–( )( ),+=

x t τ1–( ) ε2 ẋ̇ t( ) ε1 ẋ t( ) x t( )++,( ).

ε̂2 ẋ̇ t( ) ε̂1 ẋ t( ) x t( )+ +

ε̂1 ε̂2

ε̂1

ε̂2

ε̂1 ε̂2

x t τ1–( ) ε̂2 ẋ̇ t( ) ε̂1 ẋ t( ) x t( )+ +,( )

ε1 R1C1 R2C2, ε2+ R1C1R2C2,= =

τ1'

ε̂1 ε̂2

ε̂1 ε̂2

ε1' ε2'
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filter parameters evaluated by using these results are
(R1C1)' = 1.00 ms and (R2C2)' = 0.48 ms. The recovered
nonlinear function shown in Fig. 6c is virtually identi-
cal to the dynamic transfer function of the nonlinear
device.

6. RECONSTRUCTION 
OF HIGH-ORDER DELAYED-FEEDBACK 

SYSTEMS WITH TWO INDEPENDENT DELAYS
Consider the time-delay system characterized by

two independent delays:

(14)

Differentiating (14) with respect to t, we obtain

(15)

Since the time series of Eq. (14) typically has quadratic
extrema, (t) = 0 and (t) ≠ 0 at the extremum points.
Therefore, if (t) = 0, then

(16)

where

Condition (16) holds only if (t – τ1) ≠ 0 or (t – τ2) ≠
0. Therefore, neither (t) and (t – τ1) nor (t) and

(t – τ2) vanish simultaneously; i.e., there is no extre-
mum separated by τ1 or τ2 from a quadratic extremum.
In other words, the number of extrema separated by
intervals τ1 and τ2 is much smaller than the number of
extrema separated by τ intervals of different length; i.e.,
the graph of N(τ) has distinct minima at τ = τ1 and
τ = τ2.

To illustrate the method for recovering the remain-
ing characteristics of a system with two independent
delays, we consider the equation

(17)

Differentiating Eq. (17), we obtain

(18)

ẋ t( ) F x t( ) x t τ1–( ) x t τ2–( ), ,( ).=

ẋ̇ t( ) ∂F
∂x t( )
------------ ẋ t( ) ∂F

∂x t τ1–( )
----------------------- ẋ t τ1–( )+=

+
∂F

∂x t τ2–( )
----------------------- ẋ t τ2–( ).

ẋ ẋ̇
ẋ

a ẋ t τ1–( ) bẋ t τ2–( ) 0,≠+

a
∂F x t( ) x t τ1–( ) x t τ2–( ), ,( )

∂x t τ1–( )
--------------------------------------------------------------------,=

b
∂F x t( ) x t τ1–( ) x t τ2–( ), ,( )

∂x t τ2–( )
--------------------------------------------------------------------.=

ẋ ẋ
ẋ ẋ ẋ

ẋ

ε1 ẋ t( ) x t( )– f 1 x t τ1–( )( ) f 2 x t τ2–( )( ).+ +=

ε1 ẋ̇ t( ) ẋ t( )–
∂ f 1 x t τ1–( )( )

∂x t τ1–( )
---------------------------------- ẋ t τ1–( )+=

+
∂ f 2 x t τ2–( )( )

∂x t τ2–( )
---------------------------------- ẋ t τ2–( ).
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the time series separated by an interval τ, normalized to the total number of extrema, Nmin(τ) = N(31.75 ms); (b) L( , ) normal-

ized to the number of points, Lmin( , ) = L(1.48 ms, 0.48 ms2); (c) recovered nonlinear function.

ε̂1 ε̂2

ε̂1 ε̂2
By virtue of Eq. (18), if

(19)

then

i.e.,

(20)

Thus, the parameter ε1 can be evaluated by finding the
points in the time series of x(t) where condition (19) is
satisfied, calculating the first and second derivatives at
these points, using (20) to determine the corresponding
values of ε1, and averaging the results.

To recover the nonlinear functions f1 and f2, we map
the trajectory described by Eq. (17) onto the three-
dimensional space

The trajectory of the system in this space is restricted to
a two-dimensional surface, because Eq. (17) can be
rewritten as

(21)

ẋ t τ1–( ) ẋ t τ2–( ) 0,= =

ε1 ẋ̇ t( ) ẋ t( ),–=

ε1
ẋ t( )
ẋ̇ t( )
---------.–=

x t τ1–( ) x t τ2–( ) ε1 ẋ t( ) x t( )+, ,( ).

ε1 ẋ t( ) x t( )+ f 1 x t τ1–( )( ) f 2 x t τ2–( )( ).+=
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The intersection of the surface with a plane x(t – τ2) =
const determines the function f1 up to an additive con-
stant, because each intersection point satisfies the
equation

where

corresponds to the chosen particular constant value of
x(t – τ2). Similarly, the function f2 can be recovered by
finding the intersection with x(t – τ1) = const as

where

corresponds to a particular value of x(t – τ1).
To demonstrate the effectiveness of this method, we

recover the generalized Mackey–Glass equation con-
taining an additional delay term,

(22)

ε1 ẋ t( ) x t( )+ f 1 x t τ1–( )( ) c1,+=

c1 f 2 x t τ2–( )( )=

ε1 ẋ t( ) x t( )+ f 2 x t τ2–( )( ) c2,+=

c2 f 1 x t τ1–( )( )=

ẋ t( ) bx t( )–
a1x t τ1–( )

2 1 xc t τ1–( )+( )
---------------------------------------+=

+
a2x t τ2–( )

2 1 xc t τ2–( )+( )
---------------------------------------
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Fig. 7. Reconstruction of Eq. (22): (a) number N of pairs of extrema separated by an interval τ normalized to the total number of

extrema in the time series; (b) length L of the polygonal line connecting the intersection points in x(t – ) = 1, ordered with respect

to the abscissa, Lmin(τ1) = L(70); (c) length L of the polygonal line connecting the intersection points in x(t – ) = 1, ordered with

respect to the abscissa, Lmin(τ2) = L(300); (d) length L of the polygonal line connecting the intersection points in x(t – ) = 1, ordered

with respect to the abscissa, Lmin(ε) = L(10.1); (e) nonlinear function f1 recovered up to  = f2(x(t – )), where x(t – ) = 1;

(f) nonlinear function f2 recovered up to  = f1(x(t – )), where x(t – ) = 1.
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from a corresponding time series. Dividing Eq. (22) by
b, we rewrite it as (17) with ε1 = 1/b. Figure 7a shows
the graph of N(τ) plotted for a1 = 0.3, a2 = 0.2, b = 0.1,
c = 10, τ1 = 70, and τ2 = 300. Locating the first pro-
nounced minima of N(τ), we obtain the delays  = 69

and  = 300. Another distinct minimum of N(τ) is
located at a point close to τ = τ1 + τ2. Using these values
of  and , we obtain the average  = 9.4 (ε1 =
1/b = 10).

To minimize the error of ε1 given by (20), we dis-
carded the points where (t) is very small.

Mapping the time series of Eq. (22) onto the three-
dimensional space

and calculating its intersections with planes x(t – ) =

const and x(t – ) = const, we recovered the nonlinear
functions f1 and f2 up to additive constants. However,
the quality of reconstruction is poor because of the
errors of τ1 and ε1.

To improve the quality of reconstruction, we refined
the desired parameter values as follows. Varying τ1 in a
small neighborhood of  = 69, we mapped the time
series onto a number of embedding spaces,

,

and calculated their intersections with a plane x(t –
) = const in order to find a set of intersection points

localized in a narrow strip. The corresponding nearly
single-valued function was determined by minimizing
the length L(τ1) of the polygonal line connecting the
intersection points ordered with respect to the abscissa.
The L(τ1) curve plotted in Fig. 7b has a minimum at

 = 70. The value of τ2 was refined in a similar man-
ner. We mapped the time series onto the spaces

corresponding to a number of τ2 values in a small
neighborhood of  = 300 and calculated their intersec-

tions with x(t – ) = const. Note that we used the

refined delay  = 70 in these calculations. The L(τ2)

curve plotted in Fig. 7c has a minimum at  = 300. If

 ≠ , then τ1 should be refined again by calculating
the intersections of the embedding spaces with a plane
x(t – ) = const for the refined value of . The param-
eters τ1 and τ2 should be successively refined until con-
stant values are obtained. When the deviations of the
starting approximate delays  and  from the respec-

τ1'

τ2'

τ1' τ2' ε1'

ẋ̇

x t τ1'–( ) x t τ2'–( ) ε1' ẋ t( ) x t( )+, ,( )

τ2'

τ1'

τ1'

x t τ1–( ) x t τ2'–( ) ε1' ẋ t( ) x t( )+, ,( )

τ2'

τ̂1

x t τ̂1–( ) x t τ2–( ) ε1' ẋ t( ) x t( )+, ,( )

τ2'

τ̂1

τ̂1

τ̂2

τ̂2 τ2'

τ̂2 τ̂2

τ1' τ2'
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tive true values are small, both delays can be deter-
mined to high accuracy.

After the delays have been refined, a new estimate
for  can be found by using (20) as described above.
However, a more reliable estimate is obtained by vary-
ing ε in a neighborhood of , mapping the time series
onto the spaces

,

and using all points of intersection with either x(t –
) = const or x(t – ) = const to find a nearly single-

valued function. In Fig. 7d, the L(ε) normalized, by
analogy with L(τ1) and L(τ2), to the number of points in
the intersection has a minimum at  = 10.1. Note that
the proposed procedure of parameter refinement is
faster by several orders of magnitude as compared to
the simultaneous direct search through the parameters
ε1, τ1, and τ2 defining the embedding space

Figures 7e and 7f show the results obtained by using
the refined parameter values  = 10.1,  = 70, and

 = 300 to recover the nonlinear functions in (22). To
evaluate the scope of the method, we applied it to noisy
data sets and found that the system can be recovered to
good accuracy at relative noise amplitudes of up to 10%.

7. CONCLUSIONS

We have proposed methods for recovering time-
delay systems of certain classes from chaotic time
series, based on statistical analysis of the time intervals
separating the extrema of the series and mapping the
infinite-dimensional phase spaces of the systems onto
special low-dimensional subspaces. If dynamical sys-
tems describing processes of different nature are simi-
lar in structure to certain model equations, then the cor-
responding time delays, inertia parameters, and nonlin-
ear functions can be recovered even at relatively high
noise levels. Since the time delay is determined by per-
forming only comparison and addition operations
(without data sorting, estimating approximation error,
or calculating any motion-complexity measure), the
computational cost of this procedure is relatively low.
Since the inertia parameter and nonlinear function for
systems with a single time delay are recovered by using
all data points in the time series, the procedure can be
successfully applied even to relatively short, weakly
chaotic time series.

It is shown that the proposed methods can be used to
recover the model equations describing delay-feedback
ring systems from the time series of various observable
state variables. The effectiveness of the methods has
been demonstrated by applying them to time series

ε̂1

ε1'

x t τ̂1–( ) x t τ̂2–( ) ε ẋ t( ) x t( )+, ,( )

τ̂1 τ̂2

ε̂1

x t τ1–( ) x t τ2–( ) ε1 ẋ t( ) x t( )+, ,( ).

ε̂1 τ̂1

τ̂2
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obtained in numerical experiments, including those
corrupted by noise, and to the time series generated by
a real device used in radio engineering.
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Abstract—Diffraction radiation generated by a fast particle moving past a dielectric wedge or past a homoge-
neous medium with the surface of arbitrary shape is considered at a frequency close to the natural frequency of
the medium. The angular distribution of diffraction radiation is investigated as a function of the wedge angle
and the shape of the surface. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

From the microscopic point of view, diffraction
radiation results from the scattering of the field of a uni-
formly moving charged particle by the atoms of a
medium. The scattering cross section of an electromag-
netic wave by an atom is maximal near the resonance,
when the wave frequency is close to the natural fre-
quency of an atom; therefore, the intensity of diffrac-
tion radiation must increase at resonance frequencies. It
is well known that the radiation field in the near-field
zone is mainly longitudinal and the magnitude of the
transverse field is much less than that of the longitudi-
nal field. Therefore, in dense media, the energy transfer
from an excited atom to a nonexited one mainly occurs
via the longitudinal field through a resonance dipole–
dipole interaction rather than through the radiation and
absorption of transverse resonance waves. The energy
of electron excitation propagates through the medium
in the form of excitons. As a result, the interaction
between a resonance photon and an atom leads to the
annihilation of the photon and the creation of an exciton
with the maximum probability. Therefore, the reso-
nance photon, i.e., a photon with energy close to the
energy of an exciton, does not penetrate deep into the
medium. For the same reason, transverse resonance
waves cannot be emitted by atoms situated in the bulk
of a dense medium.

Thus, the probability of diffraction radiation at a res-
onance frequency due to scattering by an atom is much
less than the probability of creation of an exciton, and
the diffraction radiation results from the scattering of
the field of a particle by atoms in a layer close to the
surface of the medium. The thickness of this layer is
determined by the absorption coefficient of transverse
resonance waves. Since this thickness is small, we can
restrict the analysis to the single-scattering approxima-
tion for the resonance component of the field of a fast
particle by the atoms of the medium. Such an approxi-
1063-7761/05/10003- $26.000468
mation in the problem of reflection of resonance elec-
tromagnetic waves from the surface of a medium was
proposed by Fermi [1]. This approximation made it
possible to solve the reflection problem without resort-
ing to the usual macroscopic boundary conditions and
showed good agreement with experiment.

It should be noted that the field of a charged particle
moving at a constant velocity v and energy E ≡ γmc2

falls off with distance a as exp(–aω/γv) in the direction
perpendicular to the velocity. Therefore, polarization
currents that are responsible for the diffraction radia-
tion exponentially decay away from the surface. This
fact increases the contribution of the atoms that are sit-
uated close to the surface of the medium to the reso-
nance radiation, thus increasing the accuracy of single-
scattering approximation for the resonance field com-
ponent of a fast particle by the atoms of the medium.

Usually, to consider the diffraction radiation, one
applies the methods of macroscopic electrodynamics,
which take into account the effect of boundaries by
ordinary boundary conditions [2–8]. These methods are
convenient when applied to the problems of diffraction
radiation from surfaces of relatively simple shape.
However, for media with a surface of complex shape,
rigorous consideration of boundary conditions involves
considerable difficulties; therefore, one has to develop
special approximation methods for each specific shape
of the surface. 

A generalization of the method, developed in [1],
for analyzing resonance scattering of waves to the prob-
lem of diffraction radiation at resonance frequencies
provides a relatively simple technique for studying dif-
fraction radiation in the case of surfaces of complex
shape. It is worthwhile to apply the Fermi method to the
diffraction radiation at a resonance frequency of the
medium and to evaluate the intensity of such radiation
depending on the shape of the surface of the medium.
 © 2005 Pleiades Publishing, Inc.
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2. DIFFRACTION RADIATION FROM A WEDGE 
AT A RESONANCE FREQUENCY

Consider a charged particle that moves uniformly in
vacuum by the law

in the plane x = a. Let the axis z be directed along the
vector v, and the axis x, along a. Then, we can represent
the field generated by a moving particle as

(1)

(2)

Below, we consider the Fourier component of the parti-
cle field at a resonance frequency of the medium.
Assuming that the wavelength of the field is much
greater than the size of a molecule, we can consider the
interaction of a molecule with the field in the dipole
approximation. The molecules excited by the field of a
fast particle give rise to a radiation field; however,
because transverse resonance waves are absorbed by
the medium, only the resonance component of the field
emitted by the molecules that are close to the surface
may be irradiated from the medium. Therefore, one can
restrict the analysis to the single-scattering approxima-
tion of the particle field in the medium. Consider the
diffraction radiation of a charged particle when it trav-
els past a homogeneous dielectric wedge given by the
formula

(3)

(ξ, η > 0), when the concentration of molecules in the
medium is n0. The amplitude of the transverse reso-
nance wave emitted by a molecule situated at the point
Ra exponentially decays as it propagates through the
medium. The direction to the observation point is
defined by the unit vector n; this direction intersects the
surface of the wedge at the point

where

The field is irradiated from either face of the wedge
depending on the direction of irradiation, i.e., depend-
ing on the sign of nz . Consider, for definiteness, the case

r a vt+=

E0 r t,( ) d3∫ p ωE0 p ω,( ) ip r iωt–⋅( ),expd∫=

E0 p ω,( ) E0 p( )δ ω pzv–( ),=

E0 p( ) ie ωv pc2–{ }–

2π2 p2c2 ω2–{ }
-------------------------------------- i pxa–( ).exp=

x
ξz, z 0,<
ηz, z 0>–




=

Ra R' X' Y' Z', ,( ),+

X'/Z' nx/nz, Y'/Z' ny/nz.= =
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of nz > 0, i.e., the forward radiation. Then, the field is
irradiated through the plane x = –ηz and

(4)

When nz < 0, the field is irradiated through the plane x =
ξz of the wedge and

(5)

The distance between a radiating molecule and the
intersection point with the surface is |Z'/nz|. A decrease
in the amplitude of the resonance wave in the medium
can be taken into account by multiplying the density of
intramolecular current by

where g is the absorption coefficient. Hence, to take
into account the absorption of the transverse resonance
wave in the material of the wedge, we should replace
the usual expression for the Fourier image of the den-
sity of polarization current in the single-scattering
approximation,

(6)

by the expression

(7)

Here, α(ω) is the polarizability of a molecule, Ra is the
radius vector of the center of inertia of a molecule, and
the summation is performed over all molecules of the
substance. Assuming that the material of the wedge is
homogeneous, we can neglect the effect of fluctuations
of the polarization current by replacing (7) by its value
averaged over the coordinates of the molecules:

(8)

The energy of the field irradiated from the medium over
the entire flight time of a particle in the frequency inter-
val dω near the resonance frequency, into an element

Z'
Xa ηZa+
η nx/nz+
----------------------,

nx

nz

----- η .<–=

Z'
Xa ξZa–
ξ nx/nz–
---------------------,

nx

nz

------- ξ .<=

g Z' Ra( )/2nz–{ } ,exp

j q ω,( ) iω 1/2π( )3α ω( )–=

× d3 pE0 p ω,( ) i p q–( )– Ra⋅{ }exp∫
α
∑

j q ω,( ) iω 1/2π( )3α ω( ) d3 pE0 p ω,( )∫
a

∑–=

× i p q–( )– Ra g Z' Ra( )/2nz–⋅{ } .exp

j q ω,( ) iω 1/2π( )3α ω( ) d3 pE0 p ω,( )∫–=

× i p q–( )– Ra g Z' Ra( )/2nz–⋅{ }exp
a

∑ .
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dΩ of solid angle in the direction of the vector k =
(ω/c)r/r can be expressed as

(9)

Equations (4) and (5) show that Z'(Ra) is independent of
Ya; therefore, averaging with respect to Ya results in the
delta function δ(py – ky). Since E0(p, ω) contains δ(ω –
pz), the integration with respect to py and pz is per-
formed with the use of these delta functions. The
remaining integral with respect to px is given by (ex and

d2E n ω,( )
dωdΩ

------------------------
2π( )6

c
------------- k j k ω,( )⋅[ ] 2=

=  
ω2

c
------ α ω( ) d3 p k E0 p ω,( )⋅[ ]∫

× i p k–( )– Ra g Z' Ra( )/2nz–⋅{ }exp
a

∑
2

.
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ey are unit vectors along the axes x and y)

(10)

(11)

When considering the forward radiation, one should
use expression (4) for Z', so that

(12)

Hence, after averaging with respect to Ya and integrat-
ing with respect to px , it remains to determine the mean
value with respect to the coordinates Xa and Za of the
form

pxE0 px ky ω/v, ,( ) i px Xa a–( )–{ }expd

∞–

∞

∫
=  ie/2πQ( )L aQ– QXa+{ }exp ,

L eyky iQex–
vω 1 v 2/c2–( )

v 2
----------------------------------,–=

Q ky
2 ω

v
---- 

 
2

1 v 2

c2
------– 

 +
1/2

.=

g Z' Ra( )
2nz

----------------------
g
2
---

Xa ηZa+
ηnz nx+
----------------------– h Xa ηZa+( ).–≡=
(13)

The distribution of the radiated energy can be expressed as

(14)

ikx Xa Q Xa a–( ) i kz ω/v–( )Za h Xa ηZa+( )+–+{ }exp
a

∑

=  n0 aQ–( ) X ikx X QX hX+ +{ } Z i kz ω/v–( )Z hηZ+{ }expd

X /ξ

X /η–

∫expd

∞–

0

∫exp

=  
n0 η ξ+( ) aQ–( )exp

kxξ kz ω/v–( ) ihη– i Q h+( )ξ–+[ ] kxη kz ω/v–( )– iQη+[ ]
-------------------------------------------------------------------------------------------------------------------------------------------------------.

d2E n ω,( )
dωdΩ

------------------------
e2ω2

4cπ2Q2
------------------ n0α ω( ) k L×[ ] 2 ξ η+( )2 2aQ–( )exp

kxξ kz ω/v–+( )2 Qξ hη hξ+ +( )2+[ ] kxη kz– ω/v+( )2 Qη( )2+[ ]
-------------------------------------------------------------------------------------------------------------------------------------------------------------------.=
The radiated energy as a function of the distance a
between the particle trajectory and the edge of the
wedge is given by the exponential function

which decreases with increasing distance much faster
in the nonrelativistic case than in the ultrarelativistic
case, similar to the behavior of the field of a fast parti-
cle. This exponential function is also essential for the
dependence of the radiation intensity on the azimuthal
angle ϕ. In the nonrelativistic case,

2aQ–( )exp 2a ky
a ω/γv( )2+[ ] 1/2

–{ } ,exp=

Q
ω
v
----  @ ky≈
and the function exp(–2aQ) takes values of the same
order of magnitude for different ϕ. In the ultrarelativis-
tic case, for very small ky , Q ~ ω/γv, whereas, for
large ky ,

Therefore, in the ultrarelativistic case, the function
exp(–2aQ) strongly suppresses the radiation for finite
ky . As a result, when the particle moves perpendicular
to the edge of the wedge, the whole radiation is virtu-
ally concentrated near the plane xz . Taking into account
that

Q ky @ 
ω
γv
------.∼

L
iexω
γc

-----------   and   k L ×[ ] 
2 ω

 
c

 
γ

 -----  
  

2

 k z 
2 ≈ –  ≈
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for ky = 0 and γ @ 1, we can obtain the following
expression for the distribution of diffraction radiation
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
in the ultrarelativistic case for ky = 0, i.e., in the
plane xz:
(15)

In the ultrarelativistic case, the following relations hold for small angles ϑ  between the wave vector k of the
radiated wave and the particle velocity v:

therefore, expression (15) can be rewritten as

(16)

d2E n ω,( )
dωdΩ

------------------------
e2ω2kz

2

c
---------------- n0α ω( ) 2 ξ η+( )2 2aω/γc–( )exp

kxξ kz ω/v–+( )2 hξ hη ξω/γc+ +( )2+[ ] kxη kz– ω/v+( )2 ηω/γc( )2+[ ]
----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------.=

kx kϑ , kz ω/v k/2( ) ϑ 2 1/γ2+( );∼–∼

d2E n ω,( )
dωdΩ

------------------------ e2c2kz
2 n0α ω( ) 2 ξ η+( )2 2aω/γc–( )exp

ϑξ ϑ 2 γ 2–+( )/2+[ ] 2
uξ uη ξ /γ+ +( )2+{ } ϑη ϑ 2 γ 2–+( )/2–[ ] 2 η /γ( )2+{ }

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,=
where u = h/k. Note that the condition nx/nz < η, which
guarantees the applicability of formula (4), remains
valid for arbitrary values of the coefficient ξ in the
equation for the first face of the wedge x = ξz. It is inter-
esting to compare the radiation in the limiting cases ξ =
0 (the first face of the wedge is parallel to the particle
velocity) and ξ = ∞ (the first face of the wedge is per-
pendicular to the particle velocity).

For ξ = 0, the distribution of radiation energy (16) is
expressed as
(17)

In the limiting case ξ = ∞, the radiation distribution (16) takes the form

(18)

d2E n ω,( )
dωdΩ

------------------------ e2c2kz
2 n0α ω( ) 2 η2 2aω/γc–( )exp

uη( )2 ϑ 2 γ 2–+( )2
/4+{ } ϑη ϑ 2 γ 2–+( )/2–[ ] 2 η /γ( )2+{ }

-----------------------------------------------------------------------------------------------------------------------------------------.=

d2E n ω,( )
dωdΩ

------------------------ e2c2kz
2 n0α ω( ) 2 2aω/γc–( )exp

ϑ 2 u 1/γ+( )2+{ } ϑη ϑ 2 γ 2–+( )/2–[ ] 2 η /γ( )2+{ }
--------------------------------------------------------------------------------------------------------------------------.=
The condition nx/nz < η, which guarantees the applica-
bility of formula (4), remains valid for η  ∞ when
the second face of the wedge is perpendicular to the
particle velocity. In this case, we have to take into
account that

h g/2 ηnz nx+( ),=
so that, in the limit as

,

we have

In this case, the distribution of radiated energy is
expressed as

η ∞

uη g/2kz.
(19)d2E n ω,( )
dωdΩ

------------------------ e2c2kz
2 n0α ω( ) 2 2aω/γc–( )exp

ϑξ ϑ 2 γ 2–+( )/2+[ ] 2
uξ g/2k ξ /γ+ +[ ] 2+{ } ϑ 2 1/γ( )2+{ }

----------------------------------------------------------------------------------------------------------------------------------------------.=
               
The factor {ϑ2 + (1/γ)2} in the denominator of (19)
leads to stronger dependence of the radiation intensity
on the particle energy. It can easily be seen that, in the
limiting case of large u, i.e., for small absorption length
of the transverse resonance waves in the substance, dis-
                                        

tribution (19) becomes independent of ξ, i.e., of the
slope of the first face of the wedge. This is associated
with the fact that, for small absorption length, the radi-
ation is mainly emitted by the molecules situated near
the second face of the wedge.
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A comparison of (19) and (16) shows that the slope
of the second face of the wedge with respect to the par-
ticle velocity weakens the dependence of the radiation
intensity on the Lorentz factor of the particle.

The simplest limiting case corresponds to ξ = 0 and
η = ∞, when the substance occupies the domain of neg-
ative x and negative z. Such a configuration of a sub-
stance can be called a step rather than a wedge. In this
case, the distribution of diffraction radiation from an
ultrarelativistic particle can easily be represented as

(20)

3. DIFFRACTION RADIATION
FROM AN INHOMOGENEOUS SURFACE

Now, consider another example of diffraction radia-
tion at a frequency close to a natural frequency of the
medium in the case when a particle moves by the law

past a homogeneous medium with the density of mole-
cules n0 and the volume of the medium is bounded by
the condition Xa < ζ(Ya, Za). It should be noted that no
radiation is emitted when ζ = const, i.e., when a
charged particle moves uniformly parallel to the sur-
face of a homogeneous medium. The reason lies in the
fact that the energy and momentum conservation laws
for the radiation hold only for the transfer of longitudi-
nal momentum (along the direction of the particle
velocity) to the medium; however, for such an orienta-
tion of the surface of a homogeneous medium, a trans-
fer of longitudinal momentum is impossible due to the
homogeneity of the conditions of the problem along the
z coordinate. This means that the radiation field is zero
for ζ = const; i.e., radiation is emitted due to the irreg-
ularities of the surface, which makes possible the trans-
fer of longitudinal momentum to the medium.

Thus, it is the polarization currents near the irregu-
larities of the surface that are responsible for the dif-
fraction radiation from a homogeneous medium,
whereas the polarization currents in the bulk of the
medium do not contribute to the diffraction radiation.
Let us find a point on the surface X = ζ(Y, Z) of the
medium with the minimal value of the coordinate X and
choose the coordinate axes so that the plane X = 0
passes through this point. As pointed out above, polar-
ization currents in the domain X < 0 do not contribute
to the diffraction radiation. This fact allows one to take
into account only the current density in the layer
enclosed between the surface X = ζ(Y, Z) and the plane
X = 0 when calculating the Fourier image of the density
of polarization current in (4).

d2E n ω,( )
ω Ωdd

------------------------ e2c
2
kz

2 n0α ω( ) 2=

× 2aω/γc–( )exp

ϑ 2 γ 2–+( )2
/4 g/2k( )2+{ } ϑ 2 1/γ( )2+{ }

-------------------------------------------------------------------------------------------------.

x a, y 0, z v t= = =
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To avoid nonessential complications, we restrict the
consideration to the diffraction radiation from a
medium with the surface of the form X = ζ(Z). The
amplitude of the transverse resonance wave radiated by
a molecule situated at the point Ra exponentially
decays in the medium due to inelastic scattering. The
direction to the observation point is specified by a unit
vector n; this direction intersects the surface of the
medium at a point Ra + R'(X', Y', Z') whose z coordinate

can be determined from the equation

(21)

The distance between the emitting molecule and the
above intersection point is given by

A falloff in the amplitude of the resonance wave along
the whole path in the homogeneous medium can be
taken into account with the use of expression (7) for the
Fourier image of the mean polarization current. Intro-
ducing the notation

(22)

we can write

(23)

Equation (22) shows that the domain of large values of
the variable X does not make an appreciable contribu-
tion to the integral for the following two reasons: due to
the decreasing exponential function exp{–gZ'(R)/2nz}
and due to the upper limit. Therefore, two qualitatively
different cases are possible. In the first case, the thick-
ness of the effective layer of irregularities is less than
the absorption length of the resonance wave; in this
case, a key role is played by the upper limit, while the
decreasing exponential function varies slightly within
the integration interval. Therefore, one can neglect the
decreasing exponential function, which is equivalent to
using the current in the form (6) instead of (7). In this
case, S(p) takes the form

(24)

instead of (22).

Za Z' Za Z' Ra( )+≡+

ξ Za Z'+( ) Xa Z' nx/nz( ).+=

R' X' Y' Z', ,( ) Z' Ra( )/nz .=

S p( ) 2π( ) 3– Y Z Xd

0

ζ Y Z,( )

∫d

∞–

∞

∫d

∞–

∞

∫=

× ip R gZ' R( )/2nz–⋅–{ } ,exp

ip– Ra⋅ gZ' Ra( )/2nz–{ }exp
a

∑  = n0 2π( )3S p( ).

S p( ) 2π( ) 3– Y Z X ip– R⋅{ }expd

0

ζ Y Z,( )

∫d

∞–

∞

∫d

∞–

∞

∫=
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In the second case, the absorption length of a reso-
nance wave is small compared with the thickness of the
effective layer of irregularities. In this case, the upper
limit of integration with respect to X in (22) plays a
small role, and one can integrate with respect to X
in (22) up to infinity. The effect of the surface shape
manifests itself in the fact that the function Z'(Ra) is
determined from Eq. (21), which is completely defined
by the shape of the surface. Then, formula (22) is
rewritten as

(25)

An estimate for (25) can be obtained using the proper-
ties of the function Z'(R), i.e., using the specific shape
of the surface.

Consider the first case, when the thickness of the
layer of irregularities is less than the absorption length
of the resonance wave. Then, we can neglect the ampli-
tude decay due to scattering of the radiated wave in the
substance. In this case, the distribution of the radiated
energy is given by

(26)

where S(p – k) is defined in (24). It is worth noting that,
in the particular case ζ(Y, Z) = ζ(Y), when the surface
shape is independent of z, S(p – k) is proportional to
δ(pz – kz), and δ(ω – pzv)δ(pz – kz) = 0 if there is no
Cherenkov radiation in the medium. Thus, there is no
diffraction radiation when ζ(Y, Z) = ζ(Y) because a lon-
gitudinal momentum cannot be transferred to such a
medium.

Now, consider the diffraction radiation from a
medium whose surface is given by X = ζ(Z). In this
case, the integral with respect to p in (26) contains a
product of the delta functions δ(py – ky) and δ(ω – pzv),
which are used for integrating with respect to py and pz .
As a result, (26) is rewritten as

(27)

S p( ) 2π( ) 3– Y Z Xd

0

∞

∫d

∞–

∞

∫d

∞–

∞

∫=

× ip– R gZ' R( )/2nz–⋅{ } .exp

d2E n ω,( )
dωdΩ

------------------------ cω2n0
2

2π( )6=

× α ω( ) d3 p k E0 p( )×[ ] S p k–( )δ ω pzv–( )∫
2
,

d2E n ω,( )
ωdΩd

------------------------
ω2n0

2 2π( )2

c
------------------------- α ω( ) Zd

∞–

∞

∫=

× i kz ω/v–( )Z–{ } X ikx X( )expd

0

ζ Z( )

∫exp

× px k E0 px ky ω/v, ,( )×[ ] i px X–( )expd

∞–

∞

∫
2

.
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The integral with respect px contained in (27) is given
in (10). Thus, upon integration, formula (27) is
expressed as

(28)

In the particular case when the wavelength is much
greater than the thickness of the layer of surface irreg-
ularities, kxζ ! 1, Qζ ! 1, and expression (28) can be
simplified to

(29)

In this case, the radiation distribution is determined by
the Fourier image of the surface shape ζ(kz – ω/v ).

4. DIFFRACTION RADIATION FROM A MEDIUM 
WITH PERIODIC SURFACE

Now, consider the diffraction radiation at a reso-
nance frequency from a homogeneous substance with
periodic, in the Z coordinate, surface of the form X =
2b{1 + cos(gZ)}. Applying the well-known expansion
of the exponential function in terms of Bessel func-
tions,

(30)

we can reduce the integral with respect to Z in (28) to

(31)

The terms in the sum in (31) take nonzero values only

d2E n ω,( )
ωdΩd

------------------------ e2ω2n0
2

cQ2
-----------=

× 2aQ–( ) α ω( ) k L k( )×[ ] 2exp

× 1
Q ikx–
----------------- Z i kz ω/v–( )Z–{ }expd

∞–

∞

∫

× Q ikx+( )ζ Z( ){ }exp

2

.

d2E n ω,( )
ωdΩd

------------------------ e2ω2n0
2

cQ2
-----------=

× 2aQ–( ) α ω( ) k L k( )×[ ] 2exp

× Q ikx–( ) Zζ Z( ) i kz ω/v–( )Z–{ }expd

∞–

∞

∫
2

.

iu Φcos( )exp isJs u( ) isΦ( ),exp
s

∑=

M k( ) Z i kz ω/v–( )Z–{ }expd

∞–

∞

∫=

× Q ikx–( )2b 1 gZcos+( ){ }exp

=  2π 2b Q ikx–( ){ } isJs 2bQ 2ibkx–( )
s

∑exp

× δ sg kz ω/v–+( ).
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for those irradiation angles ϑ  for which the argument of
the delta function passes through zero, i.e., for

(32)

This condition stems from the fact that, for fixed values
of ω, ϑ , and v, the value of the longitudinal momentum
transferred from the field to the medium is specified by
the conservation law, while the periodically inhomoge-
neous surface can accept only a certain fixed momen-
tum. Diffraction radiation from a periodically inhomo-
geneous surface was considered in various approxima-
tions by many authors, and expression (32) was often
called a resonance condition. Under these conditions,
diffraction radiation was also referred to as resonance
radiation, although the frequency of this radiation was
not related to the natural frequencies of the medium.
Following this terminology, we can call the diffraction
radiation resonance radiation at resonance frequencies.
The energy distribution of this radiation is given by

(33)

where T is the total flight time.

5. DISCUSSION OF THE RESULTS

The results obtained above can be applied under the
condition that the frequency of diffraction radiation is
close to a certain resonance frequency ωn = En/", where
En is the energy of an exciton. Transverse waves with
such a frequency are strongly absorbed in the sub-
stance; therefore, the only transverse resonance waves
that may leave the substance are those radiated by mol-
ecules lying close to the surface of the medium. Due to
the small thickness of the layer of radiating molecules,
one can restrict analysis to the case of single scattering
of the field of a fast particle in the substance, which is
accompanied by the radiation of a transverse resonance
wave. This method is a generalization of the Fermi
method for analyzing the reflection and scattering of
transverse resonance waves [1]. The single-scattering
approximation allows one to consider diffraction radia-

1 v /c( ) ϑcos–[ ] sg v /ω( ).=

d2E n ω,( )
dωdΩ

------------------------ 2Tπe2ω2n0
2

cQ2
-----------=

× 2 a b–( )Q–{ } α ω( )L k( ) 2exp

× 1

Q2 kx
2+

----------------- Js 2bQ 2ibkx–( ) 2δ sg kz ω/v–+( ),
s

∑
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tion microscopically as a transformation of the Fourier
component of the particle field into a transverse reso-
nance wave due to the interaction with a molecule. In
this approximation, the radiation energy is a simple
function of the coordinates of the molecules of the
medium; this makes the analysis of diffraction radiation
from complex surfaces simpler compared with the pro-
cedure involving boundary conditions in macroscopic
electrodynamics. The method considered does not
allow one to calculate the intensity of diffraction radia-
tion for arbitrary frequencies. However, as applied to
the problem of diffraction radiation from a dielectric
wedge considered below, this method makes it possible
to relatively easily investigate the radiation energy as a
function of the wedge angle. In the problem of diffrac-
tion radiation from a nonplanar surface of a homoge-
neous medium, this method allows one to calculate
rather easily the radiation energy as a function of the
surface shape of the medium.

The analysis of diffraction radiation at a resonance
frequency without involving macroscopic boundary
conditions can be applied to the experimental investiga-
tion of the structure of complex surfaces. To obtain
more detailed information, one can measure radiation
energy at different values of the particle velocity and at
several frequency points close to different natural fre-
quencies of the medium.
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Abstract—A new mechanism of development of quantum correlations due to the combined effects of a com-
mon heat bath and a resonant classical electromagnetic field is analyzed for a system of two two-level atoms
coupled by dipole–dipole interaction. Conditions are found under which arbitrary steady-state entanglement
can be created in the absence of measurement in an entangled basis. The analysis of dynamics of entanglement
is focused on the effects of dipole–dipole interaction, mean number of thermal photons, degree of squeezing of
thermal radiation, classical field strength, and presence of additional decay channels. © 2005 Pleiades Publish-
ing, Inc. 
1. INTRODUCTION

Entangled states of quantum objects involve correla-
tions that preclude description in terms of a factorized
wavefunction or density matrix. In view of the mea-
surement postulate, the correlations lead to the para-
doxes of quantum theory formulated by Einstein, Pod-
olsky, and Rosen [1] and Schrödinger [2]. Present-day
interest in entangled states is motivated by their pro-
spective applications in quantum cryptography, quan-
tum computing, and quantum teleportation [3, 4],
which motivate extensive studies of conditions and
methods for preparation of entangled states, as well as
their properties and possible utility [5].

Currently, entangled states are created in the form of
two-mode squeezed light, which is widely used in
quantum optics. Preparation and control of entangled
states of atoms, including many-particle ones, presents
a more difficult problem, which is the subject of ongo-
ing theoretical and experimental studies. The possibil-
ity of creation of two entangled macroscopic ensembles
of atoms in free space has been demonstrated in a
recent experiment [6]. Analysis of many-particle states
and methods for creation and control of entangled states
is largely stimulated by the model of a one-way quantum
computer based on quantum measurement [7]. Progress
has also recently been made toward teleportation of
atomic states [8].

In this paper, we analyze entanglement of atomic
states and conditions for entanglement control using
electromagnetic field. Our results suggest a new mech-
anism of entanglement and demonstrate a possibility
for entanglement control. For simplicity, we consider a
system of two two-level atoms. A two-state quantum
system is called a qubit in quantum information theory.

Entanglement of atomic states can be created by
three principal mechanisms: (1) dynamic (e.g., dipole–
1063-7761/05/10003- $26.000475
dipole) interaction between subsystems, (2) interaction
with a common heat bath, and (3) measurement of inde-
pendent atomic systems (in an entangled basis).

The first mechanism does not seem to call for any
comment, being directly responsible for entanglement
of states of atomic subsystems. However, the analysis
presented in this paper shows that its role in steady-
state entanglement may vary substantially, depending
on the relative contributions of interactions with a com-
mon heat bath and independent heat baths specific to
individual atoms to the overall relaxation process.

In the nontrivial model of entanglement by interac-
tion of atoms with a common heat bath considered
in [9–12], the state space of the system is decomposed
into two subspaces with different particle permutation
symmetries. In this model, the coupling to a common
heat bath makes it possible to sustain different types of
dynamics in these subspaces: the evolution of states in
the decoherence-free subspace is unitary [13], whereas
the Dicke states (which span the other subspace) are
characterized by nonunitary (dissipative) dynamics.
Owing to the difference in dynamics, initially disentan-
gled atomic states that do not lie entirely in either sub-
space become entangled. In superradiance theory, the
states belonging to these subspaces are called subradi-
ant and superradiant, respectively [14, 15], and entan-
glement can also be created if the dissipative dynamics
of subradiant states are different from those of superra-
diant states. Note that these states are responsible for
the experimentally observed dependence of spontane-
ous emission time on interatomic distance [16, 17] (cf.
the theory in [18]).

Measurements of atomic systems usually involve
detection of photons emitted by atoms. If the atom that
has emitted a detected photon cannot be identified, then
the state of an initially doubly excited two-atom system
 © 2005 Pleiades Publishing, Inc.
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immediately after the click of the detector will be a
superposition of the ground state of the atom that has
emitted the photon and the excited state of the other
atom. Thus, an Einstein–Podolsky–Rosen (EPR) pair,
i.e., a maximally entangled pair of qubits, is created.
Note that the resulting wavefunction characterizes the
so-called posterior state of the atoms [19]. A measure-
ment is the projection of the measured state onto the
subspace spanned by the entangled states. The entan-
glement of the subsystem thus selected is exactly due to
a nonselective measurement, which is related to the
indistinguishability of quantum subsystems with
respect to some observable. The entanglement is totally
unrelated to any collective process, being entirely due
to an effective measurement in an entangled basis. A
specific analogy between the preparation of entangled
states of a system of noninteracting subsystems by state
reduction (measurement) and quantum state evolution
was considered in [20].

To control the creation of entangled states, one must
be able to change the system’s parameters. The simplest
way to control the dynamics of an atomic system is
coherent control, i.e., coupling to a coherent field.
However, interaction between a system and a coherent
field, as well as any classical field, does not necessarily
give rise to quantum correlations between its noninter-
acting subsystems. For this reason, the present analysis
of the dynamics of creation of entangled states, includ-
ing steady states, of a system driven by a resonant
coherent field takes into account both dipole–dipole
coupling and decay by interaction with common and
independent thermal reservoirs.

The criterion for entanglement is a separate prob-
lem. The existence of quantum correlations in a system
can be checked by applying Bell’s inequality [21].
However, no general operational criterion for entangle-
ment of arbitrary systems is available to this day. The
concurrence introduced by Wootters as an entangle-
ment measure [22] cannot be used to formulate neces-
sary and sufficient conditions. In this study, we use the
Peres–Horodecki criterion, which apparently is the only
available necessary and sufficient condition for entangle-
ment (inseparability) of bipartite mixed states [23, 24].
According to this criterion, a state is entangled (insep-
arable) if at least one eigenvalue of the (partial) trans-
pose of the density matrix with respect to the variables
associated with one atom is negative. (The transpose is
henceforth called the Peres–Horodecki matrix.) Then,
there exist quantum correlations in the system, and the
sum of the negative eigenvalues of the Peres–Horo-
decki matrix provides a measure for the correlations.
The present analysis is illustrated by graphs of the abso-
lute value of the lowest eigenvalue of the Peres–Horo-
decki matrix.

The results of our study of the dynamics of a reso-
nantly driven, spontaneously decaying two-atom sys-
tem coupled to a common heat bath suggest that a clas-
sical field offers an effective tool for coherent control
JOURNAL OF EXPERIMENTAL A
based on a new mechanism of entanglement. It has been
shown that entanglement does not arise when the dou-
bly excited state of the system decays via spontaneous
emission [9]. However, their interaction with a coherent
resonant pulse can lead to both time-dependent and
steady-state entanglement. We find conditions for
quantum correlation corresponding to a specific value
of the Peres–Horodecki measure between –0.5 (for an
EPR pair) and zero. We demonstrate a difference in the
role played by dipole–dipole interaction in the creation
of a steady entangled state between the case of decay by
interaction with a common heat bath and the case when
the decaying atoms interact with independent heat
baths in the absence of collective relaxation. With
increasing contribution of independent decay channels,
the mechanism of steady-state entanglement by interac-
tion with a common heat bath transforms into a mech-
anism dominated by dipole–dipole interaction, while
the interactions with a classical field and independent
heat baths only guarantee relaxation to a steady state.
The results obtained here can be summarized as fol-
lows: a qubit with a required entanglement measure can
be prepared via quantum state evolution (without per-
forming any measurement-induced projection) by cou-
pling an atomic system to electromagnetic fields. This
is a promising possibility for quantum communication,
because the resulting entangled state has a longer life-
time.

The paper is organized as follows. In Section 2, we
formulate a master equation for a two-atom density
matrix describing the processes of interest here. In Sec-
tion 3, we analyze the quantum correlations arising
between the atoms when the resonantly driven system
is coupled to a common heat bath at zero temperature,
taking into account dipole–dipole interaction. In Sec-
tion 4, we discuss the case when the common heat bath
is in the maximally squeezed state at a finite tempera-
ture. In Section 5, we present the numerical results
obtained for a system coupled to an arbitrary common
heat bath and independent heat baths specific to indi-
vidual atoms. We analyze the change in characteristics
of coherent control caused by deviation from optimal
parameters.

Preliminary results of this study have been reported
at several conferences [25].

2. DESCRIPTION OF THE MODEL 
AND GOVERNING EQUATIONS

The two qubits considered here can be impurity
atoms (or ions) in a photonic crystal or single-mode
fiber, or atoms in a magnetic trap or microcavity, or
atoms in other man-made environments. All of these
systems can be accurately described by models of col-
lective decay by interaction with a common heat bath,
which can be reduced to models of atom dynamics in
one-dimensional resonant fields. We consider a classi-
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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cal electromagnetic wave propagating in the positive z
direction and represent the electric field of the wave as

In the dipole approximation, the density matrix 5 of
the two-atom system obeys the master equation

(1)

Here, the Hamiltonian * of the two-atom system is the
sum of the Hamiltonians *A of isolated atoms, an oper-
ator 9cl representing the dipole–field interaction, and
the dipole–dipole interaction operator 9d–d,

where

(2)

R denotes the distance between the qubits; in the case
of Markovian evolution of the system coupled to a com-
mon heat bath, the relaxation superoperator Γ0 has the
form (see [9])

(3)

with

the state vectors |0〉  and |1〉  correspond to the ground
and excited energy levels; "ω0 is the energy difference
between the levels; d is the atomic dipole moment oper-
ator; d10 is a matrix element of the dipole moment oper-
ator; and θ is the phase gained by the wave as it travels
the distance between the atoms.

E %%%% i ωt kz–( )–[ ]exp %%%%* i ωt kz–( )[ ] .exp+=

d5
dt

--------
i
"
--- 5 *,[ ] Γ̂ 05.–=

* *A 9cl 9d–d,+ +=

*A
1
2
---"ω0 C3 1 1 C3⊗+⊗( ),=

9cl E d⋅ 1̂ 1̂ E⊗+⊗ d⋅( ),–=

9d–d
d d⊗

R3
--------------,=

C3 1| 〉 1〈 | 0| 〉 0〈 | ,–=

Γ̂05

=  
χ d10

2

2
--------------- N 1+( ) 5#+#– #+#–5 2#–5#+–+( )

+
χ d10

2

2
---------------N 5#–#+ #–#+5 2#+5#––+( )

+
χd10

2

2
---------- 2#+5#+ 5#+#+– #+#+5–( )M

+
χd10*

2

2
------------ 2#–5#– 5#–#–– #–#–5–( )M*,

#± C± 1̂ e iθ+− 1̂+ C±,⊗ ⊗=

C– 0| 〉 1〈 | , C+ 1| 〉 0〈 |;= =
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The common heat bath is a quantized one-dimen-
sional electromagnetic field whose initial state |Φ0〉  is
delta-correlated in time:

where bω and  denote, respectively, the annihilation
and creation operators for thermal photons with wave-
number q = qez = ωez/c and N(ω) is the spectral density
of the bath. The common heat bath is in a squeezed state
characterized by a central frequency ΩΓ and a degree of
squeezing

The evolution of atoms coupled to the heat bath is
described in the Markovian approximation. The cou-
pling constant χ, the parameters N(ω) = N(ω0) = N and
M(ω) = M(ω0) = M, and the exponential factor

representing the phase gain are independent of fre-
quency (r1 and r2 are the locations of the atoms, |r –
r2 | = R). The polarization states of thermal photons are
ignored.

In the limit case of M = N = 0, the heat bath defined
above reduces to a one-dimensional vacuum field. In
other cases, it provides a good model of the electromag-
netic field produced by a degenerate optical parametric
oscillator [26].

The recoil effects due to photon emission and
absorption are neglected in deriving both the model of
qubits driven by a classical field and the relaxation
superoperator. Polarization effects are neglected and
the boldface vector notation is not used, since the elec-
tric field and dipole moment are assumed to be parallel.

Superoperators having the form of (3) with θ = 2πn
(n = 0, ±1, …) describe interactions with one- and
three-dimensional heat baths.

In the one-dimensional case, electromagnetic
modes propagating in both directions are assumed to
have similar characteristics. To allow for difference in
parameters between thermal modes and describe the
case of θ ≠ 2πn (n = 0, ±1, …), one should replace the

superoperator  with  + , where the superoper-

ator  is obtained by substituting primed quantities (in

Φ0|bω
† bω'|Φ0〈 〉 N ω( )δ ω ω'–( ),=

Φ0|bωbω'
† |Φ0〈 〉 1 N ω( )+[ ]δ ω ω'–( ),=

Φ0|bωbω'|Φ0〈 〉 M ω( )δ 2ΩΓ ω– ω'–( ),=

Φ0|bω
† bω'

† |Φ0〈 〉 M* ω( )δ 2ΩΓ ω– ω'–( ),=

bω
†

M ω( ) M ω( ) 2iΩΓ t–( ),exp=

M ω( ) N ω( ) N ω( ) 1+[ ] .≤

iω r2 r1–( ) ez/c⋅[ ]exp

=  iω0 r2 r1–( ) ez/c⋅[ ]exp iθ( )exp=

Γ̂0 Γ̂0 Γ̂0'

Γ̂0'
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particular, changing #± to  = C± ⊗   + e±iθ  ⊗  C±)

in .
In the case of a three-dimensional heat bath, the

atoms must be localized in a region much smaller than
the resonant wavelength. However, the separation
between the atoms must still be taken into account [27]

by introducing relaxation superoperators  and 
corresponding to independent decay channels:

(4)

where

(5)

In other words, the operator  must be replaced by

 +  +  in (1).
The Lindblad equations with relaxation superopera-

tors having the form of (3) or (4) provide a general for-
malism for describing decay processes in the Mark-
ovian approximation [28]. For this reason, we believe
that system (1)–(3) written for two-level atoms, with
Eq. (1) in some cases replaced by

(6)

can be applied to describe the dynamics of two qubits
coupled to a resonant classical and a broad-bandwidth
quantized electromagnetic fields.

Equations (1) and (6) entail equations for slowly
varying density-matrix elements (as compared to
exp(±iω0t)). Assuming (for simplicity) that the atomic
transition frequency, the driving-field carrier frequency,
and the central frequencies of all heat baths are equal,
we find that the slowly varying density matrix is identi-

#±' 1̂ 1̂

Γ̂0

Γ̂1 Γ̂2

Γ̂ j5
χ j( ) d10

2

2
-------------------- N j( ) 1+( )=

× 5#+
j( )#–

j( ) #+
j( )#–

j( )5 2#–
j( )5#+

j( )
–+( )

+
χ j( ) d10

2

2
--------------------N j( )

× 5#–
j( )#+

j( ) #–
j( )#+

j( )5 2#+
j( )5#–

j( )
–+( )

+
χ j( )d10

2

2
---------------M j( )

× 2#+
j( )5#+

j( ) 5#+
j( )#+

j( )
– #+

j( )#+
j( )5–( )

+
χ j( )d10*

2

2
-----------------M j( )*

× 2#–
j( )5#–

j( ) 5#–
j( )#–

j( )
– #–

j( )#–
j( )5–( ),

#±
1( )

C± 1̂, #±
2( )⊗ 1̂ C±.⊗= =

Γ̂0

Γ̂0 Γ̂1 Γ̂2

d5
dt

--------
i
"
--- 5 *,[ ] Γ̂ 05– Γ̂0' 5– Γ̂15– Γ̂2' 5,–=
JOURNAL OF EXPERIMENTAL A
cal to the density matrix in the interaction represen-
tation,

(7)

Averaging Eq. (7) over fast oscillations, we obtain a
similar equation in which the nonzero matrix elements

represent dipole–dipole interaction:  = d10d01R–3 =

. We use the notation for the state space basis vec-
tors introduced in [9]:

(8)

Here, |f 〉  represents the singly excited state of a two-
atom system in which the first atom is excited, the sec-
ond one is in the ground state, and so on. Frequently,
the following partially entangled basis should be used
instead of (8):

(9)

The matrix elements calculated in these basis sets are
related as follows:

When the carrier frequency of the classical field is
different from the atomic transition frequency,

5̃ i*At/"( )5 i*At/"–( ),expexp=

5˜̇
i
"
--- 5̃ 9̃,[ ] Γ̂ 5̃,–=

9̃ i*At/"( )9 i*At/"–( ).expexp=

9fl
˜

9̃lf
*

g| 〉 0| 〉 0| 〉 , e| 〉⊗ 1| 〉 1| 〉 ,⊗= =

f| 〉 1| 〉 0| 〉 , l| 〉⊗ 0| 〉 1| 〉 .⊗= =

g| 〉 a| 〉, 1

2
------- f| 〉 e iθ– l| 〉–( ),=

s| 〉 1

2
------- f| 〉 e iθ– l| 〉+( ) e| 〉 .,=

5ff
1
2
--- 5ss 5aa 5as 5sa+ + +{ } ,=

5ll
1
2
--- 5ss 5aa 5as– 5sa–+{ } ,=

5el
1

2
-------eiθ 5es 5ea–{ } ,=

5ef
1

2
------- 5ea 5es+{ } ,=

5gl
1

2
-------eiθ 5gs 5ga–{ } ,=

5gf
1

2
------- 5ga 5gs+{ } ,=

5fl
1
2
---eiθ 5as 5ss 5aa– 5sa–+{ } .=
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another definition of slowly varying amplitudes is more
suitable:

.

Taking into account the detuning from resonance [29],
we use a standard method to derive the corresponding

equations for slowly varying amplitudes  (dropping

the double tilde in ):

(10)

5ge 5̃
˜

gee
2iωt, 5fg 5̃

˜
fge iωt– ,= =

5fl 5̃
˜

fl, 5ee 5̃
˜

ee …,= =

5̃
˜

5̃
˜

d
dt
----- Γ+ 

  5gg
id10* %*

"
----------------- 5fg e iθ– 5lg+( )=

–
id10%

"
------------- 5gf eiθ5gl+( ),

d
dt
----- Γ+ 

  5ff
id10* %*

"
----------------- 5fg e iθ– 5ef–( )–=

–
id10%

"
------------- eiθ5fe 5gf–( )

i d10
2

"R3
-------------- 5fl 5lf–( ),+

d
dt
----- Γ+ 

  5ll
id10* %*

"
----------------- e iθ– 5lg 5el–( )–=

–
id10%

"
------------- 5le eiθ5gl–( )

i d10
2

"R3
-------------- 5lf 5fl–( ),+

d
dt
----- Γ+ 

  5ee
id10* %*

"
-----------------– e iθ– 5ef 5el+( )=

+ 
id10%

"
------------- 5le eiθ5fe+( ),

d
dt
----- i ω ω0–( ) Γ+ + 5gf

=  
id10* %*

"
----------------- 5gg 5ff– e–iθ5lf–( )–

–
id10%

"
-------------eiθ5ge

i d10
2

"R3
--------------5gl,+

d
dt
----- i ω ω0–( ) Γ+ + 5gl

=  
id10* %*

"
----------------- e iθ– 5gg e iθ– 5ll– 5fl–( )–

–
id10%

"
-------------eiθ5ge

i d10
2

"R3
--------------5gf ,+
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The matrix elements of the relaxation superoperator
representing unidirectional decay by interaction with a
common heat bath are expressed as

d
dt
----- 2i ω ω0–( ) Γ+ + 5ge

=  
id10* %*

"
----------------- 5gl 5fe– e iθ– 5gf e iθ– 5le–+( ),–

d
dt
----- Γ+ 

  5fl
id10* %*

"
-----------------e iθ– 5fg 5el–( )–=

–
id10%

"
------------- 5fe 5gl–( )

i d10
2

"R3
-------------- 5ff 5ll–( ),+

d
dt
----- i ω ω0–( ) Γ+ + 5fe

=  
id10* %*

"
----------------- 5fl e iθ– 5ff e iθ– 5ee–+( )–

+
id10%

"
-------------5ge

i d10
2

"R3
--------------5le,–

d
dt
----- i ω ω0–( ) Γ+– 5el

=  
id10%

"
------------- 5ee 5ll– eiθ5fl–( )–

–
id10* %*

"
-----------------e iθ– 5eg

i d10
2

"R3
--------------5ef .+

Γ5gg χ d10
2 N 1+( )–=

× 5ll e iθ– 5fl eiθ5lf 5ff+ + +( ) 2χ d10
2N5gg+

– χ d10( )2e iθ– 5geM χ d10*( )2
eiθ5egM*,–

Γ5ff
χ d10

2

2
--------------- N 1+( )=

× 25ff e iθ– 5fl eiθ5lf 25ee–+ +( )

+
χ d10

2

2
---------------N e iθ– 5fl eiθ5lf 25ff 25gg–+ +( )

+ χd10
2 5gee

iθ– M χd10* eiθ5egM*,+

Γ5ll
χ d10

2

2
--------------- N 1+( )=

× 5lfe
iθ 25ll e iθ– 5fl 25ee–+ +( )

+
χ d10

2

2
---------------N 25ll eiθ5lf e iθ– 5fl 25gg–+ +( )
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(11)

+ χd10
2 e–iθ5geM χd10* 5egeiθM*,+

Γ5ee 2χ d10
2 N 1+( )5ee=

– χ d10
2N 5ll 5ff e iθ– 5fl eiθ5lf+ + +( )

– χ d10( )2e iθ– 5geM χ d10*( )2
5egeiθM*,–

Γ5gf
χ d10

2

2
--------------- N 1+( )=

× 5gf e iθ– 5gl 25fe– 2eiθ5le–+( )

+
χ d10

2

2
---------------N e iθ– 5gl 35gf+( )

+ χd10*
2

5fg eiθ5lg eiθ5ef–+( )M*,

Γ5gl
χ d10

2

2
--------------- N 1+( )=

× eiθ5gf 5gl 25fe– 2eiθ5le–+( )

+
χ d10

2

2
---------------N 35gl eiθ5gf+( )

+ χd10*
2

5fgeiθ 5lg eiθ5el–+( )M*,

Γ5ge χ d10
2 N 1+( )5gg χ d10

2N5ge+=

+ χd10*
2

eiθ5ll eiθ5ff 5fl+ +(

+ e2iθ5lf 5ggeiθ– eiθ5ee )M*,–

Γ5fl
χ d10

2

2
--------------- N 1+( )=

× eiθ5ff 25fl eiθ5ll 2eiθ5ee–+ +( )

+
χ d10

2

2
---------------N 25fl eiθ5ff eiθ5ll 2eiθ5gg–+ +( )

+ χd10
2 5geM χd10*

2
e2iθ5egM*,+

Γ5fe
χ d10

2

2
--------------- N 1+( ) 35fe eiθ5le+( )=

+
χ d10

2

2
---------------N eiθ5le 5fe 25gl– 2eiθ5gf–+( )

+ χd10*
2

eiθ5el e2iθ5ef eiθ5fg–+( )M*,

Γ5le
χ d10

2

2
--------------- N 1+( ) 35le e iθ– 5fe+( )=

+
χ d10

2

2
---------------N 5le e iθ– 5fe 2e iθ– 5gl– 25gf–+( )
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where time-dependent squeezing is characterized by

We assume that the atomic transition frequency, driv-
ing-field carrier frequency, and the central frequency of
the heat bath are equal, so that M is independent of
time.

3. ENTANGLEMENT BY INTERACTION
WITH A HEAT BATH AT ZERO TEMPERATURE

First, we consider the simplest case of unidirectional

collective decay in the case of N = M = 0,  =  =

 = 0, and θ = 2πn (n = 0, ±1, …).

Let us discuss the dependence of entanglement on
the quantities β = χ|d10|2/2 and δ = |d10|2/R3" character-
izing interaction with the heat bath and dipole–dipole
coupling, respectively, and the Rabi frequency ξ =
|%d10|/".

When the only effective entanglement mechanism is
the interaction with the common heat bath, steady-state
quantum correlations are observed and the degree of
entanglement can amount to –0.17, depending on initial
conditions [9].

When only the dipole–dipole interaction is effec-
tive, no steady-state quantum correlations are created,
because the degree of entanglement oscillates between
zero and –0.5. The classical field does not create any
entanglement at all, and the corresponding eigenvalues
of the Peres–Horodecki matrix are [1, 0, 0, 0] at any
instant.

Any combination of these mechanisms leads to a
different entanglement behavior. However, all of the
resulting steady states depend on initial conditions, as
in the case of collective decay by interaction with a
common heat bath.

We introduce dimensionless parameters characteriz-
ing the relative magnitudes of dipole–dipole coupling
and Rabi frequency as compared to interaction with the
heat bath:

Dipole–dipole interaction in a two-atom system
coupled to a common heat bath either does not affect
steady-state entanglement or destroys it. In the case of
a doubly excited (Dicke) initial state, no entanglement is
created in the system. In the case of a singly excited state,

+ χd10*
2

5el eiθ5ef eiθ5lg–+( )M*,

M M 2iΩΓ t– 2iωt+( ).exp=

Γ̂0' Γ̂1

Γ̂2

κ δ/β 2/R3
"χ ,= =

c ξ /β 2 % /"χ d10 .= =
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Fig. 1. Time dependence of the lowest eigenvalue of the Peres–Horodecki matrix parameterized by the ratio of the Rabi frequency
to the constant of coupling to a common heat bath with zero photon number in the absence of dipole–dipole interaction: (a) doubly
excited system; (b) singly excited system.
steady-state quantum correlations are created, and the
lowest eigenvalue of the Peres–Horodecki matrix,

tends to a limit value of –0.104. Since this limit is inde-
pendent of the dipole–dipole interaction strength, the
corresponding steady-state entanglement is similar to
the entanglement of noninteracting atoms by interac-
tion with a common heat bath [9]. This is clear from the
fact that the dipole–dipole interaction does not mix sub-
spaces of states with different particle permutation
symmetries if θ = 2πn (n = 0, ±1, …). When the phase
gain is different from these values, the dipole–dipole
interaction mixes such subspaces and can destroy
steady-state entanglement if κ is sufficiently large.

A totally different behavior is observed when the
atoms are driven by a resonant classical field. In this
case, steady-state entanglement is created when the
system is initially in the doubly excited state, ground
state, or singly excited state. The dependence of entan-
glement on the initial state of the system is illustrated
by Figs. 1a and 1b, which correspond to doubly and sin-
gly excited states, respectively.

As the classical-field strength increases, the devel-
opment of quantum correlations is followed by their
destruction; i.e., there exists an optimal field strength
for maximal entanglement. Note also that entanglement
of this kind is enhanced by increasing dipole–dipole
interaction.

Both the operator of interaction with a classical field
and the dipole–dipole interaction operator are symmet-
ric under particle permutation in the case of θ = 2πn
(n = 0, ±1, …) considered here. However, the interac-
tion with a classical field leads to different types of
steady-state entanglement, since the corresponding

λ 1
4
--- 1 e 2βt––[=

– 2 1 e 2βt–– e 4βt– e 2βt––+ κ tcos( ) ] ,
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operator is reducible; i.e., the state space of the system
is decomposed into irreducible subspaces. Due to the
difference in dynamics between the subspaces, both
time-dependent and steady-state entanglements are cre-
ated by change in the representation of any state of the
system in an entangled or disentangled basis set. In
general, each particular operator contributing to the
system’s dynamics is associated with a specific decom-
position into irreducible subspaces, whose properties
determine the dynamics of entanglement.

In the case of a singly excited state (Fig. 1b), the
interaction with a classical field destroys steady-state
entanglement, while the dipole–dipole interaction only
induces oscillations, while its effect on steady-state
quantum correlations is negligible in a wide range of
parameters.

If the three interactions are effective simultaneously,
then the nonzero elements of the time-independent den-
sity matrix are

(12)

This general solution is reduced to a particularly simple
form by retaining only the first-order terms with respect
to the constant of coupling to the classical field (in the
partially entangled basis):

Rgg 1 2c2 4c4 k2+ + +( )∆ 1– ,=

Rgs c 2 k 2ic2– i–( )∆ 1– ,=

Rge 2c2 1 ik+( )∆ 1– ,–=

Rss 2c2 2c2 1+( )∆ 1– , Rse 2ic3 2∆ 1– ,–= =

Ree 4c4∆ 1– , Raa Raa,= =

∆ 1– 1 Raa–( ) 1 4c2 12c4 k2+ + +( ) 1–
.=
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The corresponding Peres–Horodecki matrix is

(13)

5

1 5aa– 0
κ i–

κ2 1+
--------------c 2 1 5aa–( ) 0

0 5aa 0 0

κ i+

κ2 1+
--------------c 2 1 5aa–( ) 0 0 0

0 0 0 0 
 
 
 
 
 
 
 
 
 

.=

5st
P–H

1 5aa–
κ i+

κ2 1+
--------------c 1 5aa–( ) κ i–

κ2 1+
--------------c 1 5aa–( ) 1

2
---5aa

κ i–

κ2 1+
--------------c 1 5aa–( ) 1

2
---5aa 0 0

κ i+

κ2 1+
--------------c 1 5aa–( ) 0

1
2
---5aa 0

1
2
---5aa 0 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 

.=
In these expressions, the time-independent element 5aa

of the density matrix is determined by the initial condi-
tions and the coupling constants. The corresponding
expression is very cumbersome. For this reason, our
analysis presented above is restricted to numerical sim-
ulations.

If the dipole–dipole interaction is neglected, then
the lowest eigenvalue of the Peres–Horodecki matrix
has the simple form

(14)λ 1
2
---

Raa 6Raac
2 8Raac

4 2c2– 4c4+ + +

1 4c2 12c4+ +
---------------------------------------------------------------------------------.=
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Hence, when 5aa = 0, the highest degree of squeezing
is characterized by λ ≈ –0.06, which corresponds to c =
ξ/β = 2|%|/"χ|d10| = 0.38.

4. MAXIMALLY SQUEEZED HEAT BATH
Now, we consider the most interesting case, when

the common heat bath is in the maximally squeezed

state at a finite temperature (|M | = ), retain-
ing the condition θ = 2πn (n = 0, ±1, …). In this case,
the evolution of initially pure states is characterized by
a two-atom wavefunction.

The Peres–Horodecki matrix is

N N 1+( )
5st
P–H

N 1+
2N 1+
----------------- 1 5aa–( ) 0 0

1
2
---5aa–

0
1
2
---5aa

N N 1+( )
2N 1+

--------------------------- 1 5aa–( )– 0

0
N N 1+( )
2N 1+

--------------------------- 1 5aa–( )–
1
2
---5aa 0

1
2
---5aa– 0 0

N
2N 1+
----------------- 1 5aa–( ) 

 
 
 
 
 
 
 
 
 
 
 

.=
When 5aa = 0, the atoms are in identical (excited or
ground) initial states. In the absence of dipole–dipole
interaction, the only negative eigenvalue of the Peres–

Horodecki matrix is λ = – /(2N + 1), which
tends to its lowest limit, λ = –0.5, with increasing pho-
ton number.

N N 1+( )
Thus, the collective interaction between two excited
or ground states and a maximally squeezed high-inten-
sity broad-bandwidth electromagnetic wave gives rise
to steady-state entanglement analogous to that in an
EPR pair. This is explained by the high degree of
anisotropy of angular-momentum relaxation in a
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Fig. 2. Time dependence of the lowest eigenvalue of the Peres–Horodecki matrix parameterized by thermal photon number for a
squeezed heat bath: (a) doubly excited system; (b) singly excited system.
squeezed heat bath (see Appendix 1 in [29]), which can
be interpreted as transfer of correlations from the
squeezed heat bath to angular-momentum states. The
relationship between entanglement and spin squeezing
was discussed in [30]. Since the evolution of Dicke
states (symmetrized under permutation of the states of
a two-level system) can be described in terms of angu-
lar-momentum dynamics [14, 15], the steady state cou-
pled to a maximally squeezed heat bath is the following
pure one (see [31]):

Figure 2a illustrates the dependence of the time-
dependent lowest eigenvalue of the Peres–Horodecki
matrix on the thermal photon number for a doubly
excited two-atom system. Here, the dipole–dipole
interaction has no effect on the steady-state entangle-
ment.

Thus, since initially identical atomic states interact-
ing with a maximally squeezed heat bath evolve toward
an entangled state analogous to an EPR pair, any degree
of entanglement can be obtained if the system is con-
trolled so that entanglement is not destroyed. The
desired control is a classical driving field. The reso-
nantly driven system evolves into a mixed steady state,
and the corresponding time-independent density matrix
is

+ 

N 1+ g| 〉 N e| 〉+

2N 1+
---------------------------------------------.

Rgg ∆ 1– 1 Raa–( ) 8( N2 5N 2c2N–+ +=

+  4 N 3 8 c 
4 M + – 6 M N 4 N 

2 M – 8 c 
4 N +

4c4 2 M– – 8c2 M 1 u ),+ +

Rgs i 2c∆ 1– 1 Raa–( ) u N M– 1+ +( ),–=

Rge ∆ 1– 1 Raa–( ) u 2c2 M– 4N2 M–(–=

– 4N M 4N3 6N2 2N M ),–+ + +
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(15)

An analysis of the lowest eigenvalue of the Peres–
Horodecki matrix shows that no entanglement is cre-
ated in the system by strong or weak classical field if
5aa = 0. Figure 3 also demonstrates that classical driv-
ing field generally destroys steady-state entanglement.
However, the degree of steady-state entanglement var-
ies between zero and that in an EPR pair within a cer-
tain range of classical-field strength. This observation is
most important in terms of coherent control, because it
implies that any required degree of entanglement can be
created in a resonantly driven system, depending on the
strength of coupling to the classical field.

In the case of a singly excited system, the degree of
entanglement decreases with increasing thermal photon
number (see Fig. 2b). When driven by a classical field,
the system exhibits Rabi oscillations and the degree of

Rss 2c2∆ 1– 1 Raa–( ) 2N 1 u+ +( ),=

Rse 2c∆ 1– 1 Raa–( ) u N M–+( ),–=

Ree ∆ 1– 1 Raa–( )=

× 4( N2 N 4N2 M– 2c2N 4N3+ + +

– 4c2 M 8c4N 2 M N– 8c4 M 4c4 ),+ + +

Rga Ras Rea 0,= = =

u 4c2 M 4c2N 2c2,+ +=

∆ 1 12N2 6N 8N2 M– 24c4 M+ + +=

– 8N M 8c2 M– 8c2N + 8N3 2 M–+

+  4 c 2 24 c 
4 N 12 c 

4 .+ +         
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steady-state entanglement is independent of both pho-
ton number and dipole–dipole interaction.

5. ENTANGLEMENT BY INTERACTION 
WITH AN ARBITRARY HEAT BATH

Let us now discuss the dependence of entanglement
on detuning from optimal parameters. Practical imple-
mentation of maximal squeezing presents certain diffi-
culties in the case of broad-bandwidth radiation. This
leads to a certain difference between the actual and
highest possible degrees of entanglement. The devia-
tion from maximal squeezing reduces the degrees of
both time-dependent and steady-state entanglement, as
illustrated by Fig. 4.

Another important mechanism responsible for devi-
ation from optimal steady-state entanglement in the
present model is the presence of additional decay chan-
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Fig. 4. Time dependence of the lowest eigenvalue of the
Peres–Horodecki matrix parameterized by the degree of
squeezing for a common heat bath in the case of a doubly
excited system.
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Fig. 3. Time dependence of the lowest eigenvalue of the
Peres–Horodecki matrix parameterized by the ratio of the
Rabi frequency to the constant of coupling to a maximally
squeezed common heat bath in the case of a doubly excited
system.
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nels, which can be modeled by introducing interactions
with independent heat baths into Eq. (6). For simplicity,
we assume that the independent heat baths are not
squeezed, have equal parameters, and do not contain
any photons. When the dipole–dipole interaction
between the atoms is neglected, the nonzero elements
of the time-independent density matrix obtained by
solving Eq. (6) (in the partially entangled basis):

(16)

Here, 
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denotes the ratio of the frequency 

 

ξ

 

 = 

 

|

 

%

 

d

 

10

 

|

 

/

 

"

 

characterizing the interaction between an atom and a
classical field to the constant 

 

β

 

 = 

 

χ|

 

d

 

10

 

|

 

2

 

/2 of coupling
to an independent heat bath, 

 

c

 

 = 

 

ξ

 

/

 

β

 

 = 2

 

|

 

%

 

|

 

/

 

"

 

χ|

 

d

 

10| and
b = χi/χ is the ratio of the constants of coupling to the
independent and common heat baths. The remaining
parameters are defined as follows:

The interactions with independent heat baths
destroy the entanglement created by a classical wave in
a system coupled to a common heat bath. Figure 5 illus-

Rgg w 8c2 2c2 1 2b b2+ + +( )+[ ]∆ 1– ,=

Rss 8c2 2c2 1 2b b2+ + +( ),=

Raa Ree 16c4∆ 1– ,= =

Rgs 2i 2c 4b2 b3 2 5b 4c2 4bc2+ + + + +( )∆ 1– ,–=

Rge 4c2 b2 3b 2+ +( )∆ 1– ,–=

Rse 8i 1 b+( ) 2c3.–=

∆ 64c4 16c2 2c2 1 2b b2+ + +( ) w,+ +=

w b4 6b3 13b2 12b 4.+ + + +=

λ

c

0

0

0.1

0.2

1

2

β

0.2 0.4 0.6 0.8 1.0

Fig. 5. The lowest eigenvalue of the time-independent
Peres–Horodecki matrix. Here, β and c are, respectively, the
ratios of the constant of coupling to independent heat baths
and the Rabi frequency to the constant of coupling to a com-
mon heat bath with zero photon number in the case of a dou-
bly excited system.
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trates the entanglement behavior under these condi-
tions.

Finally, we consider the limit case when the atoms
are coupled only to independent heat baths. Then, time-
dependent entanglement can be created only by dipole–
dipole interaction (under appropriate initial condi-
tions), whereas no steady-state entanglement is created
in the absence of resonant classical field. The corre-
sponding diagonal time-independent density matrix,

,

is independent of dipole–dipole interaction and possi-
ble squeezing by independent heat baths. Here, N
denotes the spectral density of an independent heat
bath.

For a system driven by a resonant classical wave, the
time-independent solution describes an entangled state
depending on the dipole–dipole interaction strength:

(17)

Rgg
N 1+( )2

2N 1+( )2
------------------------, Rff Rll

N 1+( )N

2N 1+( )2
------------------------,= = =

Ree
N2

2N 1+( )2
------------------------=

Rgg 16c4 4k2 8c2 1+ + +( )∆ 1– ,=

Rgf 2c 4ic2 2k i+ +( )∆ 1– ,=

Rgl 2c 4ic2– 2k i–+( )∆ 1– , Rge 4c2∆ 1– ,= =

Rff Rll 4c2 4c2 1+( )∆ 1– ,= =

Ree 16c4∆ 1– , Rfl 4c2 2ik 1+( )∆ 1– ,–= =

Rfe Rle– 8ic3∆ 1– ,–= =

∆ 64c4 4k2 16c2 1.+ + +=

0

1

0 c

λ

0.04

0.08

0.12

2

κ
0.2 0.4 0.6 0.8 1.0

Fig. 6. The lowest eigenvalue of the time-independent
Peres–Horodecki matrix. Here, κ and c are, respectively the
ratios of the dipole–dipole interaction strength and the Rabi
frequency to the constant of coupling to independent heat
baths with zero photon numbers in the case of a doubly
excited system.
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Here, the photon number in the independent heat baths
is set to zero for simplicity. Figure 6 illustrates the
entanglement behavior under these conditions.

6. CONCLUSIONS

The entanglement mechanism considered here is
very difficult to analyze, because it is determined by at
least eight groups of variable parameters: the photon
number and degree of squeezing of the common heat
bath, analogous parameters of independent heat baths,
the constants of coupling to the heat baths, the dipole–
dipole coupling parameters, the Rabi frequency, the
detuning from resonance with the classical field, the
detunings from the central frequencies of the heat
baths, and the phase gain. Moreover, the steady state of
a two-atom system coupled to a common heat bath
depends on the initial states of the atoms. Our discus-
sion and analysis are focused on situations that, on the
one hand, highlight the specific features of the new
entanglement mechanism and, on the other hand, dem-
onstrate the possibility of entanglement control by vari-
ation of the classical-field strength. Since a quantitative
criterion for entanglement is obtained by solving
fourth-order algebraic equations, analytical description
of entanglement cannot be developed in most cases,
and we had to rely on numerical simulations.

One special feature of the discussed mechanism of
development of quantum correlations is that steady-
state entanglement is independent of the direct dipole–
dipole interaction when the system is initially in a sin-
gly excited state, being determined primarily by the
characteristics of the common heat bath and the Rabi
frequency (for θ = 2πn, where n = 0, ±1, …). The
steady-state entanglement behavior changes only when
the decay via independent interactions with specific
heat baths plays a substantial role in the dynamics of
each atom. In the absence of collective decay, the entan-
glement is mainly determined by the dipole–dipole
interaction and the Rabi frequency. Basically, this is
explained by the properties of the irreducible represen-
tations of the total dipole moment operator and the
operator of dipole–dipole interaction between the
atoms. Furthermore, this observation suggests two
essentially different mechanisms of entanglement
between atoms driven by a resonant classical electro-
magnetic wave. One of these is based on collective
decay by interaction with a common heat bath; the
other, on direct (in the present case, dipole–dipole)
interaction between the subsystems.

The numerous studies of entanglement of atomic
states coupled to a common heat bath reported in recent
papers (e.g., see [12, 30, 32, 33]) included analyses of
entanglement of atoms driven by a classical electro-
magnetic field. In [34], a Dicke-type model was
invoked to analyze the steady-state entanglement of a
coherently driven system coupled to a common heat
bath in the absence of both dipole–dipole interaction
and squeezing, and use was made of the Wootters
SICS      Vol. 100      No. 3      2005
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entanglement measure (concurrence). Our results agree
with those obtained in [34] when restricted to Dicke
states and 5aa = 0. However, entanglement in the case
of an unsqueezed common heat bath is due specifically
to 5aa ≠ 0. Moreover, general analysis of entanglement
of symmetrized states of indistinguishable particles
(including Dicke states) leads to ambiguous results [35]
and must be taken further. The relationship between
entanglement of Dicke states and atomic-state squeez-
ing was considered in [30]. In a recent paper [36], the
entanglement created by a classical driving field was
analyzed for spontaneously decaying atomic systems
coupled by dipole–dipole interaction. The results
reported therein are consistent with those obtained here
in the absence of coupling to a common heat bath.
Note, however, that the present analysis of entangle-
ment is performed by taking into account both symme-
trized and antisymmetrized (with respect to particle
permutation) quantum states.
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Abstract—The wavefunctions, matrix elements, and probabilities of radiative transitions between Stark sub-
levels of atomic multiplets are calculated as a function of the strength of a dc electric field. The general expres-
sions for the wavefunction of a multiplet state in a field obtained by perturbation theory for close-lying levels
with the use of completely reduced Green’s function allow one to determine the field dependence of both the
dipole-allowed and dipole-forbidden radiation amplitudes. A decomposition of the second-order amplitude for
the transition between fine-structure sublevels of two levels of equal parity into irreducible components is
obtained. Numerical calculations of the probabilities of radiative transitions between triplet states of helium
show the possibility of experimental observation of the emergence and vanishing of Stark lines of radiative tran-
sitions in the vicinity of anticrossing fields. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

Radiative transitions between bound states are the
basic processes that characterize the quantum structure
of an atom. The probabilities of these transitions deter-
mine the possibility of observing and measuring the
corresponding intra-atomic characteristics. The proba-
bilities of radiative transitions change under an external
field. A quantitative description of this phenomenon
allows one not only to predict the results of experimen-
tal investigations but also to control the process of radi-
ation by a dc field, which gives rise to new (forbidden)
lines in the emission and absorption spectra and leads
to the vanishing of a number of lines that exist in the
spectrum of a free atom.

A helium atom is of special interest because it rep-
resents the simplest, after a hydrogen atom, quantum
system that consists of three particles. A specific fea-
ture of the Stark effect for a helium atom is the anti-
crossing of levels with equal nonzero angular momenta
l of an excited electron (equal to the total angular
momentum of the atom l = L). The anticrossing may
occur both between the singlet 1snl1LJ (a total spin of
S = 0 and a total momentum of J = L) and the triplet
1snl3LJ (a total spin of S = 1) sublevels [1, 2], as well as
between sublevels of a triplet [3] that differ by the value
of the total momentum J = L, L ± 1 (J = L + S).

The anticrossing of levels in a dc electric field F0 =
F0e0 is caused by the divergence (repulsion) of sublev-
els as F0 increases in a strong field F0 > Fa; the differ-
ence between the polarizabilities of the lower and upper
sublevels is such that, for F0 < Fa , these sublevels
approach each other as F0 increases. At the anticrossing
point F0 = Fa , which corresponds to maximally close
1063-7761/05/10003- $26.00 0487
sublevels, the mixing of the initial states leads to a sig-
nificant change in the properties of diverging sublevels.
In particular, an admixture state with a different
momentum J may remove the constraint on the dipole
radiation or, conversely, may nullify the radiation
matrix element due to the destructive superposition of
nonzero matrix elements of dipole-allowed transitions.
Thus, in addition to the shift and the splitting of levels,
a dc electric field may lead either to the emergence of
forbidden or to the vanishing of allowed lines in the
atomic spectrum.

Since the discovery of the Stark effect, extensive
experimental research has been devoted to studying the
behavior of an atomic spectrum, including studying the
variation in the intensity of atomic lines in an electric
field (see the survey in [4]). However, a consistent the-
oretical analysis of the wavefunctions and the probabil-
ities and intensities of radiative transitions in atoms as
a function of a dc electric field has been carried out only
for a hydrogen atom: (i) for highly excited Rydberg
states with principal quantum numbers of n = 10, 30,
40 [5] by diagonalizing the Hamiltonian of the interac-
tion of an atom with the field in the restricted basis of
states of n' shells with |n' – n | ≤ 3 and (ii) for arbitrary
states by perturbation theory with the use of the reduced
Coulomb Green function both in the first nonvanishing
terms [6] and in higher order terms in the field strength
F0 [7]. The calculation of quadrupole corrections to the
probabilities of radiative transitions in a hydrogen-like
atom has shown that the contribution of a multipole
interaction with radiation is comparable to the effects
of the spin–orbit interaction (fine structure) and
becomes negligible compared with the Stark correc-
© 2005 Pleiades Publishing, Inc.
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tions when the energy of interaction with a dc field is
greater than the energy of the spin–orbit interaction [8].

Theoretical calculations of the Stark effect in multi-
electron atoms have been primarily restricted to the
determination of the shift and the splitting of energy
levels as a function of the electric-field strength. A con-
sistent description of the field dependence of the energy
at which the anticrossing of the n3PJ triplet sublevels of
helium occurs has been performed by perturbation the-
ory for close-lying levels on the basis of high-precision
relativistic calculations of polarizabilities [9], as well as
with regard to the fourth-order corrections (expressed in
terms of hyperpolarizabilities) both to the diagonal [10]
and off-diagonal [11] matrix elements. Higher order
perturbation theory for almost degenerate states devel-
oped in this way allows one to calculate not only the
eigenvalues but also the eigenfunctions of an atom in a
field, which are primarily required to determine the
intensities of multiplet emission and absorption lines of
electromagnetic waves by atoms [12] in a dc electric
field. In the present paper, we apply the method devel-
oped in [11] to calculate the wavefunctions, matrix ele-
ments, and probabilities of radiative transitions
between the triplet states of helium.

2. THE WAVEFUNCTION 
OF A MULTIPLET STATE

IN A DC ELECTRIC FIELD

The integral Schrödinger equation

(1)

expressed in terms of the completely reduced Green
function

(2)

with the mean energy of an atomic multiplet

(k is the number of interacting sublevels of the multiplet
with energies ) for the wavefunction Ψ, which
becomes the wavefunction φnLJM(r) of one of the sub-
levels when the field is switched off, can be reduced to

Ψ r( ) aJiM
φnLJiM

r( )
i 1=

k

∑=

– GE
' r r',( ) V̂ r'( ) ∆E–( ) Ψ r'( )| 〉 ,

GE
' r r',( ) GE r r',( )=

–
φnLJiM

r( )φnLJiM
* r'( )

EnLJi
E–

----------------------------------------------,
i 1=

k

∑

E
EnLJi

k
-----------

i 1=

k

∑=

EnLJi
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a set of homogeneous algebraic equations for the super-
position coefficients aJM = 〈φnLJM |Ψ〉 [11]:

(3)

Here,  =  –  and

(4)

is the matrix of the operator  = F0 · r that takes into
account the interaction of an atom with a dc field F0 =
F0e0 in all orders in the field amplitude F0 [13, 14]
(here, we use the atomic system of units, r being the
radius vector of an optical electron).

The energy correction ∆E = E –  is determined by
diagonalizing this matrix, which is equivalent to solv-
ing the secular equation

(5)

Here and in (3),  is the Kronecker delta.

Note that, in contrast to the first term in Eq. (1) with
fixed principal n, orbital L, and magnetic M quantum
numbers, in the second term, which is orthogonal to the
first term, only the projection of the total momentum M
onto the direction of the dc field is fixed. Thus, the
orbital and total momenta of an atom in state Ψ are not
fixed; this may lead to violation of the selection rules
for radiative transitions and, hence, may give rise to
lines of dipole-forbidden transitions, which are missing
in the spectrum of a free atom and whose intensity
increases with the field strength F0.

In contrast to degenerate states, for which  ≡ 0,

only one coefficient  may be nonzero for F0 = 0
in (1); as follows from (3) and (5), this coefficient cor-
responds to the state with energy ∆E = . However,

for a field such that | | ~ , i = 1, 2, …, k, all coef-
ficients in Eqs. (1) and (3) are close to each other in
absolute value and weakly depend on the field. Obvi-
ously, the accuracy of calculating the energy ∆E from
Eq. (5) depends on the accuracy of calculating a matrix
element, which can be calculated by (4) up to an arbi-
trary order in the field.

aJiM
WJ Ji

eJi
∆E–( )δJ Ji
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ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005



PROBABILITIES OF RADIATIVE TRANSITIONS BETWEEN STARK STATES 489
2.1. Pairwise Interacting States 

Consider, for simplicity, the interaction between two

close-lying sublevels (k = 2,  = , where δ =

 –  is the splitting energy in zero field) that
are realized in the triplet states of helium with M = 0
and J = L ± 1, as well as in the states with M = ±L and
J = L, L + 1. In this case, the set of equations (3) and
secular equation (5) take the form

(6)

(7)

The solution of system (6) with regard to the normaliza-
tion condition

leads to equations for the superposition coefficients aJM

that make it possible to apply an iterative procedure to
calculate corrections to the wavefunction of arbitrary
order in F0:

(8)

where

The substitution of the solutions to secular equation (7)
for ∆E allows one to express the superposition coeffi-
cients as

(9)

Here,

sgnx = x/|x | is the sign function, and the signs ± are
chosen with regard to the following limit conditions for
F0  0 (WJJ'  0):
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To calculate the matrix element (4), it is convenient
to introduce a system of coordinates with the axis
Z || e0. Then, the operator of interaction with a dc field
F0e0 can be represented as

Let us derive perturbation theory series for the wave-
function and the energies of multiplet states in a dc elec-
tric field F0 ! 1. To this end, we expand all field-depend-
ing quantities in Eqs. (3) in powers of the field [11]:

(10)

where

(11)

The field-independent coefficients in these expressions
can be expressed as second-, third-, and fourth-order
matrix elements,

(12)

Note that, in contrast to the corrections to the wave-
functions of Stark states of a hydrogen atom [7], expan-
sions (10) contain only even-order corrections. In the
vicinity of the minimum of the splitting of the multiplet
sublevels (in the neighborhood of the anticrossing F0 ≈
Fa), corrections to the matrix elements and to the

energy are comparable to the splitting (WJJ' ~ αnL  ~
δ, where αnL is the polarizability). Therefore, we

assume that the splitting δ is on the order of . Only
the first nonvanishing correction to a matrix element is

strictly quadratic in the field,  ~ . For other
quantities, the order number does not imply that the rel-
evant quantity is proportional to the corresponding
power of the field but just indicates the relative contri-
bution of these quantities to expansion (10), whose
terms form a descending sequence; in particular,

 @  @  @ ….

A correction to the energy of the first nonvanishing
term of perturbation theory series contains the fine-
structure splitting energy δ and the components of
matrix elements W that are quadratic in the field:

(13)
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where

is the fine-structure splitting energy in the field. This

expression is not strictly proportional to ) and only
formally describes the quadratic Stark effect of doublet

sublevels. Moreover, for  ! δ, the off-diagonal

matrix element  determines the leading (resonance)
contribution to the fourth-order correction [10, 15]. Cor-
rection (13) becomes proportional to the square of the

field strength, ∆E(2) ∝  , only for  @ δ.

To determine the fourth-order correction ∆E(4)

together with nonresonance terms, one should take into

account the fourth-order corrections  to the matrix
elements in Eq. (7) [10, 11]. In this case, neither ∆E(4)

nor  for  ! δ are strictly proportional to 

because the expression for  contains ∆E(2). For-
mula (9) in the zeroth-order approximation gives the

coefficients , which are functions of the field
strength:

(14)

For  @ δ, the coefficients  (J = L, L ± 1)
become comparable to each other and are determined
by the field-independent ratio of combinations of sec-

ond-order matrix elements. The corrections  can be
determined either from system (3) or from Eqs. (9),
taking into account the fourth-order corrections to the
matrix elements and to the normalization factor:

(15)

where
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The substitution of the obtained expressions for
energy ∆E and the superposition coefficients aJM into
Eq. (1) allows one to obtain an expansion in powers of
the field for the wavefunction:

. (16)

Up to second-order terms, we have

(17)

(18)

These expressions are sufficient to determine the field-
dependence of the amplitudes and the probabilities and
intensities of radiative transitions up to the second-
order corrections in F0. Formulas (10)–(13) make it
possible to determine the energy of the states up to the
fourth-order corrections. Here, one should keep in mind
that the field dependence of the superposition coeffi-
cients aJM may significantly change the probabilities
even in the zeroth-order approximation, especially in
the neighborhood of the anticrossing field F0 ≈ Fa,

where  and  become comparable to each
other in magnitude.

Of greatest interest are the transitions in the helium
spectrum whose initial and/or final states are pairwise
interacting triplet states n3PJ whose wavefunctions in
the zeroth-order approximation are given by superposi-
tions (17) with k = 2. The spin–orbit splitting of these
states is rather large and can be resolved in the emission
and absorption spectra [3]. For sublevels with J1 = 2,
J2 = 0, and zero projection of the momentum onto the
direction of the field (M = 0), the effect of anticrossing
occurs in the field

(19)

in contrast to the states with J = 1, 2 and M = ±1, for
which Fa = 0 and the repulsion of levels occurs for any
F0 (anticrossing in zero field). For definiteness, we will
supply the parameter δ with the index of a multiplet, nL.

The tensor polarizability , which is given in (22)
below, is a universal characteristic for all sublevels of
the triplet; in particular, it determines the matrix ele-
ments of the operator of interaction with field (20). Fig-
ures 1a and 1b show the field dependence of the super-

position coefficients  of the triplet sublevels 33P
for M = 0 and M = ±1, respectively. One can see that,
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for M = 0, in an anticrossing field of Fa ≈ 145 kV/cm,
the contribution of the upper sublevel to the wavefunc-
tion of the state with energy ∆E– amounts to about 3%
and becomes equal to the contribution of the lower level
for F0 ≈ 3Fa . The fine-structure splitting δ for the states
with M = ±1 (J = 1, 2) is an order of magnitude smaller
than that for the states with M = 0 (J = 0, 2); therefore,

the coefficients  and  become virtually equal
even in a field of F0 ≈ Fa (Fig. 1b). Numerical calcula-
tions for the n3P states with n = 2, 4, 5, 6 show similar
field dependence for the superposition coefficients with
regard to the renormalization of the anticrossing field of
the levels with M = 0 (J = 2, 0) according to formula (19)
(see Table 1).

The explicit expressions for  [11],

(20)

show that the second-order matrix elements (11) are
determined by two irreducible parameters of the |nLS〉
state: the scalar

(21)

and the tensor

(22)

polarizabilities. Here,  is a reduced radial Green
function in a subspace of states with orbital momentum
L' [13]. Formula (20) involves standard notation for the
Clebsch–Gordan coefficients and the 6j symbols [16].
The numerical values of the scalar and tensor polariz-
abilities calculated by the model potential method [13]
for the P, D, and F states with the principal quantum
number n ≤ 6 of orthohelium are presented in Table 1,
together with the values of the fine-structure splitting
taken from [17] and the anticrossing field (19). The
table shows that the effect of anticrossing may occur
not only for the n3P2–0 states but also for the 33D3–1
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states with M = 0. However, the anticrossing field of the
33D3–1 sublevels,

is about an order of magnitude less than that of the
33P2–0 sublevels.

When calculating the probability of the radiative
transition n3P  n' 3P in the vicinity of the anticross-

Fa 3 3D3–1( )
4δ3D

5α3D
t

------------,=
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Fig. 1. Superposition coefficients  of the sublevels of

the triplet 33P; (a) M = 0: (1)  = –  and

(2)  = ; (b) M = ±1: (1)  =  and

(2)  = . The vertical line on the horizontal axis

corresponds to the anticrossing field Fa = 145 kV/cm.
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Table 1.  Numerical values of the spin–orbit splitting δnL =  – , the anticrossing field Fa, and the scalar  and

tensor  polarizabilities of triplet states of a helium atom

n δnP, MHz δnD, MHz Fa, kV/cm , au , au , au , au , au , au

2 31908 – 617 48.0 74.8 – – – –

3 8772 1401 145 1.72(4) 374 –9.32(3) 1.07(4) – –

4 3576 591.2 43.9 1.70(5) 1.66(3) 2.89(6) –7.46(5) –2.13(6) 2.14(6)

5 1798 303.4 14.9 8.98(5) 7.26(3) 1.94(7) –5.11(6) 7.10(7) –2.13(7)

6 1028 175.4 5.55 3.40(6) 2.78(4) 7.95(7) –2.11(7) 3.93(8) –1.30(8)

Note: The number in parentheses indicates a decimal exponent: x(n) = x × 10n.
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EnLL 1+

αnL
s

αnL
t

αnP
s αnP

t αnD
s αnD

t αnF
s αnF

t

 

        
ing field of the lower n' 3P state (n' < n), one may
assume that all fine-structure components of the upper
level n3P are completely mixed. This assumption is
especially valid for the n3D and n3F states, which have
nearly an order of magnitude smaller spin–orbit split-
ting; moreover, the tensor polarizability of these states
is from 2 to 3 orders of magnitude greater in absolute
value than that of the n3P states, as is shown in Table 1.

Thus, the condition  ~  @ δnL is satisfied

for L ≥ 2 virtually over the entire range of the field con-
sidered. In this case, one may neglect the  in Eqs. (3)

for the upper level. The scalar polarizability, which
enters the diagonal matrix elements and energy, cancels
out in the coefficients WJJ – ∆E of these equations and
vanishes. Hence, in the first nonvanishing order, all
coefficients of the set of equations (3) are proportional

to . Since these equations are homogeneous, one

can eliminate the factor  from all terms, so that,
ultimately, the coefficients of the set of equations are
determined only by a combination of the coefficients of
the vector sum in (20) and depend only on the set of
spin–orbit quantum numbers. Thus, using (20) and
(11), we can obtain the following limit (for δnL !

) expressions for energy (13) and superposition
coefficients (14) of pairwise interacting states.

1. For nL states with M = 0 and J = L + 1, L – 1:

(23)
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2. For nL states with M = ±L and J = L, L + 1,

(25)

(26)

Table 2 presents the limit values of the superposition

coefficients  for the pairwise interacting states

|n3 M〉 , L = 1, 2, 3 that are calculated by the above
formulas. When using these values of the coefficients,
one should make sure that higher order corrections
cannot significantly affect them. To this end, we can
evaluate the contribution of the second-order correc-
tions (15). Numerical calculations show that the ine-

quality  !  is valid for any level nL up to
field strengths of F0
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Table 2.  Limit values of the superposition coefficients 

for pairwise interacting  states with  > 0. For

 < 0, this table presents the coefficients 
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2.2. Isolated and Threefold Degenerate States 

In the general case of triplet states with arbitrary
orbital momentum L, along with the above-described
pairwise interacting sublevels that are defined by the
wavefunction of the form

(27)

in the zeroth-order approximation there exist isolated
states with M = 0 and J = L and with |M | = J = L + 1 that
are not mixed with other sublevels in a field. All off-
diagonal matrix elements in Eqs. (3) are identically
zero for these states, and the first nonvanishing energy
correction is strictly quadratic (see (11), (20)):

(28)

(29)

aJM ≡ 1, and the wavefunction in the zeroth-order
approximation coincides with the wavefunction of an

unperturbed atom:  = φnLJM. These states include,
in particular, all three |n3S1M〉  states with orbital
momentum L = 0, which differ by the value of the spin
projection onto the electric-field direction, M = 0, ±1

(where  ≡ 0).

In addition, for L ≥ 2, there are 2(L – 1) sets of three-
fold degenerate states, which represent a superposition
of all three interacting sublevels of the triplet |nLJiM〉
(i = 1, 2, 3) with J1 = L + 1, J2 = L, and J3 = L – 1. Each
set corresponds to a certain value of the magnetic quan-
tum number M satisfying the condition 1 ≤ |M | ≤ L – 1
and is described by the wavefunctions of zeroth-order
approximation (17) with k = 3:

(30)

Here, λ = 1, 2, 3 is a quantum number that enumerates
three solutions of Eqs. (3) that correspond to three mul-
tiplet states of an atom in a field. These superpositions
have a sufficiently large orbital momentum L; there-
fore, for these superpositions, the energy of Stark split-
ting in the range of fields F0 considered is much greater
than the fine-structure splitting δnL , so that one can set

 = 0 in Eqs. (3) and (5).

Calculating the matrix elements  and substitut-
ing them into Eqs. (3) and (5), we obtain three sets of
solutions for each M. In the limit case  ≡ 0, these
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solutions can be expressed in the analytic form both for

the energy ∆  and for the corresponding superposi-

tion coefficients . In this case, in contrast to the

coefficients , the energy is independent of the sign
of the magnetic quantum number. In particular:

I. For |M | = L – 1 ≥ 1:

(1) 
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(33)

II. For |M | = L – 2 ≥ 1:

(34)

EnLλ
2( )

aJλM
0( )

aJλM
0( )

 ∆EnL1
2( ) F0

2

2
----- αnL

s αnL
t+( ),–=

aL 11 M+
0( ) 1

L 1+( ) 2L 1+( )
-------------------------------------------,=

aL 1 M
0( ) M( ) 1

L 1+
-----------------sgn=

aL 11 M–
0( ) 2L 1–

2L 1+
----------------,=

(2 ) ∆EnL2
2( ) F0

2

2
----- αnL

s L 3–
L

------------αnL
t+ 

  ,–=

aL 12 M+
0( ) 2 L

L 1+( ) 2L 1+( )
---------------------------------------,=

aL 2 M
0( ) M( ) L 1–

L L 1+( )
-------------------------,sgn=

aL 12 M–
0( ) 2L 1–

L 2L 1+( )
------------------------.–=

(3 ) ∆EnL3
2( ) F0

2

2
----- αnL

s 2L2 13L– 12+
L 2L 1–( )

-------------------------------------αnL
t+ 

  ,–=

aL 13 M+
0( ) L 2L 1–( )

L 1+( ) 2L 1+( )
---------------------------------------,=

aL 3 M
0( ) M( ) 2L 1–

L L 1+( )
---------------------,sgn–=

aL 13 M–
0( ) 1

L 2L 1+( )
-----------------------------.=

(1) ∆EnL1
2( ) F0

2

2
----- αnL

s( ) L 3–
L

------------αnL
t+ 

  ,–=

aL 11 M+
0( ) 3

L 1+( ) 2L 1+( )
---------------------------------------,=

aL 1 M
0( ) M( ) 2L 1–

L L 1+( )
---------------------,sgn=

aL 11 M–
0( ) L 1–( ) 2L 1–( )

L 2L 1+( )
--------------------------------------,=
ICS      Vol. 100      No. 3      2005



494 KAMENSKIŒ, OVSYANNIKOV
(35)

(36)

The disposition of solutions is chosen so that, for

positive , an increase in the quantum number λ cor-
responds to an increase in energy. All three coefficients
aJλM that correspond to the same solution (to energy EnLλ)
may simultaneously change their signs; this is equivalent
to the change of the phase of wavefunction (30).
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Table 3.  Limit values of the energy of the Stark splitting

 and the superposition coefficients  for the three-

fold degenerate |n3LJM〉  states

L M λ

2 ±1 1 1/ ±1/

2 /2 ±1/

3 1/
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Table 3 shows the sets of the limit values of energy
and the corresponding superposition coefficients for the
triplet states D and F with M = ±1, ±2. For the states

with negative , the sequence order of solutions is
reversed, which corresponds either to the replacement
λ = 1 ⇔ λ = 3 or to the permutation of rows in the table
that correspond to λ = 1 and λ = 3.

The data of Tables 1–3 can be used to calculate the
frequencies and the probabilities of radiative transitions
in orthohelium as a function of a dc electric field.
Below, we present the calculation of the transition
probabilities between triplet levels with momenta L = 0,
1, 2, 3: the dipole-allowed transitions n3P  n' 3S and
n3D  n' 3P and the dipole-forbidden transitions
n3S  n' 3S, n3D  n' 3S, n3P  n' 3P, and n3F 
n' 3P.

3. PROBABILITY OF A RADIATIVE TRANSITION 
IN AN ELECTRIC FIELD

The basic quantities that determine the probability
of a forced or a spontaneous transition between bound
states, Ψi  Ψf , are the transition frequency ωfi = Ef –

Ei and the matrix element of the operator ( ) of
interaction between an atom and the field of an
absorbed (emitted) photon:

(37)

In the one-electron dipole approximation, the operator
of interaction with radiation can be represented as

where F is the electric-field strength of the radiation
and rµ = rC1µ(θ, ϕ). Here, C1µ(θ, ϕ) is a modified spher-
ical function [16]; µ = 0 for π radiation (the polarization
vector is parallel to the dc field, e || e0), and µ = ±1 for
σ radiation (the polarization vector is perpendicular to
the dc field, e ⊥  e0) [18].

The field dependence of the transition frequency is
related to the Stark effect for energies Ei and Ef . For iso-
lated states near the point F0 ≈ Fa , this dependence is
quite accurately described by quadratic corrections that
are determined by the polarizabilities from Table 1. For
the fine-structure components, higher order corrections
also become significant [15]; they can be calculated by
perturbation theory for close-lying levels [11, 14]. Sim-
ple estimates show that, for F0 ≤ Fa , where Fa is the
anticrossing field of the lower state, the relative varia-
tion in the frequency of radiative transitions of optical
range is no greater than 0.1%. Therefore, in calculating
the field dependence of the probabilities of the transi-

αnL
t

v̂ v̂ †

}fi Ψf〈 | v̂ Ψi| 〉 .=

v̂
F
2
--- e r⋅( ) F

2
---rµ,= =
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tions considered below, we neglect the contribution of
the Stark corrections to the energies Ei and Ef .

The field dependence of a matrix element that may
vanish in zero field due to the dipole selection rules is
more important. Under the influence of a dc field F0,
the selection rules are significantly changed; this, in
particular, gives rise to dipole-forbidden radiation lines.
In turn, the probabilities of dipole-allowed transitions
may also be significantly changed. This effect is espe-
cially clearly manifested in the ratio of the transition
intensities within multiplets; it leads to a decrease (up
to vanishing) of certain components and the emergence
or the enhancement of other fine-structure components
of atomic lines. These effects are mainly related to the
variation in the wavefunctions and, hence, in the matrix
elements in a field.

In this section, we consider the variation in the tran-
sition probabilities of the most intense lines n3P–n' 3S
and n3D–n' 3P of orthohelium for the field strengths in
the vicinity of the anticrossing of the states 3P2–0. We
assume that the expansion coefficients of the D states
reach their asymptotic values and neglect higher order
corrections.

3.1. Probabilities of Dipole-Allowed Transitions
as a Function of an Electric Field 

Due to the field dependence of the superposition
coefficients (14), the dependence of }fi on the field F0
for dipole-allowed transitions between multiplet sub-
levels manifests itself even in the zeroth-order approx-

imation Ψi(f) = :

(38)

where the primed quantities denote the quantum num-
bers of the final state, the unprimed quantities denote
the quantum numbers of the initial state, and the quan-
tum number λ enumerates the solutions to Eqs. (3) (the
± solutions in (13) and (14)). Neglecting the variation
of the transition frequency and the radial matrix ele-
ment in the field, we can represent the corresponding
field dependence of the probability of a radiative transi-
tion as

(39)

where 0fi(0) is the integrated probability of transitions
for F0 = 0 between the fine-structure sublevels of the
initial |nLJM〉  and final |n'L'J'M'〉  states with given M

Ψi f( )
0( )

}fi
0( )

F0( ) Ψf
0( )〈 | v̂ Ψi

0( )| 〉=

=  aJ j'' λ'M'
0( ) aJ jλM

0( ) φn'L'J j'' M'〈 | v̂ φnLJ jM
| 〉 ,

j 1=

k

∑
j' 1=

k'

∑

0fi F0( ) Rλ'λ F0( )0fi 0( ),=
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and M'. Thus, we can obtain the following relation for
the ratio of probabilities Rλ'λ = 0fi(F0)/0fi(0):

(40)

Here, just as in (38), the summation over J(J') includes
only the momenta of interacting states from a basis of
dimension k(k'). Thus, the field dependence of the prob-
ability of a radiative transition, which is allowed in the
dipole approximation, between the fine-structure sub-
levels of an atom in the lowest order term in F0 is deter-
mined by the linear combination of the superposition
coefficients a(0) in (38) that satisfy the conditions

and guarantee the equality

3.2. Probabilities 
of the n3P  n' 3S Transitions 

For a transition between the |n' 3S1M'〉  state, which
has no fine structure, and the |n3PλM〉  state, which is
superposition (27) of two states of a triplet, matrix ele-
ment (38) is represented as a superposition of the
matrix elements of P–S transitions from two interacting
sublevels |n3PJM〉:

Each of these matrix elements can be expressed in
terms of the same radial matrix element 〈φn'S|r |φnP〉  and
the Clebsch–Gordan coefficients:

Rλ'λ F0( )
} fi

0( )
F0( )

2

φn'L'J'M'〈 | v̂ φnLJM| 〉 2

J'J

∑
-----------------------------------------------------=

=  aJλM
0( ) 1–( )J 2J 1+ aJ'λ'M'

0( ) CJM1µ
J'M' L1J

J'1L' 
 
 

J'

∑
J

∑
2

× 2J 1+( ) CJM1µ
J'M'( )2

J'

∑
J

∑




× L1J

J'1L' 
 
 

2





1–

.

aJ'λ'M'
0( ) δJ'J0'

, aJλM
0( ) δJ J0

,
F0 → 0 F0 → 0

Rλ'λ F0( )
λ'λ
∑ 1.=

}n'n
0( )

aJ1M
0( ) φn'SM'〈 | v̂ φnPJ1M| 〉=

+ aJ2M
0( ) φn'SM'〈 | v̂ φnPJ2M| 〉 .

φn'SM'〈 | v̂ φnPJM| 〉

=  
F
6
--- 2J 1+ CJM1µ

1M' φn'S〈 |r φnP| 〉 .–
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Thus, among the dipole-allowed n3P–n' 3S lines with
fixed n and n', we have four components

that are independent of the dc field F0 and six lines
whose matrix elements depend on the field even in the
zero order in F0 . This dependence is determined by the
superposition coefficients (the index λ ' = J' = 1 of the
final state, which is the same for all transitions, is

R n 3P2 2 n' 3S1 1±±( )

=  R n 3P10 n' S3
1 1±( ) 1=

σ

σ

1.0

0.8

0.6

0.4

0.2

0

100 200 300 400

F0, kV/cm

1

2

(a)

1.0

0.8

0.6

0.4

0.2

0

1

2

(b)

Fig. 2. Probabilities Rλ of radiative transitions from the

|33P±M〉  to the |23S1M'〉  states: (a) M = 0 and (b) M = ±1;

(1) R+(–) (3
3P+(–), M  n'3S1, M ') and (2) R–(+) (3

3P–(+),

M  n'3S1, M ').

π(σ)

π(σ)
JOURNAL OF EXPERIMENTAL A
omitted):

(41)

(42)

(43)

(44)

The explicit dependence of Eqs. (43) and (44) on the
sign of the magnetic quantum number does not influ-
ence the transition probabilities since the relative sign

of the coefficients  also depends on M. 

The probabilities of radiative π and σ transitions
from state |33P±M〉  with M = 0 to state |23S1M'〉  versus
a dc electric field are shown in Fig. 2a. One can see that

the probabilities of the π transitions R+(33P+0 

n' 3S10) and R–(33P–0  n' 3S10) (curves 1 and 2),
which correspond to a radiative decay of the |33PJ0〉
levels with J = 0 and J = 2 and differ by a factor of 2 at
F0 = 0, become equal in a field of F0 = Fa ≈ 145 kV/cm,
which corresponds to the anticrossing field (indicated
by a long vertical line on the horizontal axis). For F0 >
400 kV/cm, the integrated probability, which corre-

sponds to  =  +  and remains invariant in the
approximation considered, accumulates at the transi-

tion |33P+0〉   |n' 3S10〉  (curve 1), while the probabil-

ity of the transition |33P–0〉   |n' 3S10〉  becomes neg-
ligible (curve 2). A similar situation occurs for σ tran-
sitions. The probabilities of these transitions also differ
by a factor of 2 at F0 = 0 and become equal at F0 = Fa;

the integrated probability  =  +  is accumu-

lated at the transition |33P−0〉   |n' 3S1 ± 1〉 , while the

probability of the σ radiation of the line |33P+0〉  
|n' 3S1 ± 1〉  becomes negligible as F0 increases.

Figure 2b represents the relative probabilities of
transitions from the |33PλM〉states with M = ±1. In this
case, significant variations in the probabilities occur at
lower fields of F0 ≤ 100 kV/cm. For F0 ≥ 100 kV/cm,
the probabilities with λ = + for the π transitions and with

Rλ n 3Pλ0 n' S3
10( ) 1

3
--- 2a2λ0

0( ) a0λ0
0( )–( )2

,=π

Rλ n 3Pλ0 n' S3
1 1±( )

=  
1
3
--- a2λ0

0( ) 2a0λ0
0( )+( )2

,

σ

Rλ n 3Pλ 1 n' S3
1 1±±( )

=  
1
2
--- a2λ 1±

0( ) a1λ 1±
0( )+−( )2

,

π

Rλ n 3Pλ 1 n' S3
10±( )

=  
1
2
--- a2λ 1±

0( ) a1λ 1±
0( )±( )2

.

σ

aJλ 1±
0( )

π

π

RΣ
π R+

π( ) R–
π( )

π

π

RΣ
σ R+

σ( ) R–
σ( )

σ

σ
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λ = – for the σ transitions remain nonzero (curve 1). The
probabilities of the remaining two lines vanish (curve 2).

3.3. Probabilities 
of the n3D  n' 3P Transitions 

Among the |n3DJM〉  sublevels of the D multiplet are
isolated sublevels |n3D20〉  and |n3D3 ± 3〉 , pairwise
interacting sublevels |n3D10〉  and |n3D30〉 , and threefold
degenerate sublevels |n3DJ ± 1〉 , which prove to be com-
pletely mixed at a field strength F0 in the vicinity of the
anticrossing of the n' 3P state. In such fields, one can

take the values corresponding to the limit for  @
δ from Tables 1 and 2 as the superposition coefficients

 of the initial |n3DλM〉  state.

In the set of all transitions |n3D〉   |n' 3P〉  between
the multiplet sublevels with fixed n and n', there is a
nonzero probability of observing three π transitions
that are independent of F0 in the approximation consid-
ered (despite the degeneracy of the momentum projec-
tion with respect to its sign, transitions between the
states with opposite signs of M are assumed to be dif-
ferent),

(45)

(46)

and eight σ transitions

(47)

(48)

Here, for the sake of uniformity, we use numerical nota-
tion for the ± states of a doubly degenerate basis, simi-
lar to a threefold degenerate basis, starting from the
state with the minimal energy (i.e., λ = 1 for the – state
and λ = 2 for the + state). In addition, there exist transi-
tions whose field dependence is determined by the

WJ1 J2

2( )

aJλM
0( )

R n 3D20 n' P3
10( ) 1,=π

Rλ n 3Dλ 2 n' P3
2 2±±( )

=  
0, λ 1,=

1, λ 2;=



π

R n 3D3 3 n' P3
2 2±±( ) 1,=

Rλ n 3Dλ 1 n' P3
2± 2±( )

=  
0, λ 1 2,,=

1, λ 3,=



σ

σ

Rλ n 3Dλ 1 n' P3
10±( )

=  
12

7λ λ 1+( )
------------------------, λ 1 3,,=

0, λ 2.=





σ
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superposition coefficients of the |n' 3Pλ0〉  states even in
the zeroth-order approximation. They include four π
transitions

(49)

and 12 σ transitions

(50)

Among 28 transitions to the states |n' 3Pλ' ± 1〉  whose
probability is different from zero and depends on a field

via the coefficients , there are 8 π transitions
with the probabilities

(51)

and 20 σ transitions

(52)

(53)

(54)

Here, the sign (±) in parentheses corresponds to the
sign of the magnetic quantum number M' = ±1.

Rλ'λ n 3Dλ0 n' P3
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7
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The right-hand sides of expressions (49)–(54) for
the probabilities coincide with those of (41)–(44);
therefore, the field dependence of these probabilities,
just as for the probabilities of the transitions n3P 
n' 3S, is represented by the curves shown in Fig. 2. These
probabilities satisfy the following properties, which
were pointed out above:

(1) In the anticrossing field of the n' 3Pλ'0 levels, the
transition probabilities (49) and (50) take equal values
for different λ'.

(2) The amplitudes of half of the transitions to the
states n' 3Pλ'M' vanish as the field F0 increases.

4. PROBABILITIES
OF RADIATIVE TRANSITIONS INDUCED

BY A DC ELECTRIC FIELD

The effect of inducing, by an electric field, radiative
transitions that are missing in the spectrum of a free
atom due to the selection rules for dipole transitions is
even more important than the variation in the probabil-
ities of dipole-allowed transitions. The most interesting
representatives of such transitions are the nS–n'S transi-
tions, which are forbidden in the nonrelativistic approx-
imation in all orders of multipolarity, and the n3P0, 1–
n' 3P0 transitions (the transitions n3P1, 2–n' 3P1, 2 and
n3P2–n' 3P0 are allowed in electroquadrupole approxi-
mation). The corresponding field dependence of the
probability 0fi(F0) is determined by the squared matrix
element of a dipole transition in the first order of pertur-

bation theory (F0).

A zeroth-order approximation for wavefunction (1)
is not sufficient to calculate radiative matrix elements
of such transitions. Here one should take into consider-
ation the term that contains the Green function with the

operator of interaction with a dc field  and corre-
sponds to the correction to wavefunction (18) in the
first order in F0. Then, the first nonvanishing matrix ele-
ment is

(55)

After integrating with respect to the angular variables
with the use of standard methods of the angular

}fi
1( )

V̂

}n'λ'nλ
1( )

=  aJ'λ'M'
0( ) aJλM

0( ) φn'L'J'M'〈 | v̂ G n( )V̂
J'

∑
J

∑–

+ V̂G n'( )v̂ φnLJM| 〉

=  
FF0

2
---------- aJ'λ'M'

0( ) aJλM
0( ) Un'L'J'M'nLJM

µ( ) .
J'

∑
J

∑–
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momentum algebra [16], the matrix element

can be represented as a decomposition into irreducible
parts, similar to the decomposition of the amplitude of
a two-photon dipole transition on a free atom [13, 19,
20]. Neglecting the effect of the fine structure of inter-
mediate states on the second-order radial matrix ele-
ment, we obtain

(56)

where

(57)

Here, the radial matrix elements with the reduced
Green function in a subspace of states with orbital

momentum l and the energies of the initial  and

final  states are grouped into combinations

The sum over p in decomposition (56) may contain one,
two, or all three terms, depending on the values of the
orbital quantum numbers L and L', as well as on the
type of radiation (on µ) because the summation index p
must satisfy the inequalities

which follow from the general properties of the
Clebsch–Gordan coefficients and the 6j symbols. Thus,
the term with p = 0 gives a nonzero contribution to
amplitude (56) only for π transitions (µ = 0), and the
term with p = 1 gives such a contribution only for σ
transitions (µ = ±1). The field-induced transitions
n3S1  n' 3S1 and n3P0  n' 3P0 are accompanied

Un'L'J'M'nLJM
µ( )

=  φn'L'J'M'〈 |rµG n( )r0 r0G n'( )rµ φnLJM| 〉+
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µ( ) 1–( )J L S+ +=
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J'M' 2L 1+( )p 1+ 2J 1+( )

2L 1 p–+( )p
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1/2

p 0 1 2, ,=

∑

× L'Lp
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βn'n
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pµ( ) C1µ 10

pµ 2L 1 p–+( )p

2L 2+( )p

--------------------------------–=

--× 2L' 1+( ) 2 p 1+( )
1/2

× CL'010
l0 CL010

l0 L' L p

1 1 l 
 
 

σl
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l

∑

gl
n( )( )
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n'( )( )

σl
p( ) n'L'〈 |rgl

n( )r nL| 〉 1–( )p n'L'〈 |rgl
n'( )r nL| 〉 .+=
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J J'– p J J',+≤ ≤
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only by π radiation (because the amplitude of σ radia-

tion is  =  ≡ 0 in this case).

Note that the quantities  are the same for all
sublevels of the initial and final multiplets because the
dependence of amplitude (56) on the total momenta J
and J' and the spin S is determined only by the coeffi-
cients of vector summation.

4.1. Transition Probabilities for L' = L 

For L = L' ≥ 1 and J + J ' ≥ 2, all three parameters

 in (56) may have nonzero values; for these
parameters, the µ dependence is expressed in explicit
form:

(58)

The invariant quantities β(p) are represented as linear

combinations of the radial matrix elements  =

 ≡  and  ≡ , where

in analogy with the representation of the scalar, antisym-
metric, and tensor components of polarizability [21] (see
also formulas (21) and (22)):

(59)

Formulas (58) and (59) imply the following symmetry
property:

which corresponds to opposite signs of the helicity µ
for the photons emitted during decay or absorbed dur-
ing excitation.

Thus, the matrix elements of transitions between
states with identical momenta can be represented as lin-
ear combinations of the components of transition polar-
izabilities (59). In particular, the transition n3S1 
n' 3S1 is determined by a single (scalar) component

In this case, the probability is a strictly quadratic func-

Un'01M'n01M
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tion of the field strength:

For the n3Pλ  n'  lines, there are both isolated
and pairwise interacting states among the upper and
lower sublevels. Accordingly, part of the matrix ele-
ments of the transitions are determined only by the
polarizability components β and are strictly propor-
tional to the dc field strength F0,

(60)

For the remaining transitions, the field dependence
of the matrix elements is more complicated and
includes the field dependence via the superposition

coefficients :

(61)

,
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Taking into account the limit values of the coeffi-

cients  (Table 2), one can verify that half of the
forbidden components (61)–(64), which arise for F0 ≠
0, vanish as F0 increases. Moreover, if the condition
|WJJ' | @ δ is fulfilled for the upper nP state in the vicin-

ity of the anticrossing F0 ≈  of the lower n'P state,

then the values  can be replaced by their asymp-
totic values from Table 2. Then, similar to the case of
allowed transitions, the above formulas are rewritten in

aJλ'M
0( )

Fa'

aJλ0
0( )

0.0020
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0
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Fig. 3. Relative probability of the forbidden n3PλM–n'3Pλ'M'

transitions; (1) (n3P+0  n'3P+0), (2) (n3P–0 

n'3P−0), (3) (n3P+0  n'3P–0), and (4) (n3P–0 

n'3P+0); (a) n = 4 and n' = 2 and (b) n = 5 and n' = 3.

π π

π π
JOURNAL OF EXPERIMENTAL A
terms of combinations of the form  +  and

 – . This, in particular, implies again that
the transition probabilities for the ± components coin-
cide at F0 = Fa and that half of these components vanish
as the field strength F0 increases.

The probability of the forbidden nP–n'P transitions

can be characterized by the ratio of  to the sum
of the squared matrix elements of allowed lines with
close values of frequency, i.e., of the nD–n'P transitions
in zero field. As an example, Fig. 3 shows these ratios
for matrix elements (61), where four components cor-
respond to different states in the field for the lower and
upper multiplets. The probabilities of dipole-forbidden
transitions essentially depend on the principal quantum
number of the upper state. The figures show that, in the
vicinity of F0 = 3Fa , where Fa is the anticrossing field
of the upper nP level, these probabilities amount to
about 0.2% of the integrated probability of the dipole-
allowed transitions.

In a weak field, the probabilities of dipole-allowed
transitions increase quadratically with F0. However, in
the neighborhood of the anticrossing field of the upper
state, F0 ≈ Fa , the interference of sublevels gives rise to
inflection points on the curves corresponding to the

transitions n3P±  n' 3P±; after the inflection point, the
probabilities depend linearly on the field strength up to
F0 ≈ 3Fa (curves 1 and 2 in Fig. 3). Note that a similar
transition from quadratic to linear field dependence was
observed experimentally in [22] for the probability of
forbidden two-photon transitions to the Rydberg states
of a cesium atom.

For curves 3 and 4, which describe the probabilities

of the transitions n3P±  n' , the inflection points
lie near the anticrossing field of the lower state, which
falls outside the applicability domain of the zeroth-
order approximation for the coefficients aJM of the
upper level. One should also notice the intersection of
curves 1 and 2 with curves 3 and 4, which indicates that
the probabilities of all transitions under consideration
become equal for F0 ≈ 3Fa .

In calculating the probabilities, we used the numer-
ical values of the polarizabilities β(p) that were obtained
for the transitions n3S1–n' 3S1 and n3P–n' 3P by the
model potential method [13] and are presented in
Table 4 for n and n' ranging from 2 to 6. The table
shows that the main contribution to the probabilities of
π transitions is made by the scalar polarizability β(0),
which has negative values and is from 1 to 2 orders of
magnitude greater than the tensor part β(2) in absolute
value. In this case, |β(0) | is a monotonically increasing
function of the principal quantum numbers of the initial
and final states, unlike the tensor part β(2), which is not
only nonmonotonic but also may change sign as n and
n' increase. The antisymmetric part β(1), which deter-

a2λ'0
0( ) 2a0λ'0

0( )

2a2λ'0
0( ) a0λ'0

0( )

}n'PnP
1( ) 2

π

π P3
+−
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005



PROBABILITIES OF RADIATIVE TRANSITIONS BETWEEN STARK STATES 501
mines the amplitudes of σ transitions, is positive and
virtually coincides with |β(0) |. Hence, the amplitudes of
σ and π transitions (63) and (61) for the same field
strength are close in absolute value.

4.2. Transition Probabilities for L' = L – 2 

For L' = L – 2, the sum over p in the correction

 (56) contains a single term with p = 2:

(65)

where

is a second-order radial matrix element.
Note that the electric field changes the dipole selec-

tion rule for the orbital momentum without changing
the selection rule for the magnetic quantum number
∆M = 0, ±1. Therefore, a dipole transition from the state
|nLJM〉  to the state |n'L – 2J 'M'〉  for |M | = L + 1 remains
forbidden because |M – M' | ≥ 2 in this case.

The minimal value of the orbital momentum L = 2
in the case under consideration corresponds to the tran-
sitions n3D  n' 3S. The anticrossing field of the
33D1−3 states with M = 0 is approximately Fa(3D) ≈
20 kV/cm. Estimates show that, for such a field, the
probability of a field-induced transition may amount to,
at most, 10–5 of the probability of allowed transitions.
Therefore, to observe the transition 33D  23S, it is
necessary that the field strength F0 be at least ten times
greater than Fa(3D). Here, the superposition coeffi-
cients of the 33D states reach their asymptotic values
(see Tables 2 and 3), and the matrix elements of all elec-
tric-field-induced transitions are expressed in terms of
the same quantity, which determines, for example, the
amplitude of any σ transition:

}n'n
1( )

Un'L 2J'M'nLJM–
µ( )

=  1–( )J L S+ + 2J 1+( )L L 1–( ) 4 µ2–( )
6 2L 1–( )

-------------------------------------------------------------

× CJM2µ
J'M' L 2– L 2

J J' S 
 
 

σL 1–
+ ,

σL 1–
+ n'L 2–〈 |r gL 1–

n'( ) gL 1–
n( )+[ ] r nL| 〉=

}DS

FF0

2 15
-------------σ1

+≡

=  } 1( )
n3Dλ 2= 2 n' S3

1± 1±( )σ

=  } 1( )
n3Dλ 2= 1 n' S3

10±( )σ

=  2} 1( )
n3Dλ 1= 0 n' S3

1 1±( )σ

=  2} 1( )
n3DJ 2= 0 n' S3

1 1±( ).+− σ
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In this case, the amplitude of a π transition differs from
MDS only by a numerical factor:

Consider the field dependence of the probability of
π and σ transitions from the states n3Fλ and n' 3Pλ' .
Here, like for the P–P transitions, the field dependence
of a matrix element includes, together with the linear
dependence, the dependence on the superposition coef-
ficients of the n' 3PJ ' states (in this case, the superposi-
tion coefficients of the n3FJ states virtually coincide
with their asymptotic values).

Among the sublevels of the F multiplet, there are
isolated sublevels and the sublevels that interact by
pairs and by threes with wavefunctions (27) and (30),

respectively. For  @ δnF , we can assume that
these sublevels are completely mixed, taking the limit

values of the superposition coefficients  from
Tables 2 and 3. In this case, there are three field-induced
π transitions whose matrix elements are linear in the
field:

(66)

(67)

} 1( )
n3Dλ 2= 0 n' S3

10( )

=  } 1( )
n3Dλ 3= 1 n' S3

1± 1±( ) 2

3
-------}DS.–=

π

π

WJ1 J2

2( )

aJλM
0( )

} 1( )
n 3F30 n' P3

10( )

=  
FF0

5
---------- 2

7
---σ2

+– }FP ,≡

π

} 1( )
n 3Fλ 2 n' P3

2 2±±( )

=  
0, λ 1 2,,=

}FP, λ 3,=



π

Table 4.  Polarizabilities β(p) for the transitions n3S1–n' 3S1

and n3P–n' 3P in orthohelium

Line n3S1–n' 3S1 n3P–n' 3P

n' n β(0) β(0) β(1) β(2)

2 3 –3.48(2) –3.69(3) 3.32(3) 1.30(2)

2 4 –9.02(2) –6.95(3) 6.19(3) 2.95(2)

2 5 –1.96(3) –1.32(4) 1.17(4) 5.80(2)

2 6 –3.73(3) –2.32(4) 2.06(4) 1.04(3)

3 4 –3.55(3) –2.79(4) 2.49(4) 9.80(1)

3 5 –5.33(3) –3.70(4) 3.43(4) 6.17(2)

3 6 –8.90(3) –5.69(4) 5.31(4) 1.23(3)

4 5 –2.19(4) –1.35(5) 1.12(5) –2.22(3)

4 6 –2.24(4) –1.37(5) 1.27(5) –4.57(2)

5 6 –9.60(4) –4.94(5) 3.73(5) –1.38(4)
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and 12 π transitions with the matrix elements that
include, together with }FP , the dependence on the
superposition coefficients of the |n' 3PJM〉  states.
Among these transitions are four transitions between
the states with M = 0,

(68)

and eight transitions between the states with M = ±1,

(69)

Among σ transitions are eight transitions whose matrix
elements are strictly proportional to F0,

(70)

(71)

(72)

and 32 matrix elements whose matrix elements depend
on the superposition coefficients of the n' 3PJM states

} 1( )
n 3Fλ0 n' P3
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}FP

3
----------- a2λ'0
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with M = 0,

(73)

and with M = ±1,

(74)

(75)

(76)

4.3. Relation between the Amplitudes
of Electric-Field-Induced 

and Electromultipole Transitions 

The probability of dipole-forbidden transitions con-
tains, in addition to the field-induced part determined

by the matrix element , a component determined
by the electroquadrupole interaction between an atom
and the field of a photon. For σ± radiation along the
external field, both these corrections are different from
zero and the corresponding operator of quadrupole
interaction is expressed as [8]

where α is the fine-structure constant. The ratio of the
first-order dipole matrix element (65) to the quadrupole
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matrix element proves to be independent of the
momenta of interacting sublevels:

(77)

This expression is obtained with the use of a simple
estimate for the second-order radial matrix element that
takes into account the main contribution, to the Green

function , of the wavefunction of the state with the
orbital momentum L – 1 from the n shell,

For the lines with L' = L, the ratio (77) has a more com-
plicated form and contains combinations of the super-
position coefficients of interacting sublevels. Numeri-
cal estimates for the absolute value of ratio (77) (for n
and n' ranging from 2 to 6) in the anticrossing field of
the lower level give values ranging from 103 to 106.
Hence, one may neglect multipole corrections to the
probability of an electric-field-induced transition when
considering the anticrossing effects on the fine-struc-
ture sublevels.

5. CONCLUSIONS

The formulas and numerical results obtained above
for the superposition coefficients that define wavefunc-
tion (1) allow one to extract new information about the
spectral properties of an atom in a field. In particular,
the variation in the intensities of the Stark components
of multiplet lines makes it possible to accurately deter-
mine the ratio between the field and spin–orbit interac-
tions of orthohelium in a dc electric field. The probabil-
ities of the radiative transitions versus F0 obtained
above may be useful not only in describing experimen-
tally observed electro-optical effects but also in con-
trolling the optical spectra by a dc electric field.

The properties of fine-structure components in an
electric field have been studied earlier for low-lying
states of alkaline atoms and alkalinelike ions by diago-
nalizing the matrix of the spin–orbit and Stark Hamil-
tonian on a small number of effective sublevels [23]. In
particular, the results of the numerical calculations
obtained in [23] exhibit an effect similar to that
described above, namely, the equalization of the inten-
sities of the Stark components of doublet emission lines
(see Fig. 2) near the anticrossing field. The vanishing of
nearly half of the components of radiative multiplets as
the field strength increases results from the “destruc-
tion” of spin–orbit interaction by an electric field and
corresponds to the transition with enhancement of the
field to the Stark effect on a spinless atom.

}n'n
1( )

}n'n
q 0( )------------- i

2F0σL 1–
+

αωn'n φn'L 2–〈 |r2 φnL| 〉
----------------------------------------------=

≈ i
2F0

αωn'n EnL 1– EnL–( )
----------------------------------------------.

gL 1–
n( )

σL 1–
+ n'L 2–〈 |r2 nL| 〉

EnL 1– EnL–
-----------------------------------.≈
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The field dependence of the intensities of dipole-
forbidden transitions is of no less interest. The decom-
position of the amplitude of a field-induced process into
irreducible parts (56) makes it possible to reduce the
analysis to the calculation of the second-order radial
matrix elements that determine invariant atomic quan-
tities—the polarizabilities of transitions (59). The
numerical values of the polarizability tensor compo-
nents allow us to evaluate the probabilities of electric-
field-induced transitions not only qualitatively but also
quantitatively. In particular, in the anticrossing field of
the lower level, this probability may amount to 2–3% of
the probability of the dipole-allowed process both for π
and σ transitions.

The method for calculating the wavefunctions of
multiplet states presented here may be useful for solv-
ing spectroscopy problems of quantum systems with
multiplet structure in an external electric field.
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Abstract—A method of selecting molecules embedded in nanodroplets (clusters) of superfluid helium is pro-
posed, which is based on the selective vibrational excitation of embedded molecules by intense IR laser radia-
tion. This action leads to a significant decrease in size of the excited clusters, after which these clusters are sep-
arated with respect to size via scattering of the cluster beam on a crossing atomic beam. The method is described
in detail and the possibility of selecting SF6 molecules in liquid helium nanodroplets using the excitation by
CO2 laser radiation and the angular separation via scattering on a xenon atomic beam is demonstrated. The
results show that, by using this technique, it is possible to separate molecules with respect to isotope (element)
composition. Advantages and drawbacks of the method are analyzed. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

In recent years, much attention has been devoted to
experimental and theoretical investigations of nanodi-
mensional superfluid helium droplets (clusters)
obtained upon gas efflux from cooled nozzle sources
(see, e.g., review papers [1–11]). The size of a cluster,
as determined by the number N of helium atoms in the
droplet, varies from several dozens of atoms to N ≈ 107.
Special techniques have been developed for obtaining
such superfluid helium nanodroplets and introducing
single foreign molecules into these clusters, which
makes it possible to study the spectra of molecules and
molecular clusters at a very low temperature (T ≈
0.37 K) in liquid superfluid helium representing a soft
quantum matrix of the new type [1–9]. The results of
such spectroscopic measurements also provide impor-
tant information about the properties of superfluid
helium nanodroplets [5, 6, 9].

In addition, the experiments with molecules embed-
ded in liquid helium droplets open wide possibilities for
the investigation of many physicochemical processes
on an atomic-molecular level at ultimately low temper-
atures. For example, by introducing molecules into
helium nanodroplets, it is possible to obtain long chains
of polar molecules oriented in a definite way inside the
droplets [12], which is of considerable interest for the
synthesis of biologically active molecules. Unique con-
ditions provided for the growth of molecular clusters
inside superfluid helium nanodroplets make it possible
to obtain high-energy isomers, for example, cyclic water
hexamers representing the smallest pieces of ice [13]. It
is also possible to study chemical reactions proceeding
inside helium nanodroplets at very low temperatures [14]
and the orientation effects accompanying the interac-
tion of molecules with nanodroplets [15].
1063-7761/05/10003- $26.000505
Recently, we have suggested and analyzed the pro-
cess of selecting molecules embedded in superfluid
helium nanodroplets with respect to isotope (elemental)
composition [16]. In the present paper, we report on the
results of a more extensive and deeper investigation of
the possibility of using beams of superfluid helium
nanodroplets (clusters) for such separation of embed-
ded molecules. The proposed method is described in
detail and the possibilities of this technique are demon-
strated and analyzed in application to helium droplets
containing SF6 molecules.

2. PRINCIPLES OF THE METHOD

The results of previous experimental [1, 2, 17, 18]
and theoretical [19–22] investigations showed that
helium-4 (4He) nanodroplets (clusters) containing N ≥
100 particles occur in a superfluid state [23]. Molecules
embedded in such droplets can freely rotate and exhibit
very narrow IR absorption band owing to a rather low
temperature of the medium (T ≈ 0.37 K [1–3, 6–9]). For
example, the total width of the absorption band due to
ν3 vibrations of 32SF6 molecules in a superfluid helium
nanodroplet is as small as 0.25 cm–1 [24–26]. There-
fore, the IR absorption spectra can be almost com-
pletely resolved not only for the molecules such as SF6

and SiF4 with relatively large (~5–10 cm–1) isotope
shifts, but also for the molecules containing heavy ele-
ments whose isotope shifts in the IR spectra are on the
order of (or smaller than) 1 cm–1 (OsO4, WF6, UF6,
etc.). Thus, a sharp decrease in the absorption lines of
molecules embedded in superfluid helium nanodroplets
provides the possibility of highly selective excitation of
these molecules using IR laser radiation: essentially,
 © 2005 Pleiades Publishing, Inc.
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only those helium clusters in a beam which contain
molecules of a selected isotope will be excited.

The absorption of radiation by molecules embedded
in a liquid helium nanodroplet leads to heating of this
droplet, which results in evaporation of a certain
amount of He atoms [1–9, 26]. For example, the
absorption of one quantum of a CO2 laser radiation (λ ≈
10 µm, "ω ≈ 0.12 eV) leads to the evaporation of about
200 atoms [1, 5, 9, 26]. As a result of this evaporation,
the droplet cools down and its temperature again stabi-
lizes at T ≈ 0.37 K [1, 7, 9. 27]. Both heating and evap-
oration of He atoms upon the absorption of a laser radi-
ation quantum proceed quite rapidly (within a period of
time t ≤ 10–8–10–9 s [26–29]). These phenomena pro-
vide a basis for the method of selecting molecules
embedded in superfluid helium nanodroplets with
respect to isotope and elemental composition.

The proposed method is essentially as follows
(Fig. 1). A beam of superfluid helium nanodroplets
with embedded molecules is irradiated at a certain dis-
tance ∆x0 from the nozzle output by intense laser radia-
tion whose frequency is in resonance with the vibra-
tions of molecules of a selected isotope. As was noted
above, only those helium clusters in a beam which con-
tain resonant molecules of the selected isotope will be
excited, while the other clusters (containing molecules
not absorbing this radiation) will remain unexcited. The
absorption of radiation energy leads to heating of the
droplets that results in the evaporation of helium atoms.
Evaporated atoms isotropically fly away from clusters.
The binding energy per atom (expressed in kelvins) as
a function of the number N of atoms in a liquid helium
cluster can be determined using the relation [19, 30]

(1)

In large clusters (N ≥ 106 – 107) the value of E/N is
approximately the same (about 7.2 K [19]) as in bulk
liquid helium, and this value decreases with a decrease
in the cluster size. For example, in clusters with N ≤
103, the binding energy per atom is E/N ≤ 5.5 K, while
in clusters with N ≤ 200, this value does not exceed 4 K
[19]. It should be taken into account that the binding

E/N 7.21– 17.71N 1/3– 5.95N 2/3– .–+=
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α
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(SF6 pick-up)
Skimmer

Fig. 1. Schematic diagram of the experimental setup (see
the text for explanations).
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energy of He atoms in doped clusters is higher than in
impurity-free clusters [19]. The interaction between a
foreign article and helium atoms is stronger than the
interaction between He atoms in the same cluster. The
difference in binding energies significantly depends on
the impurity type and is more pronounced in small-size
clusters (N ≤ 100) [19]. For example, the binding
energy per atom in a helium cluster containing one SF6
molecule is E/N ≈ 10 K for N ≈ 100 [19], but this energy
increases to E/N ≈ 20 K in clusters with N ≈ 40.

Under conditions when an excited cluster have
absorbed 5–10 quanta of laser radiation with a wavelength
of about 10 µm, the cluster loses 1000–2000 atoms. If the
clusters doped with foreign molecules in a beam ini-
tially contain N ~ (2–3) × 103 atoms, the absorption of
IR photons will lead to a significant decrease in the
cluster size. Clusters containing less than 103 atoms
may exhibit complete fragmentation upon excitation
with the formation of free (completely striped) SF6
molecules. Thus, the IR excitation under such condi-
tions leads to a significant change in the cluster size dis-
tribution as compared to that in the initial beam,
whereby selectively excited clusters will be much
smaller than unexcited ones.

The next stage consists in separation of the clusters
with respect to their dimensions. This is achieved via
scattering of the cluster beam on a crossing molecular
(or atomic) beam [31–33], which crosses the laser-
excited cluster beam at a distance of ∆x0 + ∆x1 from the
nozzle (Fig. 1). In particular, it is possible to use a
crossing beam of xenon or krypton atoms. The interac-
tion with this beam leads to separation of the cluster
beam with respect to the scattering angle [31] because
clusters of different sizes are deflected by unequal
angles. The scattering of helium clusters on the deflect-
ing beam involves trapping of the particles of this beam
by the clusters (droplets) [31–33], whereby the moment
of a trapped particle is transferred to the corresponding
droplet. As a result, the droplet is heated and a certain
number of He atoms is evaporated (as in the case of
laser-induced heating), which is determined by the
trapped particle energy. In the case of a monoatomic
beam, the cluster loses about 100–200 helium atoms,
while for polyatomic molecules, the number of evapo-
rated He atoms exceeds 600 [32]. In the course of scat-
tering on the crossing beam, liquid helium droplets of
smaller size are deflected by greater angles. Therefore,
selective excitation of the molecules inside liquid
helium clusters by high-power IR laser radiation, fol-
lowed by differential deflection of various clusters as a
result of their scattering by various angles provides a
means of selecting molecules embedded in liquid
helium nanodroplets. Below we present the corre-
sponding theoretical calculations, consider a particular
case of embedded SF6 molecules, and analyze the per-
formance of the proposed method for selecting mole-
cules with respect to the isotope composition.
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3. RESULTS AND DISCUSSION

3.1. Calculation of the Cluster Size Distribution 

The cluster size distribution in a beam is described
by a log-normal distribution model [31, 32, 34, 35],

(2)

which is Gaussian in a coordinate system with the log-
arithmic abscissa scale. The mean value  and the
standard deviation S are defined as

(3)

where

The maximum of this distribution (Nmax) and the
f(Nmax) value are given by the formulas [31, 35]

(4)

The halfwidth of the asymmetric distribution

(5)

is approximately equal to the average cluster size [31].
Let us consider a log-normal distribution f(N) with

Nmax = 1800,  = 2846, and S = 1701. For the sake of
simplicity, let the distribution be normalized to unity as

This distribution is quite close to that obtained experi-
mentally in [31]. A rather narrow distribution is used
for obtaining a sufficiently high selectivity (see Section
3.3 below). First, we will analyze transformation of the
cluster size distribution in the course of sequential (i)
pick-up of molecules in the doping chamber, (ii) selec-
tive laser excitation, and (iii) trapping atoms of the
deflecting beam. Then we will obtain expressions for
the selectivity and efficiency of the proposed separation
process.

The probabilities of trapping molecules and atoms
are proportional to the cluster cross section σN or N2/3

(since σN ~ N2/3). First, consider transformation of the
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initial log-normal distribution as a result of doping. In
the case of clusters doped by single molecules, the
resulting distribution function is

(6)

where the last term is introduced in order to restore the
normalization. The subsequent evaporation of m atoms
from each cluster caused by doping with single mole-
cules in the simplest case shifts the initial distribution
so that

Laser excitation leading to the evaporation of L mol-
ecules from each cluster changes the distribution to

(7)

where

For L = 1200, the value of the integral

is approximately 0.95.
In the course of scattering on the crossing atomic

beam, the distribution is modified to

(8)

where the last term is introduced (as in relation (6)) in
order to restore the normalization. Analogous transfor-
mation takes place for unexcited clusters as well. A
change in the cluster size distribution related to the
evaporation of He atoms caused by the trapping of
atoms from the deflecting beam is not taken into
account because this factor does not influence the angle
of cluster deflection.

Figure 2 illustrates the transformation of the cluster
size distribution function in the course of processes
described above, showing the initial log-normal distri-
bution (curve 1) and the distributions modified as a
result of the pick-up of zero-energy dopant molecules
(m = 0, curve 2) and the trapping of both dopant
molecules and atoms from a deflecting atomic beam
(curve 3). Curve 4 shows the result of the pick-up of
dopant molecules and the subsequent laser excitation,
while curve 5 reflects the influence of doping, the laser
excitation, and the trapping of atoms of the deflecting
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beam. Thus, comparison of curves 3 and 5 shows the
pure effect of laser excitation. As can be seen from
Fig. 2, the difference between distributions 3 (without
laser excitation) and 5 (after the excitation) in the ideal
case (m = 0) is very large, especially in the region of
small clusters (low N values).

Figure 3 shows the initial log-normal distribution
(curve 1) and the distributions 2, and 3 modified by the
pick-up of SF6 molecules with m = 680 (these curves
which are counterparts of the curves 3 and 5, respec-
tively, in Fig. 2). As can be seen, the laser-induced
effect in this case is less pronounced, although the dif-
ference between curves 2 and 3 is still significant.
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Fig. 2. The initial log-normal helium cluster size distribu-
tion (curve 1) and its transformation in various stages of the
process for m = 0 (curves 2–5). See the text for explana-
tions.
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Fig. 3. The initial log-normal helium cluster size distribu-
tion (curve 1) and its transformation (2) upon pick-up of an
energetic doping molecule (m = 680) and trapping of an
atom of the deflecting beam and (3) upon pick-up of an
energetic doping molecule (m = 680), laser-induced excita-
tion, and trapping of an atom of the deflecting beam.
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When the cluster beam (with a cluster momentum of
NmHev 1) is scattered on a monochromatic atomic beam
(with a momentum of each atom m2v 2), the angle of
deflection upon scattering is (see Section 3.2)

(9)

The transformation of the distribution of clusters with
respect to sizes into their distribution with respect to
deflection angles can be written as

(10)

where

(11)

In order to obtain the relations determining the
selectivity and efficiency of the process, we have to take
into account the following transformations,

In the case of clusters doped with single molecules, the
angle-dependent (differential) selectivity is defined by
the ratio

(12)

Introducing integral functions of the type

(13)

and assuming that all doped clusters deflected by angles
exceeding θ are collected, we introduce the integral
selectivity as

(14)

The efficiency of the separation process can be defined
as

(15)

Analogous calculations of the selectivity and efficiency
have been also performed for the case of clusters trap-
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ping two dopant molecules (some results of these cal-
culations are presented below in Section 3.3).

Figure 4 shows the angular distributions of doped
clusters (for m = 0) before (curve 1) and after (curve 2)
laser excitation, as well as the differential (curve 3) and
integral (curve 4) selectivities. As can be seen from
these results, a rather high selectivity can be reached in
the limiting (ideal) case (m = 0).

3.2. Application to SF6 Molecules

For example, let us consider the case of helium clus-
ters doped with SF6 molecules. The content of sulfur
isotopes in the natural gas is as follows (%): 32S, 95.02;
33S, 0.75; 34S, 4.2; and 36S, 0.017 [36]. The isotope shift
in the ν3 IR absorption band is about 8.5 cm–1 per
atomic mass unit (amu) [37]. The absorption spectrum
of ν3 vibrations in 32SF6 is well known [24–26]. The
maximum of the absorption band is at 946.55 cm–1 and
the total width is about 0.25 cm–1 [24–26]. This band
coincides quite well with a 10.6 µm generation band of
a CO2 laser. In particular, the 10R(50) line of the 13CO2

laser (946.54 cm–1) and the 10R(35) line of the
16O13C18O laser (946.64 cm–1) are in good resonance
with the absorption band of 32SF6 embedded in super-
fluid helium droplets. Some emission lines of the CO2
laser fall in resonance with ν3 vibrations of the other
SF6 isotopomers occurring inside these droplets. At the
same time, optimum conditions for the selective excita-
tion of molecules embedded in superfluid helium clus-
ters are offered by tunable IR lasers, in particular, by
high-pressure CO2 lasers with continuous frequency
tuning as well as by lasers on color centers.

It should be noted that the effective excitation of
clusters requires rather high laser radiation intensity,
such that the excitation rate would be comparable with
the energy relaxation rate. This condition can be
expressed as

(16)

where σ is the SF6 absorption cross section, I is the radi-
ation intensity [photons/(cm2 s)], and τV – T is the char-
acteristic time of the excitation energy relaxation. In
order to provide that the clusters would be capable of
absorbing on the average, for example, about five
quanta, the excitation pulse duration τp must satisfy the
condition

Assuming that the absorption cross section of SF6 mol-
ecules inside helium clusters is equal to the gaskinetic
cross section (σ ≈ 2.4 × 10–15 cm2 [38]), and that the
relaxation time is τV – T ≈ 0.56 ns [26], we obtain from
relation (16) an estimate of the laser radiation intensity

σIτV T– 1,≈

τp 10τV T– .≥
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I ≥ 7 × 1023 photons/(cm2 s). Condition (16) is readily
satisfied if the clusters are excited using a CO2 laser
with a pulse energy of E ≥ 10–2 J and a pulse duration
on the order of 100 ns.

Now let us consider in more detail the process of
cluster deviation via scattering on a crossing molecular
(or atomic) beam. As was noted above, a molecule col-
liding with a superfluid helium droplet is trapped and
its momentum is transferred to this droplet [31–33]. For
a helium cluster of mass m1 = NmHe and velocity v 1,
colliding with a particle of mass m2 and velocity v 2 in a
beam crossing the cluster beam at an angle of α, the
deflection angle θ is given by the relation

(17)

Let the deflecting beam consist of xenon atoms with
m2 = 131 amu and v 2 ≈ 300 m/s. In the case of m1 @ m2
(e.g., m1 = 8000 amu) and v1 ≈ 1.6v2 (v1 ≈ 480 m/s [31]),
the angle θ is relatively small and can be calculated
with sufficiently high precision as

(18)

For the cluster beam and the deflecting beam crossing
at an angle of α = 90°, helium droplets with N ≈ 2000
will be deflected by an angle of θ ≈ 0.56° (0.01rad). In
these estimates we ignored the mass of the SF6 mole-
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Fig. 4. The angular distributions of (1) unexcited and
(2) laser-excited doped helium clusters scattered on an
atomic beam. Curves 3 and 4 show the angular dependence
of the differential and integral selectivity.
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cule embedded in the droplet as compared to the droplet
mass.

The selectivity of separation, for example, of 32SF6

and 34SF6 molecules, is defined as

(19)

where figures in square brackets denote the concentra-
tions of molecules in the initial gas (index 0) and in the
droplets deflected by angle θ (asterisk). The selectivity
will exceed unity in the interval of angles θ ≥ 0.01 rad,
and it is below unity for smaller deflection angles
(curve 3 in Fig. 4).

It should be noted that free SF6 molecules, appear-
ing in the cluster beam as a result of excitation and sub-
sequent evaporation of small doped clusters, will be
reflected by xenon atoms (in cases of direct impact) by
an angle of θ ≈ 30°. However, the probability of scatter-
ing on xenon atoms for such SF6 molecules is much
smaller than that for the clusters because of a significant
difference in the corresponding cross sections:  ≈
2.4 × 10–15 cm2 [38] versus σN = σ0N2/3 [19] (here σ0 ≈
2.2 × 10–15 cm2 is the effective cross section of a He
atom in clusters and σN is the cross section of a cluster
containing N such atoms [19]). For example, the cross
section of a helium cluster with N = 1000 is σN ≈ 2.08 ×
10–13 cm2, while that for N = 100 is σN ≈ 6 × 10–14 cm2

[19]. Therefore, most of SF6 molecules will be retained
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Fig. 5. The angular dependence of the differential selectiv-
ity S for a helium cluster beam scattered (1) on a monochro-
matic atomic beam (η = ∞) and (2, 3) on the beams with
η = 5 and 2, respectively (see text).
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in the direct cluster beam, rather than deflected by the
xenon beam. Large-size clusters (N ≥ 104), which are
deflected according to relations (17) and (18) by very
small angles (θ ≤ 0.1°), will be also practically retained
within the direct beam.

For these reasons, experiments on the separation of
embedded molecules via scattering are most conve-
niently carried out using the beams of medium-size
clusters with  ≈ (1–3) × 103, in which case the excited
clusters are deflected by relatively large angles (θ ≥ 2°–
3°). In addition, helium atoms are more readily evapo-
rated from such clusters because of sufficiently low
binding energy. In addition, a beam of relatively small
clusters has a narrower distribution width [31], which
allows a higher selectivity of separation to be obtained
upon scattering on a crossing beam. It should be noted
that, on the other hand, the mass of liquid helium drop-
lets is still rather large and the deflection angles upon
scattering are yet quite small (1°–2°). For this reason,
the experiments should be performed with well-colli-
mated cluster beams [31]. In addition, it is necessary to
provide for sufficiently large flight pathlengths (∆x2 ≥
50 cm) after interaction with the deflecting beam, so as
to reach a high angular resolution (see Fig. 1). Finally,
it should be noted that, in the case of using pulsed CO2
lasers, the experiments are expediently performed with
modulated cluster beams so as to ensure approximately
equal on–off (duty) ratios for the laser and cluster
beams and reach a higher contrast in the selection of
embedded molecules.

3.3. Factors Influencing the Selectivity 
and Efficiency of Separation 

Let us consider the main factors influencing the
selectivity and efficiency of the process under consider-
ation. One of the factors decreasing the selectivity is the
finite width of the distribution of the velocity of parti-
cles (e.g., xenon atoms) in the defecting beam. We have
studied the dependence of the selectivity S on the
degree of monochromaticity of this atomic beam,
which was characterized by the ratio of the average
atomic velocity to the scatter of these velocities:

The results of this analysis are presented in Fig. 5. As
can be seen, the selectivity for η ≥ 5 differs but little
from S for the ideal monochromatic beam (cf. curves 2
and 1). It is only rather large scatter of the atomic veloc-
ities (η ≤ 2) that significantly (by a factor of approxi-
mately three) reduces the selectivity (curve 3) as com-
pared to that for ideal monochromatic beam. Since the
values of η ≥ 5 are usually readily achieved in experi-
ment, the distribution of atomic velocities in the
deflecting beam can be considered as weakly influenc-
ing the process selectivity. It should be also noted that
the primary helium cluster beams are also characterized

N

η v /∆v .=
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by very narrow velocity distributions with η ≥ 50 (see,
e.g., [31–33]). Therefore, the influence of η on the
selectivity of separation can be ignored.

The main factor decreasing the selectivity is nonse-
lective thermal evaporation of atoms caused by the
pick-up of energetic dopant molecules. This effect is
illustrated in Fig. 6, where the integral selectivity and
efficiency are plotted versus deflection angle for vari-
ous numbers of evaporated He atoms (m = 0, 200, and
680). As can be seen, S sharply decreases with increas-
ing m. These results indicate that, in the case of large
embedded molecules (such as SF6, OsO4, and UF6), it
is expedient to cool the gas in the doping chamber. For
example, the trapping of SF6 molecules at 150 K leads
to the evaporation of only 160–170 atoms from a
helium droplet. According to Fig. 6, the integral selec-
tivity for θ ≥ 0.04 rad in this case is almost ten times
greater as compared to the S value upon SF6 trapping at
room temperature.

Another factor that may lead to a certain decrease in
the selectivity is a finite size ∆xint of the region of inter-
action between a doped cluster beam and the deflecting
atomic beam (typically, ∆xint ≈ 1 cm). However, for suf-
ficiently large flight pathlengths (∆x2 ≥ 50 cm), this
decrease in S is rather insignificant (on the order of
∆xint/∆x2) and can be further reduced by increasing ∆x2.

Now let us proceed to the analysis of factors influ-
encing the efficiency of separation. A decrease in the
efficiency (as well as of the selectivity) is primarily
related to the fact that the probability of trapping dopant
molecules by helium nanodroplets obeys the Poisson
distribution [32],

(20)

where N0 is the amplitude factor, n is the number den-
sity of molecules in the doping chamber, σ is the trap-
ping cross section, and L is the length of the interaction
region. For these reasons, a certain fraction of clusters
of the primary beam will trap single dopant molecules.
Depending on the experimental conditions (gas pres-
sure and the length of the interaction region in the dop-
ing chamber), the cluster beam may also contain a rel-
atively large fraction of droplets trapping two or more
SF6 molecules, which form SF6 clusters inside these
droplets. It should be noted that helium droplets trap-
ping more than one SF6 molecule will have smaller
dimensions compared to the size of droplets containing
a single dopant molecule, because a greater number of
He atoms is evaporated in the former case. Upon scat-
tering of the cluster beam on a crossing atomic beam,
these smaller clusters will be deflected by greater
angles, which may significantly decrease the selectiv-
ity. In order to avoid this, experiments should be per-
formed under conditions that minimize the fraction of
helium nanodroplets trapping more than one dopant

P N( ) N0
nσL( )N

N!
------------------ nσL–( ),exp=
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molecule. However, this will also significantly reduce
the total number of doped helium clusters in the beam,
thus naturally decreasing the efficiency of the process.
For example, our calculations showed (Fig. 6) that, if the
fraction of clusters trapping two SF6 molecules is about
half the number of clusters doped with a single molecule,
both selectivity and efficiency (for θ ≥ 0.02 rad) for the
former fraction are also about twice as small as those
for the singly doped droplets.

Finally, let us consider the possible influence of
double collisions of the doped helium clusters with
atoms of the deflecting beam on the efficiency and
selectivity of the separation process. Such double colli-
sions, which become possible under the conditions of a
sufficiently high density of doped clusters and/or large
length of the interaction region (∆xint), obviously affect
both the efficiency and selectivity of the process.
Indeed, the effect of double collisions is essentially the
same as if the beam would be scattered twice from the
deflecting atomic beam. In the corresponding calcula-
tion, we have to take into account both the evaporation
of about 200 helium atoms upon trapping of the first
xenon atom (m ≈ 200 for atoms trapped from a xenon
beam [32]) and the subsequent transformation of the
distribution function (multiplied by N2/3) upon trapping
of the second atom.

We omit rather lengthy formulas describing the
sequential transformation of the initial distribution and
present here only the most pessimistic result obtained
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Fig. 6. The angular dependences of the efficiency E (curves
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helium clusters losing different numbers of atoms eva-
porated upon doping: m = 0 (1), 200 (2), and 680 (3).
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tively, for a beam containing clusters doped with one and
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upon calculation taking into account the aforemen-
tioned factors and the conversion of the size distribu-
tion into the angular distribution. Note that, since the
total deflection angle upon double collisions is approx-
imately twice as large as that upon single collisions, the
quantity k0 in relations (9) and (10) is replaced by 2k0.
The values of selectivity and efficiency obtained with
allowance for all the above factors are presented in
Fig. 7 (curers 2S and 2, respectively) in comparison
with the corresponding results for single collisions
(curves 1S and 1). As can be seen, the double collisions
significantly reduce the selectivity and slightly increase
the efficiency. For example, at an equal efficiency of
E = 0.1, the selectivity in the case of double collisions
decreases by a factor of about 2.5 as compared to that
in the regime of single collisions. Therefore, in order to
increase the selectivity, the experiments have to be car-
ried out under the conditions minimizing the probabil-
ity of double collisions (e.g., for a sufficiently low den-
sity of atoms in the deflecting beam).

3.4. Estimates of the Yield of Enriched Products 

In view of the potential applicability of the proposed
method for the separation of isotopes, it is of interest to
estimate the yield of enriched products. Of course, we
are speaking of very rough estimates. The values pre-
sented below cannot be used as the initial data for cal-
culating the efficiency of a real separation process.
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Fig. 7. The angular dependences of the integral selectivity S
(curves 1S and 2S) and efficiency E (curves 1 and 2) for
doped helium clusters scattered on a monochromatic atomic
beam in the case of (1S, 1) single collisions and (2S, 2) dou-
ble collisions. Helium clusters lost m = 200 atoms upon
doping and m1 = 200 atoms upon trapping atoms in the
deflecting beam.
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Such calculations can be based only on reliable experi-
mental results. Nevertheless, we believe that even
rough estimates of the product yield are expedient for
assessing the method.

The evaluations below proceed from the intensities
of real helium cluster beams and the capacity of diffu-
sion pumps used in real systems [5, 9]. It should be
noted that, owing to low binding energies of atoms in
small helium clusters (see Section 2), the formation of
liquid helium droplets usually requires high densities
and low temperatures of gas in the expansion region [5],
both these factors leading to a sufficiently high gas flow
rate. For this reason, the setups producing helium clus-
ter beams employ effective pumps (capable of ensuring
high pumping speeds) and/or nozzles with very small
apertures. The gas flow rate is proportional to the prod-

uct p0d2 , where d is the nozzle output diameter
and p0 and T0 are the gas pressure and temperature in
front of the nozzle. In the typical setups producing liq-
uid helium nanodroplets, the nozzle diameter is within
d = 5–20 µm, the gas pressure ranges within p0 = 1–20
bar, and the temperature is T0 = 10–30 K [5, 9]. In the
ideal gas approximation, a nozzle with d = 10 µm operat-
ing at T0 ≈ 20 K and p0 ≈ 15 bar provides for a gas flow
equivalent to that formed by a nozzle with d = 50 µm
operating at room temperature and a pressure of 2 bar [5],
which amounts to approximately 4 (bar cm3)/s
(≈0.16 mmol/s). In order to pump this flow, a diffusion
pump must ensure a pumping speed of about 10000 l/s
for He (≈4000 l/s for nitrogen) at a limiting working
pressure of about 3 × 10–4 Torr. Under such conditions,
it is possible to obtain liquid helium nanodroplets con-
taining several thousand He atoms [5].

For the evaluation, we use the above estimate of the
gas flow rate—namely, 4 (bar cm3)/s (which corre-
sponds to a particle flux of about 1020 s–1)—and con-
sider a beam of clusters with an average size of  =
103. If all clusters in the beam were doped with single
SF6 molecules, the total SF6 flux would be equal to
1017 s–1. However, let us take into account factors
decreasing this value, for example, in a system with a
two-dimensional (slit) nozzle with a slit width of 50 cm
(such nozzles were used in investigations of the excita-
tion and isotope-selective multiphoton IR dissociation
(ISMD) of UF6 [39] and SF6 [40]. For the proposed
separation method, it also desirable to use slit nozzles
(see Section 3.3). In the case of a narrow directed
beam, it is possible to select about 10% of clusters from
the initial flux, and no more that 20% of clusters can be
doped with single molecules.

Let us consider the case of a continuous cluster
beam excited by IR radiation of a CO2 laser operating
at a pulse repetition rate of f ≈ 500 Hz (lasers operating
in this regime are used in practice for the laser separa-
tion of carbon isotopes [41, 42]). The fraction of laser-

T0
1/2–

N
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excited clusters in the beam (i.e., the on–off ratio of the
excitation process) is

where ∆xirr is the length of the laser-irradiated region
and v 1 is the velocity of the cluster beam. The latter
value is typically about v 1 ≈ 500 m/s [31, 32]. If the
laser pulse energy is about 2 J and the laser beam is per-
pendicular to the cluster beam, it is easy to provide for
an irradiated region with ∆xirr ≈ 20 cm (or a laser beam
cross section of 20 × 1 cm2 in this region). The resulting
energy flux is about 0.1 J/cm2, which is one order of
magnitude greater than the value required for the effec-
tive excitation of clusters (see relation (16)). Thus, the
on–off ratio of the excitation process is cf ≈ 0.2.

Finally, we have to take into account that no more
than 20% of doped clusters can be deflected by single
collisions in the course of scattering on the atomic
beam. Therefore, we eventually deal with approxi-
mately a 10–3 fraction of the initial beam, or with a flux
of SF6 molecules about 1014 s–1. Taking into account
that, for the integral selectivity IS ≈ 10 the process
selectivity is E ≈ 0.1 (see Fig. 6, curves 2S and 2 for m =
200), the yield of SF6-enriched product will amount to
about 1013 s–1 or 3.6 × 1016 h–1, which is equivalent to
approximately 0.01 mg/h. Obviously, this is a very low
yield, even though we have considered a small setup
with a single nozzle and a single pump.

It should be noted that small yields of enriched
product are characteristic, in particular, of the process
of isotope separation by ISMD in gasdynamically
cooled jets and flows. For example, the laser separation
of uranium isotopes using ISMD of UF6 molecules
employs highly diluted mixtures with a relative density
of UF6 molecules in the carrier gas below 0.01 [39, 43].
The effective excitation and dissociation of molecules
requires rather high laser energy density (at least,
exceeding 1 J/cm2 for the dissociation of preliminarily
excited molecules), which leads to a decrease in the on–
off ratio of the excitation process down to cf ≤ 0.001.
High selectivity (s ≈ 3–5) can probably be reached only
at the expense of a low yield (≤0.01). However, in the
case of isotope separation by ISMD in gasdynamically
cooled flows, it is possible to increase the gas pressure
in the doping chamber by two orders of magnitude (up
to 10–2 Torr). This implies that the gas flux also
increases by two orders of magnitude to reach about
1022 s–1. Thus, our estimates obtained taking into
account all the factors mentioned above show that the
yield of enriched products can amount to about 1015 s–1

or 3.6 × 1018 h–1, which is about two orders of magni-
tude higher compared to the case of the cluster beam.
On the other hand, it should be noted that highly selec-
tive dissociation in the case of molecules characterized

c f

∆xirr f
v 1

---------------,=
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by small isotope shifts can be achieved only in high-fre-
quency IR fields, which significantly complicates the
process of isotope separation using the ISMD method.
In addition, it is necessary to provide high energy den-
sities and ensure a much greater (at least by two orders
of magnitude) contribution of laser photons to the dis-
sociation of molecules. This is related to rather high
dissociation energy and a low selectivity of this pro-
cess, whereby a considerable fraction of laser photons
is spent for the excitation of molecules containing iso-
topes other than the target one. In the case of cluster
beams, the selective excitation and dissociation of clus-
ters only requires a single-mode radiation of a moder-
ate-power laser. For this reason, one laser can irradiate
relatively greater volumes as compared to those in the
case of the ISMD process. The selectivity of excitation
in helium cluster beams can be also higher.

In connection with the above evaluations, it should
be noted that the development of commercial systems
for the laser separation of uranium isotopes using the
ISMD of UF6 molecules is considered unprofitable (for
the modern level of laser technologies) [44]. Further
investigations (using the existing experimental facili-
ties) are necessary for the entire set of problems per-
taining to the development of laser systems and the
optimization of gasdynamic flows. The method under
consideration can probably find use for the laser sepa-
ration of exotic molecules and/or small amounts of
some isotopes. However, it is not excluded that further
progress in technology will make possible wide use of
such methods in the future.

4. CONCLUSIONS

The results of our investigation show that, using
selective vibrational excitation of superfluid helium
clusters containing embedded molecules by intense IR
laser radiation, followed by separation of the clusters
with respect to size via scattering of the cluster beam on
a crossing atomic beam, it is possible to select the
embedded molecules with respect to isotope (elemen-
tal) composition. In order to increase the process effi-
ciency, it is recommended to obtain the initial helium
cluster beams using slit nozzles and/or slit diaphragms,
which allow the beams with large transverse dimen-
sions and large number of liquid helium nanodroplets
of optimum size to be obtained.

A significant advantage of using superfluid helium
droplets (clusters) for selecting molecules are (in addi-
tion to a low temperature of clusters and the related
very small width of the optical absorption bands of
embedded molecules) a low binding energy of He
atoms in clusters (≤7.2 K [19]) and the free rotation of
molecules inside the clusters. Because of the low bind-
ing energy, the absorption of a single IR photon leads to
a significant decrease in the cluster size. A reduction in
the cluster size leads to further decrease in the binding
energy and, in turn, decrease requirements on the
pumping energy.
SICS      Vol. 100      No. 3      2005
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In contrast to the method based on the ISMD of mol-
ecules (see, e.g., [45–47] and references therein), which
is applicable only to polyatomic molecules, the method
under consideration can also be used for selecting small
(e.g., diatomic) molecules. Owing to the aforemen-
tioned free rotation, the IR absorption spectra of small
(e.g., di- and triatomic) molecules embedded in super-
fluid helium droplets contain narrow vibrational–rota-
tional lines [1, 5, 9], which makes possible highly
selective excitation of the molecules. In the course of
doping of helium clusters with such small molecules,
their size distribution is not very strongly modified (as
compared to the case of large molecules) and the laser
excitation of such doped clusters can be performed with
a higher selectivity (Fig. 6).

Another advantage of the separation method consid-
ered in this study is the possibility of exciting mole-
cules embedded in liquid helium droplets by means of
microwave radiation. The results of experiments show
(see, e.g., [5. 9] and references therein) that use of the
microwave radiation for the excitation of molecules
inside the droplets and the evaporation of He atoms
from the excited molecules lead to the same effects as
the IR laser radiation. The main disadvantages of the
proposed method are a rather complicated procedure
and a relatively low yield. It should be noted that
detailed description of the methods of formation of liq-
uid helium nanodroplets and the methods of introduc-
ing single molecules (and clusters) into these droplets
can be found in [1, 2, 5, 9].
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Abstract—We consider an interesting realization of the fundamental four-body problem: double ionization of
helium in superintense electromagnetic fields generated by highly charged ions in relativistic collisions. We
show how the simultaneous interaction of such fields with all three target constituents (which is not described
by first-order theory) strongly influences the collision dynamics even at very high collision energies and how a
“genuine” photoemission-like pattern may emerge in collisions at extreme relativistic energies. A very good
agreement with available experimental data is obtained. © 2005 Pleiades Publishing, Inc. 
The question of the dynamics of quantum mechani-
cal few-particle systems on various time scales is
among the most interesting topics in modern atomic,
molecular, and optical physics [1]. One of fundamental
examples of the quantum few-body problem is given by
ionization of helium in collisions with fast highly
charged ions. During the last decade, there has been
remarkable progress in this field [1, 2]. Most of the
studies of helium ionization, however, have been per-
formed for single ionization and for nonrelativistic col-
lision velocities.

Whereas single ionization of helium is normally
treated as a three-body problem (projectile, “active”
electron, and recoil ion), double ionization represents a
particularly strong challenge for theory because it is a
pure four-body problem. Indeed, a satisfactory (but still
incomplete) understanding of helium double ionization
by charged projectiles has been reached only for colli-
sions with sufficiently fast electrons where the first
Born approximation (FBA) in the projectile–target
interaction is valid. Helium double ionization by highly
charged ions is more difficult to describe, and it has
attracted much less attention so far. In particular,
helium double ionization by relativistic ions with such
a high charge Zp that Zp/v p ~ 1 even for collision veloc-
ities v p approaching the speed of light c (c ≈ 137 a.u.)
has remained terra incognita to a large extent.

The first measurements of differential cross sections
for double ionization of helium in relativistic collisions

(1 GeV/u U92+, v p = 120 a.u., γ = (1 – /c2)–1/2 ≈ 2, and
Zp/v p ≈ 0.77) were performed in [3]. Detailed experi-
mental studies of helium ionization by highly charged
ions in collisions at γ ≈ 1.5–2 are scheduled for 2005
(GSI, Germany) and collision energies up to those cor-

v p
2

¶ This article was submitted by the authors in English.
1063-7761/05/10003- $26.000516
responding to γ ≈ 30 will become routinely accessible
for atomic physics experiments in the near future [4].

Relativistic collisions with ions like U92+ may
expose helium atoms to extreme conditions. Indeed,
rough estimates show that electromagnetic pulses with
effective power densities as high as 1019 to 1023 W/cm2

can be generated by relativistic highly charged ions in
collisions at γ ~ 10–30 for impact parameters between
2 and 10 a.u. such that the whole target atom is exposed
to a nearly homogeneous field. In addition, such pulses
are ultrashort and, despite the enormous intensities,
may “gently” irradiate the target, making its “snap-
shots” on the subatomic time scale.

Only a few attempts have been made to evaluate dif-
ferential cross sections for double ionization of helium
in relativistic collisions with highly charged ions. Esti-
mates in [3] and [5] were based on the Weizsäcker–Wil-
liams method of equivalent photons. However, for col-
lisions with light targets, strictly speaking, this method
may be applied only at extreme relativistic energies [6].
In addition, the results in [5] were obtained only for a
fixed collision impact parameter and cannot therefore
be related to experiment. In [7], helium ionization was
treated using the classical-trajectory Monte Carlo
approach. However, cross sections reported in [7] were
too small because this approach fails to properly
describe collisions with relatively small momentum
transfers, which become of great importance at very
high impact energies.

In this paper, we consider helium double ionization
in relativistic collisions with very highly charged ions
by developing an approach that, for the first time,
enables a detailed description of this extraordinary case
of the four-body quantum dynamical problem.

We start with the following remarks. First, even in
collisions with relativistic projectiles, the overwhelm-
ing majority of electrons emitted from light targets have
 © 2005 Pleiades Publishing, Inc.
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nonrelativistic energies.1 Therefore, we consider
helium ionization in the target frame and use a nonrel-
ativistic description for the electron motion. Second,
because the momentum exchange does not actually
exceed several atomic units in collisions of interest for
the present study, the recoil velocity of the target
nucleus and the deflection angle of the projectile are
always very small. This allows us to begin the consid-
eration with the semiclassical picture in which (i) only
the electrons are treated quantum mechanically; (ii) the
target nucleus is assumed to be at rest and is taken as the
origin of the target frame; and (iii) in this frame, the
projectile moves along a straight-line classical trajec-
tory R(t) = b + vpt, where b is the impact parameter. The
corresponding Schrödinger equation is

(1)

Here,  is the momentum operator for the jth atomic
electron, ϕj and Aj are the scalar and vector potentials
of the projectile field at the position of the jth atomic
electron, and ϕ is the corresponding scalar potential at
the origin. Furthermore, Zt = 2 is the charge of the target
nucleus and Vat = –Zt/r1 – Zt/r2 + 1/r12 is the interaction
between the target particles, where rj is the coordinate
of the jth electron with respect to the target nucleus and
r12 = r1 – r2. The spin-flip transitions are suppressed in
our case by a factor ~v p/c2 compared to the non-spin-
flip ones, and the spin terms are therefore ignored in
Eq. (1).

In the Lorentz gauge, the projectile potentials are
given by [8]

(2)

where sj and s are the coordinates of the jth target elec-
tron and the target nucleus with respect to the projectile
ion given in the projectile rest frame.

Taking into account that in both the initial and final
channels the projectile velocity is much higher than
typical electron velocities (1–3 a.u.), we use the sym-
metric eikonal approximation (SEA). In the SEA, the
state Ψ is replaced by Ψi and Ψf in the initial and final
channels respectively, where

(3)

1 Actually, in the target frame, the energies of most emitted elec-
trons do not exceed few atomic units (see Fig. 2).
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. We note that in Eq. (3), the Coulomb
boundary conditions (due to the projectile field) are sat-
isfied for all the three target particles.

Within the SEA, the prior form of the semiclassical
transition amplitude is

(4)
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The full quantum dynamics of the collision cannot
be treated with semiclassical amplitude (4). However,
for collisions with very small projectile scattering
angles and negligible velocities of the target nucleus,
the quantum transition amplitude 

 

S

 

fi

 

 can be obtained
from semiclassical amplitude (4) as

(7)

where 

 

Q

 

 is the two-dimensional transverse part (

 

Q

 

 

 

×

 

v

 

p

 

 = 0) of the momentum transfer 

 

q

 

 to the target. In con-
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Amplitude (7) is the first term of the symmetric
eikonal distorted wave series. The analysis shows that
for the most important part of the emission, the expan-
sion parameter of this series is essentially given by ς =

Zp/ . In relativistic collisions, ς does not exceed 0.01
even for the highest possible projectile charge states
Zp ~ v p . Therefore, the first term of this series alone
may already be sufficient for a successful treatment of
the collision dynamics. This is to be contrasted with the
standard Born series, which is generated from Eq. (1) in
the usual way and has the expansion parameter νp =
Zp/v p . In collisions with the heaviest bare nuclei, the
parameter νp is never much less than unity. Therefore,
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not only might the first Born approximation be insuffi-
cient2 but also the whole Born series is likely to become
meaningless.

The success of distorted wave models for nonrela-
tivistic ion–atom collisions was to a very large extent
caused by the facts that (i) the interaction between the
projectile and the target nucleus (the n–n interaction)
does not affect the electron emission spectra integrated
over the projectile deflection angle and (ii) for colli-
sions with hydrogen-like targets, the transition ampli-
tude of type (7) can be evaluated analytically provided
the n–n interaction is ignored. Taking into account the
interaction between the projectile and the second
“active” target electron tremendously complicates cal-
culations, and the situation is certainly not simplified if
the n–n interaction must also be included, for instance,
in the case where the full collision dynamics has to be
considered.

At νp ~ 1, a direct numerical integration of the mul-
tiple integral in Eq. (7) faces difficulties because in both
the initial arid final channels, the motion of the projec-
tile is not bounded in space. Therefore, the integral over
d3R = d3bv pdt in Eq. (7) is not absolutely convergent
and should be taken analytically. The result is

(8)

Here, z and x are two-dimensional vectors perpendicu-
lar to vp ,

G2 = G1(r1  r2), and F2 = F1(r1  r2), where G
and F are expressions containing exponential, gamma,
and hypergeometric functions. The explicit forms of G
and F are very cumbersome and will be given else-
where.

We note that the right-hand side of Eq. (5) was writ-
ten with ψi assumed to be an exact state of the free tar-
get. If this is not the case, an additional term appears in
the right-hand side of Eq. (5). However, if εf ≠ εi , this
term makes zero contribution to the transition ampli-
tude. Therefore, there are no formal restrictions
imposed on ψi and ψf by the use of Eq. (8). Because the
three-body problem has no exact solution, the actual
choice of ψi and ψf is dictated by two main points: these

2 In collisions at very high γ, where very small momentum trans-
fers contribute the most to double ionization, even for νp ~ 1, a
properly formulated first-order approach may be applied to the
total cross section for the double ionization.

S fi Q( )
iν p

2πv pγ
----------------=

× d2zd2x ψ f〈 |G1 p̂1 G2+ p̂2 F1 F2 ψi| 〉 .+ +⋅ ⋅∫

G1 G ν p η p; γ; z x q; r1 r2,, ,,( ),=

F1 F ν p η p; γ; z x q; r1 r2,, ,,( ),=
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states should be “sufficiently good” and, simulta-
neously, allow performing at least the ten-fold integra-
tion in Eq. (8) necessary to obtain the fully differential
cross section

(9)

where k1 and k2 are the electron momenta in the final
state.

As was already remarked, the SEA is superior to the
FBA at νp = Zp/v p ~ 1. One would expect that as νp 
0, the results of both approximations converge if the
exact target states ψi and ψf can be used. However, even
with such states, the ultrarelativistic limits of these two
approaches are still different: the symmetric eikonal
approximation yields the correct asymptotic behavior
for cross sections as γ  ∞

 

, but the first Born approx-
imation does not. This point is very important and
deserves a separate and detailed discussion. Here, we
only note that at 
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 1, the first Born approximation
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) and for the
proton impact. The first-order result for the actual pro-
jectile is then obtained from that for the proton using

the first-order scaling, i.e., via multiplication with .
We call this first-order approach the SEA-1.

In calculations of the fully differential cross section
given by Eq. (9), we approximate the initial state by the
four-parameter Hylleraas wavefunction
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 = 1.638 is the normalization factor, 

 

α

 

 =
1.4096, 

 

β

 

 = 2.2058, 

 

δ
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function (10) yields 
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 = –2.902 a.u., which is close to
the exact value –2.904 a.u. The final state is taken as
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 is the so-called 3C state,
a (symmetrized) product of three Coulomb waves
describing all pairwise interactions between the constit-
uents of the target. The above approximations are cho-
sen because they yield good results for helium double
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ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005



DOUBLE IONIZATION OF HELIUM BY RELATIVISTIC HIGHLY CHARGED ION IMPACT 519
(a) (b)
x

z z

x
k2

q

vp

×10

×0.25

q

e

k2

×200

Fig. 1. The fully differential cross section (in arb. units) as a function of the polar emission angle ϑ1 of the “first” electron, given in
the plane defined by vp = (0, 0, vp) and q = (Q, 0, qmin). Emission energies E1 = E2 = 10 eV, azimuthal emission angles ϕ1 = ϕ2 =
0°. (a) vp = 120 a.u., Q = 0.25 a.u., ϑ2 = 90°. The solid curve corresponds to the SEA, the dashed curve to the SEA without the n−n

interaction, the doted curve to the SEA-1. (b) vp ≈ 137 a.u. (γ = 26), Q = 10–3 a.u., ϑ2 = 192°. The solid curve correspond to the
SEA, the dashed curve to the nonrelativistic SEA (c = ∞), the symbols are the experimental data on double photoionization [9] (the
incident real photon is polarized along the x axis) normalized to the SEA results.
ionization due to the photoeffect and by fast electrons
in collisions with relatively small momentum transfers.
Such collisions become especially important at relativ-
istic impact energies. In addition, with the states in
Eqs. (10) and (11), the sixfold integrals over the elec-
tron coordinates in Eq. (8) can be reduced to two-fold
integrals.

The results for the fully differential cross section in
collisions with U92+ are shown in Fig. 1. Two important
points should be mentioned.

First, within any first-order approach, the projectile
may exchange only a single virtual photon with the tar-
get and can therefore directly interact with just one
electron. Double ionization may then only occur due to
electron–electron correlations and/or rearrangement in
the target final state. However, the highly charged pro-
jectile, due to its strong field, can directly and very
effectively interact with all the three target particles
simultaneously. Therefore, such (higher-order) effects
in the projectile–target interaction, which are properly
described within the SEA, may profoundly influence
the collision dynamics (Fig. 1a). Not only the direct
interaction of the projectile with both electrons but also
the n–n interaction (which itself does not lead to ioniza-
tion) may very strongly affect the fully differential
emission pattern.

Second, in collisions at very high γ and very low Q,
the higher-order effects become of minor importance
even at νp ~ 1. A very interesting peculiarity of such
collisions is that the physics of the impact ionization
may become very similar to that of the photoeffect. A
certain similarity between impact ionization and photo-
ionization has been the subject of a long-term discus-
sion in studies of the double ionization by fast nonrela-
tivistic electrons. Such discussions, however, are of
superficial character and can even be misleading
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
because the fundamental similarity between these pro-
cesses is only possible if γ @ 1. Indeed, the emission
pattern in Fig. 1b is almost indistinguishable from that
due to the photoeffect because it is produced by the
absorption of a virtual photon whose properties are
very close to those of a real photon [6]. As a result, not
the virtual photon momentum q but its polarization e ~
q/ωfi – vp/c2 [6], almost perpendicular to q, determines
the shape of the emission cross section in Fig. 1b.

In [3], the emission spectrum differential in the
energy of one of the ejected electrons has been
reported. To produce such a spectrum from the cross
section in (9), one has to perform seven additional inte-
grations. This task is not feasible if ψi and ψf are given
by Eqs. (10) and (11), but can be carried out if the terms
depending on r12 are neglected in these equation, which
allows evaluating the integrals over the electron coordi-
nates in Eq. (8) analytically. Of course, neglecting the
electron correlation would be a very improper approxi-
mation in the study of the fully differential cross section
given by Eq. (9). Nevertheless, it is known that for col-
lisions with highly charged ions, this approximation
can still be used to estimate the total cross section and
the energy emission spectrum integrated over the
momentum transfer and all emission angles. The basic
reasons for this are twofold. First, the double ionization
in our case is dominated by the so-called TS-2 process,
in which the electrons undergo transitions due to the
“direct” interaction between the projectile and each of
the two electrons. Second, while the electron–electron
interaction in the continuum can strongly affect angular
distributions, it cannot change the total energy of the
electrons.

The results of such calculations (α = 1.885, β =
2.1832, and δ = 0 ⇒  εi = –2.876 a.u. and  = 1) are
shown in Fig. 2. For completeness, the energy spectrum

χk1 2,
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of electrons emitted in singly ionizing collisions is also
displayed.3 For both single and double ionization, a
very good agreement between the SEA results and
experimental data is observed.4 The overall effect of the
higher-order terms in the projectile–target interaction is
clearly seen in Fig. 2: it only slightly decreases the sin-
gle ionization cross section but is very strong for the
double ionization. Compared to the first-order result,
the energy spectrum for double ionization decreases
substantially slower as the emission energy increases
and is larger on an absolute scale by a factor of 10–30

3 Results for this spectrum were obtained by combining the SEA
and FBA with the Hartree–Fock description of the “active” elec-
tron. We note that within the effective three-body collision model,
where the (active) electron moves in the same Hartree–Fock
potential in both initial and final states, the results of SEA and
FBA nicely converge at νp ! 1.

4 We note that for ionization by 1-GeV protons, the SEA, with ψi
and ψf used to produce the spectrum in Fig. 2, yields the double-

to-single ionization ratio σ2+/σ+ ≈ 2 × 10–3, which is quite close
to the established high-velocity limit for this ratio approximately
equal to 2.5 × 10–3 (see, e.g., [10]).

101 100
Electron energy, eV

10–21

10–20

10–19

10–18

10–17

10–16

dσ/dE, cm2/eV

Single ionization

Double ionization

FBA

SEA

SEA

SEA-1

Fig. 2. Energy spectra of electrons emitted in 1-GeV/u U92+ +
He(1s2) collisions. Symbols are the experimental data
from [3]. See the text for more explanations.
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due to the large contribution from collisions in which
both target electrons are removed simultaneously by
their “independent” interactions with the projectile.

In conclusion, using a novel approach that treats,
within the SEA, the interaction of the projectile with all
the three target constituents on an equal footing, we
have considered the double ionization of helium in rel-
ativistic collisions with highly charged ions. By explor-
ing the basic dynamics of these collisions for the first
time, we have demonstrated how the direct interaction
of the projectile with all the three target particles can
strongly affect the fully differential cross section. We
have further shown that the fundamental similarity
between the impact double ionization and double pho-
toionization of helium naturally emerges in extreme
relativistic collisions with very small transverse
momentum transfers.
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Abstract—An experiment on preparation of entangled photon pairs (biphotons) in an arbitrary polarization
state is described. The biphotons are qutrits (three-state quantum systems). They can be used in ternary quantum
cryptography protocols. A theoretically derived orthogonality criterion for the prepared biphotons is validated
experimentally. The criterion can be used to identify orthogonal biphoton states. © 2005 Pleiades Publishing,
Inc. 
1. BIPHOTONS AS QUTRITS

Most quantum cryptography protocols are based on
binary encoding (with qubits) [1, 2]. Qubits can be pre-
pared as polarization states of a single-photon wave
packet, states of a spin 1/2 particle, states of a single-
photon wave packet in a two-arm interferometer, and in
various other ways.

In recent studies, it was proposed to use ternary
logic (qutrits) in quantum cryptography instead of
qubits [3–5]. These studies are generally motivated by
the higher efficiency [3] and higher security [6] of
quantum channels of higher dimension. A qutrit is a
three-state quantum system, as a three-level atom or a
spin 1 particle. However, photons are known as the best
means of data transmission. There exist several meth-
ods for making photonic qutrits. In particular, ternary
encoding can use photon states obtained in a three-arm
interferometer [7], single-photon wave packets with
helical wavefronts [8], and four-photon states created
by parametric down-conversion [9].

The ternary quantum cryptography scheme pro-
posed in [4] made use of polarization-entangled states
of photon pairs (biphotons) obtained as a result of spon-
taneous parametric down-conversion (SPDC). It is the
simplest method for preparing an arbitrary polarization
state of a qutrit [10, 11], i.e., a state of the form

(1)

with arbitrary amplitudes c1, c2, and c3. The ket nota-
tion |m, n〉  in (1) means m vertically polarized photons
and n horizontally polarized ones. Theoretically, the
resulting biphotons belong to the same spatiotemporal
mode. Even though the biphotonic field created in an
experiment always spans a frequency–angle spectrum
of finite width, representation (1) is valid if the optical
detector employed in the scheme does not resolve the

Ψ| 〉 c1 2 0,| 〉 c2 1 1,| 〉 c3 0 2,| 〉+ +=
1063-7761/05/10003- $26.00 0521
frequency–angular spectrum. By virtue of the normal-
ization

and the unimportance of the overall phase of state (1),
a biphoton is defined by four real numbers, e.g., the two
amplitudes

and the two phases

State (1) is also conveniently represented as a pair of
photons in arbitrary pure polarization states [12]:

(2)

where a†(ϑ , ϕ) and a†(ϑ ', ϕ') are the operators of cre-
ation of photons in arbitrary polarization modes charac-
terized by azimuthal (ϑ , ϑ ') and polar (ϕ, ϕ') angles on
the Poincaré sphere.

Representation (2) can be used to depict a photon
pair on the Poincaré sphere. Furthermore, it can be
shown [12] that important polarization characteristics
of state (1), such as the Stokes vector and degree of
polarization, are readily calculated by using representa-
tion (2). For example, the degree of polarization of
state (1) is uniquely determined by the angular distance
σ between the points representing the states ϕ, ϑ  and ϕ',
ϑ ' on the Poincaré sphere:

(3)

It should be emphasized here that this quantity is inter-
preted as the conventional (classical) polarization

c1
2 c2

2 c3
2+ + 1=

d1 c1 , d2 c2≡≡

ϕ13 c1c3*( ), ϕ23 c2c3*( ).arg≡arg≡

Ψ| 〉 a† ϑ ϕ,( )a† ϑ ' ϕ',( ) v ac| 〉
a† ϑ ϕ,( )a† ϑ ' ϕ',( ) v ac| 〉
------------------------------------------------------------,=

P
2 σ/2( )cos

1 σ/2( )cos
2

+
---------------------------------.=
© 2005 Pleiades Publishing, Inc.
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degree defined in terms of the Stokes parameters S0, S1,
S2, and S3 [13]:

(4)

Degree of light polarization (4) can be measured in
experiment as the maximum visibility of the modula-
tion observed in polarization-dependent intensity [14].
Since this quantity is completely determined by sec-
ond-order moments of the field, it is not an optimal
characteristic of biphotonic light (whose most interest-
ing properties manifest themselves in the behavior of
fourth-order moments). An alternative definition of
degree of polarization, the photon–photon polarization
degree formulated in terms of fourth-order moments,
has been proposed to describe the polarization state of
a biphoton [14–16]. However, since the “photon–pho-
ton” polarization degree of a pure state having the form
of (1) is always unity [14], it provides no information
about the relative location of the two points represent-
ing a biphoton on the Poincaré sphere. Only the quan-
tity defined by (4) provides information of this kind.

We should also mention here the biphotons created
as mixed states instead of pure state (1). In this case, the
components of state (1) are multiplied by phase factors
exhibiting classical fluctuations; i.e., the biphoton is a
statistical mixture of several basis states. A biphoton
state of this kind can be prepared by SPDC imple-
mented by means of incoherent pumping in two or three
crystals. However, it cannot be represented as (2),
because (2) is a pure state.

P
S1

2 S2
2 S3

2+ +
S0

--------------------------------.≡
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2. EXPERIMENT ON PREPARATION
OF A BIPHOTON WITH ARBITRARY DEGREE 

OF POLARIZATION

An arbitrary state having the form of (1) can be pre-
pared by using an interferometric scheme in which SPDC
is implemented by means of common pumping [17].
However, this scheme is impracticable because of its
instability. In this study, arbitrary biphotons (qutrits)
were prepared by using a different scheme, which does
not require the use of an interferometer.

First, we prepared and detected biphotons having an
arbitrary polarization degree (4), i.e., biphotons based
on photons in arbitrary polarization states (varying
from similar to orthogonal ones).

The experimental setup is schematized in Fig. 1.
Collinear, frequency-degenerate Type I SPDC was
implemented in two beta-barium borate (BBO) crystals
pumped by a 325 nm He-Cd laser. The optical axes of
the crystals were oriented so that vertically and hori-
zontally polarized photon pairs (states |0, 2〉  and |2, 0〉)
were generated in the first and second crystals, respec-
tively. The ratio of the corresponding absolute ampli-
tudes were varied by rotating a half-wave plate placed
in the pump beam. In addition, the phase difference ε
between the states |2, 0〉  and |0, 2〉  was varied by tilting
two quartz plates with vertical optical axes. The light
generated by the two crystals was the coherent superpo-
sition

(5)

where χ is the half-wave plate rotation angle relative to
the vertical axis. Thus, two of the four real parameters
that determine state (1) (χ and ε) could be varied so that

Ψ1| 〉 2χ( ) 2 0,| 〉sin eiε 2χ( ) 0 2,| 〉 ,cos+=
He-Cd325 nm

λ/2 . λ/4 λ/2

M1

M2

QP

BBO

P

D1

A1

M3PC
BS

A2 IF P
D2

CC

Fig. 1. Experimental setup: He-Cd = helium-cadmium laser; M1, M2, M3 = mirrors reflecting the pump beam; QP = quartz plates;
BBO = beta-barium borate crystals; P = pinhole; IF = interference filter; BS = nonpolarizing beamsplitter; A1, A2 = polarizers; D1,
D2 = detectors (avalanche photodiodes); CC = coincidence circuit; PC = Pockels cell.
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the polarization degree of the generated state would
take any value between 0 and 1.

Initially, the phase difference ε was set equal to π.
By varying χ from 0 to 45°, the generated state was
transformed from |2, 0〉 into |0, 2〉 , so that the two points
corresponding to a biphoton state on the Poincaré
sphere traversed its equator (see Fig. 2), remaining
symmetric relative to the axis HV. This state can be rep-
resented as (2) with

(6)

In particular, we used χ = 22.5° to obtain the state
|+45°, –45°〉 , i.e., a pair of photons polarized linearly at
angles ±45° relative to the vertical axis. The generated
light was totally unpolarized (with P = 0). Overall, the
degree of polarization varied from 1 to 0; the angular
distance between the points representing the biphoton
on the Poincaré sphere varied from zero to π.

Note that the degree of polarization P of state (5)
depends only on the rotation angle χ of the half-wave
plate placed in the pump beam: P = |cos(4χ)|. Thus,
when the plate was fixed in a certain position, the two
points on the Poincaré sphere corresponding to bipho-
ton (5) were located symmetrically with respect to the
axis HV and separated by a constant angular distance.
As the phase difference was varied, the points moved
simultaneously about the axis HV.

The pump beam that passed through the two crystals
was eliminated by a mirror, and the biphoton light was
selected both spatially and spectrally (by using a pin-
hole and a 10 nm bandwidth interference filter with
transmittance peak at 650 nm, respectively) and
directed into a Hanbury-Brown–Twiss interferometer
in order to detect fourth-order moments of the field.
The interferometer consisted of a 50% nonpolarizing
beamsplitter (a plane-parallel plate set at a small angle
of 15°, relative to the beam so that both reflected and
transmitted light polarizations were similar to that of
the incident light), two photodetectors (EG&G ava-
lanche photodiodes), and a coincidence circuit with a
resolution of 1.5 ns. Thin-film polarizers were inserted
into the interferometer arms and used as linear polariza-
tion filters.

3. DEMONSTRATION OF ORTHOGONALITY 
OF BIPHOTONS (QUTRITS)

The prepared biphoton states were used to validate
the operational orthogonality criterion formulated
in [17]. It was shown in [17] that the orthogonality of
biphotons |Ψ1〉  and |Ψ2〉  is equivalent to zero counting
rate in the Hanbury-Brown–Twiss interferometer out-
put when its input is the biphoton state |Ψ1〉  and the
polarization filters inserted into its arms select the pho-
ton polarization states that constitute |Ψ2〉 . The experi-
mental setup schematized in Fig. 1 always prepared the
state |Ψ2〉  as a pair of linearly polarized photons, while

ϑ  = ϑ ' = 2 2χ( )cot[ ] , ϕarctan  = 0, ϕ' = π.
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different states |Ψ1〉  were used as input (both pairs of
linearly polarized photons and pairs of elliptically
polarized photons) and the biphoton polarization
degree varied from 1 to 0 (see above).

The state |Ψ1〉  with a polarization degree of 0.5 was
selected as input. In this case, the biphoton |Ψ1〉  ≡ |a, b〉
is represented by a pair of points located on the equator
of the Poincaré sphere at angles of ±74.5° relative to the
HV axis. According to (5), this state corresponds to χ =
15°. Whereas there exist an infinite number of biphoton
states |Ψ2〉  orthogonal to the input state, the orthogonal-
ity criterion uniquely determines the polarization state
of one of the photons that make up a biphoton if the
state of the other is preset. In our experiment, it was
convenient to set one polarizer in the Hanbury-Brown–
Twiss interferometer at an angle of 45° relative to the
vertical. A calculation showed that the other polarizer
must then be set at 60° to the vertical.

Figure 3a shows the coincidence rate measured ver-
sus χ for ε = π when the polarizers were held at 45 and
60°. According to our calculations, the minimum coin-
cidence rate corresponds to χ = 15°. When the half-
wave plate is fixed at χ = 15° and polarizer A1 is rotated
while polarizer A2 is held at 45°, then the minimum
coincidence rate corresponds to an angle of 60°
(Fig. 3b).

As the half-wave plate was rotated, the biphoton
state transformed into |0, 2〉  (at χ = 45°). With further
increase in the rotation angle, the two points represent-
ing the biphoton components moved in opposite direc-

a
b

a'

b'

1

2

3

4

V

H

2

4

Fig. 2. Prepared states on the Poincaré sphere: (1) state
|2, 0〉  generated at χ = 0; (2) state |+45°, –45°〉 , χ = 22.5°;
(3) state |0, 2〉 , χ = 45°; (4) state |R, L〉  (pair of left- and
right-polarized photons), χ = 67.5°. The states |a, b〉  and
|a', b'〉  prepared with χ = 15° and 75°, respectively, were
studied in the present experiment.
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tions along a meridian of the Poincaré sphere (see
Fig. 2). At χ = 67.5°, the output was the state |R, L〉  con-
sisting of circularly polarized photons. At χ = 75°, the
degree of polarization of the output was again 0.5 (as in
|a, b〉), but the corresponding biphoton (|a', b'〉  in Fig. 2)
consisted of elliptically polarized photons. Then, it can
be verified by calculation that the orthogonality condi-
tion is satisfied when the polarizers are oriented at 45
and –60°. Accordingly, the coincidence rate measured
for these polarizer positions versus the rotation angle of
the half-wave plate placed in the pump beam reaches a
minimum at approximately χ = 75° (Fig. 4).

Figure 5 shows the coincidence rate measured as a
function of ε for χ = 15° (i.e., input state |a, b〉  in Fig. 2)
while the polarizers were held at 45 and 60°. The min-
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Fig. 3. Orthogonality of biphotons in the case when both
input photons are linearly polarized (state |a, b〉  in Fig. 2),
ε = π, and polarizers held at 45 and 60°: (a) coincidence rate
versus half-wave plate rotation angle χ, the orthogonality
condition is satisfied at χ = 15°; (b) coincidence rate versus
the polarizer rotation angle relative to the vertical, the
orthogonality condition is satisfied at an angle of 45°, the
other polarizer is held at 60° relative to the vertical.
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imum coincidence rate was observed in the vicinity of
ε = π.

The curves plotted in Figs. 3–5 were calculated for
particular biphoton states and polarizer positions (e.g.,
see [18]). The only fitted parameter was the vertical
scale.

4. TRANSITION 
TO AN ARBITRARY BIPHOTON STATE

To change from a biphoton with an arbitrary degree
of polarization (represented by two points separated by
an arbitrary angular distance on the Poincaré sphere) to
a biphoton in an arbitrary polarization state (repre-
sented by two arbitrary points on the Poincaré sphere),
one must be able to perform any required transforma-
tion of state (5). This can be done by varying ε, χ, and
two additional parameters characterizing state (5).
These parameters can be the retardation δ and orienta-
tion α of a retarding plate placed in the prepared bipho-
ton beam.

The feasibility of transition from state (5) to state (1)
with a retarding plate of arbitrary thickness and orien-
tation added to the setup shown in Fig. 1 can be illus-
trated by performing a simple geometric construction
on the Poincaré sphere.

An arbitrary biphoton state |a, b〉  (see Fig. 6) can be
obtained by using a retarding plate with certain δ and α
to transform the state |a', b'〉  represented by two points
on the Poincaré sphere located symmetrically relative
to the axis HV. The required plate parameters are deter-
mined by the condition that the transformation on the
Poincaré sphere maps the symmetry axis of the pair
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Fig. 4. Orthogonality of biphotons in the case when both
input photons are elliptically polarized (state |a', b'〉  in
Fig. 2), ε = π, and polarizers held at 45 and –60°: coinci-
dence rate versus half-wave plate rotation angle χ. The
orthogonality condition is satisfied at χ = 75°.
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|a, b〉  (axis OC in Fig. 6) to the HV axis. Note that the
state |a', b'〉  can be prepared by using the setup shown in
Fig. 1 so that the angular distance between points a and
b on the sphere and the angle of their rotation relative
to its equator are determined by the orientation χ of
half-wave plate placed in the pump beam and the phase
difference ε, respectively.

In other words, the retarding plate placed after the
two crystals will map state (5) to state (1) by rotating
the points representing the biphoton in Fig. 1 as a
whole. The resulting state (1) is characterized by the
four parameters ε, χ, α, and δ. One practical difficulty
in this method is that the parameter δ can be varied only
by changing plates with different retardations.

To vary δ by an arbitrary amount, one should use a
Pockels cell instead of a set of wave plates. Varying the
voltage applied to the cell, one can use it as a retarding
plate with variable retardation. The parameter α can be
varied gradually by revolving the cell about the bipho-
ton beam.

A state described by (1) was prepared by placing a
Pockels cell after the two crystals in the optical arrange-
ment schematized in Fig. 1. The element used in the
Pockels cell was a 3 cm long crystal of lithium niobate
cut along the optical z axis. When a dc voltage was
applied along the x axis, the crystal became weakly
birefringent, and the plane of its optical axes made an
angle of 45° with the xz plane. As the dc voltage applied
to the crystal was varied from zero to 2.8 kV, the phase
difference between the ordinary wave (polarized in the
plane of the optical axes, i.e., at an angle of 45° relative
to the xz plane) and the extraordinary wave (polarized
at an angle of –45° relative to the xz plane) increased
from zero to 2π. Note that the cell acted as a zeroth-
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Fig. 5. Coincidence rate versus phase ε for half-wave plate
set χ = 15° and polarizers set at 45 and 30°. The orthogonal-
ity condition is satisfied at ε = π.
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order retarding plate with δ varying between 0 and π.
Thus, the electrically induced transformation of polar-
ization in the cell was similar at any frequency within
the SPDC bandwidth (about 40 nm) and, therefore,
within the bandwidth of the interference filter. Note
also that the orientation α of the optical axis of a Pock-
els cell treated as a retarding plate is determined by the
plane of the induced optical axes, i.e., makes an angle
of 45° with the direction of the electric field applied to
the cell.

Fig. 6. Preparation of an arbitrary polarized biphoton |a, b〉
by using the setup schematized in Fig. 1 and a Pockels cell
acting as a retarding plate with variable retardation and ori-
entation. The Pockels cell transforms the state |a', b'〉  created
by using the setup schematized in Fig. 1 into the desired
state |a, b〉 .
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To begin our measurements, we switched off the
voltage applied to the Pockels cell, placed the half-
wave plate at the angle χ = 22.5° in the pump beam, and
set the phase difference ε equal to π (see (5)). This com-
bination of parameters corresponded to the highest
coincidence rate when the positions of the polarization
filters were set at 45 and –45° so that the input state was
|+45°, –45°〉 . Next, we applied the half-wave voltage to
the Pockels cell. Since the optical axis of the cell was
initially aligned with the vertical direction, the bipho-
ton remained in the same state |+45°, –45°〉  when the
half-wave voltage was applied: the cell executed a rota-
tion by π relative to the axis HV on the Poincaré sphere.
The state of the output biphoton varied as the Pockels
cell was revolved, and the coincidence rate varied
accordingly. Figure 7 shows the coincidence rate versus
the angle α between the optical axis of the Pockels cell
and the vertical axis. It is clear that coincidences virtu-
ally vanished at α = 22.5° because the Pockels cell
transformed the selected state |+45°, –45°〉  into the
state |H, V〉 , which is orthogonal to |+45°, –45°〉 .

Finally, we set α = 22.5° and varied the voltage
applied to the cell from zero to 2.8 kV. Figure 8 shows
the corresponding coincidence rate as a function of δ.
The minimum coincidence rate was reached at δ = π/2,
as in the preceding case, because the states |H, V〉  and
|+45°, –45°〉  are mutually orthogonal.

5. CONCLUSIONS

We have experimentally demonstrated the prepara-
tion of arbitrarily polarized two-photon states (qutrits).
The states were generated by using a scheme that did
not include any interferometer. This highly stable prep-
aration scheme can be employed in practical quantum
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Fig. 8. Coincidence rate versus retardation δ for Pockels
cell set at α = 22.5°, half-wave plate orientation χ = 22.5°,
phase ε = π, and polarizers set at 45 and –45°.
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cryptography. The arbitrarily polarized biphotons pro-
duced were utilized to validate a method for identifying
orthogonal biphoton states based on zero counting rate
in the Hanbury-Brown–Twiss scheme. The feasibility
of experimental identification of orthogonal biphotons
(qutrits) means that they can be used in quantum data
transmission protocols, including quantum cryptogra-
phy protocols. The 12 biphoton states required to
implement the ternary analog of the BB84 protocol
were calculated and represented on the Poincaré sphere
in [19].

We should also note that the present demonstration
of orthogonality of biphoton states generalizes the
well-known experiment on anticorrelation dip reported
in [20]. Previously, this effect was observed only for
similarly polarized [20] or orthogonally polarized [21]
photon pairs. The present study is the first demonstra-
tion of this effect for arbitrarily polarized photon pairs.
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Abstract—The stationary, spherically symmetric accretion of dark energy onto a Schwarzschild black hole is
considered in terms of relativistic hydrodynamics. The approximation of an ideal fluid is used to model the dark
energy. General expressions are derived for the accretion rate of an ideal fluid with an arbitrary equation of state
p = p(ρ) onto a black hole. The black hole mass was found to decrease for the accretion of phantom energy. The
accretion process is studied in detail for two dark energy models that admit an analytical solution: a model with
a linear equation of state, p = α(ρ – ρ0), and a Chaplygin gas. For one of the special cases of a linear equation
of state, an analytical expression is derived for the accretion rate of dark energy onto a moving and rotating
black hole. The masses of all black holes are shown to approach zero in cosmological models with phantom
energy in which the Big Rip scenario is realized. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

In recent years, strong observational evidence that
the Universe is currently expanding with acceleration
has been obtained. In the Einstein theory of gravita-
tion, this positive acceleration is explained by the
dominance of dark energy with a negative pressure in
the Universe [1–4]. Several theoretical models of dark
energy have been suggested: the vacuum energy (the
cosmological constant Λ) or such dynamical compo-
nents as quintessence [5–10] and k essence [11–13].
Models with dynamical dark energy seem more realis-
tic, since tracker [14, 15], or attractor, solutions are
realized in them. Thus, the problem of fine tuning the
parameters of the Universe is solved [11–13].

A peculiar property of cosmological models with
dark energy is the possibility of a Big Rip [16, 17]: an
infinite increase in the scale factor of the Universe in a
finite time. The Big Rip scenario is realized in the case
of dark energy, the so-called phantom energy (for
which ρ + p < 0). In the Big Rip scenario, the cosmo-
logical phantom energy density tends to infinity, and all
of the bound objects are torn apart up to subnuclear
scales. It should be noted, however, that the condition
ρ + p < 0 alone is not enough for the Big Rip scenario
to be realized [18]. Alam et al. [19] analyzed data on
distant supernovas in a model-independent way and
showed that the presence of phantom energy with
−1/2 < p/ρ < –1 in the Universe at present is highly
likely. The quantum properties of the phantom energy
in curved spacetime were considered in [20]. The
entropy of the Universe filled with phantom energy was
discussed in [21]. Models with phantom energy are also
used to construct mole burrows [22, 23]. The accretion
of a scalar field onto a black hole from special poten-
tials V(φ) was considered in [24–29]. We use a different
1063-7761/05/10003- $26.00 0528
approach to describe the accretion of dark energy onto
a black hole; more specifically, we model the dark
energy by an ideal fluid with a negative pressure.

In our recent paper [30] (see also [31]), we showed
that the masses of all black holes in the Universe with
phantom energy gradually decrease, and the black
holes disappear completely by the Big Rip. In this
paper, we consider in detail the stationary spherical
accretion of dynamical dark energy onto a black hole.
The dark energy is modeled by an ideal fluid with a
negative pressure. The history of research on the accre-
tion of an ideal fluid onto a compact object begins with
Bondi’s classic paper [32]. A relativistic generalization
was made by Michel [33] (see also [34–41] for further
generalizations and supplements to Michel’s solution).
Carr and Hawking [42] considered the accretion of dust
and radiation onto a black hole by solving the complete
system of Einstein equations and taking into account
the back reaction of the surrounding matter (see also
[43] for a description of the progress made in this area
and for a discussion of fundamental questions). Below,
we obtain a solution for the stationary accretion of a test
relativistic ideal fluid with an arbitrary equation of state
p(ρ) onto a Schwarzschild black hole. Using this solu-
tion, we show that the black hole mass decreases during
the accretion of phantom energy. The masses of black
holes can decrease during accretion in the case of phan-
tom energy due to the violation of the energy domi-
nance condition (ρ + p ≥ 0) that underlies the theorem
on the nondecreasing area of the event horizon of a
classical black hole [44].

This paper is structured as follows. In Section 2, we
derive general equations for the spherical accretion of
an ideal fluid and describe basic parameters of the
steady energy flux onto a black hole. We consider an
© 2005 Pleiades Publishing, Inc.
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arbitrary equation of state, w = p/ρ, where the pressure
p can be positive (for ordinary matter) and negative (for
dark energy, including phantom energy w < –1). Note
that the parameter w of the equation of state need not be
constant in our approach. Accretion causes the black
hole mass to change: the mass increases for ρ + p > 0
and decreases for ρ + p < 0. The energy flux turns out
to be completely determined by the black hole mass M,
the dark energy density at infinity ρ∞, and the equation
of state p = p(ρ) only if 0 < ∂p/∂ρ < 1. In this case, there
is a critical point that fixes the flux just as for an ordi-
nary fluid. When the condition 0 < ∂p/∂ρ < 1 is violated,
the dark energy flux onto a black hole can formally be
arbitrary. For 0 < ∂p/∂ρ < 1, we describe the method of
calculating the fluid parameters at the critical point and
the energy flux onto a black hole for given M, ρ∞, and
p = p(ρ). In Section 3, we consider specific models of
the equation of state for dark energy. In the first model,
we use a simple equation of state with a linear density
dependence of the pressure. We consider the special
cases of accretion of several types of ideal fluid: ther-
mal radiation, matter with an ultrahard equation of
state, dark energy with ∂p/∂ρ  0, and linear phantom
energy. The accretion rate of dark energy onto a moving
black hole was calculated for the special case of
∂p/∂ρ = 1. As the second model, we investigate the
accretion of a Chaplygin gas onto a black hole. The
evolution of the black hole mass in the Universe with
the Big Rip is considered in Section 4. The possibility
that the presence of phantom energy will lead the Uni-
verse to the Big Rip in the future has been discussed in
recent years. The problem of the fate of black holes in
this Universe is solved in a rather unexpected way:
black holes are not torn apart, but disappear by the Big
Rip due to the accretion of phantom energy, irrespective
of their initial masses. In Section 5, we discuss the cor-
respondence between the accretion of dark energy
modeled by an ideal fluid onto a black hole and the
accretion of a scalar field. The results obtained are
briefly discussed in Section 6.

2. GENERAL EQUATIONS
FOR SPHERICAL ACCRETION

Let us consider the stationary, spherically symmet-
ric accretion of an ideal fluid that models the dark
energy in the special case of a negative pressure onto a
black hole. The dark energy density is assumed to be
low enough for the metric to be a Schwarzschild one
with a high accuracy:

(1)

where M is the mass of the black hole, r is the radial
coordinate, and θ and φ are the angular spherical coor-

<>

ds2 1 2M
r

--------– 
  dt2 1 2M

r
--------– 

  1–

dr2–=

– r2 dθ2 θdφ2sin
2

+( ),
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dinates. We model the dark energy by an ideal fluid
with the energy–momentum tensor

(2)

where ρ is the density, p is the dark energy pressure,
and uµ = dxµ/ds is the radial 4-velocity component. The
pressure is assumed to be an arbitrary function of the
density, p = p(ρ). Integrating the zeroth (time) compo-

nent of the conservation law  = 0 yields the first
integral of motion for stationary, spherically symmetric
accretion (Bernoulli’s relativistic equation or the
energy equation):

(3)

where x = r/M, u = dr/ds, and C1 is the constant deter-
mined below. To find the second integral of motion, we
use the equation for the component of the energy–
momentum tensor conservation law along the 4-veloc-
ity uµ:

(4)

In our case, this equation is [45]

(5)

For the given equation of state

, (6)

the auxiliary function n = n(ρ) can be defined by the
relation

(7)

The function n is identical to the particle concentration
for an atomic gas, but it can also be used to describe a
continuous medium that does not consist of any parti-
cles. In this case, the “concentration” n is a formal aux-
iliary function. For an arbitrary equation of state p =
p(ρ), we obtain a solution for n from Eq. (7):

(8)

Using (8), we find the sought second integral of motion
from Eq. (5):

(9)

where n∞ (the dark energy “concentration” at infinity)
was introduced for convenience. In the case of a fluid
flow directed toward the black hole, u = dr/ds < 0, and,

Tµν ρ p+( )uµuν pgµν,–=
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therefore, the numerical constant A > 0. From (3) and
(9), we can easily obtain

(10)

where

(11)

Let us now calculate the radial 4-velocity component and
the fluid density on the event horizon of the black hole,
r = 2M. Setting x = 2, we obtain from Eqs. (9)–(11)

(12)

where ρH is the density on the x = 2 horizon. Thus, hav-
ing specified the density at infinity ρ∞ , the equation of
state p = p(ρ), and the flux A and using definition (7) of
the concentration, we can calculate the fluid density ρH

on the event horizon of the black hole from (12). Given
the density on the horizon ρH , we can easily determine
the radial fluid 4-velocity component on the horizon
from (9):

(13)

Below, we will see that the constant A, which defines
the energy flux onto the black hole, can be calculated
for hydrodynamically stable ideal fluids with ∂p/∂ρ > 0.
This can be done by determining the fluid parameters at
the critical point. Following Michel [33], we find the
relationship between the parameters at the critical
point:

(14)

where

(15)

Together with (7), this yields

(16)

where  = ∂p/∂ρ is the square of the effective speed of
sound in the medium. We derive the following relation
for the critical point from Eqs. (14), (16), (11),
and (10):

(17)

which fixes the fluid density at the critical point ρ∗  for
an arbitrary equation of state p = p(ρ). Specifying ρ∗
and using (8), we can determine n(ρ∗ ). Accordingly, the
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quantities x∗  and u∗  can be calculated from (14) and
(16). As a result, the numerical constant A can be calcu-
lated by substituting the derived quantities into (9). For

 < 0 or  > 1, no critical point exists beyond the
event horizon of the black hole (x∗  > 1), implying that
the dark energy flux onto the black hole depends on the

initial conditions for an unstable ideal fluid (  < 0) or

a “superluminal” fluid (  > 1). This result has a simple
physical interpretation: the accreted fluid has a critical
point if its speed increases from subsonic to supersonic
values as it approaches the black hole. In contrast, for

 < 0 or  > 1, the critical point either does not exist
or is formally within the event horizon of the black

hole. It should also be noted that fluids with  < 0 are
hydrodynamically unstable (see [46, 47] for a discus-
sion).

Equation (10), together with (6), (8), and (9), defines
the accretion rate onto a black hole. These equations are
valid for an ideal fluid with an arbitrary equation of
state p = p(ρ), in particular, for a gas of massless parti-
cles (thermalized radiation) and a gas of massive parti-
cles. For a gas of massive particles, the system of equa-
tions (9) and (10) reduces to a similar system of equa-
tions found by Michel [33]. It should be noted,
however, that Eqs. (6), (8), (9), and (10) are also valid
for dark energy, including phantom energy with ρ + p <
0. In these cases, the concentration n(ρ) is positive for
any ρ, while the constant C2 in Eq. (10) is negative.

The rate of change in the black hole mass (the
energy flux onto the black hole) through accretion is

Using (9) and (10), this expression can be rewritten
as [30]

(18)

It follows from Eq. (18) than the mass of the black hole
increases as it accretes the gas of particles when p > 0,
but decreases as it accretes the phantom energy when
ρ + p < 0. In particular, this implies that the black hole
masses in the Universe filled with phantom energy must
decrease. This result is general in nature. It does not
depend on the specific form of the equation of state p =
p(ρ); only the satisfaction of the condition p + ρ < 0 is
important. The physical cause of the decrease in the
black hole mass is as follows: the phantom energy falls
to the black hole, but the energy flux associated with
this fall is directed away from the black hole.

If we ignore the cosmological evolution of the den-
sity ρ∞ , then we find the law of change in the black hole
mass from (18) to be

(19)
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2
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Ṁ 4πr2T0
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where Mi is the initial mass of the black hole, and τ is
the evolution time scale:

(20)

3. ANALYTICAL ACCRETION MODELS

3.1. Model of a Linear Equation of State

Let us consider the model of dark energy with a lin-
ear density dependence of pressure [30]:

(21)

where α and ρ0 are constants. Among the other cases,
this model describes an ultrarelativistic gas (p = ρ/3), a
gas with an ultrahard equation of state (p = ρ), and the
simplest model of dark energy (ρ0 = 0 and α < 0). The
quantity α is related to the parameter w = p/ρ of the
equation of state by w = α(ρ – ρ0)/ρ.

An equation of state with w = const < 0 throughout
the cosmological evolution is commonly used to ana-
lyze cosmological models. The matter with such an
equation of state is hydrodynamically unstable and can
exist only for a short period. Our equation of state (21)
for α > 0 does not have this shortcoming. For α > 0, it
also allows the case of hydrodynamically stable phan-
tom energy to be described, which is not possible when
using an equation of state with w = const < –1. In the
real Universe, the equation of state changes with time
(i.e., w depends on t). Therefore, Eq. (21) has the mean-
ing of an approximation to the true equation of state
only in a limited ρ range. From the physical point of
view, the condition ρ > 0 must be satisfied for any equa-
tion of state in a comoving frame of reference. In par-
ticular, the state of matter with ρ = 0, but p ≠ 0, is phys-
ically unacceptable. The corresponding constraints
for  the equation of state (21) are specified by condi-
tions (29) and (30) given below.

For α < 0, there is no critical point for the accreted
fluid flow. For α > 0, using (14) and (16), we obtain the
parameters of the critical point

(22)

Note that the parameters of the critical point (22) in the
linear model (21) are determined only by ∂p/∂ρ = α and
do not depend on ρ0, which fixes the physical nature of
the fluid under consideration: a relativistic gas, dark
energy, or phantom energy. Note also that no critical
point exists beyond the event horizon of the black hole
for α > 1 (this corresponds to a nonphysical situation
with a superluminal speed of sound).

Let us calculate the constant A, which defines the
energy flux onto the black hole. We find from (8) that

(23)

τ 1
4πAMi ρ∞ p ρ∞( )+[ ]
--------------------------------------------------.=

p α ρ ρ0–( ),=

x*
1 3α+

2α
----------------, u*

2 α
1 3α+
----------------.= =

n
n∞
----- ρeff

ρeff ∞,
------------

1/ 1 α+( )
,=
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where we introduced the effective density

Using (17), we obtain

(24)

where ρeff∗  and ρeff, ∞ are the effective densities at the crit-
ical point and at infinity, respectively. Substituting (24)
into (23) and using (9), we obtain for the linear model

(25)

It is easy to see that A ≥ 4 for 0 < α < 1. A = 4 for α = 1
(this corresponds to cs = 1); i.e., the constant A is on the
order of 1 for relativistic speeds of sound. Using (25),
we obtain from (20)

(26)

To determine the fluid density on the event horizon of
the black hole, we substitute (23) into (12) to yield

(27)

where A is given by (25). For 0 < α < 1, the effective
density on the horizon ρeff, H cannot be lower than ρeff, ∞ .
The radial 4-velocity component on the horizon can be
found from (13) and (27):

(28)

The value of uH changes from 1 to 1/2 for 0 < α < 1.
The linear model (21) describes the phantom energy

when

In this case, ρ + p < 0. However, the requirement that
the density ρ be nonnegative should be taken into
account. This parameter can formally be negative in the
range 0 < α ≤ 1. Such a nonphysical situation imposes
a constraint on the linear model (21) under consider-
ation. For a physically proper description of the accre-
tion process, we must require that the density ρ be non-
negative. We obtain the following constraint on the
validity range of the linear model from (27) for hydro-
dynamically stable phantom energy:

(29)

As follows from (29), at a given α, we can always
choose the parameters ρ0 and ρ∞ in such a way that
ρ > 0 for any r > 2M.
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ρeff*
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Fig. 1. Accreted fluid velocity u in the linear model (21) versus radial coordinate x.
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Fig. 2. Accreted fluid density normalized to the density at infinity, ρ/ρ∞ , versus radial coordinate x for the linear model (21) (solid
curves). The dashed lines indicate the density of the Λ term, ρ/ρ∞ .
On the other hand, model (21) describes the quintes-
sence (not the phantom energy) for the entire r range
only if p < 0. Consequently, a physically proper descrip-
tion of the quintessence can be obtained from (27) if

(30)α
1 α+
-------------

ρ∞

ρ0
------ α

1 α+
------------- 1

α
---

A
4
--- 

 
1 α+( )/ 1 α–( )–

+ .< <
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For some of the specific choices of α (more specifically,
for α = 1/3, 1/2, 2/3, and 1), ρ(x) and u(x) can be calcu-
lated analytically (see the Appendix for details on these
calculations). In Figs. 1 and 2, the radial 4-velocity
component, u, and the density normalized to the density
at infinity, ρ/ρ∞ , are plotted against the coordinate x =
r/2M. Figure 1a shows the plots of u(x) for hydrody-

namically stable fluids with  > 0 at α = 1/3, 1/2, 2/3,cs
2
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and 1 (the curves are arranged from top to bottom,
respectively). Figure 1b shows the plots of u(x) for

 < 0 at α = –1.1, –2, and –1/2 (the curves are also
arranged from top to bottom). For this case, we chose
the boundary condition uH = 1 on the horizon. Figure 2a
shows the plots of ρ/ρ∞ for a hydrodynamically stable
fluid with α = 1 for various cases: ρ0 = 0 (the model of
neutron star matter); ρ0/ρ∞ = 16/9 (the linear model of
nonphantom dark energy); ρ0/ρ∞ = 7/3 (the linear
model of phantom energy); and ρ0/ρ∞ = 7/3 (the linear
model of phantom energy with ρH = 0) (the curves are
arranged from top to bottom, respectively). Figure 2b
shows the plots of ρ0/ρ∞ for α < 0 for various cases:
α = –2, ρ0 = 0, and A = 4 (the linear model of phantom
energy, the upper curve); and α = –1/2, ρ0 = 0, and A = 4
(the linear model of nonphantom energy, the lower
curve). For this case, we chose the velocity |uH| = 1 on the
horizon.

3.2. Accretion onto a Moving 
and Rotating Black Hole 

Let us consider the accretion onto a moving and
rotating black hole in the special case of a linear equa-
tion of state with α = 1. The condition α = 1 allows an
exact analytical expression to be derived for the accre-
tion rate of dark energy onto a black hole.

For α = 1, we easily find from (23) that

(31)

We obtain the following continuity equation for the par-
ticle concentration from (5):

We can introduce the scalar field φ in terms of which the
fluid velocity can be expressed as follows (there is no
torsion in the fluid):

(32)

We derive an equation for the auxiliary function φ by
using Eqs. (31) and (32),

(33)

Exactly the same equation arises in the problem of the
accretion of a fluid with the equation of state p = ρ [41].
Thus, we reduced the problem of a black hole moving
in dark energy with the equation of state p = ρ – ρ0 to
the problem of a fluid with an extremely hard equation
of state, p = ρ. Using the method suggested in [41], we
obtain the mass evolution law for a moving and rotating
black hole immersed in dark energy with the equation
of state p = ρ – ρ0:

(34)
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Ṁ 4π r+
2 a2+( ) ρ∞ p p∞( )+[ ] uBH

0 ,=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
where

is the radius of the event horizon for a rotating black
hole, a = J/M is the specific angular momentum of the

black hole (rotation parameter), and  is the zeroth 4-
velocity component of the black hole relative to the

fluid. Expression (34) for  = 0 reduces to (18) for a
Schwarzschild (a = 0) black hole at rest.

3.3. Chaplygin Gas 

Let us consider a Chaplygin gas with the following
equation of state as another example of the solvable
model:

(35)

where α > 0. The range of parameters ρ2 < α represents
the phantom energy with a superluminal speed of
sound, implying that the phantom energy flux onto the
black hole is not fixed by the condition of its passage
through the critical point. The case of ρ2 > α corre-

sponds to dark energy with ρ + p > 0 and 0 <  < 1. We
can easily find from Eq. (8) that

(36)

The density at the critical point can be calculated
from (17) and (36):

(37)

The velocity and the radial coordinate at the critical
point are given by

(38)

We then find the constant A from Eq. (9):

(39)

For 0 <  < 1, the constant A cannot be smaller than 4,
as in the case of the linear model. The evolution time
scale of the black hole mass without any cosmological
change in the dark energy density is given by

(40)

Note that Eqs. (36)–(39) are applicable only for dark
energy with ρ + p > 0 and are invalid for phantom
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Fig. 3. Velocity u versus coordinate x for Chaplygin gas [35]
energy. On the black hole horizon,

(41)

For 0 <  < 1, the density on the horizon ρH cannot be
lower than ρ∞ , and uH changes from 1 to 1/2. The Chap-
lygin gas density distribution can be determined from
the general equations (9) and (10):

(42)

The velocity distribution u(r) can be calculated by
using Eqs. (9), (36), and (42). In Figs. 3 and 4, the
velocity u and the density normalized to the density at
infinity, ρ/ρ∞ , are plotted against the coordinate x =
r/2M. Figure 3a shows the plots of u(r) for nonphantom

dark energy at /α = 3, 2, and 1.1 (the curves are
arranged from top to bottom, respectively). Figure 3b

shows the plots of u(r) for phantom energy at /α =
0.3, 0.5, and 0.9 (the curves are also arranged from top
to bottom, respectively). In this case, the boundary con-
dition uH = 1 is set on the horizon. Figure 4a shows the
plots of the normalized density, ρ/ρ∞ , for nonphantom

dark energy at /α = 3, 2, and 1.1 (the curves are
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arranged from top to bottom, respectively). Figure 4b
shows the plots of the normalized density, ρ/ρ∞ , for

phantom energy at /α = 0.9, 0.5, and 0.3 (the curves
are also arranged from top to bottom, respectively). For
this case, we chose the boundary condition uH = 1 on
the horizon.

4. THE FATE OF BLACK HOLES
DURING THE BIG RIP

Let us now consider the evolution of black holes in
the cosmological Big Rip scenario, where the scale fac-
tor a(t) increases to infinity in a finite time [16, 17]. For
simplicity, we take into account only the dark energy
and disregard the other forms of energy. In the linear
model (21), the Big Rip takes place at ρ + p < 0 and
α < –1. The following relation can be derived from
Friedmann’s equations in the case of a linear equation
of state:

Setting, for simplicity, ρ0 = 0, we find the evolution law
of the phantom energy density in this Universe:

(43)

where

(44)

Here, ρ∞, i is the initial cosmological phantom energy,
and the initial time was chosen in such a way that the
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Fig. 4. Density normalized to the density at infinity, ρ/ρ∞ , versus coordinate x for model (35) (solid curves). The dashed line indi-
cates the normalized density of the Λ term, ρ/ρ∞ .
Big Rip occurs at time τ. We easily see from Eqs. (20)
and (43) that the Big Rip takes place at α ≡ ∂p/∂ρ < –1.
In general, the condition ρ + p < 0 alone is not enough
for the cosmological evolution to be ended with the Big
Rip [18].

Using Eq. (43), we find the evolution of the black
hole mass in the cosmological Big Rip scenario from
Eq. (18):

(45)

where

(46)

and Mi is the initial mass of the black hole. At α = –2
and a typical value of A = 4 (which correspond to

uH = −1),  = 3/8. In the limit t  τ (i.e., near the
Big Rip), the t dependence of the black hole mass

becomes linear, M ≈ (τ – t). When t approaches τ,
the rate of decrease in the black hole mass ceases to
depend on the initial black hole mass and the phantom
energy density:

In other words, the masses of all black holes near the
Big Rip are approximately equal and approach zero.
This implies that the accretion of phantom energy dom-
inates over the Hawking evaporation until the black
hole mass decreases to the Planck mass. Formally, how-

M Mi 1
Mi

Ṁ0τ
---------- t

τ t–
----------+ 
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Ṁ0 3/2( )A 1– 1 α+ ,=

Ṁ0

Ṁ0

Ṁ Ṁ0.–≈
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ever, all black holes in the Universe completely evapo-
rate during the Hawking radiation in the Planck time
before the Big Rip occurs.

5. THE ACCRETION OF A SCALAR FIELD

In this section, we compare our calculations of the
accretion of an ideal fluid with similar calculations of
the accretion of a scalar (nonphantom) field onto a
black hole [24–29]. The dark energy is commonly mod-
eled by a scalar field with a potential V(φ). The approx-
imation of an ideal fluid is rougher, since the scalar field
φ and ∂mφ cannot be unambiguously reproduced for
given ρ and p, which characterize an ideal fluid.
Despite this difference between the scalar field and the
ideal fluid, we will show that our results are in close
agreement with the corresponding calculations of the
accretion of a scalar field onto a black hole.

The Lagrangian of the scalar field is L = K – V,
where K is the kinetic term and V is the potential. For
the standard choice of the kinetic term

,

the corresponding energy flux onto the black hole is

Jacobson [24] found a solution for the scalar field in the
Schwarzschild metric for a zero potential, V = 0:

where φ∞ is the scalar field at infinity. Frolov and Kof-
man [26] showed that this solution is also valid for

K φ;µφ;µ/2=

T0r φ,tφ,r.=

φ φ̇∞ t 2M 1 2M/r–( )ln+[ ] ,=
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many scalar fields with a nonzero potential V(φ) under
certain conditions. For this solution,

and, accordingly,

The energy–momentum tensor constructed using
Jacobson’s solution is identical to the energy–momen-
tum tensor for an ideal fluid with an extremely hard
equation of state, p = ρ, after the substitution

This is not surprising, since the theory of a scalar
field with a zero potential, V(φ) = 0, is identical to the
model of an ideal fluid [48]. In view of this correspon-
dence, we easily see agreement between our result (18)

for  in the case of p = ρ and the corresponding results
from [24, 26].

The Lagrangian of the scalar field that describes
the phantom energy must have a negative kinetic term
[16, 17], for example,

(see [49] for more general cases). In this case, the phan-
tom energy flux onto the black hole has the opposite
sign,

where φ is the solution of the same Klein–Gordon equa-
tion as that for the standard scalar field, but with the
substitution V  –V. For a zero potential, this solution
is identical to Jacobson’s solution [24] obtained for a
scalar field with a positive kinetic term.

However, the Lagrangian with a negative kinetic
term and V(φ) = 0 does not describe the phantom
energy. At the same time, the solution for a scalar field
with V(φ) = 0 is identical to the solution for a positive
constant potential, V0 = const, which can be chosen in
such a way that

In this case, the scalar field describes the accreted phan-
tom energy with ρ > 0 and p < –ρ, which leads to a
decrease in the black hole mass at the rate

A simple example of phantom cosmology (but with-
out the Big Rip) is realized by a scalar field with the
potential

T0
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where m ~ 10–33 eV [50]. After a short transition period,
this cosmological model approaches an asymptotic
state with

In the Klein–Gordon equation (with the substitution
V  –V mentioned above), the term m2 becomes
equal to the other terms only on the scale of the cosmo-
logical horizon, implying that, in this case, Jacobson’s
solution is also valid. Calculations of the corresponding
energy flux onto the black hole yield

For M0 = M( and m = 10–33 eV, the effective time of the
decrease in black hole mass is

6. DISCUSSION AND CONCLUSIONS

In recent years, the concept of dark energy has been
accepted and extensively discussed in cosmology. The
possible existence of dark energy with a negative pres-
sure leads to new cosmological scenarios, including the
exotic model of the Universe in which all of the bound
objects are destroyed and which dies itself as a result of
the Big Rip. To determine the fate of black holes in this
cosmological scenario, we considered the spherically
symmetric, stationary accretion of dark energy mod-
eled by an ideal fluid onto a black hole. We derived gen-
eral equations for the accretion of an ideal fluid with the
equation of state p = p(ρ) onto a Schwarzschild black
hole. In particular, these equations can be used to
describe the accretion of thermal radiation, dark energy,
and phantom energy. We also considered the accretion
onto a moving and rotating black hole in the special
case of an extremely hard equation of state, p = ρ. We
calculated the change in the black hole mass through
accretion. The black hole masses for ρ + p > 0 were
found to increase, as in the usual case. However, a qual-
itatively new result was obtained for phantom energy,
i.e., for a medium with ρ + p < 0. We found that the
black hole masses decrease in this situation. Using this
result, we solved the problem of the fate of black holes
in a universe that undergoes the Big Rip. It turns out
that all black holes in this Universe must decrease their
masses and disappear completely by the Big Rip. We
also considered the correspondence between the accre-
tion of dark energy in the model of an ideal fluid and the
accretion of a scalar field.
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Ṁ 4π 2M( )2φ̇∞
2

– 64M2m2/3.–= =

τ 3/64( )M 1– m 2– 1032 yr.∼=
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005



THE ACCRETION OF DARK ENERGY ONTO A BLACK HOLE 537
APPENDIX

Analytical Solutions for ρ(x) and u(x) 
In the model under consideration (Section 3), ana-

lytical solutions can be found for the dependence of the
dark energy density and accretion rate on radius r.
Using Eq. (23) for the concentration and Eq. (11) for
the constant C2, we derive the following equation for
ρeff from Eqs. (9) and (10)

(47)

Defining

(48)

we obtain the following equation from (47):

(49)

which can be solved analytically for certain values of α.
For α = 1/3, Eq. (49) reduces to a cubic equation:

(50)

where z = y1/3. Solving this equation yields the fluid
density distribution for α = 1/3:

(51)

where

(52)

(53)
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and

(54)

This solution corresponds to a thermalized photon gas
in which the photon mean free path is much smaller
than the radius of the black hole horizon, λfp ! 2M. In
this situation, the photon gas may be treated as an ideal
fluid. In the opposite case, λfp @ 2M, the photons are
free particles, and their accretion rate is determined by
the well-known cross section for the gravitational cap-
ture of relativistic particles by a black hole. The corre-
sponding accretion rate is

The case of α = 2/3 is similar to the case considered
above. We obtain the following equation instead of (50):

(55)

where again z = y1/3. The fluid density distribution in
this case is

(56)

where z is given by

(57)

β is defined by Eq. (53), and 

For α = 1/2, (49) is a quadratic equation and has a sim-
ple analytical solution:

(58)
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For α = 1, Eq. (49) is linear in y, which gives

(60)
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Abstract—We exactly solved the problem of the interaction between the rotating magnetic field of Jupiter and
the equatorial plasma disk formed by the gases flowing from the Jovian satellite Io. The disk is shown to expel
the Jovian magnetic field in both directions, inward, toward Jupiter, compressing its dipole magnetic field, and
outward. Jupiter spins up the disk up to velocities that correspond to nearly constant angular rotation, but with
an angular frequency lower than the angular frequency of Jupiter itself. The radial velocity of the plasma in the
disk approaches its azimuthal velocity. We determined the power of Jupiter’s rotational energy losses. Part of
this energy is transferred to the disk, and the other part goes into heating the Jovian ionosphere. We show that
the Pedersen surface conductivity of the Jovian ionosphere must have a lower limit to maintain the electric
current that arises in the disk–rotating magnetic field system. This current in the Jovian magnetosphere flows
only along the preferential magnetic surfaces that connect the inner and outer edges of the disk to the iono-
sphere. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

The structure of the magnetic field of the Jovian
magnetosphere inside the magnetopause, i.e., the cavity
produced by the flow of the solar wind around the mag-
netic field of Jupiter with a scale length of ~100 Jupiter
radii [1], is determined by the interaction of the mag-
netic field frozen in the rotating central body with the
equatorial plasma disk surrounding this body. In astro-
physics, a similar situation arises when the strong mag-
netic field of a neutron star or a white dwarf interacts
with an accretion disk rotating around the star. This
problem has never been solved completely [2]. In the
case of Jupiter, however, the disk is produced inside the
magnetosphere by its satellite Io. Here, the Jovian mag-
netic field is strong, and its rotation together with Jupi-
ter is faster than the Keplerian rotation of the disk in
this region. This implies that the centrifugal force will
accelerate the disk in the radial direction and expel it
outward. On the other hand, the disk plasma as an
almost ideal conductor seeks to expel the Jovian mag-
netic field from itself. If it is expelled completely, then
there will be no interaction between the rotating mag-
netic field and the disk, and the plasma produced by Io
will not be able to escape from the magnetosphere due
to the conservation of angular momentum. The com-
promise lies in the fact that the disk expels the magnetic
field almost completely; it becomes nearly parallel to
the disk surface, leaving only a weak vertical compo-
nent Bz . This component is much weaker than the
dipole field of Jupiter in the equatorial plane. While
interacting with the rotating disk, the magnetic field Bz

generates a radial electric field Eρ. The electric field Eρ
1063-7761/05/10003- $26.000539
works on the disk ions, imparting the rotation and radial
velocities to them. Clearly, the dipole structure of the
Jovian magnetic field cannot be preserved near the
disk; the disk will expel the dipole field in both direc-
tions, toward and away from Jupiter. Near the inner
edge of the disk, the magnetic field must be strongly
compressed, and the magnetic field lines will be curved
in the direction opposite to the curvature of the dipole
field. The magnetic field will be severely distorted near
the equator, while the distortion in the remaining mag-
netosphere will be insignificant. The structure of the
magnetic field near the disk is of great importance,
since it determines the interaction of the rotating mag-
netic field with the conductive disk. Therefore, the
assumption that the magnetic field differs only slightly
from the dipole field in the magnetosphere is invalid
and yields incorrect results [3, 4], as we will see below.

We consider an axisymmetric magnetosphere, since
the axis of the magnetic dipole frozen in the planetary
core is nearly orthogonal to the equatorial plane in
which the plasma disk is located. As a result, the mag-
netic field in the magnetosphere produced by the dipole
and by the electric currents flowing in the magnetosphere
and in the disk is axisymmetric. The axisymmetric mag-
netic field is described in Section 2. In Section 3, we con-
sider a cold thin plasma disk. The approximation of a
thin plasma disk implies that its thickness is much
smaller than its radius. This approximation is applica-
ble not only to the plasma disk far from Io, but also to
the plasma torus near Io. In Section 4, we study the clo-
sure of the electric currents that are produced by the
electric field generated by the rotating magnetic field in
the Jovian magnetosphere and ionosphere. The Jovian
 © 2005 Pleiades Publishing, Inc.
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magnetosphere is assumed to be ideal and to produce
no resistance to the electric current. In contrast, the ion-
osphere has a finite conductivity. Finally, in Section 5,
we determine the structure of the magnetic field dis-
torted by the loop of the current that flows through the
disk and the ionosphere and that is closed by the mag-
netospheric currents.

2. THE AXISYMMETRIC MAGNETIC FIELD

Let us first introduce convenient variables that
describe the magnetic field of the Jovian magneto-
sphere in the simplest way. Since the magnetic dipole is
inclined to the rotation axis of Jupiter at an angle of sev-
eral degrees, we assume the magnetosphere to be axi-
symmetric. All quantities depend only on two cylindri-
cal coordinates, the distance along the z axis and the
radius ρ. Let us introduce the flux of the poloidal mag-
netic field f(ρ, z). The magnetic field can be expressed
in terms of f as

(1)

The function g(ρ, z) describes the toroidal magnetic
field that emerges in the magnetosphere when the elec-
tric current flows along the poloidal magnetic field. The
relation f = const is an equation for the magnetic sur-
faces on which the magnetic field lines lie. It is conve-
nient to describe the poloidal magnetic field lines not
only by the relation f = f(ρ, z), but also by ρ = ρ(z, f),
where f numbers the magnetic surfaces. The poloidal
magnetic field is then

For a dipole magnetic field, the magnetic flux is

Here, RJ is the radius of Jupiter, and BJ is the amplitude
of Jupiter’s surface magnetic field on its equator:

It is important to know the magnetic flux in the equato-
rial z = 0 plane, f0(ρ) = f(ρ, z = 0). The vertical magnetic
field on the equator is then

It is convenient to measure the magnetic field strength
in units of BJ and the distances ρ and z in Jupiter radii;

the unit for the magnetic flux is then BJ . Relations (1)
remain the same in these dimensionless variables. For a

Bρ
1
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dipole field, the dimensionless magnetic flux is

In the Jovian magnetosphere, the electric currents flow
along magnetic field lines:

j = aB.

The quantity a(r) is an arbitrary scalar. From the poloi-
dal components of Maxwell’s equation

curlB = µ0j

we then derive the relations

These imply that the toroidal magnetic field and the
electric currents in an axisymmetric magnetosphere are
functions of the poloidal magnetic flux f. As we will see
below, there are no bulk toroidal electric currents in the
Jovian magnetosphere, jφ = 0. In this case,

(curlB)φ = 0

and the equation for the magnetic flux has the form of
Laplace’s equation:

(2)

The function f is neither even nor odd in z due to the
electric currents flowing in the plasma disk in the equa-
torial plane. Therefore, we expand the function f at
z > 0 in terms of exp(–λz). The solution of Eq. (2) can
be represented as

(3)

where J1 is the Bessel function of the first order. The
arbitrary function ϕ(λ) in the integrand is defined by the
boundary conditions for Eq. (2). For a dipole magnetic
field, ϕ(λ) = 1 (in dimensionless units). The deviation
of ϕ from unity describes the distortion of the Jovian
dipole magnetic field. It is convenient to express the
function ϕ in terms of the magnetic flux on the z = 0
equator, f0(ρ). Since

using the inverse Bessel transform, we obtain

(4)

Equations (3) and (4) define the magnetic field via the
boundary value of f0(ρ). Of course, we should also take

f d'
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into account the boundary conditions at other bound-
aries, more specifically, at infinity and on the ρ = 0 axis.
At these boundaries, f(ρ, z) must be finite, except for
the coordinate origin ρ2 + z2  0, where f  fd .

3. THE PLASMA DISK

The volcanic activity on Io is the source of gas that
continuously flows into the Jovian magnetosphere. This
neutral gas is ionized near Io by solar radiation. Thus,
plasma is produced inside the Jovian magnetosphere.
The plasma consists mostly of singly and doubly ion-
ized sulfur and oxygen ions and electrons. The mean
ion charge is Ze. The mean ion charge-to-mass ratio is
~10–1e/mp , where mp is the proton mass.

The Jovian strong magnetic field causes the plasma
to rotate with Jupiter’s angular velocity, ωJ = 1.8 ×
10−4 s–1. The centrifugal force prevents the ions from
propagating into the Jovian magnetosphere, and these
form an equatorial plasma disk. The height of the disk is
small compared to its radius. The disk ions have radial,
vρ, and azimuthal, vφ, velocities. We consider a station-
ary and axisymmetric Jovian magnetosphere. All quanti-
ties are independent of the azimuthal angle φ due to the
axial symmetry. The continuity equation for ions is

(5)

Here,  is the gas production rate of Io, and ρ1 is the
inner edge of the disk, ρ1 > ρIo (ρIo is the orbital radius
of Io). The value of ρIo is 4.2 × 105 km ≈ 5.9RJ (RJ =
7.14 × 104 km). The gas production rate by Io’s volca-

noes is estimated to be  ≈ 2 × 103 kg s–1. Integrating
Eq. (5) over ρ and z yields

(6)

The quantity Σ is the ion surface density

Θ(x) is the Heaviside unit step function. Note the
important fact that the divergence of the ion flux is zero
at ρ > ρ1.

Let us now write the equation of motion for ions in
the disk:

(7)

Jupiter exerts a gravitational force

on the ions that must cause the ions to rotate with the
Keplerian velocity

1
ρ
--- ∂
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v K GMJ/ρ( )1/2=
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(G is the gravitational constant, and MJ is the mass of
Jupiter). The component of Eq. (7) directed along ρ
yields

(8)

We see from Eq. (8) that, in the absence of electromag-
netic fields Bz and Eρ, the ions rotate with the Keplerian
velocity:

vφ = vK.

In contrast, in a strong magnetic field Bz , the ions move
at the electric drift velocity vφ = –Eρ/Bz . For corotation,
i.e., motion with Jupiter’s rotation velocity vφ = ωJρ,
the disk plasma must be polarized in such a way that the
electric field

Eρ = –ωJρBz

is produced. The corotation velocity is equal to the
Keplerian velocity at a distance of ρ = 2.24RJ . Since the
Keplerian velocity decreases with distance from Jupi-
ter, the corotation of the plasma disk implies that the
centrifugal force in the disk is larger than the gravita-
tional force, and the plasma must be accelerated in the
radial direction, ∂vρ/∂ρ > 0. However, this is not so
easy to achieve due to the conservation of angular
momentum. This follows from the other component of
Eq. (7) directed along ϕ:

(9)

Note that there is no toroidal electric field, Eφ = 0, in
this equation, because, being stationary, the electric
field must be potential. Since the radial particle velocity
vρ is nonzero (see Eq. (6)), Eq. (9) yields

(10)

Equation (10) represents the law of conservation of
total angular momentum. The coefficient in front of the
second term in Eq. (10) is much larger than unity. It is
proportional to the ratio of the ion cyclotron frequency
in the Jovian magnetic field ωc = ZeBJ/mi to Jupiter’s
angular frequency ωJ . We denote this ratio by Ωc =
ωc/ωJ . It is the ion cyclotron frequency in units of Jupi-
ter’s angular frequency. At Ze/mi = 0.1e/mp and BJ =
4 G, Ωc is approximately equal to 2.2 × 107. For a
dipole magnetic field, the two terms on the left-hand
side of Eq. (10) are of the same order of magnitude far

from Jupiter: ρ/RJ ≈  ≈ 2.8 × 102.

The conservation of angular momentum forbids the
radial motion of ions in the Jovian strong magnetic field
if the latter is assumed to be close to the dipole field.
The only possibility for the disk plasma to move out-
ward is to expel a significant fraction of the magnetic
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field from the disk. Only if the magnetic flux changes
slowly in the disk,

does the radial motion of ions become possible. How-
ever, the small change in magnetic flux f0 with distance
ρ implies that the vertical magnetic field Bz in the equa-
torial plane is weak (see Eq. (1)).

As regards the electrons supplied by Io, the parame-
ter Ωc for these is at least a factor of 104 larger than that
for ions. The plasma electrons are strongly magnetized
and can move only along the f = const magnetic sur-
faces, giving rise to electric current directed toward
Jupiter on the surface 

.

Thus, the plasma produced by Jupiter is separated: the
ions form the plasma disk in the equatorial plane, and
the electrons form the surface electric current J1. This
does not imply that the plasma disk is positively
charged; it is neutral. The electrons from the electron
sea of the Jovian magnetosphere neutralize any electric
charge.

4. THE MAGNETOSPHERIC
AND IONOSPHERIC CURRENTS

We assume the magnetospheric plasma to be ideal
with an infinite conductivity. Under steady-state condi-
tions, the magnetospheric plasma can rotate around the
z axis with an angular velocity ω(ρ, z). In a coordinate
system rotating with this angular velocity, the electric
field E' is zero. Therefore, the electric field in the labo-
ratory coordinate system is

The electric field must be potential, E = –∇Ψ , where Ψ
is the electric potential. This implies that the angular
frequency ω(ρ, z) is only a function of the magnetic flux
f, ω = ω(f), and the electric potential is

To pass the electric current J1 through the Jovian iono-
sphere, the ionospheric potential Ψi cannot be equal to
the magnetospheric potential Ψ due to the finite con-
ductivity of the Jovian ionosphere. Thus, the angular
velocity of the magnetospheric plasma ω cannot be
equal to the angular velocity of the ionosphere ωi or the
angular velocity of Jupiter ωJ . In the coordinate system
comoving with the ionosphere, there is an electric field,

∆ f 0 BJρ
2Ωc

1– ,≈

f f 1 f 0 ρ ρ1=( )= =

E ω r×[ ] B×[ ] , Eρ– ω∂f
∂ρ
------,–= =

Ez ω∂f
∂z
-----, Eφ– 0.= =

Ψ ω f '( ) f '.d

f

∫=

Eθ RJ θ ωi ω–( )Br,sin=

Er RJ θ ωi ω–( )Bθ.sin–=
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Here, it is convenient to use the spherical coordinates
on the surface of Jupiter, (r = RJ, θ, φ), The magnetic
field in the ionosphere is weakly distorted by the elec-
tric currents and is dipolar,

The electric field Eθ produces a surface current in the
ionosphere,

where ΣP is the Pedersen surface conductivity of Jupi-
ter’s ionosphere in its polar region. The surface current
Ji flowing in the ionosphere is related to the bulk cur-
rent in the magnetosphere j by the continuity equation

The divergence in this equation is taken along the sur-
face over which the current flows, and jn is the compo-
nent of the bulk current j normal to this surface. A sim-
ilar equation relates the surface current flowing in the
disk Jd to the magnetospheric current j. However, as we
emphasized above (see Eq. (5)), the divergence of the
ion surface current is zero. At the same time, the disk
electrons can only rotate with the angular velocity of
the magnetosphere ω(f), and the divergence of their
flux is also zero. Thus, the bulk electric current in the
magnetosphere j is absent everywhere, except the pref-
erential f = f1 and f = f3 magnetic surfaces where the
plasma disk begins and ends, respectively. Recent ener-
getic electron measurements from the Galileo space-
craft have revealed an electric current only near Io [5].
The total electric current I produced by Io is

(11)

Half of this current flows in the northern hemisphere,
and the other half flows in the southern hemisphere.
The magnetospheric currents flow only along the mag-
netic field on the two magnetic surfaces,

(12)

These currents close the surface current flowing in the
ionosphere

(13)

This imposes the following dependence of the differ-
ence between the angular frequencies of the ionosphere

Br 2BJ θ, Bθcos BJ θ.sin= =

Jiθ ΣPEθ 2ΣPBJ RJ θ θ ωi ω–( ),cossin= =

divsJi jn.–=

I
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and the magnetosphere on the magnetic flux f:

Here, we used the fact that on the surface of Jupiter,

The angular frequency of the ionosphere ωi can differ
from the angular frequency of Jupiter itself ωJ . This is
attributable to the Ampere forces acting on the iono-
spheric plasma in which the electric currents flow. The
difference ωJ – ωi is determined by the friction between
the neutral atmosphere and the ionospheric plasma. It is
commonly assumed that

where the constant k < 1 [6]. Introducing the effective
Pedersen conductivity

we obtain the following dependence of the angular
velocity of the magnetosphere on the magnetic flux:

(14)

Equation (14) shows that the corotation of the magnetic
field breaks down in the entire region occupied by the
disk. This makes it possible to pass the electric current
I (11) through the ionosphere.

The magnetospheric electric currents j1 and j3 in the
region f1 > f > f3 generate the toroidal magnetic field

(15)

where

The φ component of Maxwell’s equation

curlB = µ0j

then yields an equation for the poloidal magnetic flux f:

(16)

The right-hand side of Eq. (16) is nonzero only on the
f = f1 and f = f3 magnetic surfaces, where the magneto-
spheric electric currents flow along the magnetic field.
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Owing to the toroidal magnetic field, the field-aligned
electric currents also have toroidal components that dis-
tort the poloidal magnetic field. Outside the f1 and f3
surfaces, Eq. (16) is identical to Eq. (2), and its solution
is described by relations (3) and (4). However, the fields
on both sides of the discontinuity are different. The
relationship between the magnetic fields for f > f1 and
f < f1 as well as for f > f3 and f < f3 can be derived by inte-
grating Eq. (16) over f in a small neighborhood of the
f = f1 and f = f3 surfaces, respectively. This requires
passing to different independent variables (z, f) and
assuming that the magnetic surfaces are defined by the
relation ρ = ρ(z, f). Equation (16) takes the form

(17)

We assume that the shape of the magnetic surfaces is
the same on both sides of the discontinuity:

Integrating Eq. (17) yields

(18)

This expression is the only condition for the equality of
the magnetic pressures on both sides of the discontinu-
ity, and it directly follows from our equations.

5. THE STRUCTURE 
OF THE MAGNETIC FIELD

Let us introduce the dimensionless (primed) vari-
ables that we use below by omitting the primes:

(19)

As a result, dimensionless parameters appear. One of
these, mentioned in Section 3, is the ratio of the ion
cyclotron frequency to Jupiter’s angular frequency:

(20)
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We also introduce Hill’s parameter H, first used by him
in 1979 [3]:

(21)

The physical meaning of H will become clear below.
We also define the Keplerian parameter, the ratio of the
Keplerian angular velocity on Jupiter’s surface to its
angular velocity:

(22)

Finally, we introduce another parameter, the ratio of the
magnetic field strength produced by the current I/2 as if
it flowed over Jupiter’s surface to the proper magnetic
field of Jupiter BJ:

(23)

Note that the magnetic field from the magnetospheric
current J/2 in Io’s orbit is by a factor of δB(ρIo/RJ)2 ≈ 2.3
stronger than the Jovian dipole magnetic field at this
location. Thus, the dipole magnetic field at ρ < ρ1 must
be compressed in accordance with relation (18).

The rotation velocity of the ions in the plasma disk
is defined by Eq. (10),

(24)

We assume that the ion rotation velocity at ρ = ρ1 ≈ ρIo
is equal to the Keplerian velocity vK, which is lower
than the velocity of corotation with Jupiter. Indeed, the
ions are formed from the neutral gas corotating with Io.
Moving subsequently in the radial direction, the ions
acquire an additional toroidal velocity, approaching
corotation, vφ = ρ. Of course, the energy is drawn from
the work of the radial electric field Eρ. However, the
velocity vφ does not exceed the corotation velocity,
because the disk ends earlier, ρ < (Ωcf1)1/2. At the same
time, the disk electrons rotate with the angular velocity
of the magnetic field lines ω(f) defined by Eq. (14):

(25)

The velocity ωρ cannot be negative, implying that the
parameter H cannot be smaller than Ωc/f1 > 10Ωc . It

H
8πΣP*BJ

2RJ
2

Ṁ
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thus follows that the Pedersen conductivity of the iono-
sphere cannot be low. At low conductivity ΣP , the ion-
osphere cannot pass the electric current I/2, because
Jupiter as a unipolar inductor [7] can produce only a
finite voltage,

Actually, this voltage is even lower, since the electric
coupling between the disk and Jupiter passes through
the polar 

 

f

 

 = 

 

f

 

1

 

 magnetic field line, 

 

Ψ

 

 = 

 

Ψ

 

max

 

f

 

1

 

. The
magnetospheric currents–ionosphere system is self-
consistent: when the current 

 

I

 

 becomes large and the
ionosphere cannot pass it, a strong electron-accelerat-
ing electric field emerges in the magnetosphere along
the 

 

f

 

 = 

 

f

 

1

 

 magnetic field lines. The fast electrons precip-
itating into the ionosphere produce additional ionization,
causing the ionospheric conductivity to increase [8].

Thus, the toroidal electric current

(26)

flows in the disk; it leads to a discontinuity of the radial
magnetic field on the

 
 z 

 
= 0 disk surface:

(27)
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) and is
defined by relations (24) and (25):
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We see from Eqs. (27) and (28) that the radial magnetic
field at 
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 = 
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1

 

 is negative:

Here, we do not consider the case of a low ionospheric
conductivity close to the limiting value when the
parameter

Below, we show that this is the instability region. For
large 

 

H

 

, the magnetic field lines are curved inward,
toward Jupiter. This results from the expulsion of the
Jovian magnetic field by the disk. At large distances
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, 
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ρ
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 = +0) changes its sign and becomes pos-
itive. This is the region where the Jovian magnetic field
is expelled outward. We see that the Jovian magnetic
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field is expelled in both directions and not only out-
ward, as assumed previously [6]. It is important to
know the position of the point ρ = ρ2 where the radial
magnetic field in the equatorial plane vanishes. The f =
f2 = f0(ρ2) magnetic field line is nearly dipolar. All of the
f1 < f < 1/ρ1 magnetic field lines are expelled from the
region ρ1 < ρ < ρ2 and are pressed into the region ρ <
ρ1. The radial magnetic field Bρ(ρ, z = +0) is deter-
mined by the derivative of the magnetic flux with
respect to the z coordinate on the equator

(29)

Let us define this derivative as a function of f0(ρ). From
Eqs. (3) and (4), we derive

The second integral in this equation is known [9], and
we obtain

(30)

Here, K(x) is the complete elliptic integral of the first
kind. It is equal to π/2 at x = 0, but has a logarithmic sin-
gularity for x  1:

Equations (28)–(30) close the system of equations that
define the function f0(ρ). Equations (6) and (8) that
define the disk surface density Σ(ρ) should be added to
these:

(31)

The integral equation (30) can be simplified at ρ ≈ ρ2 >
ρ1. The magnetic flux f0(ρ) changes here only slightly.
The function dK(x)/dx increases rapidly near x ≈ 1. In
the region 0 < x < ρ1/ρ, the magnetic flux in the second
integral of Eq. (30) may be assumed to be dipolar,
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As a result, we obtain the equation

where E(x) is the complete elliptic integral of the sec-
ond kind. Since f2 = f0(ρ2) is close to f1, as we will see
below, the equation for ρ2 is

An approximate solution of this equation yields

However, f ≈ 1/ρ2, and we obtain

Note that for a dipole,

The projection of the point ρ1 along the magnetic field
onto the Jovian ionosphere is a circumference in the
polar region

At the same time, the projection of Io is

This 5° gap between Io’s footprint and the auroral oval
on Jupiter is actually observed [10].

Let us now check that f2 is very close to f1. Indeed,
the left-hand side of Eq. (28) must be equal to zero at
ρ = ρ2 and f0 = f2. This determines f2:

The difference between the magnetic fluxes at ρ1 and ρ2
is very small,

This implies that the magnetic field lines above the
plasma disk are nearly parallel to its surface, except for
the region ρ ≈ ρ2. At the point

ρ = ρ1 + 0,
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the vertical magnetic field Bz ≈  is weak, and it may
be assumed to be zero. However, the radial magnetic
field is not weak,

(32)

The toroidal magnetic field is also strong (see Eqs. (15)
and (23)):

The magnetic field strength is

(33)

To the left of the discontinuity, ρ = ρ1 – 0, the radial
magnetic field in the equatorial plane Bρ is zero,
because the magnetic field lines are symmetric; the tor-
oidal field is also zero, Bφ = 0. Then, according to the
boundary condition (18),

(34)

This vertical magnetic field is stronger than the dipole

magnetic field at ρ = ρ1, Bzd = 1/ , as mentioned
above. For this reason, the magnetic field lines must be
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Fig. 1. Poloidal magnetic flux f0 in the equatorial z = 0 plane
versus radial distance ρ. The point ρ = ρ1 corresponds to the
inner edge of the plasma disk. The point ρ = ρ2 corresponds
to the “middle” point where the radial magnetic field is zero.
The dashed line indicates the dipole magnetic flux fd = 1/ρ.
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compressed at ρ < ρ1. Thus, either the radial magnetic
field at ρ > ρ1 must be negative or

vφ – ωρ < 0.

At low ionospheric conductivity,

, (35)

the condition for the equality of the magnetic pressures
on both sides of the discontinuity cannot be satisfied,
and the f = f1 boundary becomes unstable.

At

,

the boundary condition (18) determines the derivative
of the magnetic flux f0 with respect to the radius ρ at
ρ = ρ1 – 0:

(36)

Under this condition and for f0(ρ)  1/ρ as ρ  0,
Eqs. (28)–(31) uniquely define the function f0(ρ), which
is shown in Fig. 1. The flux f0 decreases from 1/ρ1 to f1
near ρ ≈ ρ1. We can estimate the width of the region of
the compressed magnetic field,

It is rather small,

To analyze the behavior of the magnetic flux on the
equator f0(ρ) at a fairly large distance ρ > ρ2, let us first
integrate the equation of motion for ions (31). Taking
into account expressions (24) and (28), we obtain

(37)

This is the energy conservation law:

The right-hand side of Eq. (37) is the source of energy
for the disk ions. This is the work of the radial electric
field on the ions. The electric field is produced by the
rotating magnetic field through Jupiter’s rotation. All of
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the energy is draw from Jupiter’s rotation. The second
term on the right-hand side of this equation represents
the ohmic losses. Jupiter spends part of its rotational
energy on heating the ionosphere. The total energy
expenditure must be larger than the ohmic losses.
Expanding the last term in Eq. (37) near the point f0 =
f1, we again obtain the condition

It is identical to the condition ω > 0. Jupiter must spend
part of its rotational energy on spinning up the plasma
disk.

At ρ > ρ2, the Keplerian rotation is insignificant, and
we can write the expressions for the velocities of the
disk matter as

(38)

As we show below, here we take into account the fact
that the change in magnetic flux is small,

f1 – f0 ! f1.

In addition, the values of f0 and f1 themselves are low,

f0 < f1 ≈ 0.1 ! 1.

The radial velocities in the disk are always positive,

We now also know the disk surface density, Σ = 1/ρvρ,
and can solve Eqs. (29) and (30) to determine the func-
tion f0(ρ). The final equation is

(39)

The function in square brackets is a weakly changing
function of ρ; it changes from 1 at small distances to 2
at large distances. Therefore, the magnetic flux may be
assumed to decrease with increasing ρ,

This implies that the vertical magnetic field above the
disk is constant,

It is generated by the toroidal electric currents flowing
in the disk. The radial magnetic field Bρ(z = +0)
increases with distance,
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because the magnetic field lines are drawn by the
increasing radial plasma motion in the disk. As a result,
the inclination of the poloidal magnetic field to the disk

decreases with distance.
The parameters of the disk are

(40)

We see that the disk at 
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 > 
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 rotates with an almost
constant angular velocity

which is lower than the angular velocity of Jupiter
itself. This rotation was measured from Voyager 1 [11].
The radial velocity of the disk matter also increases
with distance and tends to its toroidal velocity. The
angular velocity of the magnetic field lines 
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initially also follows this law, but subsequently begins
to decrease:
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, the rotation of the magnetosphere stops.
This is the end of the plasma disk that produces the glo-
bal currents. The more accurate expression derived
from Eq. (39) is

The corresponding expression for the magnetic flux is
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magnetic surface.
The plasma disk does not disappear after closure of

the electric current. It only ceases to interact with the
Jovian magnetic field. The magnetic field above the
disk becomes parallel to its surface, 
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 = 0. The disk
rotation slows down due to the conservation of angular
momentum,
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The radial velocity in the disk increases because of the
centrifugal acceleration,

,

and tends to its limiting value approximately equal to

The surface density Σ decreases proportionally to ρ–1,
and the disk disappears in interplanetary space.

The boundary condition (18) on both sides of the
surface electric current flowing over the f = f3 magnetic
surface may be considered as the equality of the total
pressures B2/2µ0 + P if we take into account the pres-
sure P from the fast electrons of the return current. The
magnetic pressure on the left side of the discontinuity is

(  + )/2µ0. The toroidal magnetic field Bφ is given
by relation (15),

The radial magnetic field at ρ = ρ3 is exactly the same
value, because ω = 0 and vρ = vφ there (see Eq. (27)).
Thus, we can satisfy the stability condition for the f = f3
boundary if the electron pressure is

The condition

corresponds to equipartition and seems natural enough.

The structures of the magnetic field and the electric
current are shown in Fig. 2.
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2 1
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Fig. 2. Poloidal magnetic field lines. The ρ1 and ρ3 coordi-
nates are the edges of the plasma disk. The heavy lines indi-
cate the electric currents flowing in the Jovian ionosphere
and magnetosphere (I/2) and in the plasma disk (I). The
angles of inclination of the magnetic field lines to the disk
are shown larger than in reality to understand the topology
of the magnetic field as a whole
JOURNAL OF EXPERIMENTAL A
6. DISCUSSION

We have shown that the structure of the Jovian mag-
netic field can be accurately determined analytically.
We used ideal approximations: an axisymmetric, highly
conductive magnetosphere with a cold thin disk. These
approximations are realistic. We showed that the disk
expels the Jovian magnetic field both outward and
inward, toward Jupiter. As a result, the magnetic field is
compressed in the region ρ < ρ1, where ρ1 is the inner
edge of the disk, and weakens in the remaining region
occupied by the disk. Due to the field compression and
the curvature of magnetic field lines, the magnetic
image of the inner edge of the disk on Jupiter’s surface
is observed at higher latitudes than it would for a dipole
magnetic field (f1 < 1/ρ1, f1 ≈ 0.11). This corresponds to
a latitude of 70.5°, where an aurora is observed. It
turned out that the electric currents in the magneto-
sphere could flow only along the preferential f = f1 and
f = f3 magnetic surfaces that correspond to the inner and
outer edges of the disk, respectively. No bulk currents
flow in the magnetosphere. To maintain the electric cur-
rent I/2 (11), the Jovian ionosphere must have a high
Pedersen surface conductivity ΣP . This is because the
Jovian rotating magnetic field can produce only a finite
electric voltage while interacting with the disk,

On the other hand, the voltage

must be applied to the conductive ionosphere. The con-
dition Ψ > U must be satisfied. Here, it is convenient to
introduce a parameter that describes the ability of the
Jovian ionosphere to pass an electric current:

(42)

As can be seen, many physical parameters of the mag-
netosphere and the disk contain κ (see, e.g., Eqs. (40)
and (41)). Note also that κ is the part of the total energy
lost by Jupiter and transferred to the disk:

Wd = Wκ.

Accordingly, the ohmic losses in the ionosphere are

WOhm = W(1 – κ).

This follows from the energy conservation law (37):

The parameter κ is more suitable for this problem than
Hill’s parameter H, which has no clear physical mean-
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ing. The quantity H could be treated as a dimensionless
value of the Pedersen surface conductivity ΣP , but it
would be more natural to measure ΣP in units of the
ratio of the characteristic surface current

to the characteristic electric field

The dimensionless value of ΣP would then be

The value of H/Ωc is on the order of unity and is not so
large as H.

The parameter κ is positive. Moreover, the stability
condition for the f = f1 boundary dictates the inequality
κ > κmin = 0.23. This imposes a constraint on the Peder-
sen surface conductivity of the Jovian ionosphere, ΣP ≈
10–20 mho, but the Jovian cold polar ionosphere pos-
sesses no such high conductivity. However, as calcula-
tions show [8], the ionization of the ionosphere by fast
precipitating electrons increases its conductivity to
these values. This implies that, actually, an electric cur-
rent in the ionosphere exists only in the region where
the magnetospheric current J1 invades the ionosphere.
∆f is the region occupied by the magnetospheric cur-
rent. It is determined by the ionization of the gas emit-
ted by Io. The ionospheric current flows only between
the two f = f1 and f = f3 = f1 – ∆f magnetic surfaces. The
return magnetospheric current will flow along the f = f3
magnetic surface. The forward and return electron cur-
rents flow almost together in the Jovian ionosphere, but
then diverge significantly in the magnetosphere. This
implies that the outer edge of the disk will be not at a
distance ρ3 ≈ f1H1/2, as we obtained previously for a
constant ionospheric conductivity, but much closer:

This expression follows from Eq. (39). If ∆f is ~10–2,
then ρ3 is ~102. The projection of the entire disk along
the magnetic field onto Jupiter’s surface will be only 1°
in this case.

In conclusion, note that the poloidal magnetic field
near the disk is similar in structure to the field near a
reconnecting current sheet [12]. The radial magnetic
fields above and under the disk are directed oppositely.
This is because the reconnection of the radial field took
place in the disk; the toroidal electric current generated
by the Jovian rotating magnetic field flows in it. The

J I/4πRJ=

E Ψmax/RJ .=

ΣP' H/2Ωc.=

ρ3 Ωc∆f( )1/2 1
Ωc

H f 1
----------– 

  1/2– Ωc∆f
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 

1/2

.= =
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current loop that passes over the disk and through the
ionosphere and that is closed by the magnetospheric
currents emerged in order to transfer the angular
momentum of Jupiter to the disk. Since the disk matter
is continuously born out of the volcanic gases from Io,
it must be spun up to be moved far from Jupiter. It is the
Ampere force generated by the electric current flowing
in the Jovian ionosphere perpendicular to the magnetic
field that produces a braking torque acting on Jupiter.
Therefore, the current system found that connects Jupi-
ter and the disk is a mandatory attribute of the interac-
tion between the plasma disk and the Jovian rotating
magnetic field: the current cannot break anywhere or be
reclosed.
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Abstract—The results of investigation of hypersound damping in critical solutions with a closed phase-sepa-
ration region at temperatures below the lower and above the upper critical points are presented. Available the-
ories of sound propagation during phase transitions fail to provide a description of experimental results in the
hypersound frequency range, in which the acoustic wavelength is comparable to fluctuations of the concentra-
tion. A new theoretical description (stemming from experimental data) proposed for hypersound damping in
the vicinity of the critical points is based on the scattering of a sound wave from developed fluctuations of the
concentration. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

Approximately a century after the first observations
and attempts at explaining critical opalescence, Smolu-
chowsky [1] found a correct physical interpretation of
this remarkable phenomenon. He noted that the mean
intensity of fluctuations of certain parameters increases
in the vicinity of the critical point and, hence, the inten-
sity of light scattered from these fluctuations also
increases. Einstein [2] indicated the method for calcu-
lating the intensity of such fluctuations as well as the
intensity of light scattered from these fluctuations.

Experimental and theoretical investigations of pro-
cesses in the critical region is of special interest the
more so because the theory of the condensed state has
been developed insufficiently and the phenomena
occurring in the region of the critical point and in the
vicinity of second-order phase transitions in various
media proceed analogously; in other words, critical
phenomena exhibit isomorphism.

This important property of critical phenomena
makes it possible to select a convenient object of inves-
tigation and to extend the results to other objects that
have not been studied as yet. With such an approach to
analyzing the problem as a whole, it is necessary to
appropriately choose the order parameter, i.e., the
parameter varying during a phase transition and
strongly fluctuating in the critical region [3, 4]. Such a
parameter for a binary solution is its concentration.

The study of propagation of ultrasound and hyper-
sound provides important information on the dynamics
of processes occurring near the critical points. Informa-
tion on the velocity and damping of hypersound is usu-
ally obtained from the Mandelstam–Brillouin scatter-
1063-7761/05/10003- $26.000550
ing spectra. These spectra are formed as a result of light
scattering from thermal fluctuations of pressure.

In actual practice, thermal hypersound (i.e., a hyper-
sonic Debye wave) does not attenuate on average [5, 6].
Density fluctuation or its spatial Fourier component
(Debye wave) emerging at a certain instant gradually
decays, giving rise to a wave with a different initial
phase. Scattering of light from such waves is precisely
the Mandelstam–Brillouin scattering. The intensity
spectrum of this scattering is determined by the corre-
lation function for Debye waves [7, 8]. The fluctuation-
dissipative theorem states that this correlation function
decreases exponentially with increasing time interval.
The exponent (half-width of the Mandelstam–Brillouin
lines) is equal to the product of velocity of sound V and
damping coefficient α of an artificially generated
acoustic wave of the same frequency [5, 7, 8]. The
width of the Mandelstam–Brillouin lines had been ana-
lyzed in detail by Leontovich [5] even before the fluc-
tuation-dissipative theorem was proved. Leontovich
showed that, once appearing, Fourier component ∆ρ(t)
of density fluctuations (which is characterized by wave
vector q, frequency ω, and initial phase φ) varies in time
in accordance with the law [5]

where A is the mean square amplitude of fluctuations [5].
The calculation of correlator 〈δρ(t)δρ(t + τ)〉  and the
spectrum of light scattered from such a wave [5] shows
that the Mandelstam–Brillouin linewidth is determined
by damping coefficient α. The term “hypersound
damping coefficient” will be henceforth used precisely
in this meaning.

∆ρ t( ) A αVt–( ) i ωt q r φ+⋅–( )[ ] ,expexp=
 © 2005 Pleiades Publishing, Inc.
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Here, we report on the results of experimental inves-
tigation of the temperature dependence of hypersound
velocity in critical solutions of guaiacol–glycerol with
a phase-separation region (i.e., with two critical phase-
separation points) and the temperature dependence of
the hypersound damping coefficient, which was deter-
mined from the Mandelstam–Brillouin scattering line-
width. A new theory describing the behavior of the
hypersound damping coefficient near the critical points
is developed and the results of approximation of the
experimental data using the formulas of the new theory
are considered.

2. EXPERIMENTAL RESULTS

We chose as the object of investigation a guaiacol–
glycerol solution with a closed phase-separation region
and two critical points. This solution is convenient due
to the fact that, first, its critical temperatures are close
to room temperature and, second, it has a broad critical
region of several degrees, while the entire critical
region for single crystals and solutions with a single
critical point spans only over fractions of a degree [4].
The coexistence of two critical points of phase separa-
tion (upper TU and lower TL) for this solution leads to an
abnormally fast increase in correlation radius rc of con-
centration fluctuations and in characteristic time τ of
their dispersal. For example, a value of rc = 1000 Å near
the liquid–vapor critical point is attained at a tempera-
ture exceeding the critical temperature by approxi-
mately 0.013°C, while the same value of the correlation
radius for the guaiacol–glycerol solution is attained for
|T – TL| ≈ 1.34°C or |T – TU| ≈ 1.34°C. This makes it pos-
sible to approach the critical state in such a solution
very closely (i.e., experiments can be carry out in a
medium with a larger correlation radius of the order
parameter).

A guaiacol (CH3OC6H4OH)–glycerol (C3H8O3)
solution with high-purity components is homogeneous
in the entire T–c phase plane (c is the concentration). If,
however, we add a small amount of a third substance to
such a solution (a water molecule for 27 molecules of
the solution or a molecule of CCl4 for 170 molecules of
the solution), a closed region (loop) appears on the
phase plane of the solution; the solution is heteroge-
neous (separated in two phases) inside the loop and
homogeneous outside this loop. The size of the closed
phase-separation region depends on the amount of the
third substance added to the solution.

Figure 1 schematically shows the 3D phase diagram
of such a solution [9, 10] in the following coordinates:
temperature T, concentration c, and concentration Cx of
the third substance. The diagram has the shape of an
inverted dome. The solution is separated into phases
inside the dome and is homogeneous outside it. The
cross sections of the dome by the T–c planes form
phase-separation regions with two critical points (upper
and lower). These points form the lines of critical points
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
on the surface of the dome. The lines of the upper and
lower critical points merge at the vertex of the dome,
forming a double critical point.

At concentrations Cx of the third substance for
which phase-separation region does not emerge in the
solution any longer, each T–c plane contains a point
near which we observe an increase in the scattered light
intensity and in the correlation radius of concentration
fluctuations. Such a point on the T–c plane, which lies
on the vertical that drops from the double critical point
onto this plane and is closest to the double critical point
in the 3D phase space, is referred to as a peculiar point.
Peculiar points form a line of peculiar points between
the double critical point and the peculiar point of the
T−c plane corresponding to Cx = 0.

We analyzed the temperature dependences of the
velocity and damping coefficient of hypersound above
the upper critical point and below the lower critical
point in a solution with a phase-separation region as
well as in solutions with a double critical point and with
peculiar points [11–14].

The velocity of hypersound was determined from
the displacement of the Mandelstam–Brillouin compo-
nents in the spectrum of molecular scattering of light,
while the damping coefficient was determined from the
widths of these components. The spectra were studied
on a setup with a multipass piezoscanned Fabry–Perot
interferometer manufactured at Burleigh [11].

The temperature dependences of the velocity and
damping coefficient of hypersound [11–14] as well as

Cx

cc

c

cc

c

0

1 2TL TU

TUTL

DCP
TSP

Dry

Fig. 1. Schematic 3D phase diagram of a solution with a
closed phase-separation region: c is the concentration, T is
the temperature, Cx is the concentration of the admixture, cc
is the critical concentration, TL and TU are the lower and
upper critical temperatures, Dry is the plane corresponding
to the solution without an admixture, DCP is the double
critical point, and SP is the peculiar point.
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Fig. 2. Temperature dependences of the velocity of hyper-
sound (∆T = 7.28°C (1) and ∆T = 0.062°C (1') [11, 13]) and
ultrasound with frequency 2.8 MHz (∆T = 7.2°C (2) [15]) in
guaiacol–glycerol solutions with different phase-separation
regions.
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Fig. 3. Results of approximation of experimental curves
α(T) by formulas (31)–(36) for solutions with ∆T = 7.28°C
[11] (a) and ∆T = 0.062°C (double critical point) [11] (b).
Solid curves are the results of fitting and the dashed curves
describe background damping αB . Points marked by
crosses are not taken into account in the approximation.
Points bounding the regions of approximation are encircled.
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the velocity of propagation of ultrasound in such a solu-
tion [13, 15] exhibit a number of peculiar features.

(i) The value of the temperature coefficient dV/dT of
the hypersound velocity for T > TU is half as large as for
T < TL .

(ii) A temperature region exists in the vicinity of the
double critical point and peculiar points, where
dV/dT = 0.

(iii) The temperature coefficients of the velocity of
ultrasound for T > TU and T < TL are identical.

(iv) For T < TL , anomalously strong dispersion of
sound attaining 22% is observed (Fig. 2).

(v) The hypersound damping coefficient sharply
increases in the vicinity of the upper, lower, and double
critical points. This increase is observed against the
background of a broad and smooth attenuation peak.
Such a background damping is determined by features
of the main components of the solution and is not asso-
ciated with critical phenomena (Fig. 3).

(vi) In the vicinity of the peculiar point, an increase
in the damping coefficient in the form of a narrow peak
against the background of a broad damping peak is also
observed (Fig. 4).

All these clearly manifested features characterizing
the propagation of hypersound in a solution with a
closed phase-separation region have not been explained
theoretically so far. Attempts at using the existing theo-
ries for this purpose were unsuccessful.

3. THEORY

Propagation of ultra- and hypersound in the vicinity
of critical points and phase transitions was studied exper-
imentally and theoretically a long time ago [16–18].

Fixman [17] and Kawasaki [18] described the
behavior of the velocity and absorption coefficient of
ultrasound in the vicinity of the critical points of phase
separation on the basis of interacting mode theories.
The formulas of these theories are in satisfactory agree-
ment with the experimental data obtained in the ultra-
sonic frequency range, in which Ωτ ≤ 1 (Ω is the fre-
quency of sound and τ is the critical fluctuation relax-
ation time).

However, in the high-frequency range in which
Ωτ > 1, the formulas of the above-mentioned theories
give a decrease in the damping coefficient of sound in
the vicinity of the critical points, while our experiments
reveal a sharp increase in its value.

One of the authors of this paper [19, 20] developed
a theory of propagation of sound in the vicinity of the
critical points of phase separation taking into account
nonlocality; in combination with the theory of interact-
ing modes, this theory led to expressions correctly
describing the experimental data even for Ωτ > 1. Com-
parison with the experiment was carried out in the fre-
quency range 0 ≤ Ωτ ≤ 50 (for frequencies of ultra-
sound up to 75 MHz).
AND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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In Chaban’s theory [19, 20], fluctuations of the con-
centration are expanded into a Fourier spectrum in
wavevector k. In this case, thermodynamic potential Φ
(per unit volume) associated with fluctuations of the
concentration has the form [21]

Here,  is the spectral intensity of concentration
fluctuations with wavevector k, χ(krc) = 1/[1 + (krc)2] is
the Ornstein–Zernicke function, and rc is the correla-
tion radius for concentration fluctuations. The value of
B for critical concentrations tends to zero as we
approach the critical points. We write here the expres-
sions for B in the vicinity of an ordinary critical point
as well as the critical points of the closed phase-separa-
tion region, the double critical point, and the peculiar
point:

(1)

(2)

(3)

(4)

Here, γ is the critical index of the generalized suscepti-
bility; c is the mean concentration; Tc , cc , T0, c0, and
TPP , cPP are the absolute temperatures and concentra-
tions of the ordinary critical, double critical, and pecu-
liar points, respectively; and d, d1, d0, a1, a2 and B1, ,

,  are constants. Here, we disregard the smooth-
ing of the binodal vertex in the vicinity of the critical
point, which leads to the dependence B ∝  (c – cc)3. In
the case of large closed phase-separation regions, γ =
1.25 for the critical points. Scattered light intensity I,
correlation radius rc  diffusion coefficient D, and char-

acteristic time τ = /D of fluctuation relaxation can be
expressed in terms of B:

(5)

(6)

(7)

(8)

Here, ε is the dielectric constant; kB is the Boltzmann
constant; η is the shear viscosity; and rc1, τ1, and A are
constants. For the double critical and peculiar points,
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we must substitute  and  for B1 in these formu-
las.

It was shown in [19, 20] that the ultrasound absorp-
tion coefficient divided by the square of frequency Ω as
a function of temperature and concentration is
described by the formula

(9)

Here, ρ is the density of the solution, V0 is the velocity
of sound extrapolated from a region far from the critical
point, and F1(Ωτ) is a function of Ωτ, which is given
in [20] in integrated form. The plot of this function in
the interval 1 < Ωτ ≤ 40 is also given in [19, 20]. This
theory makes it possible to correctly describe the
behavior of the dispersion in the velocity and absorp-
tion coefficient of ultrasound in the vicinity of the crit-
ical points up to Ωτ ≈ 50.

However, attempts at applying the theory developed
in [19, 20] for calculating the hypersound damping
coefficient in a solution with a phase-separation dome
were not successful [22]. The experimental data [11–14]
pertain to the range 104 ≤ Ωτ ≤ 1010. In this range, the
upper integration limit for function F1(Ωτ) cannot be
set at infinity, but should be assumed to be equal to the
cutting factor b = 5 introduced in [20]. This value cor-
responds approximately to the condition of equality
between the correlation radius and wavelength of the
Fourier component of the concentration fluctuations.
For such an upper limit in the range 104 ≤ Ωτ ≤ 1010,
function F1(Ωτ) is found to be proportional to (Ωτ)–2.
This dependence leads to a sharp decrease in the damp-
ing coefficient with decreasing distance from the criti-
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Fig. 4. Result of approximation of experimental curves α(T)
by formulas (32)–(37) for a solutions with a peculiar point
[14]. The solid curve is the result of fitting and the dashed
curve describes background damping αB . Points bounding
the regions of approximation are encircled.
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cal and peculiar points. The damping coefficient is
found to be proportional to B(–2 + 3γ)/γ and decreases in
the critical region.

The unsuccessful attempt at describing the behavior
of the damping coefficient of hypersound using the the-
ory developed in [19, 20] stimulated the search for a
new mechanism responsible for the experimental facts
established in [11–14].

It should be noted that the above-mentioned theories
[17–20] described precisely the absorption of ultra-
sound, i.e., losses in an acoustic wave due to the conver-
sion of its energy into heat. Such a conversion is due to
a delay in the change in the density of the medium rel-
ative to the change in the pressure of the medium upon
the relaxation of the medium (relaxation in concentra-
tion fluctuations in our case). However, attenuation of
the acoustic wave can be due to absorption or scattering
of sound from inhomogeneities. We assumed that the
main mechanism of hypersound damping in a medium
with developed fluctuations for large values of Ωτ is the
scattering of a hypersonic wave from concentration
fluctuations. The damping coefficient associated with
scattering of the acoustic wave describes the width of
the Mandelstam–Brillouin components in analogy to
the absorption coefficient in [5]. In the case of ultra-
sound, this mechanism is insignificant since the ultra-
sound wavelength is much larger than the correlation
radius under the standard experimental conditions. The
hypersound wavelength in the experiments [11–14] is
comparable to the correlation radius. This leads to
strong scattering of hypersound, which is associated
with an incoherent composition of scattered waves
(their intensities are added).

Let us calculate the hypersound damping coefficient
associated with scattering of hypersound from concen-
tration fluctuations. These calculations repeat in many
respects the calculations of the intensity of light scat-
tered from concentration fluctuations in the vicinity of
the critical points which were carried out by Fabelin-
skiœ [8].

Compressibility β of a liquid and its density change
upon a variation of the concentration. To simplify the
analysis, we assume that the relative change in the com-
pressibility is much larger than the relative change in
the density. The final formulas derived here can easily
be generalized to the case when the change in the den-
sity is taken into account. Let us suppose that a medium
contains a spherical region of radius a, in which com-
pressibility β1 differs from the volume-averaged com-
pressibility β. The pressure in an acoustic wave scattered
in this region is given by the known expression [23]

(10)

where p0 is the pressure in the incident plate acoustic
wave, q is the wavenumber of the acoustic wave, and r
is the distance from the center of this region to the point

psc p0
q2a3

3
----------

β1 β–
β

-------------- iqr( )exp
r

----------------------,=
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under investigation. We assume that intensity Isc of the
scattered wave is equal to the time-averaged energy flux
through a sphere of radius L with its center at the center
of the region studied here,

(11)

where v s is the velocity of displacement of particles in
the acoustic wave.

Let us write the ratio (β1 – β)/β in the form

where ∆c is the deviation of the concentration from the
mean value in the region studied. In the subsequent
analysis, we assume that a region of radius a is a region
with correlation radius rc . The intensity of hypersound
scattered from fluctuations of the concentration per unit
volume is described by the expression

(12)

Here, I0 is the intensity of the incident acoustic wave, Λ

is the hypersound wavelength, and  is the vol-
ume-averaged square of deviation of the concentration
from the mean value,

(13)

Here, as before, b is the cutoff factor. Substituting
expression (13) into (12) and setting b = 5, we obtain

where

After a time interval of 1 s, the intensity of the hyper-
sound wave becomes

(14)

which corresponds to the following hypersound damp-
ing coefficient per unit length:

(15)

Substituting into this formula the expressions for B in
the vicinity of the ordinary critical points, critical

Isc 4πL2ρv s r L=

2πp0
2

pV0
------------ q2a3

3
----------

β1 β–
β

-------------- 
 

2

,=

β1 β–
β

--------------
∂β
∂c
------∆c

β
------,=

Isc I0

2 2π( )3rc
3

9Λ4
--------------------- ∂β

∂c
------ 

 
2 ∆c( )2

β2
-------------.=

∆c( )2

∆c( )2 2πkBT
B

---------------- χ krc( )k2 kd

0

b/rc

∫=

=  
2πkBT

Brc
3

---------------- b barctan–( ).

Isc I0G/B,=

G
7.3 2π( )4kBT ∂β/∂c( )2

9Λ4β2
-----------------------------------------------------.=

I I0 1 GV0/B–( ),=

α G/B.=
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points of a solution with a closed phase-separation
region, and double critical and peculiar points, we
obtain, respectively,

(16)

(17)

(18)

(19)

These formulas mainly differ by the expressions in the
brackets. Allowance for variation of the density with
the concentration only leads to a certain change in the
factors in front of the brackets.

As the temperature approaches the double critical
point, formula (18) for c = cc gives the following tem-
perature dependence of α:

(20)

Let us now discuss which value of γ must be chosen for
this formula. For ordinary critical phase-separation
points, we have γ = 1.25. For the double critical point, the
value of γ is apparently different. It was shown in [24, 25]
that the critical index of the correlation radius in the
vicinity of the double critical point is equal approxi-
mately to 0.5. In this region, rc ∝  B–1/2 ∝  (T – T0)–1; con-
sequently, γ = 1 and

(21)

For large closed regions of phase separation, the
hypersound damping coefficient is described by for-
mula (17), where T – TL ≈ const (or T – TU ≈ const); for
c = cc , the dependence α(T) in the vicinity of tempera-
ture Tc has the form

where γ = 1.25. For small phase-separation regions, it is
convenient to represent the expression in the brackets in
formula (17) in the form

(22)

where ∆T = TU – TL , while T0 is, as before, the temper-
ature corresponding to the double critical point and
coinciding with the center of the phase-separation
region. Thus, for small phase-separation regions, for T0

c = cc , we have

(23)

α G
B1'
----- T Tc– d1 c cc–( )2+[ ] γ–

,=

α G
B1
----- T TU–( ) T T L–( ) d1 c cc–( )2+[ ] γ–

,=

α G

B1
0

----- T T0–( )2 d0 c cc–( )2+[ ] γ–
,=

α G

B1
PP

--------- T TPP–( )2 aPP c cPP–( )2 a2+ +[ ] γ–
.=

α T T0–( ) 2γ– .∝

α T T0–( ) 2– .∝

α T Tc– γ– ,∝

α B 1– T T0–( )2 ∆T2/4– d c cc–( )2+[ ] γ–
,∝ ∝

α T T0–( )2 ∆T2/4–[ ] γ–
,∝
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while for the peculiar point we can write

(24)

It remains unclear which value of γ should be taken in
these expressions. For closed phase-separation regions
of various widths, this value must vary from 1 to 1.25.

4. COMPARISON OF EXPERIMENTAL RESULTS 
WITH THE THEORY

Let us first consider the behavior of the velocity of
hypersound in the vicinity of the critical points and the
peculiar point and then compare the experimental data
on damping with the theoretical dependences obtained
in the previous section.

Scattering of hypersound from concentration fluctu-
ations does not change the velocity of hypersound.
However, the mechanism considered in [19, 20] leads
to the following expression for the velocity of sound:

(25)

Function F2(Ωτ) is given in [20] in integrated form. For
Ωτ varying in the range 104–1010, function F2(Ωτ), as
well as F1(Ωτ), is proportional to (Ωτ)–2. According to
estimates, the second term in the brackets is much
smaller than the last term. Consequently, we can write

(26)

The dependence of B–1 on the temperature and con-
centration for small phase-separation regions has the
form (22); the only term depending on p in this expres-
sion is ∆T. The dependence ∆T(p) was not measured for
our solution, but for an analogous solution of
α-picoline-D2O, this dependence has the form

(27)

where p0 = 208 atm and Ap = (2.01 ± 0.12) ×
10−3 °C cm dyne–1/2 [22, 26]. Note that the measured
dependence ∆T(Cx) has an analogous form in our
case [9, 10].

α T TPP–( )2 a2+[ ] γ–
.∝

V V0 1
kBTρV0

2

4π2rc
3B2

------------------- ∂B
∂p
------ 

 
2

F2 Ωτ( )–=

+
kBTρV0

2

8π2rc
3B

-------------------∂2B

∂p2
--------- b barctan–( ) .

V V0–
V0

---------------
kBTρV0

2

8π2rc
3B

-------------------∂2B

∂ p2
--------- b barctan–( ).=

∆T Ap p0 p– ,=
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Assuming that the ∆T(p) dependence for a guaia-
col–glycerol solution has a form similar to (27), we
obtain

(28)

Noting that

(29)

and substituting expressions (28) and (29) into (26), we
find that

(30)

where ν is the critical exponent of the correlation
radius, 3ν – 2 < 0.

Thus, in accordance with relation (30), a peak at the
critical concentration must be observed on the concen-
tration dependence of the velocity of hypersound at
constant temperature against the background of a
smooth variation of the velocity from its value in glyc-
erol to the value in guaiacol. The width of this peak
decreases and the height increases as the temperature
approaches the critical value. The qualitative concen-
tration dependences of the velocity of hypersound
observed earlier [27] were precisely of this type.

The results of measurements of the damping coeffi-
cient of hypersound [11–14] enabled us to compare the
above theoretical description with experiment not only
qualitatively, but also quantitatively. For this purpose,
we used formulas (17)–(24) to approximate the experi-
mentally measured temperature dependence of hyper-
sound damping in guaiacol–glycerol solutions with
phase-separation regions ∆T = 7.28°C and ∆T =
0.062°C (i.e., with a double critical point) and with a
peculiar point [11, 14] at the critical concentration.

For convenience of approximation of measured
dependences α(T) by formulas (17)–(24), we intro-
duced the reduced temperature,

(31)

Then B = B0εγ, where B0 = B1  is a constant, and we
obtain the following expression on account of the fact
that β = 1/ρV2 and that total damping coefficient α(T) is
the sum of the component associated with critical fluc-

1
B
---∂2B

∂p2
---------

Ap
4

16
------γ γ 1–( )=

× T T0–( )2 ∆T2

4
---------– d c cc–( )2+

2–

.

rc
3– r0

3– T T0–( )2 ∆T2

4
---------– d c cc–( )2+

3ν

,=

V V0–
V0

---------------
kBTρV0

2

128π2r0
3

-------------------Ap
4γ γ 1–( ) b barctan–( )=

× T T0–( )2 ∆T2

4
---------– d c cc–( )2+

3ν 2–

,

ε
T T L–( ) T TU–( )

T0
2

-----------------------------------------
T T0–( )2 ∆T /2( )2–

T0
2

------------------------------------------------.= =

T0
2γ
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tuations and described by formula (16) and the back-
ground damping coefficient αB(T):

(32)

It should be noted that, although the background
damping is usually defined as damping in the absence
of critical fluctuations, in the present case we must use
effective background damping coefficient for αB(T). It
must contain, in addition to the damping coefficient
associated with mechanisms not related to critical fluc-
tuations (such as relaxation in a viscous liquid), the
absorption coefficient associated with all other mecha-
nisms. For this reason, the effective background damp-
ing coefficient αB(T) outside the critical region (i.e., for
T – TU > 7°C and for TL – T > 7°C) is plotted directly
through the experimental points (see Figs. 3 and 4).

The experimental data were approximated using the
least-squares method for a linear dependence of the
logarithm of normalized critical damping coefficient,

(33)

on the logarithm of reduced temperature (31).
The values of ρ, V0, and refractive index n required

for calculating the values of q, which appear in expres-
sion (33), are known for various solutions and temper-
atures [11–14] and amount to (subscript 7.28 corre-
sponds to the width of the phase-separation region)

for a solution with ∆T = 7.28°C and

for a solution with a double critical point. Here, V0L and
V0U are the velocities of hypersound at T < TL and T >
TU , respectively.

The temperature dependence of quantity ∂β/∂c is
defined in terms of quantities ∂V/∂c and ∂ρ/∂c for vari-
ous temperatures:

(34)

α ε( ) αB T( ) 0.811kBTq4ρ2V0
4 ∂β

∂c
------ 

 
2ε γ–

B0
------.+=

α T( ) αB T( )–

0.811kBTq4ρ2V0
4 ∂β/∂c( )2

---------------------------------------------------------------,ln

ρ7.28 g/cm2[ ] 1.1892 T 20°C–( ) 8.912 10 4–×× ,–=

ρDCP g/cm2[ ]  = 1.1892 T 20°C–( ) 8.9075 10 4–×× ,–

n7.28 1.497 T 50°C–( ) 4.6 10 4– ,××–=

nDCP 1.497 T 50°C–( ) 4.593 10 4– ,××–=

V0L m/s[ ] 2410 11.83T [°C],–=

V0U m/s[ ] 2129 6.77T [°C]–=

V0L m/s[ ] 2410 11.39T [°C],–=

V0U m/s[ ] 2046 5.67T [°C]–=

∂β
∂c
------

1

ρ2
-----∂ρ

∂c
------ 1

V0
2

------–
2

ρV0
3

---------
∂V0

∂c
---------.–=
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It was found that, if concentration c is measured in vol-
ume fractions, the temperature dependence of quantity
∂V0/∂c obtained from the data presented in [27] in the
entire temperature interval 33°C < T < 85°C of interest
is correctly described by the expression

(35)

Under the same condition, expression (34) can be writ-
ten in terms of the difference in the densities of the
solution components, ∆ρ = 0.126 g/cm3:

(36)

Substituting expression (35) as well as the values of
ρ(T) given above into this formula, we obtain the
empirical expression for the temperature dependence of
quantity ∂β/∂c, which is used in normalization (33).

The values of γ and B0 were defined by approxima-
tion by formula (32) of the experimental data presented
in Fig. 3a for the solution with ∆T = 7.28°C and in
Fig. 3b for the solution with a double critical point.

For the solution with a peculiar point, the approxi-
mation was carried out in the same way, the only differ-
ence being that the reduced temperature had the form

(37)

instead of (31). Parameter a2, having the meaning of the
squared distance from the peculiar point to the double
critical point along the Cx axis (see Fig. 1), was initially
unknown and was determined by minimizing the resid-

ual root-mean-square error of approximation:  =
2.39°C. The values of ρ and n were the same as for the
solution with a double critical point; the velocity of
hypersound below and above the critical points was
defined as V0L = 2332 – 11.26T[°C] and V0U[m/s] =
2008 – 6.167T[°C] [14]. The result of approximation
was given above in Fig. 4.

It should be noted that formulas (10)–(19) describe
the attenuation of sound due to scattering from spheri-
cal fluctuations and are valid as long as rc ! Λ. For scat-
terers of size r ≥ Λ/4, the increase in the scattering coef-
ficient with r is substantially slowed; the scattering
coefficient attains its maximum value at r ≈ 1.5Λ and
then decreases [28]. For this reason, the experimental
points for which rc > 2500 Å were disregarded in
approximation (see Fig. 3). It should be noted that the
dependence of the scattering coefficient on the particle
size, which was theoretically obtained in [28], also

∂V0

∂c
--------- T( ) cm

s
------- 1.4644 106 7.9280 104T×+×–=

– 1783T2 18.306T3 0.0708T4  ( T   in  ° C).–+

∂β
∂c
------ 0.126

ρ
------------- 2

∂V0

∂c
--------- 1

V0
------– 

  1

ρV0
2

---------.=

εPP

T TPP–( )2 a2+

TPP
2

------------------------------------=

a2
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explains nonmonotonicity in the dependence 

 

α

 

(

 

T

 

) in
the immediate vicinity of the upper and lower critical
phase-separation points, where the value of 

 

r

 

c

 

 becomes
comparable with 

 

Λ

 

.
As a result of approximation, we obtained the fol-

lowing critical indices 

 

γ

 

: 

 

γ

 

 = 1.14 

 

±

 

 0.21 (or 

 

γ

 

 = 1.22 

 

±

 

0.22 in the case of minimization of the residual approx-
imation error 

 

α

 

 by varying the values of 

 

T

 

U

 

 and 

 

T

 

L

 

) for
the solution with 

 
∆

 
T

 
 = 7.28

 
°

 
C, 

 
γ

 
 = 0.90 

 
±

 
 0.21 for the

solution with a double critical point, and  γ  = 1.03  ±  0.10
for the solution with a peculiar point. These values of 

 
γ

 

correspond to the theoretical prediction given by for-
mulas (17)–(19), (23), (24), and (32).

5. CONCLUSIONS

We have studied the behavior of the velocity and
damping coefficient of hypersound in solutions with a
closed phase-separation region, a double critical point,
and a peculiar point and proposed an explanation for
the sharp increase in the damping coefficient of hyper-
sound, which is observed in the vicinity of the critical
and peculiar points. A theory describing the behavior of
hypersound in the critical region, based on the mecha-
nism of hypersound scattering from concentration fluc-
tuations, has been proposed. A comparison of our for-
mulas with the experimental data has revealed good
agreement.
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ORDER, DISORDER, AND PHASE TRANSITIONS 
IN CONDENSED SYSTEMS
The Vortex State of an Antiferromagnet
with Uniaxial Anisotropy
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Abstract—For the model of an antiferromagnet with easy-axis anisotropy, we have determined the multisoliton
state that corresponds to the domain boundary on the surface of which antiferromagnetic vortices of various
topological charges are localized. We analyze the pattern of interaction between the vortices. We show that
repulsive and attractive forces equivalent to the forces of electrostatic interaction between point charges in a
plane act between the vortices with like and unlike topological charges, respectively. However, there is a steady
state in this case, since these vortices in the model of a uniaxial antiferromagnet have an infinite effective mass
and do not change their relative positions. We give a general solution that describes the vortex structures on the
surface of the domain boundary. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

Planar domain boundaries (DBs) and isolated stripe
domains are among the best studied elements of
domain structures. Their mathematical images are one-
dimensional soliton solutions of the Landau–Lifshitz
equations in the form of kinks and breathers, respec-
tively.

The magnetic and antiferromagnetic solitons in two-
and three-dimensional systems are less well understood
than their one-dimensional counterparts. The first mul-
tidimensional solution that describes the vortex states
in an isotropic ferromagnet (FM) was found by Belavin
and Polyakov [2]. Khodenkov [2, 3] pointed out the
existence of a class of particular solutions to the Lan-
dau–Lifshitz equations in the model of an easy-axis
FM, considered the solution describing a single mag-
netic vortex [2] and a pair of interacting vertices [3],
and surmised that such vortex structures exist in easy-
axis antiferromagnets (AFMs).

When the domain structure in collinear antiferro-
magnetic systems is considered, no problem of allow-
ing for the magnetodipole contributions exists. The
equations of motion for the antiferromagnetic vector
are invariant to the Lorentz transformation and admit
the existence of a dynamical soliton state. In this paper,
we find a three-dimensional solution of the Landau–
Lifshitz equations that describes a family of topological
solitons for the model of an easy-axis AFM. The solu-
tion admits a dynamical generalization and incorpo-
rates the influence of the magnetic field directed along
the anisotropy axis.

We discuss the interaction and stability of a system
of antiferromagnetic vortices in actual antiferromag-
netic systems.
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Let us consider the model of an unbounded two-sub-
lattice AFM with easy-axis anisotropy whose direction
coincides with the z axis of the coordinate system. The
AFM is assumed to be in a uniform magnetic field
directed along the easy axis in z. The expression for the
energy density of this system is

(1)

where A is the uniform exchange constant; α1, α2 are
the nonuniform exchange constants; β1, β2 are the
uniaxial anisotropy constants; i = x, y, z; M = M1 + M2
is the magnetization vector; M1, M2 are the magnetiza-
tions of the AFM sublattices; L = M1 – M2 is the anti-
ferromagnetic vector, the main parameter of the sys-
tem; and

Based on the natural (for an AFM) assumption that
the relativistic interaction energy is negligible com-
pared to the exchange energy, the equations of motion
for the vectors M and L can be reduced to one equation
for the antiferromagnetic vector L. For a system with
the energy density (1), this equation is [4]

(2)
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where l = L/2M0 is the reduced antiferromagnetic vec-

tor, h = H/2M0  is the reduced magnetic field
directed along the anisotropy axis parallel to the z axis,

c = (4µ0M0/")  is the characteristic velocity, ω0 =

c/δ (δ = ) is the characteristic length, and µ0 is
the Bohr magneton.

This procedure for deriving the equations of motion
for AFMs can be familiarized with, for example, in [4]
and [5].

Equation (2) has a fairly wide validity range defined
by the relations

(3)

The components of the vector M can be expressed in
terms of the vector L and its derivatives [5]:

(4)

Since the length of the antiferromagnetic vector is
virtually constant in approximation (3), for the subse-
quent calculations, it is appropriate to introduce the
angular variables θ and ϕ related to the components of
the vector L by

(5)

Equation of motion for AFM (2) in terms of the angular
variables takes the form

(6)

where ωH = 2µ0H/"  and the dots over the functions
denote time differentiation.

In order not to restrict the generality of our analysis,
let us pass to a different orthogonal coordinate system
with unit vectors e1, e2, e3. In doing so, we assume that
the new coordinate system is oriented arbitrarily with
respect to the original one.

Equations (6) remain unchanged, with the only dif-
ference that

The radius vector of a point in space in the new coordi-
nate system is

Let us consider the localized antiferromagnetic
states that would be homogeneous at infinity. Since we
examine various antiferromagnetic configurations, the
explicit form of the boundary conditions is concretized
below.
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Assuming that the antiferromagnetic configuration
moves at constant velocity v  along the ξ axis, we repre-
sent the polar and azimuthal angles of the antiferromag-
netic vector as

(7)

where ξ* = (ξ – v t)/  and ω' is the antiferro-
magnetic-vector precession frequency.

Introducing the variable ξ* essentially implies the
passage to a comoving coordinate system that uni-
formly moves together with the antiferromagnetic con-
figuration.

Given that

Eqs. (6) in the comoving coordinate system transform
into

(8)

where

In particular, it follows from Eqs. (8) that these become
identities if ψ and u are harmonic functions and satisfy
the equations

(9)

At the same time, these quantities must satisfy the addi-
tional conditions

(10)

Let us determine the localized antiferromagnetic
configurations that satisfy Eqs. (9) and (10).
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2. VORTEX STATES IN THE MODELS
OF EASY-AXIS AND ISOTROPIC AFMs

(1) Let us require, for example, that θ = 0 or θ = π,
∂θ/∂ξ* = 0, and the derivative ∂ψ/∂ξ* be bounded for
ξ*  ±∞.

In the simplest case, these conditions can be satis-
fied by choosing ψ and u in the form of linear functions:

(11)

where ψ0 and ξ0 are the integration constants.

Configuration (7), (11) describes a 180-degree DB
whose uniform motion is accompanied by a precession
of the antiferromagnetic vector. The dynamical proper-
ties of this structure were studied in detail in [5]. Basi-
cally, ξ0 defines the DB coordinate.

Our objective is to find a three-dimensional multi-
soliton solution. We seek this solution in the form of a
DB with the coordinate ξ0 and the azimuthal angle ψ0
modulated in space by assuming that

(12)

Substituting (12) into (9), we find that the sought
functions ξ0 and ψ0 must satisfy the equations

(13)

The additional conditions (10) for these quantities take
the form

(14)
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space where sinθ ≠ 0, ψ0(η, ζ) and ξ0(η, ζ) must be the
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tions. The additional conditions (14) are satisfied auto-
matically if these functions are related by the Cauchy–
Riemann conditions:

(15)

Thus, the coordinate ξ0(η, ζ) of the DB and the azi-
muthal angle ψ0(η, ζ) of the magnetization vector are
arbitrary conjugate harmonic functions.

Such a result also holds for the FM model with easy-
axis anisotropy [2, 3]. It is easy to show that this rela-
tionship between ξ0(η, ζ) and ψ0(η, ζ) holds for the
soliton configurations of isotropic FMs and AFMs.

Certain boundary conditions should be specified to
unambiguously determine the AFM configuration. In
this paper, from the entire variety of conjugate har-
monic functions, we choose those that describe the
antiferromagnetic vortices by assuming that

(16)

where C1 is an arbitrary constant that defines the DB
location along the ξ axis, N is the number of vortices,
(ηk, ζk) is the coordinate of the core of vortex k, and νk

is a number that defines its topological charge. Below,
we return to the question of νk values.

We find from the Cauchy–Riemann conditions (15)
that, to an arbitrary constant, the function ψ0(η, ζ) con-
jugate to ξ0(η, ζ) is

(17)

where C2 is the integration constant.

The coordinate ξ0(η, ζ) of the DB and the azimuthal
angle ψ0(η, ζ) of the magnetization vector (see (16) and
(17)) are harmonic functions on the entire ηζ  plane,
except for the coordinates (ηk, ζk) of the vortex cores,
since the Laplace equation for ξ0(η, ζ) at these points
does not turn into an identity.

Nonetheless, Eqs. (16) and (17) are still the solution
of Eqs. (13), since sinθ becomes zero at the singular
points (ηk, ζk) where ξ0(η, ζ) and ψ0(η, ζ) are not har-
monic functions.
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Fig. 1. Image of the surface of the AFM DB with two vortices at (a) zero (ν1 = –ν2) and (b) nonzero (ν1 = ν2 < 0) total topological
charges of the vortices.
Thus, we found a three-dimensional solution of the
equations of motion for AFM:

(18)

This solution describes the family of static antiferro-
magnetic vortices localized on the surface of a moving
DB. The vortex axes can be oriented arbitrarily with
respect to the anisotropy axis.

An important result of our study is the conclusion
that the presence of vortices on the surface of the DB
does not affect the dynamical parameters of the latter,
since the DB velocity, the precession frequency, and the
wavenumber k do not depend on the topological charge
of the individual vortices and the vortex structure as a
whole.

It follows from our qualitative analysis of configura-
tion (18) that the points in space where the condition
ξ* = ξ0(η, ζ) is satisfied form the DB surface in passing
through which the antiferromagnetic vector component
lz = 1 · e changes its sign. Figure 1 shows fragments of
such surfaces for various AFM configurations.

Clearly, if the total charge of the system of vortices,
, is zero, then the DB surface far from it is flat.

If, alternatively, this charge is nonzero, then the DB
shape is close to the surface formed by the rotation of
the ξ* = ( )lnη curve around the ξ* axis.

In the easy-axis AFM model, the DB surface asymp-
totically extends to infinity along the vortex axis, con-
tracting exponentially. In fact, the validity range of this
result is determined by the restrictions in using the con-
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tinual approach of the phenomenological theory of
antiferromagnetism. A natural restriction of the antifer-
romagnetic vortex diameter is the lattice parameter a.

(2) The next localized configuration whose exist-
ence is allowed by the easy-axis AFM model is the fam-
ily of vortices moving at constant velocity over the sur-
face of a 180-degree DB.

To determine this structure, let us specify the bound-
ary conditions by requiring that θ = 0 or θ = π, ∂θ/∂ζ =
0, and the derivative ∂ψ/∂ζ be bounded for ζ  ±∞.
As in the previous case, we seek a solution in form (7)
by assuming that the functions u(r, t) and ψ(r, t) satisfy
Eqs. (9) and the additional conditions (10).

The simplest soliton solution of Eqs. (9) and (10)
corresponding to the specified boundary conditions is a
planar 180-degree DB:

(19)

where ζ0 and ψ0 are the integration constants.
We seek a three-dimensional multisoliton configu-

ration in the form of DB (19) with the coordinate ζ0 and
the azimuthal angle ψ0 modulated in space by assuming
that

(20)

Substituting (20) into (9), we find that the sought func-
tions ζ0 and ψ0 must satisfy the equations

(21)
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Fig. 2. (a) Image of the surface of the AFM DB with one vortex moving at constant velocity v  parallel to the ξ axis and (b) the
isolines formed by the sections of this surface by planes perpendicular to the ζ axis. The ratio v2/c2 = 0.9.
The additional conditions (10) for these quantities take
the form

(22)

As in the previous case, the system of equations and
additional conditions (21) and (22) has a solution that
describes the family of vortices. However, these vorti-
ces execute simultaneous motion at constant velocity
along the surface of the DB at rest.

The expression that describes this configuration is

(23)

where

The points in space where the condition ζ =
ζ0(ξ*, η) is satisfied from the DB surface, in passing
through which the antiferromagnetic vector component
lz = l · ez changes its sign. Figure 2a shows a fragment
of this surface that contains an antiferromagnetic vortex
moving at constant velocity. Figure 2b display the iso-
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lines formed by the section of the vortex by planes per-
pendicular to its axis. Figure 2 illustrates the Lorentz
transformation of the structure of the vortex caused by
its motion: the linear sizes of the vortex in the direction

of its motion reduce by a factor of 1/ .

(3) By arranging the vortices in space in a certain
way, we can obtain various AFM configurations.
Below, we give two of these defined by elementary
functions.

For example, if vortices (23) with identical topolog-
ical charges νn = ν are arranged in the form of a periodic
chain along the η axis, then the distribution of the angle
ϕ can be represented as

(24)

where d is the vortex period. The result of the summa-
tion of this series can be expressed in terms of elemen-
tary functions [6]:

(25)

Based on the expression for the function ϕ(r, t), we find
the function u(r, t) conjugate to it; the polar angle of the
antiferromagnetic vector can then be written as
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In a similar way, we can show that the configuration
of the antiferromagnetic vector for a chain of vortices
with alternating signs of the topological charge is
defined by

(27)

where

We will not analyze the distribution of the antiferro-
magnetic vector for these configurations and give only
the images of the surfaces that separate the domains
with the opposite signs of the antiferromagnetic vector
component lz (Fig. 3). As we see from Fig. 3b, the DB
surface is flat far from the chain of vortices with alter-
nating signs of the topological charge. If, however, the
signs are identical, then the DB far from the chain of
vortices consists of two flat regions oriented at an angle
χ relative to each other (Fig. 3a). This angle depends on
the topological charge ν and the vortex period d and is
defined by

(4) The transformation of the derived configurations
when passing to the isotropic AFM model is of consid-
erable interest.

The configuration that corresponds to the family of
vortices in an isotropic AFM can be obtained without
additional calculations from relations (18), (23), (26),
and (27) by passing to the limit β1  0 (δ  ∞).

Thus, for an AFM whose structure is described
by (23), passing to the limit yields

(28)

where q is an arbitrary constant in units of reciprocal
length.

Relations (28) define a configuration with two-
dimensional modulation of the antiferromagnetic vec-
tor in the ξη  plane. In the static case, this structure
closely coincides with the family of Belavin–Polyakov
solitons [1] and may be considered as a special case of
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the soliton configurations of easy-axis anisotropic
systems.

When passing to an isotropic AFM, expressions (25)
and (26), which describe the chain of vortices with like
charges, transform into

(29)

where  and  are arbitrary constants.

For the chain of vortices with alternating signs of the
topological charge, the distribution of the antiferromag-
netic vector in an isotropic system can be written as

(30)

It follows from Eqs. (28)–(30) that the vortices in
the isotropic AFM model have a two-dimensional
structure and differ fundamentally from the vortices in
an AFM with easy-axis anisotropy. Our qualitative
analysis of the results obtained shows that including the
easy-axis anisotropy modifies the two-dimensional dis-
tribution of the antiferromagnetic vector for vortex
structures typical of the isotropic AFM model and
causes their modulation in the third direction.

(5) Returning to the topological charge, note that
Khodenkov [3] discussed the possibility of the exist-
ence of vortices in an AFM with half-integer values of
νk = nk + 1/2, where nk = 0, ±1, ±2, …. At such νk , there
must be a geometrical boundary that separates the
regions with l and –l. Since the AFM states with l and
−l are totally equivalent, the nonuniqueness of the vec-
tor l is believed to be unrelated to any discontinuity in
spin density and shows that peculiar nonuniform distri-
butions of the vectors 
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in the macroscopic theory based on the requirement
that the magnetic sublattices 

 
M

 

1

 
 and 

 
M

 

2

 
 be indistin-

guishable [5]. At the same time, as we show in the next
subsection, the macroscopic continual approximation is
not self-sufficient. For example, when the energy char-
acteristics of the vortex structure are determined, one
has to impose constraints on the sizes of the domain of
integration and to use the crystal cell parameter. In this
case, the assertion that the magnetic sublattices are
indistinguishable becomes incorrect. In addition,
although the 
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 states are equivalent in energy
terms and with respect to the external fields, this equiv-
alency may turn out to break at the banks of the geomet-
rical boundary where there is a contact between the
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Fig. 3. Images of the surfaces of the AFM DB with chains of vortices with (a) identical and (b) alternating signs of the topological
charge arranged periodically along the η axis (the structures are described by Eqs. (27), (28), and (29), respectively) and the isolines
formed by the sections of these surfaces by planes perpendicular to the ζ axis.

(c)
regions with l and –l and a layer with ferromagnetic
coupling can be formed.

The discussion of this question is beyond the scope
of our study. We only emphasize that a soliton configu-
ration with an integer topological charge corresponds to
the continuity condition for both the antiferromagnetic
vector and the sublattice magnetization vectors, M1 and
M2. Therefore, below, we discuss AFM configurations
with νk = 0, ±1, ±2, ….

(6) Let us consider the influence of dissipative prop-
erties of the medium on the dynamics of vortex struc-
tures. We take into account the dissipation by means of
the dissipative function whose density in the simples
form (equivalent to the Hilbert–Landau form for ferro-
magnets) for the angular variables is proportional to

1
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where τ is a phenomenological parameter that charac-
terizes the relaxation time of the system.

Given the dissipative terms, the equations of
motion (6) take the form

(31)

For simplicity, we exclude the magnetic field from our
analysis by assuming that ωH = 0 and consider the
motion of the family of vortices on the surface of the
DB at rest by including the dissipation in the nonrela-
tivistic limit v 2/c2  0. It is easy to show that the sys-

∂
∂t
----- ϕ̇ ωH–( ) θ 1

τ
---ϕ̇ θ c2div —ϕ( ) θsin

2[ ]+sin
2

–sin
2

–  = 0,

θ̇̇ 1
τ
---θ̇ c2—2θ– ω0

2
c2 —ϕ( )2+[+ +

– ϕ̇ ωH–( )2 ] θ θcossin 0.=
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tem of equations (31) in this case has the solution

(32)

where

ξk(t) = ξk(0) + v 0τ(1 – e–t/τ) is the coordinate of the vor-
tex core, and v 0 is the initial velocity.

Thus, the motion of the core of an antiferromagnetic
vortex is similar in pattern to the motion of a particle in
a dissipative medium. The velocity decreases exponen-
tially. In the travel time, the vortices displace by the dis-
tance v 0τ.

3. THE INTERACTION
BETWEEN ANTIFERROMAGNETIC VORTICES. 

INSTABILITY OF THE VORTEX STATE

Let us turn to the interaction between antiferromag-
netic vortices (18) and (23) and to the stability of such
states. For simplicity, we will consider configuration (23)
in the static case (v  = 0, ωH = 0).

If we write the volume integral of the energy density
(1) for AFM in the static case for configuration (23)
and perform integration over the variable ζ, then, given
condition (22), we will obtain the following result:

(33)

where

ε is the energy per unit surface area of the 180-degree

AFM DB, U0 = –2β1 V + εS is the energy of the
AFM with the DB, and S is the cross-sectional area of
the AFM sample in the ξη  plane; the second term
in (33) represents the intrinsic energy of the system of
vortices.

We perform integration in the ξη  plane over a circu-
lar area containing the family of antiferromagnetic vor-
tices. We assume that the center of the circle lies within
the region where the antiferromagnetic vortex cores are
concentrated and that its radius R is much larger than
the size of this region (R @ |ξk|, |ηk|). In what follows, it
is necessary to pass to the limit by letting R approach
the AFM boundaries.
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Through integration by parts and based on the diver-
gence theorem, expression (34) for the energy of the
vortex system can be transformed into

(34)

The first integral in (34) is calculated over a circular
path with a large radius R, dl is the element of length of
the path. The subscript n means that the projection of
the vector ζ0—⊥ ζ0 onto the normal to the element of
length of the path is taken in the integrand.

Following the distribution of the vector l far from
the vortex structure, we note that it coincides with the
distribution for one vortex with a charge equal to the
total charge of the system. Indeed, given the condition
R @ |ξk|, |ηk|, expression (23) can be represented as

(35)

where

whereupon the integral in question can be easily calcu-
lated. Calculating the second integral in (34) causes no
difficulty either, since

Finally, we obtain

(36)

where

Rik is the separation between the vortex axes.
At i ≠ k, the second term in (36) defines the vortex

interaction energy. Clearly, this energy does not depend
on the influence of the remaining neighbors. The force
of interaction has the same form as that for point
charges in a plane:

(37)

Accordingly, the vortices repel and attract each other
for like and unlike topological charges, respectively.
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Expression (36) for the energy of the vortex system
shows that the continual approximation of the macro-
scopic theory, according to which the intrinsic energy
of an individual vortex is an unbounded quantity, since
Rik = 0 at i = k, is limited. This explains the stationary
configurations (18) and (23) that exist despite the inter-
action between individual vortices. Indeed, since the
intrinsic energy in the continual approximation, as well
as the effective vortex mass, is infinitely high, the influ-
ence of the finite (in magnitude) interactions between the
vortices cannot change their relative positions.

The situation will change if the constraints deter-
mined by the period of the crystal structure are imposed
on the diameter of the vortex core. Therefore, when
writing Rii in (36), we assume that Rii = aK, where K is an
integer. The uncertainty related to the introduction of
parameter K for materials with δ/a @ K is of no funda-
mental importance, since it leads only to relatively small
energy corrections that do not depend on the sample sizes
and the vortex arrangement. Consequently, the parameter
K can generally be excluded from our analysis.

Dividing the system’s energy (36) by the intrinsic
energy of the vortices and the interaction energy, we
write

(38)

It is easy to see that the energy of the family of vortices
with a zero total charge is always bounded. If the total
topological charge of the system is nonzero,  ≠ 0,
then the vortex energy is determined by the AFM sizes
and increases infinitely as R  ∞, just as the disclina-
tion energy in AFM [5].

In conclusion, let us compare the potential energy
U(ν1, ν2) of a pair of vortices with charges ν1 and ν2
with the energy U(ν) of one vortex whose charge is
equal to the total charge ν = ν1 + ν2 of this pair. As fol-
lows from relation (36), the difference between these
energies is

(39)

This result indicates that the vortex is unstable against
its decay into components with an elementary charge.
At the same time, if the neighboring vortices have
unlike charges, their merger is energetically favorable.

Thus, in actual physical systems, the stable exist-
ence of vortex structures is possible only in the case of
artificial nucleation and stabilization. For example, vor-

U U0– E νk

k

∑ 
 
 

2
R
a
--- 

  E ν iνk

Rik

a
------- 

  .ln
i k,
∑–ln=

νkk∑

∆U U ν( ) U ν1 ν2,( )– 2Eν1ν2 R12/a( ).ln= =
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tices of this type can be nucleated in easy-axis ferromag-
netic systems near ferromagnetic dots with a small diam-
eter (much less than the DB thickness parameter δ) in a
ferromagnetic medium if there is a magnetic exchange
interaction between the dot material and the medium.

4. CONCLUSIONS

Note that all of the configurations considered are a
special case of a more general distribution of the anti-
ferromagnetic vector:

(40)

where

u(ξ, η), v(ξ, η) are any conjugate harmonic functions;
uk , v k are arbitrary constants. Note that expression (16)
also solves the Landau–Lifshitz equations in the FM
model with easy-axis anisotropy.
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Abstract—The magnetic phase diagram of the Fe/Cr/Fe three-layer structure with almost ideal interlayer
boundaries was constructed. The effective interlayer interaction in this structure was described by the “half-
angle coupling” model. Various system configurations were analyzed taking into account crystalline anisotropy,
and the ground state of the system was determined. The behavior of the structure in an external magnetic field
applied along easy and hard magnetic axes was studied. The magnetization curves M(H) characteristic of struc-
tures with various interface roughness parameter and interlayer exchange values were described and analyzed.
The experimental situation is discussed. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

Interest in multilayer structures of the Fe/Cr type
has not lessened for almost two decades and has been
continuously stirred up by new experimental results.
For these structures, such striking effects as giant mag-
netoresistance, the long- and short-period oscillations
of the effective interaction of ferromagnetic Fe layers
depending on the thickness of antiferromagnetic Cr
spacers between them, the phase slip of this interaction,
the noncollinear magnetization configurations of
neighboring ferromagnetic layers, etc. (in particular,
see reviews [1–4]), have been observed for the first
time. Studies of the special features of the magnetic
coupling of ferromagnetic layers in the structures under
consideration allow conclusions to be drawn on two
factors that play a determining role. First, this is spe-
cific spin ordering, called spin density wave, in the anti-
ferromagnetic chromium interlayer [3]. The second
factor is inevitable roughness of boundaries between
iron and chromium layers determined by the technolog-
ical conditions of multilayer structure growth [1, 5].
These two factors were simultaneously taken into
account at a qualitative level in the “bilinear-biqua-
dratic” model [6], which presupposed the division of
the Fe layers into ferromagnetic domains, the absence
of deformation of the antiferromagnetic structure in the
Cr spacer, and stiff exchange coupling at the Fe/Cr
interface. This model gives the dependence of the effec-
tive exchange energy E(ψ) on the angle ψ between the
magnetizations of neighboring ferromagnetic layers in
the form of the sum of terms proportional to cosψ and
cos2ψ, along with the coefficients that depend on the
temperature and spacer thickness. Remarkably, the esti-
mates obtained in [7] on the assumption different from
that made in [6], that is, on the assumption of a weak
1063-7761/05/10003- $26.000568
spin structure deformation in the antiferromagnetic
spacer and uniformly magnetized ferromagnetic plates,
gave the E(ψ) functional dependence of magnetic cou-
pling energy similar in form to that reported in [6].

Note that, for the first time, the term proportional to
cos2ψ was introduced into the interlayer interaction
energy purely phenomenologically, to explain a non-
collinear magnetic configuration of the Fe/Cr/Fe three-
multilayer structure [8]. Since then, the model sug-
gested in [6] has been used in virtually all experimental
works to interpret the data on the magnetic properties of
Fe/Cr-type systems. Sometimes, this was done fairly
successfully [4, 7]. Nevertheless, many facts do not fit
such interpretation. This is especially true of structures
prepared using optimum technologies and having high-
quality interlayer boundaries. For instance, the data on
the reflection of polarized neutrons and the magnetoop-
tical Kerr effect obtained in [9] for [Fe/Cr](001) super-
lattices grown at 250°C, with an estimated noncorre-
lated interface roughness of order 10 nm, led the
authors to seek an explanation of the behavior of inter-
layer coupling in terms of the “proximity magnetism”
model [10], different in principle from that suggested
in [6]. This model is, however, more suitable for
describing systems with strong exchange interaction
between local moments at the ferromagnet/antiferro-
magnet boundary such as Fe/Mn structures [11] rather
than Fe/Cr-type systems in which this interaction is
weak [12, 13] and spin density is strongly delocalized
in spacers.

The recent data obtained in [14] in studying
Fe/Cr/Fe(001) sandwiches by Kerr magnetometry and
Mandelstam–Brillouin light scattering show that the
character of interlayer interaction changes substantially
depending on the structure and quality of the Fe/Cr
 © 2005 Pleiades Publishing, Inc.
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interface. According to [14], the experimental data on
structures with weakly rough interfaces can be inter-
preted more correctly using the proximity magnetism
model [10] or the so-called half-angle coupling model
than the model suggested in [6]. The half-angle cou-
pling model will be considered in more detail in what
follows.

The inhomogeneous antiferromagnetic state of the
type of spin density wave formed in Cr spacers over a
broad range of thickness and temperature values is
extremely sensitive to the quality and geometry of the
interface. A self-consistent description of this state
(charge-induced spin density wave) was suggested
in [12, 13]; it was based on the theory of a localized
spin density wave [15] suggested more than 15 years
ago to describe the properties of dilute chromium-
based alloys. The approach developed in [12, 13]
allowed several unusual properties of Fe/Cr-type mag-
netic nanostructures to be explained. First and fore-
most, this relates to the description of phase diagrams
(temperature–spacer thickness) for superlattices of
various orientations and compositions ([Fe/Cr](001)
[1–3], [Fe/Cr1 – xFex](001) [16], [Fe/Cr](011) [17], and
[Cr1 − xMnx/Cr](001) [18]). The widely known phenom-
enon of the phase slip of effective interlayer interaction
in a whisker-grown Fe/Cr/Fe(001) three-layer structure
with a wedge-like spacer [1–3] and the recently
observed phenomenon of the rearrangement of the
structure of spin density wave caused by the introduc-
tion of δ-doping submonolayers of some metals [19]
also fit this scheme well.

A new mechanism of interlayer magnetic coupling
was suggested in [20–22] for the Fe/Cr/Fe(001) three-
layer structure with rough interlayer boundaries and
thick iron layers. In this mechanism, the antiferromag-
netic spacer acquires substantial exchange stiffness at
high (compared with the Néel point TN) temperatures
because of the formation of a charge-induced spin den-
sity wave. The approach suggested in [21, 22] was used
to substantiate the existence of noncollinear states and
obtain an equation for the energy E(ψ) whose value and
form substantially depended on the quality of Fe/Cr
interfaces. The E(ψ) function takes the traditional form
of bilinear-biquadratic interaction only in the limit of a
high concentration of monatomic steps (we will use the
term “monostep”) at interfaces. In the opposite situa-
tion, when the relief of the Fe/Cr boundary surface is
modulated by broad terraces, the E(ψ) analytic depen-
dence obtained in [21, 22] has no phenomenological
analog.

In this work, we study the behavior of the magneti-
zation M of a Fe/Cr/Fe(001) three-layer structure in an
external magnetic field H. We confine our consider-
ation to a structure with a low concentration of
monosteps at the boundaries between the antiferromag-
netic spacer and ferromagnetic plates, which are
assumed to be sufficiently thick for considering them
uniformly magnetized. Precisely in this (of course ide-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
alized) situation do the special features of the state with
charge-induced spin density wave and of the M(H)
dependence for the Fe/Cr structure with an almost ideal
interface explicitly manifest themselves. The opposite
situation with a high concentration of monosteps at
interfaces is characteristic of systems with a bilinear-
biquadratic interlayer coupling in an external field,
which have repeatedly been analyzed theoretically [4].

2. THE HALF-ANGLE COUPLING MODEL 
FOR INTERLAYER MAGNETIC COUPLING
IN A Fe/Cr/Fe THREE-LAYER STRUCTURE

Recall the main characteristics of the model [22].
The temperature range TN < T < T0 corresponding to
short-range antiferromagnetic order in the chromium
spacer is considered; here, T0 ! TC , where TC is the
Curie temperature of the iron plates. The thickness of
the ferromagnetic layers is assumed to be sufficiently
large, and the magnetization density S within the ferro-
magnetic layers can be considered uniform and temper-
ature-independent at T0 ! TC . At the same time, the
thickness L of the antiferromagnetic spacer can vary
over a fairly wide range provided the condition L > 2ξ0,
where ξ0 is the spin density wave coherence length, is
satisfied. The magnetization density of the antiferro-
magnetic sublattices s(r) can be very inhomogeneous
and strongly depend on temperature over the tempera-
ture range under consideration, [13]. A detailed
description of the system with the Ginzburg–Landau
expansion of its thermodynamic potential is presented
in [12, 13, 20, 21, 22] in terms of the antiferromagnetic
order parameter, that is, the spin density wave ampli-
tude in the spacer D(r) = Us(r), where U is the effective
spin density wave potential. The reason why D(r) is
nonzero above the Néel temperature of bulk chromium
is an increase in the electronic spin susceptibility close
to the interface because of charge flowing between the
Fe and Cr layers. This effect can be formally described
as a local increase in the coupling constant U, which
determines the characteristic temperature T0(L) of the
appearance of short-range antiferromagnetic order in
the spacer on the scale of the amplitude correlation
length ξ(T) ~ ξ0|1 – T/TN|–1/2.

In spite of its comparatively small contribution to
the amplitude of spin density wave, the exchange inter-
action component of order SD at the Fe/Cr interface to
a substantial extent determines the details of the spatial
dependence of the D(r) vector and its orientation with
respect to ferromagnetic layer magnetization. The role
played by the exchange component becomes especially
important for a multilayer structure with nonideally
smooth (rough) interfaces, because charge and
exchange potential fluctuations are inevitable near such
surfaces. Unlike the Coulomb interaction, the exchange
contribution to the surface energy sharply changes sign
as the thickness of the spacer decreases by as little as
one chromium monolayer. Such a dependence of the
SICS      Vol. 100      No. 3      2005
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energy on whether the number N of monolayers is even
or odd allows long-wave spacer thickness fluctuations
for a three-layer structure with rough surfaces to be
modeled in a fairly simple way [22]. The equilibrium
magnetic configuration of the system, namely, the spin
density wave structure D(r) and the angle ψ between
the moments of the ferromagnetic layers, is determined
by balance between the surface exchange energy at the
Fe/Cr interface and the energy of a nonuniform spin
density wave deformation within the spacer. For a thin
spacer, L ! D, where D is the interpolation length [13],
the spin density wave amplitude D(r) is almost con-
stant, and the problem reduces to considering static
spin density wave orientation fluctuations. This prob-
lem was solved exactly by representing the spacer as a
set of fragments with even and odd numbers of chro-
mium monolayers N and lengths le and lo , respectively.
These fragments are taken to alternate periodically
along one of the directions in the Fe/Cr interface plane.
The characteristic scale of vector D(r) rotations caused
by exchange potential jumps at monosteps is the angle
correlation length ζ(L, T) ~ (∆L)1/2.

A general equation for the interlayer coupling
energy E(ψ) was obtained in [22]. In the limit of strong
roughness (ρζ @ 1), where ρ = 2(le + lo)–1 is the density
of monosteps, the E(ψ) dependence has the form

(1)

In the weak roughness limit (ρζ ! 1), that is, for the
interface with broad terraces, we have

(2)

Here, A1, 2 and B1, 2 are the coefficients depending on the
temperature T, spacer thickness L, and density of
monosteps ρ and also on the interface roughness
parameter b = lo/le . The magnetic phase diagram of the
model Fe/Cr/Fe three-layer structure with bilinear-
biquadratic interlayer coupling (Eq. (1)) was con-
structed in [23]. A similar problem for the half-angle
coupling model (Eq. (2)) has not been studied and will
be solved in this work.

Let us consider a symmetrical Fe/Cr/Fe(100) three-
layer structure (called trilayer below) taking into
account the fourfold crystallographic axes in the iron
layers and assuming that the external magnetic field H
lies in the interface plane (y, z). We also assume that the
magnetization M is uniformly distributed over the vol-
ume of each ferromagnetic plate, and its amplitude is
independent of the external field. The magnetic
moment of each plate rotates as a whole in the (y, z)
plane, because the demagnetizing field is much stron-
ger than the anisotropy field K. The energy of the mag-
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netic structure under consideration per unit area of its
cross section can be written as

(3)

The meaning of the terms in (3) is obvious. Here, d is
the thickness of the ferromagnetic layer, α is the angle
between the easy axis nz and external field H, and ϕ1, 2
is the angle between the vector H and magnetic
moment M1, 2 of the right or left plate. Below, we only
consider two variants, when the external field H is
applied either along the easy (α = 0) or hard (α = π/4)
magnetic axis of the ferromagnetic layers.

Let us introduce the dimensionless values

(4)

where a, b > 0, a = –(B1 + B2), b = B1/B2, and I is the
dimensionless exchange coupling amplitude between
the iron and chromium layers. For an ideal Fe/Cr(100)
interface, we would have Λ = 0 or 1. It follows that the
Λ parameter (0 < Λ < 1) determines the degree of inter-
face roughness. Let us use the new variables

(5)

They describe the polarization and orientation, respec-
tively, contributions to the applied field dependence of
the total trilayer magnetization µ = nm (measured in
saturation magnetization 2M units). In the new denota-
tions, we have

(6)

where minus corresponds to the angle α = 0 and plus to
α = π/4.

Let us consider the ground state of the system
(m0, n0) at H = 0. In all cases except two trivial situa-
tions with Λ = 0 and Λ = 1, functional (6) is minimum
for noncollinear configurations of the plate magnetic
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moments (m0 ≠ 0, 1), which can be oriented strictly
symmetrically with respect to the easy (n0 = 0, 1) or

hard (n0 = 1/ ) magnetic axis. These configurations
will be denoted by NCE and NCH, respectively. Irre-
spective of the interlayer coupling I value, energy equi-

librium between them is attained if Λ = 1/  or Λ =

1 − 1/ . In the interval 1 – 1/  < Λ < 1/ , the
ground state has the NCH configuration, and in the 0 <

Λ < 1 – 1/  and 1/  < Λ < 1 intervals, its configu-
ration is NCE. The boundaries of the absolute and rela-
tive instability of the magnetic states of the trilayer are
shown in Fig. 1 in the (I, Λ) coordinates. The same fig-
ure contains some curves corresponding to a constant
ψ0 angle between the M1 and M2 vectors. It follows that
the magnetic state of a Fe/Cr/Fe-type multilayer struc-
ture is very sensitive to the integral roughness parame-
ter Λ of interlayer boundaries and changes jumpwise at

Λ = 1/  and Λ = 1 – 1/ .

The equation that explicitly describes the equilib-
rium magnetization configuration for weak interlayer
coupling I ! 1 has the form

(7)

If interlayer coupling is strong (I @ 1), we have

(8)

where “+” is used if 0 < Λ < 1 – 1/  or 1/  < Λ < 1

and “–,” if 1 – 1/ < Λ < 1/ . The square of the equi-
librium m = m0 value as a function of the Λ parameter
is shown in Fig. 2 for some intermediate I values I ~ 1.

A characteristic feature of our model with almost
ideal plane interfaces is the absence of collinear states
in the zeroth order with respect to the (ρζ) ! 1 param-
eter. It could be shown that a region of collinear states
appears on the (Λ, I) phase plane as surface roughness
increases, and this region broadens as the (ρζ) parame-
ter grows.
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3. THE BEHAVIOR OF THE TRILAYER
IN A MAGNETIC FIELD APPLIED

ALONG THE EASY MAGNETIC AXIS

Because of the presence of not only the ground but
also metastable states in the structure under consider-
ation at H = 0, orientation transitions between various
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Fig. 1. Phase diagram of the Fe/Cr/Fe(100) three-layer
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magnetic configurations can occur when an external
field is switched on. Let us first consider a system char-
acterized by the Λ parameter from the interval 1 –

1/ < Λ < 1/  in field H applied along the easy
magnetic axis (α = 0). The transition from the NCH

state with n0 = 1/  to the NCE state with n0 = 1 occurs
as the field increases through some intermediate config-
uration of plate moments M1, 2 canted with respect to

the anisotropy field; that is, n0 ≠ 0, 1, 1/ . This asym-
metric state can only be described analytically in the
limit of |Λ – 1/2| ! 1,

(9)

It exists in the interval 0 < h < h* ! 1. In the weak cou-
pling approximation (I ! 1), we obtain

When the field value exceeds the critical value h*, an
NCE-type state symmetrical with respect to the vector
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Fig. 3. Magnetization curves of a three-layer structure with
the parameters Λ = 1/2 and I = 1 in symmetrical µS(h)
(dashed line) and asymmetric µN(h) (solid line) configura-
tions in a field applied along the easy axis. The energies cor-
responding to these magnetic configurations εS(h) and εN(h)
are shown at the bottom. At the h* = 0.182 point, an orien-
tation transition occurs.

ε
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H becomes more energetically favorable,

(10)

In a high external field, (10) describes gradual trilayer
magnetization saturation. Formally, the asymptotic
transition to the ferromagnetic state as h  ∞ and the
occurrence of a sharp orientation transition at the h*
point make the behavior of the Fe/Cr structure with an
almost ideal interlayer boundary in an external mag-
netic field substantially different from that of a struc-
ture with fairly rough boundaries [24, 25].

In order to obtain a general picture of the behavior
of our system in an applied field, we numerically stud-
ied functional (6) over wide ranges of I and Λ varia-
tions. The field dependence of the total magnetization
µ(h) of the three-layer structure with the parameters I =
1 and Λ = 1/2 is shown in Fig. 3. The µN(h) curve, which
meets the extremum condition for two-parameter func-
tional (6),

corresponds to the trilayer magnetic configuration
asymmetric with respect to the external field direction,
whereas the µS(h) curve obtained from the equation
∂ε(m, 1)/∂m = 0 corresponds to the NCE configuration.
The εN(h) and εS(h) energies of these configurations are
shown at the bottom of Fig. 3. This picture is typical of
a system that has the NCH state at h = 0; that is, it has

Λ in the range 1 – 1/  < Λ < 1/ . The µN(h) and
µS(h) functions are not single-valued, and only those of
their branches along which magnetization increases
with the field are stable. It follows that the sequence of
the magnetization of a three-layer structure is as fol-
lows. First, in the interval 0 < h < h*, magnetization
increases under asymmetric configuration conditions
from the remanent magnetization µR = µN(h = 0) to
µN(h*). Next, at the h = h* point, where εN(h) = εS(h),
the system switches to symmetrical NCE configuration
conditions, and magnetization jumpwise reaches a
value of µS(h*) and gradually attains saturation (1 – µ ~
h−1  0) as the field increases in the interval h* <
h < ∞. Figure 2 in essence illustrates changes in the
remanent magnetization µR (recall that µ = mn) as a
function of I and Λ.

The behavior of the structure with Λ from the inter-

val 0 < Λ < 1 – 1/  in a field applied along the easy
axis also attracts attention. At H = 0, this structure is in
the NCE state with almost antiparallel M1 and M2
moments (135° < ψ0 < 180°). In a weak field (0 < h <

), the NCE state is retained; that is, the plate
moments are symmetrical with respect to the direction
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of H, and the magnetization of the trilayer increases lin-
early as h grows, µ = µR + h, where µR = IΛ/2. At the

point  = I(1 – 1/  – Λ), the system switches to an
asymmetric state, in which

(11)

When the field increases to  = I(1/  – Λ), the sys-
tem, however, returns to the symmetrical NCE state and
then reaches saturation as h  ∞,

To summarize, two first-order orientation transitions
sequentially occur in the system as the applied field
strength increases. A similar phenomenon was
observed experimentally [26].

4. THE BEHAVIOR OF THE TRILAYER
IN A FIELD APPLIED 

ALONG THE HARD MAGNETIC AXIS

Let us briefly describe the special features of the
behavior of the Fe/Cr/Fe(100) three-layer structure in a
magnetic field applied along the hard axis (α = π/4). An
analysis shows that the symmetrical state is more favor-
able energetically than asymmetric in a system with the

integral roughness parameter 1 – 1/  < Λ < 1/  at
any field value h > 0. In other words, the symmetrical
structure of the NCH state (n = 1) is retained in an exter-
nal field. The magnetization µ(h) = µS(h) monotoni-
cally increases from the remanent value µR (see Fig. 2)
to saturation: µ2 = 1 – I(1 – Λ)/2h if h @ (1, I). The µ(h)
dependence for Λ = 1/2 is shown in Fig. 4.

As has been mentioned, the three-layer structure

with the Λ parameter satisfying the condition 1/  <
Λ < 1 is in the NCE state at h = 0. A weak magnetic field
applied along the hard axis changes the state of this sys-
tem to asymmetric. The system then experiences a first-
order transition at the point h = h*(I, Λ) to the NCH
state. Given I ~ 1, h* is of several tenths according to
numerical estimates, and the magnetization of the
trilayer at the point h = h* increases by a value of about
saturation magnetization.

The structure with Λ from the interval 0 < Λ < 1 –

1/  behaves similarly. It also undergoes a first-order
phase transition at point h = h*, but the corresponding
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magnetization jump is then comparatively insigni-
ficant.

5. CONCLUSIONS

Let us formulate the principal results of this work.

(1) We constructed the (Λ, I) phase diagram of the
Fe/Cr/Fe three-layer structure with effective interlayer
interaction described by the half-angle coupling model.
Various configurations of the system were analyzed
taking into account crystalline anisotropy, and the
ground state of the system was found.

(2) The behavior of the structure in a magnetic field
applied along either the easy or hard axis was studied.
The M(H) magnetization curves were described and
analyzed for structures with different Λ and I parame-
ters.

Interlayer interaction in the Fe/Cr/Fe system with
a wedgelike spacer and thick (of order 100 Å) plates
was studied in detail depending on the quality of inter-
faces in works [7, 14] already mentioned in the Intro-
duction. A characteristic sharp minimum of the fre-
quency of the optical branch of spin waves in the satu-
ration field and a well-defined linear region, which,
with a kink, transforms into saturation along the mag-
netization curve constructed in the Arrott coordinates,
are observed for samples with strongly rough inter-
faces. These special features are well reproduced by the
bilinear-biquadratic exchange model. However, for
samples with smoother interfaces, the magnetization
curve reaches saturation asymptotically, without a kink,
and the magnetic field dependence of the frequency of
the optical branch of spin waves has virtually no mini-
mum. Moreover, over the whole range of spacer thick-

–1–2 0 1 2 3
h

0

0.2

0.4

0.6

0.8

1.0
µ

I = 8 4 1 0

Fig. 4. Field dependences of the magnetization of a three-
layer structure with the parameter Λ = 1/2 at various inter-
layer coupling values (I = 0, 1, 4, and 8) in a field applied
along the hard axis.
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nesses L = 0–40 Å and at all measurement temperatures
T = 77–473 K, the half-angle coupling model describes
the experimental magnetization curves M(H) of the
samples with smooth interfaces no worse than the prox-
imity magnetism model.

We attach great importance to the studies performed
in [5], where the morphology of interlayer boundaries
in the Fe/Cr/Fe(001) three-layer structure with 5 nm
thick plates grown on the Ag(001)/Fe/GaAs(001) sub-
strate was analyzed in detail. The optimum temperature
conditions for layer-by-layer structure growth were
found to produce high-quality interfaces between iron
and chromium layers with a longitudinal roughness
correlation length of about 20 nm. The optimized sam-
ples manifested well-defined two-monolayer oscilla-
tions of interlayer interaction in magnetooptical mea-
surements. Their M(H) hysteresis loops at an L > 1.2
nm spacer thickness had definitely flat regions at M ≈
±MR , MR ≈ MS = (M1 + M2)/2 in low field H (an almost
90° coupling between the ferromagnetic plates) and
almost jumpwise reached the saturation state at H ≈
±10–20 kA/m.

Also note that the half-angle coupling model
qualitatively satisfactorily reproduces the special
features of the M(H) dependences obtained for
[Fe(14 Å)/Cr(74 Å)](001) superlattices [25]. When a
field is applied along the hard axis, magnetization in the
first hysteresis loop quadrant gradually decreases as H
lowers from the MS saturation to remanent magnetiza-
tion value MR ≈ 0.7MS . When a field is applied along
the easy axis, M(H) drops in a low field H ≤ 100 Oe
from 0.9MS to 0.54MS .

Let us consider the applicability of our model with
regard to the temperature and spacer thickness. The
interlayer coupling effect in Fe/Cr-type structures is
related just to the phase diagram region T0(L) < T <
TN(L) where a commensurate spin density wave (we use
the terminology of [2]) exists in the spacer, and the
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Fig. 5. Dependences 〈E(ψ)〉  of the energy of a three-layer
structure at various variance W values obtained for 〈Λ〉  = 1/4
and I = 1.
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TN(L) line is a boundary between this phase and a phase
with an incommensurate spin density wave. The calcu-
lations in [12, 13] were performed on the assumption
that L @ 2ξ0, but the E(ψ) angular dependence of inter-
layer interaction (and its particular case (2)) was
obtained using a general-type functional for orientation
spin density wave fluctuations. We may therefore hope
that (2) will be valid also for thinner spacers L ~ 2ξ0;
naturally, the B1, 2(L, T) dependence will then be differ-
ent from that obtained in [22]. The E(ψ) dependence in
form (2) was found on the assumption that the mean
distance between monosteps ~ρ–1 and the angular cor-
relation length ζ were no less than the thickness of the
spacer itself, L ! (ζ, ρ–1). Note that a particular case
of (2) for B1 = B2 was obtained in terms of the model of
interlayer coupling in ferromagnet/antiferromagnet
structures [27] different from that suggested in [22].

The E(ψ) dependence was derived in [22] with mod-
eling Fe/Cr interface roughness by a one-dimensional
periodic structure of monosteps parallel to each other.
This model is, of course, far from reality. Spacer frag-
ments with a constant N value that have different shapes
and areas make their contribution to the effective cou-
pling between the ferromagnetic plates. Nevertheless,
the theoretical estimates obtained in [22] show that the
major contribution to effective interlayer exchange is
made by fragments with the largest area, which is in
agreement with experiment [5].

For a structure with almost ideal interlayer bound-
aries, that is, in the limit ζρ ! 1, we can qualitatively
estimate the effect of fluctuations of the distance
between neighboring monosteps by averaging inter-
layer exchange energy (2) over some statistical Λ
parameter distribution. For instance, suppose that Λ has
a Gaussian distribution with the variance W and geo-
metric mean 〈Λ〉 . The dependence of the energy of the
trilayer 〈E(ψ)〉  on W for 〈Λ〉  = 1/4 and I = 1 is shown in
Fig. 5. The equilibrium ψ0 angle value shifts from the
value corresponding to the mean 〈Λ〉  value (ψ0 ≈ 143°
at W = 0) to ψ0 = 90° (as W  ∞).

This approach to the interpretation of experimental
data appears to be reasonable if the cross size of the
region from which the signal is read is much larger than
the mean distance between monosteps. Note that a laser
beam is focused on the surface of a sample into a spot
with a diameter of order 0.1 mm when the magnetiza-
tion curves of three-layer Fe/Cr/Fe structures are mea-
sured using the magnetooptical Kerr effect [14].

In our view, in most experiments performed with
Fe/Cr/Fe(001) trilayers and [Fe/Cr](001) superlattices,
effective interlayer exchange coupling was accompa-
nied by orientation changes (deformations) in spin den-
sity wave in the chromium spacer, which were induced
by monatomic steps at interlayer boundaries. The
appearance of ferromagnetic domain walls can most
likely be expected in structures with very thin (d <
10−15 Å) iron layers. The parameter region where
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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magnetization nonuniformity in iron layers should be
taken into account can be qualitatively estimated as
dγ < Lδ, where γ is the exchange stiffness of iron and
δ ~ ∆2 is the exchange stiffness of the chromium layer
determined in [22] in terms of the charge-induced spin
density wave model.
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Abstract—Third-harmonic generation during reflection of electromagnetic radiation from a thin superconduct-
ing film with a mixed d- and s-order parameter is studied theoretically. The dependence of the third harmonic
intensity on the temperature and amplitude of an incident wave is calculated in the framework of the Ginzburg–
Landau theory for superconductors with a two-component order parameter, and its behavior in the vicinity of
transitions between phases with different symmetries is analyzed. It is shown, in particular, that the third har-
monic intensity in the vicinity of the temperature corresponding to the d  d + s phase transition substantially
increases and is a nonanalytic function of the amplitude of the incident wave, while no singularity in the non-
linear response is observed for the d  d + is transition. The linear reflection coefficient is found to be virtu-
ally insensitive to these phase transitions. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

In spite of the fact that cuprate superconductors
(HTSCs) with a superconducting transition tempera-
ture an order of magnitude higher than in normal super-
conductors were discovered 18 years ago, the problem
of symmetry of the superconducting order parameter
remains at the focus of researchers’ attention. It has
been almost commonly accepted that the order para-
meter with d symmetry dominates in HTSC materials
[1, 2]. At the same time, some experiments on Raman
scattering [3], measurements of surface impedance [4],
tunneling between an HTSC and a normal supercon-
ductor [5], and angular resolution photoemission [1, 6]
indicate that the s component of the order parameter is
also present along with the order parameter with d sym-
metry.

The concept of mixed s + eiθd symmetry of the order
parameter for high-Tc superconductors was apparently
discussed for the first time in [7, 8] and was used, for
example, for analyzing the experimental data on
nuclear magnetic resonance in YBCO [9] and for inter-
preting Josephson measurements in HTSCs [10]. Many
microscopic models proposed for describing the HTSC
mechanism in cuprates have led to the conclusion that
mixed symmetry of the order parameter is possible for
high-Tc superconductors. Superconductors with a
mixed-symmetry order parameter can be phenomeno-
logically described using the Ginzburg–Landau theory
including two equations for interacting order parame-
ters and the Maxwell equations supplemented with an
expression for supercurrent, which is the sum of not
1063-7761/05/10003- $26.000576
only the individual currents of the s and d components,
but also the interference component [11–13].

Here, we concentrate our attention on nontrivial
electrodynamic properties of such superconductors, in
particular, on a peculiar nonlinear response associated
with the presence of the interference current. Calculat-
ing the generation of the third harmonic of incident
radiation in a thin superconducting film using the Ginz-
burg–Landau theory for a two-component order param-
eter by way of example, we will show that the nonlinear
response is extremely sensitive to possible phase tran-
sitions between superconducting phases with different
symmetries and that this response may substantially
increase in the vicinity of phase transitions. In particu-
lar, we will show that the third harmonic intensity
noticeably increases in the vicinity of the temperature
corresponding to the d  d + s phase transition and is
a nonanalytic function of the amplitude of the incident
wave, while no singularity is observed in the nonlinear
response during the d  d + is transition. On the other
hand, the linear reflection coefficient is found to be vir-
tually insensitive to these phase transitions. Thus,
experimental investigation of nonlinear characteristics
of superconductors is an interesting tool for studying
transitions between phases with different symmetries
of the order parameter.

The paper has the following structure. In Section 2,
the electrodynamic part of the problem is considered.
Under the assumption of weak nonlinearity and local
nature of the relation between the vector potential and
the current in the superconductor, the problem of inci-
dence of a plane wave on a thin superconducting film is
 © 2005 Pleiades Publishing, Inc.
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solved. The relationship between the amplitude of the
incident wave and the amplitudes of reflected and trans-
mitted waves at the frequencies of the incident wave
and its third harmonic is determined. In Section 3, the
expressions connecting the electric current with the
vector potential at various temperatures corresponding
to phases with different symmetries of the order param-
eter are derived by solving the Ginzburg–Landau equa-
tions for superconductors with a mixed s and d order
parameter. In Section 4, the results are analyzed and the
potentialities of the linear and nonlinear electrody-
namic diagnostics of the symmetry properties of the
order parameter in superconductors are compared.

2. REFLECTION 
OF AN ELECTROMAGNETIC WAVE

FROM A THIN SUPERCONDUCTING FILM

Let us consider the problem of normal incidence of
a linearly polarized electromagnetic wave with circular
frequency ω and with electric field amplitude Einc on a
thin homogeneous superconducting film of thickness d
(Figs. 1 and 2). We must find the electromagnetic field
distribution outside and inside the film. We write the
Maxwell equations

Here, E and B are the electric and magnetic fields and
ρ and j are the charge and current densities. We intro-
duce in the usual manner the vector and scalar poten-
tials A and φ so that B = curlA and E = –c–1∂A/∂t – ∇φ .
Substituting these expressions into the system of the
Maxwell equations and choosing the calibration
divA = 0, we obtain the following equation for A:

(1)

Considering that expression div E = 0 holds in our
problem in view of the transverse nature of electromag-
netic waves, we find that potential φ satisfies the
Laplace equation, which in our case has a solution φ =
const. Thus, the system of Maxwell equations is
reduced to a single equation for A.

To close this equation, we must find the dependence
of current density j on the electromagnetic field. We
will refer to this dependence as the constitutive relation.
The current density in a superconductor is an explicit
function of the vector potential and the order parameter.
In the case of a London superconductor, this function is
linear and local in A. We assume that the order param-
eter has two components ψd and ψs associated with the

curlB
1
c
---∂E

∂t
------- 4π

c
------ j, divB+ 0,= =

curlE
1
c
---∂B

∂t
-------, divE– 4πρ.= =

∆A
1

c2
----∂2A

∂t2
---------–

4π
c

------ j.–=
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d and s ordering, respectively. Then the constitutive
relation in this calibration can be written in the form

(2)

where  is a certain rank two tensor. It is well known
that the superconducting order parameter is suppressed
by a magnetic field. In our case, this effect leads to the
dependence of ψd and ψs on the vector potential, ψd, s =
ψd, s(A). Consequently, after the substitution of ψd, s(A)
into Eq. (2), dependence j(A) becomes nonlinear.
Equation (1) will be also nonlinear in A, which leads to
generation of harmonics in our problem. We will

j f ψd ψs,( )A,=
↔

f
↔

z

x

y0

tr
up

down

inc ref

d

ω 3ω

Fig. 1. Incidence of an electromagnetic wave on a supercon-
ducting film (3D projection). The incident, reflected, and
transmitted waves of frequency ω, which are re-emitted
upwards and downwards at tripled frequency 3ω, are indi-
cated. The lower and upper surfaces of the film coincide
with the planes z = 0 and z = d, respectively. The incident
wave propagates along the z axis. The x and y axes coincide
with the crystallographic axes of the crystal.
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Fig. 2. Incidence of an electromagnetic wave on a supercon-
ducting film (top view). The electric and magnetic field vec-
tors in the incident, reflected, and transmitted waves of fre-
quency ω, as well as the fields in the waves re-emitted
upwards and downwards at tripled frequency, are indicated.
All fields are shown for the same instant. The fields are
shown for z = 0 for waves propagating in the lower half-
space and for z = d for waves propagating in the upper half-
space.
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assume that the nonlinearity is weak in the sense that
the changes in the order parameter associated with the
effect of the magnetic field are small as compared to the
characteristic value of the order parameter itself in zero
magnetic field. The dependences ψd, s(A) can then be

presented in the form ψd, s =  + Gd, s(A), where 
are the values of the order parameter components in
zero magnetic field and Gd, s(A) are the deviations

caused by the magnetic field, |Gd, s(A)| ! . Substi-
tuting these relations into Eq. (2) and expanding func-

tion (ψd, ψs) into a series in the vicinity of point

( ), we can obtain the relation for the current den-
sity in the film,

(3)

where  = –4πc–1 ( ) is the tensor connect-
ing j and A in the linear approximation,

To simplify calculations, we will assume in this section

that tensor  can be represented in the form 1/λ2 ×
δik , where δik is a unit tensor (at a later stage, we will

find (ψd, ψs) and see in which cases this assumption
is valid). This means that j and A are parallel if we dis-
regard the term nonlinear in A in expression (3). We

will henceforth assume that the values of 1/λ2 and (A)
are known and analyze Eq. (1) with expression (3) for
the current density in the film. Considering that the cur-
rent flows only in the film, we can write this equation in
the form

(4)

We assume that film thickness d is much smaller than
the characteristic scale of variation of A in the film.
Then we can assume that the electromagnetic field and
current distributions in the film are uniform in coordi-
nate z. Taking into account the fact that the film is infi-
nitely large in the xy plane, we can assume that the cur-
rent and electromagnetic field distributions in the film

ψd s,
0 ψd s,

0
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are uniform. It should be noted that the London pene-
tration depth in HTSC materials is on the order of
2000 Å; consequently, the film thickness must be much
smaller than this value. In fact, the experimental thick-
ness of the films is of the same order of magnitude. In
our estimates, we will assume that the film thickness is
1000 Å (i.e., half as large as the London penetration
depth). In this case, the uniform current approximation
naturally cannot be treated as completely satisfactory;
however, calculations show that the error will be not
large; in addition, the error cannot influence the quali-
tative effects we are going to predict. For this reason,
we will use the thin film approximation. In this case,
Eq. (4) can be written in the form

(5)

It would be recalled that nonlinear effects are regarded
as weak. This means that

Then Eq. (5) can be solved using perturbation theory.
We will seek the solution in the form A = Al + A(1),
where Al is the solution to Eq. (5) disregarding the non-
linear term and A(1) is a correction determined by the
nonlinear term in the equation. In fact, the zeroth
approximation corresponds to the linear problem of
reflection of an electromagnetic wave from the film,
while the first approximation corresponds to the prob-
lem of generation of harmonics as well as the influence
of nonlinear effects on the solution in the linear approx-
imation.

Let us first consider the zeroth order of perturbation
theory. It follows from Eq. (5) that the equation for Al

has the form

(6)

This equation describes the reflection of an incident
wave from the film. Solving this equation, we find that
the reflection coefficient is given by

and the transmission coefficient is

Let us estimate the value of quantity cd/ωλ2 appearing
in the reflection and transmission coefficients. If the
wave frequency ω ~ 109 Hz, then the value of cd/ωλ2
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for an HTSC film with λ ~ 2 × 10–5 cm is on the order
of 105 even for a film of thickness on the order of 105.
Consequently, we must assume that cd/ωλ2 @ 1. In this
case, |1 + Rl | ! 1 and |T | ! 1; i.e., the wave is reflected
almost completely. Then we can assume to a high
degree of accuracy that the amplitude j0 of the current
density in the film is connected only with Einc via the
simple relation j0 = cEinc/2πd. Consequently, we must
assume in the subsequent solution that the linear cur-
rent jl = j0sinωt in the film is preset (the preset current
approximation); i.e., we have

(7)

For the subsequent calculation in the first order of per-
turbation theory, we must know Al(z = 0) since it is
quantity A that appears in the nonlinear part of Eq. (5).
This quantity can be determined most easily from
Eq. (3) in the linear approximation. This gives

(8)

and linear current jl is directly connected with the
known quantity Einc .

Let us now consider the first order of perturbation
theory. Equation (5) leads to the following equation
for A(1):

(9)

In fact, this equation describes the emission of electro-
magnetic waves by extraneous current,

(10)

flowing through the film. Let us consider the frequency
spectrum of this radiation. It is clear from the symmetry
of the problem that the film emits identically in both
directions; consequently, the spectra of radiation in the
upward and downward directions coincide. Since

(A)A is a vector function of the vector argument and
a constant magnetic field is absent in the problem, it is
clear from symmetry considerations that the expression
for the extraneous current,

,

can contain only odd harmonics of frequency ω. Conse-
quently, the spectrum of radiation generated by this cur-
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rent will contain only such harmonics. We will be inter-
ested in third harmonic radiation since it is must stron-
ger than radiation at higher harmonics. The amplitude
of the wave emitted at the third harmonic will be
referred to as the nonlinear response. To single out the
part describing the process at frequency 3ω from

Eq. (9), we derive the equation for , viz., the coef-
ficient of sin3ωt in the Fourier series for A(1). For this
purpose, we multiply Eq. (9) by π–1ωsin3ωt and inte-
grate over the period 2πω–1 of the incident wave. This
gives

(11)

where

(12)

Solving this equation, we obtain the vector potential
amplitude in the emitted wave in the form

where

is the coefficient of reflection of a wave with frequency
3ω from the film. Considering that cd/ωλ2 @ 1, we
obtain the electric field amplitude in the nonlinear
response,

(13)

It is this formula that will be used in subsequent analy-
sis since we will usually determine precisely je3ω; how-
ever, to analyze the result, we will now proceed a little
further. Formulas (10) and (12) imply that quantity je3ω
can be represented in the form
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Substituting this expression for je3ω into relation (13)
and considering that j0 and Einc are connected via rela-
tion (7), we obtain the following expression for the non-
linear response amplitude in terms of the amplitude of
the incident wave:

(15)

Let us analyze the results. First of all, it is clear that
these results can easily be generalized to the case when

quantity  cannot be represented in the form
(1/λ2)δik . For this purpose, we must assume that λ2 in

formulas (13)–(15) is a tensor reciprocal to  and
multiply it by the vector standing on the right of it. Fur-
ther, we recall that the nonlinearity is regarded as weak;

this means that  ! 1, which immediately implies
that the nonlinear response is much smaller than the lin-
ear one. However, the attenuation associated with
almost total reflection of the incident wave also exists.
Indeed, the result contains a small factor ωλ2/cd, which
is due to the fact that the incident wave experiences
almost total reflection. Since the value of ωλ2/cd is on

the order of 10–5 according to our estimates, while 
is not greater than 10–1, the nonlinear response is sup-
pressed by at least six orders of magnitude as compared
to the linear response.

Let us now consider this result from the standpoint
of subsequent considerations. Formulas (13)–(15)
make it possible to express the nonlinear response
amplitude in terms of the amplitude of the incident
wave if we know the constitutive relation for the film.

In other words, knowing  and (A), we can
immediately find the nonlinear response. Obviously,
the obtained relations are valid for any constitutive
equation; the only requirement is that the constitutive
equation should be decomposable into the sum of parts,
which are linear and nonlinear in A. Consequently, we
must first find the constitutive equation in the frame-
work of our model of the superconductor. Then, we
must find extraneous current je and its Fourier trans-
form je3ω in terms of the linear current. After this, it
only remains for us to use formula (15) for the nonlin-
ear response.

3. NONLINEAR RESPONSE
OF A SUPERCONDUCTOR

WITH A COMPLEX TWO-COMPONENT 
ORDER PARAMETER

In this section, we will find the constitutive relation
for a thin superconducting film with a two-component
order parameter. We consider a thin HTSC film with
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h
↔

h
↔
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cuprate layers parallel to its surface and will find the
constituent relation using the Ginzburg–Landau theory.
We assume that the film has a complex two-component
order parameter, whose first component, ψd =
fdexp(iθd), is associated with d pairing and the second
component, ψs = fsexp(iθs), is due to s pairing. It is
known [14] that the crystal lattice of an HTSC-type
compound may possess various types of symmetry.
Depending on the preparation method, these can be
symmetry groups D2h , D4h , and others. We will con-
sider the D4h symmetry, which is usually realized in the
case of high-temperature annealing of the sample. In
this case, we can write the Ginzburg–Landau free
energy in the form [11]

(16)

where Π = –i"∇  – 2ec–1A; as, d = αs, d(T – Ts, d), and the
x and y axes are directed along the a and b crystallo-
graphic axes, respectively. Since a generally accepted
microscopic theory of HTSC has not been worked out
as yet, we are not aware of parameters appearing in this
functional. Thus, we must make certain assumptions.
We assume that Td > Ts due to the fact that the d com-
ponent of the order parameter is predominant. In addi-
tion, we assume that Td – Ts ~ Ts to separate by temper-
ature the effects associated with closeness to Td from
those associated with closeness to Ts . Note that in this
case there are no temperatures for which the expres-
sions for ad = αd(T – Td) and as = αs(T – Ts), which can
be obtained from expansion in temperature in the vicin-
ity of Td and Ts , are valid simultaneously. For this rea-
son, our assumption generally contradicts the condition
of the applicability of the Ginzburg–Landau theory.
However, it will be shown below that it is only impor-
tant for our analysis to establish the temperature at
which as = 0; consequently, we can use the simplest
expression for as even when Td – Ts ~ Ts . In addition, we
introduce only a certain quantitative error using a func-
tional of type (16) in the entire temperature range. As
regards the remaining parameters of the theory, we can
estimate them using the BCS theory [15], according to
which parameters b1, b2, b3, and b4 have the same order
of magnitude, as do parameters γs, γd, γv , and also αs

and αd .
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Let us now find the constitutive relation. For this
purpose, we derive the expression for current density
by varying functional (16) in A. We recall that parame-
ters fs and fd are also uniform since the current density
is uniform in the coordinate. Taking into account this
circumstance in the relation obtained as a result of vari-
ation, we arrive at the following expression for current
density [12]:

(17)

here,

(the bar over a vector C = Cyy0 + Cxx0 means that  =
Cyy0 – Cxx0). It can be seen that the current is the sum
of the current of the d component, the current of the s
component, and the interference part. It can easily be
proved that quantities vs, vd, , and θd – θs are gauge
invariant. We have already fixed a calibration for A
(divA = 0) and now choose a calibration for phases θd

and θs . Let us assume that θs = 0 and θd = θ0. In this
case, the order parameter components ψd and ψs are
determined by three real numbers fd , fs , and θ0, from
which fd and fs are responsible for the moduli of the
order parameter components and θ0 is the angle
between ψd and ψs on the complex plane. To get rid of
the cosine, we write the expression for current density
in the form

(18)

where U = fdcosθ0 and V = fdsinθ0. In this expression,
the quantity fs , U, and V determining the order parame-
ters must be found from the condition that these quan-
tities are responsible for the free energy minimum. To
derive the equations for these quantities, we vary the
free energy in  and . Taking into account the uni-
formity of fs , U, and V in the resulting relations, we
obtain the following system of equations for the order
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parameters:

(19)

(20)

(21)

We must find all solutions to this system and choose
from these solutions the one associated with the deepest
minimum of the free energy. We will refer to such
a solution as a minimizing solution. The form of sys-
tem (19)–(21) implies that the minimizing solution is a
function of A, which leads precisely, as mentioned
above, to a nonlinear constitutive relation. It should
also be noted that our task is to analyze the relation
between the nonlinear response and phase transitions.
Consequently, we must find the nonlinear response as a
function of temperature so that, by varying tempera-
ture, to be able to carry out our analysis in the vicinity
of phase transitions and far away from them and thus
determine the effect of phase transitions on the nonlin-
ear response. In addition, we must also determine its
dependence on other parameters of the Ginzburg–Lan-
dau theory. For this reason, we will seek the minimizing
solution for the entire temperature range as well as for
a certain range of other parameters of the theory.

Unfortunately, it is impossible to find exact solu-
tions to system (19)–(21) in most cases. Hence, we will
use an approximate method based on perturbation the-
ory using the fact that the magnetic field and the vector
potential are small. It should be recalled that the effects
associated with the suppression of the order parameter
by the magnetic field are assumed to be weak. Then, in
solving the system of equations, we can assume that

(22)

and solve the system using perturbation theory. In the
zeroth order of perturbation theory, we set A = 0 and
solve the system to find the order parameters minimiz-
ing the free energy in zero electromagnetic field. Sub-
stituting this solution into relation (18), we obtain the
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component of (ψd, ψs) in formula (2), which is inde-

pendent of A (i.e., tensor ). Then, in the first order
of perturbation theory, we obtain corrections to this

solution, which determine the component of (ψd, ψs)
that depends on A (an analogous method for finding
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Fig. 3. Phase diagram of a superconductor with a two-com-
ponent order parameter in the absence of current for the fol-
lowing values of parameters: αs/αd = 1.8, b1/b2 = 1, Ts/Td =
0.5, and b3/b2 = 3.
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temperature range, where fs ≠ 0, we have U = 0. The values
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order parameters was used in [16]). The exact mathe-
matical condition for applicability of such an approach
will be formulated below. We will first consider sys-
tem (19)–(21) in the zeroth approximation (i.e., for
A = 0). In this case, this system can easily be solved
exactly. We have the following solutions:

(i)

(ii)

(iii)

(iv)

(v)

Solution (i) corresponds to the normal phase, solu-
tion (ii) to the pure d phase, solution (iii) to the d ± s
phase, solution (iv) to the d ± is phase, and, finally,
solution (v) to the pure s phase. Analyzing second
derivatives of the free energy with respect to the order
parameter components, we can easily choose the mini-
mizing solution for various parameters of the Gin-
zburg–Landau theory. It turns out that the results can be
conveniently depicted on the (b4, T) phase diagram
(Fig. 3). It can be seen that if |b4 | is larger than a certain
quantity, two second-order phase transitions may occur
upon a variation of temperature from a value higher
than the critical temperature to zero. The first of these
transitions is the transition from the normal to the
superconducting state, while the second is the transition
from the pure d phase to a mixed d and s phase. If b4 is
smaller than zero, the second phase transition occurs to
the d ± s phase, and for b4 > 0, to the d ± is phase. We
denote the first transition as AB and the second as CD.
We will also consider the temperature dependence of
the order parameters (Fig. 4). It should be noted that in
the range of parameters in which the pure d phase is
realized, θ0 can assume any value since solution (ii)
corresponding to the pure d phase contains only the
combination U2 + V2. Such a situation is due to the fact
that fs = 0, but fd ≠ 0; for this reason, the angle between
ψd and ψs = 0 can assume any value. This means that we
have degeneracy in U and V in the case of the pure d
phase. This occurs only when one of the components of
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2b2
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f s
2 2b2as– b3 2b4+( )ad+
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the order parameter is zero and the other differs from
zero (i.e., for the pure d phase).

Let us now consider the first order of perturbation
theory, i.e., the case A ≠ 0. System (19)–(21) in this case
has no solutions for which fs = 0, but U2 + V2 differs
from zero. Consequently, the degeneracy in U and V
existing in the region of the pure d phase in the absence
of current is removed. In this connection, the problem
of appropriate choice of the zeroth approximation
arises. To solve this problem, we simultaneously ana-
lyze system (19)–(21) and the free energy generating
this system. Since the left-hand side of Eq. (21) is the
product of V and a certain polynomial, two types of
solutions exist for system (19)–(21): the first (I) type for
V = 0 and the second (II) type for V ≠ 0. Type I corre-
sponds to the s ± d type of the order parameter (θ0 = 0,

π), while type II corresponds to the s ±  type of the
order parameter (θ0 ≠ 0, π). Let us find which of the
solutions is minimizing depending on the parameters of
the Ginzburg–Landau theory. This will give the answer
to the problem of the correct zeroth approximation in
the solution of the system. For this purpose, we write
the part of the free energy containing the order param-
eters. Formula (16) leads to

(23)

It can be seen that the mutual distribution as well as the
signs of U and V are determined only by terms

2b4 (U2 – V2) and 8e2c–2γv(  – )fsU since U and
V appear in the remaining terms only in combination
U2 + V2. The fact that minimizing parameters fs , U, and
V correspond to the deepest minimum of F leads to the
following conclusions.

1. The sign of U is determined only by the term

8e2c−2γv(  – )fsU. Consequently, the solution with
U < 0 corresponds to a lower energy as compared to the

solution with U > 0 for  > , while the solution
with U > 0 (for γv > 0) brings about a deeper energy

minimum for  < . Thus, the sign of minimizing U
is chosen depending on the direction of polarization of
the incident wave relative to the crystallographic axes. 
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2
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2. Quantity V appears in the expression for free
energy only as V2; i.e., if a minimum exists for a certain
V, a minimum of the same depth exists for –V as well. 

3. The mutual distribution of U and V depends on
both terms; it can be observed that

(i) for b4 < 0, the distribution V = 0, U ≠ 0 is the one
sought since this distribution minimizes both the terms
considered here irrespective of the value of fs; taking
into account the consideration formulated in item 1, we
can state that the d – s phase is minimizing if the polar-

ization of the electromagnetic wave is such that  >

, while the d + s phase is minimizing for  < ; 

(ii) for b4 > 0, quantities U and V compete with each
other: on the one hand, an increase in U leads to a

decrease in the term 8e2c–2γv(  – )fsU; on the other
hand, an increase in V leads to a decrease in the term

2b4 (U2 – V2). Consequently, in this case we must
take into account the factors in front of U2 – V2 and U
in the terms we are interested in.

Let us recall that A is assumed to be small in the
sense of relation (22). It should be noted that the factor

in front of U contains the small quantity (  – )fs ,

while the factor in front of U2 – V2 contains . Conse-
quently, if the value of fs is large (which is observed in
the range of parameters in which the d ± is phase is real-
ized in Fig. 3), type II solutions exist. If, however, fs is
on the order of A (which takes place in the range of
parameters corresponding to the pure d phase in Fig. 3),
both the terms considered here are of the same order of
smallness. In this case, a more detailed analysis is
required to determine the type of solutions.

Since an analytic solution cannot be obtained for the
given range of parameters, we carried out numerical
simulation to calculate the position of local minima of
Fψ depending on temperature for various values of the
parameters in the Ginzburg–Landau theory. Figure 5a
shows the typical temperature dependence of the order
parameters bringing about the minima of Fψ for b4 > 0.
It can be seen that two second-order phase transitions
take place (one between the normal phase and the d – s
phase and the other between the d – s phase and the d ±
eiθs phase). Thus, the passage of current leads to a tran-
sition from the pure d phase to the d ± s phase and not
to the d ± is phase, as could be expected, even for
b4 > 0. It should be noted that, as expected, the second
phase transition occurs in the vicinity of the CD inter-
face separating the pure d and the d ± s phases in Fig. 3.
The simulation was also carried out for b4 < 0 and con-
firmed our conclusions. The typical temperature depen-
dences of the order parameter are shown in Fig. 5b. It
can be seen that, as expected, the d – s phase is realized
at all temperatures.
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In conclusion, we can state that, in the first order of
perturbation theory, the phase transition between the
pure d phase and the mixed d and s phase, which existed
in the absence of current, vanishes for b4 < 0 and is
transformed into a phase transition between the d – s

phase and the d ± s phase for b4 > 0. Thus, in the
presence of current the following transformations take
place:

(1) the d ± s phase is formed in the entire range cor-
responding to the pure d phase in the absence of cur-
rent, the sign depending on the polarization of the inci-
dent wave; (2) in the region corresponding to the d ± s
phase, this phase is preserved, but the plus or minus
sign is chosen depending on the polarization of the inci-
dent wave; (3) in the region of the d ± is phase, the d ±

s phase is formed.

e
iθ0

e
iθ0

0.6

0.4

0.2

0

–0.2

–0.4

–0.6
0 0.2 0.4 0.6 0.8 1.0

T/Td

fs
U
V

(a)

0.6

0.4

0.2

0

–0.2

–0.4

–0.6
0 0.2 0.4 0.6 0.8 1.0

T/Td

fs
U
V

(b)

Fig. 5. Dependence of the order parameters on temperature
τ = T/Td for (a) b4 > 0 and (b) b4 < 0. The order parameters

are measured in units of . The values of parame-

ters: αs/αd = 1.8, b1/b2 = 1, b3/b2 = 3, b4/b2 = 1 (a), –1 (b);

γs/γd = 1, γv/γd = 1, A  = 0.3 (a) and 0.1 (b);

Ts/Td = 0.5; the incident wave is polarized along the y axis.
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For this reason, as the zeroth approximation, we
must take

(1) solution (ii) with V = 0 in the region of the pure
d phase in Fig. 3; (2) solution (iii) in the region of the
d ± s phase in Fig. 3; (3) solution (iv) in the region of
the d ± is phase in Fig. 3.

To avoid confusion, we will apply the term “phase
transition” to phase transitions occurring in the absence
of current, i.e., in the zeroth approximation.

Let us now find a quantitative solution to system (19)–
(21) in the first order of perturbation theory and the
constitutive relation for all regions on the phase dia-
gram. We have proved that the phase diagram contains
three different regions corresponding to different zeroth
approximations used for solving the system. For this
reason, analytic expressions for the nonlinear response
in different regions on the phase diagram are different.
We will carry out the subsequent analysis for each
region separately and find the corresponding analytic
formulas for the nonlinear response in each region.
Then we will plot the temperature dependences of the
nonlinear response for various values of b4 to find out
how the nonlinear response behaves when we cross the
phase-transition lines. It should be noted that the choice
of temperature as an independent variable and b4 as a
parameter is dictated only by the fact that temperature
is a parameter that can easily be measured and varied in
experiments.

3.1. Nonlinear Response in the Region 
of the Pure d Phase 

In this case, solution (ii) with V = 0 (Fig. 3) is the
zeroth approximation in solving the system. Since
Eq. (21) is satisfied identically in this case, the system
is transformed to

(24)

(25)

the zeroth approximation being fs = 0, U2 = , where

fd0 = . Then, in the first order, Eq. (25) gives,
to within the second-order infinitesimal,

(26)
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while Eq. (24) for fs assumes the form

(27)

where

This equation contains two (linear and cubic) terms
with unknown fs . If the coefficient of the linear term is
large enough, the cubic term can be ignored in solving
this equation. Indeed, in this case, we find that fs ∝  A2

is a small quantity; this means that fs @ 2b1 .

However, such a solution is valid only when  is not

small. It can easily be proved that the value of  in the
given range of parameters can be large as well as small.
For this purpose, we represent  in the form

where

in this case,  = 0 at T = . Calculations show that

temperature  corresponds to the temperature of the
AB phase transition on the phase diagram (see Fig. 3).
Thus, in the range of parameters considered here, the
temperature changes from  to Td , whereas  var-
ies from 0 to a certain large value. Consequently, we
can ignore the cubic terms everywhere except in a nar-
row region in the vicinity of the AB transition curve.
Since we are interested in the nonlinear response for
any values of the parameters, we will solve Eq. (27)
exactly.

It can easily be seen that Eq. (27) has only one real
root; consequently, this equation can be effectively
solved using the Cardan formula. In this case, the solu-
tion has the form

(28)

where
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Formulas (26) and (28), as well as the relation V = 0,
determine the solution to system (19)–(21), i.e., the
sought dependence of the order parameters on the vec-
tor potential. We must now substitute these formulas
into expression (18) for current and thus find the consti-
tutive relation. It should be noted that, since fs ! |U |, in
Eq. (18) we have |γs A| ! |2γv fsU | and can ignore
the current of the s component as compared to the inter-
ference term. In this case, the constitutive relation can
be written in the form

(29)

Thus, we have derived the constitutive relation. It can
be seen that it is the sum of three terms. The first two
terms are associated with the current of the d compo-
nent and could be obtained using the Ginzburg–Landau
theory for the one-component d order parameter. The

first term is linear in A and defines tensor , which

is equal to (1/ )δik in the given case, where

is the London depth of penetration to a d superconduc-
tor. The second term is nonlinear in A and would deter-

mine (A) in the case of a one-component d order
parameter. The third term is determined by the interfer-
ence term in Eq. (18) and is directly associated with the
two-component nature of the order parameter.

Let us find the nonlinear response. In accordance
with the technique described in Section 2, we must first
of all find je , viz., the source in Eq. (9), expressing je in
terms of the linear current jl in the film. For this pur-
pose, we must express A in the formula of the constitu-
tive relation in terms of j in a linear approximation and
then substitute the obtained expression for A into the
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nonlinear part of the constitutive relation. This can be
done as follows. In the linear approximation, from
expression (29) for the current density we obtain jl =

−(c/4π )Al; this current should be treated as preset

(see Eq. (7)). Then Al = –4πc–1 jl . Substituting this
expression into the nonlinear part of formula (29), we
obtain

(30)

where

and jc1(T) =  is the characteristic current
density, which coincides in order of magnitude with the
pair-breaking current in a superconductor with a one-
component d order parameter. It is appropriate to recall
here that the condition for the applicability of our per-
turbation theory is the weakness of nonlinear effects in
the sense that the order parameter changes insignifi-
cantly in the presence of currents in comparison with its
value in the absence of currents. In fact, this means that
je must be much smaller than jl since jl is proportional
to the order parameter in the absence of current, while
je is proportional to the deviation of the order param-
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Fig. 6. Dependence I(η). The solid curve is the result of
numerical calculation, the dotted line is the asymptotic form
for η  0, and the dashed curve is the asymptotic form
for η  ∞.
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eter from this value. Then it becomes clear from for-
mula (30) that our analysis is valid when the linear cur-
rent in the film is much smaller than the pair-breaking
current for a superconductor with a one-component d
order parameter. Let us first estimate the characteristic
linear current emerging during reflection of an electro-
magnetic wave from the film. By way of example, we
consider the experiment described in [17]. The charac-
teristic power of the incident wave in these experiments
was 0.1 W and the area on which this wave was incident
was about 0.02 mm2. Then the characteristic current
density in a 1000-Å-thick film is 106 A/cm2. Let us now
estimate the critical pair-breaking current for HTSC
materials. The typical London penetration depth for an
HTSCs is 2000 Å, while the characteristic scale of vari-
ation of order parameter ξ is about 20 Å. We can easily
calculate the characteristic pair-breaking current,
which is found to be 108 A/cm2. Thus, our basic
assumption concerning the weakness of nonlinear
effects is satisfactory.

In accordance with Section 2, we can now find je3ω
using formula (12). This gives

(31)

where τ = T/Td is the dimensionless temperature and

(32)

(33)

Integral I(η) cannot be evaluated analytically; however,
for any η, the value of this integral can be determined
numerically. We carried out numerical simulation and
plotted the I(η) dependence (Fig. 6). It can be seen that
–I(η) has a peak at η ≈ 0.04. Consequently, the nonlin-
ear response, which repeats the shape of the –I(η)
curve, has a peak in the vicinity of the phase-transition
curve. It should be noted that such a behavior of the
nonlinear response is associated with the interference
term in the expression for current since integral I(η) is
associated precisely with this term. Thus, we can find
the value of je3ω for any η. Knowing the je3ω(j0) depen-
dence, we can find how the nonlinear response ampli-
tude depends on the amplitude of the incident wave. We

will not write here the formula for (Einc) since in
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fact it repeats formula (31) and can be obtained by mul-

tiplying relation (31) by –i12πω /c2 (see Eq. (13))
and substituting for j0 its expression in terms of Einc
(see Eq. (7)). We will give below the curves describing

the temperature dependence of , plotted using for-
mula (15), but we will now consider the je3ω(j0) depen-
dence obtained here since it is this dependence that con-
tains most interesting information for our analysis.

Let us analyze relations (31)–(33) derived above. The
control parameter in these equations is quantity η ∝

(0)/ . Our analysis based on perturbation theory
presumes that j0 ! jc1(T); consequently, η @ 1 except in
the range of parameters close to the phase-transition
curve AB, where the value of η can be on the order of
unity and even much smaller than unity due to factor
(τ – )3. In a region on the phase diagram far away
from AB, we can try to simplify the result using the fact
that the value of η is large. We can prove that the value

of I(η) tends asymptotically to –1/6  as η  ∞.
Substituting this expression into Eq. (31), we obtain

(34)

this formula is valid in the entire range of parameters
under investigation except the close neighborhood of
the phase-transition curve AB. It should be noted that
this relation could be derived without using the Cardan
formula by approximately solving Eq. (27) if we ignore

the term 2b1  in this equation. It can be seen that the
increase in the linear response is associated with the
presence of quantity τ –  in the denominator of the
second term in Eq. (34). This formula becomes invalid
when the value of η becomes on the order of unity. In
this case, we should use the numerical result. However,
in the range of parameters close to the AB phase-tran-
sition curve, where η ! 1, integral I(η) can again be
evaluated asymptotically. We can prove that the asymp-
totic value of this integral for η  0 is

where
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Substituting this relation into Eq. (31), we can write

(35)

It should be noted that this formula could be derived by
solving approximately Eq. (27) in perturbation theory

for fs ! 2b1 . The second term in Eq. (35) was
obtained in the zeroth order of such a perturbation the-
ory (i.e., disregarding the term fs), while the third

term (linear in ) was obtained in the first order, i.e.,

taking into account the term fs as a small correction.
This relation will be helpful in subsequent analysis for
constructing the temperature dependence of the nonlin-
ear response; it is also interesting as such since it shows
that the larger value of the nonlinear response in the
vicinity of the phase transition AB is due to the nonan-
alytic nature of the je(j0) dependence at the point of this
phase transition.

Let us now consider the relation between the polar-
izations of the incident, reflected, and re-emitted waves
at the third harmonic. In our case, in the linear approx-
imation, we have j || A and, hence, j || E also; conse-
quently, the reflected wave is polarized in the same way
as the incident wave. However, the nonlinear response
has a different polarization due to the presence of the
interference term in the expression for current. Expres-
sions (31), (34), and (35) have a structure of the form

(36)

term H2  responsible for nonparallelism of je3ω and j0

can be obtained from the interference term in Eq. (18).
Let the incident wave be polarized at angle α to the x
axis (it should be recalled that the x and y axes are cho-
sen along the crystallographic axes of the film). Then
we can easily find from Eq. (36) that the nonlinear
response is polarized at angle φ such that

(37)

Let us first consider the range of parameters far from the
phase-transition curve AB. In this case, it is convenient to
use formula (34) for calculations. Substituting the
expressions for H1 and H2 corresponding to formula (34)
into relation (37), we obtain

(38)
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where

is a temperature-dependent parameter on the order of
unity. Thus, we have analytic formulas for the ampli-
tude and polarization of the nonlinear response. In
accordance with our plan, we will analyze these formu-
las later and will now find the nonlinear response in the
next region on the phase diagram.

3.2. Nonlinear Response in the Region
of the s ± d Phase 

In this case, solution (iii) serves as the zeroth
approximation in solving system (19)–(21) for the
order parameters. We have V = 0; hence, analogously to
the previous section, the system is simplified and trans-
formed into system (24), (25). Bearing in mind that
solution (iii) is the zeroth approximation and taking
into account the above considerations concerning the
sign of U, we must choose as the zeroth approximation
the solution

(39)

(40)

where

In the first approximation, we seek the solution to sys-
tem (24), (25) in the form fs = fs0 + , U = U0 + U '',

where  and U" are small corrections to the solutions
in the zeroth approximation. Substituting these solu-
tions into the system, we obtain, generally speaking, a
certain nonlinear system in  and U", viz., an analog

of Eq. (27) for  in the case of the pure d phase. It can
easily be shown that, like in the previous section, the
terms cubic in  and U" must be taken into account
only in the vicinity of the phase-transition curve AB.
For this reason, we can confine our analysis to linear
terms alone; in this case, the obtained solutions will not
be valid in the vicinity of the AB phase transition. It will
be shown below that a more exact solution in this case
would improve the joining of the results on the right
and on the left of the phase-transition curve only
slightly and would not lead to any qualitative effects.
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Thus, taking into account only the terms linear in 
and U", we obtain the following linear system of equa-
tions for the corrections:

(41)

(42)

Solving this system, we obtain

(43)

(44)

We must now substitute these relations for the order
parameters into expression (18) for current. It should be
noted that we cannot disregard in this case the current
of the s component as it was done in Section 3.1 since

fs is not small. Substituting fs = fs0 +  and U = U0 +

U '' into Eq. (18) and ignoring the terms quadratic in 
and U", we obtain the constitutive relation in the form

(45)

The first three terms describe the part linear in A, while
the remaining term describe the nonlinear part. It can be
seen that vector j is not parallel to E even in the linear
approximation due to the fact that the interference term
in this approximation differs from zero. It follows from

Eq. (45) that tensor  in this case is equal to

f s''
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(1/ ) , where  is a diagonal tensor with the com-
ponents

where

The problem of nonlinear response in such a case was
not considered in Section 2 and will be solved now. The
general approach naturally remains the same. First of
all, we must express the linear current in the film in
terms of the incident wave amplitude. Then we must
express A in terms of j in the linear approximation and
substitute the result for A into the nonlinear part of the
constitutive relation, thus determining the extraneous
current je . After this, we must solve the problem of
emission of electromagnetic waves by this current.
Implementing this plan, we will encounter some singu-
larities, which will be considered when necessary. Let
us express jl in terms of Einc. We assumed before that the
linear current in the film and the electric field in the inci-
dent wave are parallel and connected via relation (7). In
the case of an anisotropic relation between j and E, this
is not obvious. We have solved the problem of the
reflection of a wave from the film for such a constitutive
relation and found that relation (7) holds in all cases
when the reflection coefficient is modulo close to unity

irrespective of tensor . Consequently, we can, as
before, operate with linear current jl as with a preset
quantity, which repeats the behavior of Einc to within a
scalar factor.

Thus, we will find the nonlinear response. We must
know je , viz., the source in Eq. (9). For this purpose, we
must express A in the constitutive relation in terms of j
in the linear approximation and then substitute the
obtained expression for A into the nonlinear part of the
constitutive relation. We find that relation jl =

−(c/4π ) Al is valid in the linear approximation. It
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will be convenient to express Al in terms of jl in the
form

(46)

where α is the angle between the direction of polariza-
tion of the incident wave and the x axis and m is a unit
vector with coordinates

(47)

Substituting this expression for Al into the nonlinear
part of constitutive relation (45), we obtain the follow-
ing expression for extraneous current je:

(48)

where B1, B2, B3, and B4 are the following functions of
the parameters of the Ginzburg–Landau theory:
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In accordance with Section 2, we must find je3ω using
formula (12). It should be noted that in the given case je

depends on time as sin3ωt. Since

to avoid cumbersome expressions, we can simply write

(49)

Thus, we know the extraneous current emitting an elec-
tromagnetic wave at the third harmonic of the fre-

ω
π
---- ωt 3ωtsinsin

3
td

0

2π/ω

∫ 1/4,–=
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1
4
---
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3

----------------.–=
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Fig. 7. Temperature dependence of (a) the amplitude and
(b) the polarization of the nonlinear response in the case
when the line along which the curve is plotted does not
intersect the phase-transition curve. The nonlinear response

amplitude  is measured in amplitudes Einc of the inci-

dent wave. The values of parameters: αs/αd = 1.8, b1/b2 = 1,
b3/b2 = 3, b4/b2 = –0.25, γs/γd = 1,γv/γd = 0.6 (a) and 1 (b),

Ts/Td = 0.5, α = 60°; (a) j0/jc1(0) = 0.05, ω (0)/cd = 10–5.

E3ω
rad

λd
2
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quency of the incident wave. We must now find the
amplitude of this wave. We solved this problem in Sec-

tion 2 for  = (1/λ2)δik and derived formula (13). It
can easily be shown that a generalization of this for-
mula to the case of an anisotropic constitutive relation
has the form

where ( )–1 is a tensor reciprocal to . In fact,

we must invert tensor . We have already solved a
similar problem in inverting dependence jl(Al) and
obtained formula (46). Using this formula, we can
immediately write

(50)

where l is a unit vector with the coordinates

(51)

and φe3ω is the angle between vector je3ω and the x axis.
Substituting the obtained expression for je3ω into
Eq. (50), we can write the relation for the nonlinear
response. We will not write these cumbersome relations
here.

Let us analyze the relations derived above. It should
be noted first of all that these relations become inappli-
cable in the vicinity of the AB phase transition since
coefficients B2 and B4 contain quantities proportional to
1/(  – τ) and τ =  on the phase-transition curve.
Generally speaking, to derive correct formulas, we
must take into account cubic terms in the system for 
and U". However, such a procedure cannot be carried
out analytically since it leads to a sixth-order system
that has no analytic solution. We will now try to prove
that the inclusion of cubic terms would not give quali-
tatively new information. Let us consider a neighbor-
hood of the AB phase transition. On the right of the
transition curve, formula (35) holds, which implies an
increasing temperature dependence for the nonlinear
response with a large but finite slope (see Fig. 8a
below). On the left of the phase-transition curve, the
above relations for the nonlinear response are valid,
which also give an increasing dependence for the non-
linear response in the vicinity of the phase transition,
but become invalid exactly at the phase transition point.
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Comparing these two approximations, we can say that,
taking into account the cubic terms on the left on the
transition exactly, we will only obtain a more exact
coincidence of the temperature dependences on the left
and on the right of the transition curve and a more exact
coincidence of the slopes of these curves.

Let us now consider the relation between the polar-
izations of the incident, reflected, and re-emitted (at
third harmonic) waves. In the given case, vector j is not
collinear to vector E even in the linear approximation.
However, calculations show that we can assume, to a
high degree of accuracy, that the incident and reflected
waves are polarized identically in view of almost total
reflection of the incident wave. However, the nonlinear
response is polarized differently. This is due to the fact
that, first, vector je is not parallel to jl and, second, vec-

tor  is not parallel to je. Since je(jl) has the form (36),
angle φe3ω can be determined by formula (37). Using
formula (51), we can prove that the slope φ of the elec-
tric field in the nonlinear response can be determined by
the formula

(52)

Let us now find the nonlinear response in the next
region on the phase diagram.

3.3. Nonlinear Response in the Region
of the s ± id Phase 

In this case, solution (iv) could be the zeroth approx-
imation in solving system (19)–(21) for the order
parameters. We have V ≠ 0. However, we will not carry
out analysis using perturbation theory since the system
can be solved exactly for V ≠ 0. Let us prove this. Equa-
tion (21) in this case can be divided by V, leading to the
following relation between V and fs:

(53)

Substituting this expression into Eq. (20), we can write
the relation between U and fs in the form

(54)

Substituting expressions (53) for V and (54) for U into
the first equation (19) of the system, we obtain a simple
equation for fs , which gives

(55)
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where

Substituting fs back into Eqs. (53) and (54), we obtain
the solution for V and U,

(56)

(57)
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Fig. 8. Temperature dependence of (a) the amplitude and
(b) the polarization of the nonlinear response in the case of
intersection of the line along which the curve is plotted with
the AB phase-transition curve. The nonlinear response

amplitude  is measured in amplitudes Einc of the inci-

dent wave. The values of parameters: αs/αd = 1.8, b1/b2 = 1,
b3/b2 = 3, b4/b2 = –1 (a) and –0.25 (b); γs/γd = 1,γv/γd = 0.6,

Ts/Td = 0.5, α = 60°; (a) j0/jc1(0) = 0.05, ω (0)/cd = 10–5.
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where

Thus, we managed to solve the system of equations for
the order parameters exactly. To derive the constitutive
relation, we substitute the results into expression (18)
for current, which gives

(58)

Thus, we have found the constitutive relation, which is
the sum of four terms. The first term defines the linear
relation between j and A. It can be seen that the inter-
ference term in this case makes zero contribution to the
linear part of the constitutive relation since U = 0 in the
zeroth approximation. Then the current in the linear
approximation is just the sum of the currents of the d
and s components. Consequently, jl is parallel to Al and

tensor  is equal to (1/ )δik , where

The remaining terms determine the nonlinear part of
the constitutive relation.

Let us now find the nonlinear response. First of all,
we must determine je . To do this, we will use the rec-
ommendations given in Section 2. We express A in
terms of j in the linear approximation. Formula (58)
yields

Substituting this relation into the nonlinear part of
Eq. (58), we can write the extraneous nonlinear current
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in the form

(59)

We must now find the Fourier transform of je . It should
be noted that je depends on time as sin3ωt. Conse-
quently, to find je3ω, we must simply use formula (49),
which implies that je3ω repeats the amplitude of je to
within a constant factor. Knowing dependence je3ω(j0),
we can find the dependence of the nonlinear response
amplitude on the amplitude of the incident wave. We

will not write here the formula for (Einc) since it in
fact repeats formula (59) and can be derived by multi-

plying Eq. (59) by –i12πω /c2 (see Eq. (13)) and
substituting for j0 its expression in terms of Einc (see
Eq. (7)).

In the given case, the reflected wave is polarized in
the same way as the incident wave, but the nonlinear
response has a different polarization. Since the nonlin-
ear response is polarized in the same way as je3ω, it is
sufficient to determine the direction of current je3ω to
find the nonlinear response polarization. Formula (59)
for je3ω has the form (36); consequently, to find the
slope of the electric field in the nonlinear response to
the x axis, we can use formula (37). This gives

(60)

where

(61)

is a temperature-independent parameter on the order of
unity.

Thus, we have found the analytic expression for the
nonlinear response on the entire phase diagram. The
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expressions derived above are rather cumbersome and
can hardly be used to determine the behavior of the
nonlinear response at various points on the phase dia-
gram. For this reason, we will analyze the temperature
dependences of the nonlinear response for various val-
ues of b4 since these dependences can be plotted as
graphs. In this way, we will be able to find the nonlinear
response in all regions and in the vicinity of phase-tran-
sition curves on the phase diagram.

3.4. Temperature Dependence 
of the Nonlinear Response 

In this section, we consider the temperature depen-
dences of the nonlinear response for various values of
b4. In fact, we analyze the variation of the nonlinear
response on the constant-b4 line. Since the constant-b4
line can intersect various regions on the phase diagram,
we must use the results obtained for the nonlinear
response in these regions. To cover all regions on the
phase diagram, we must generally consider the temper-
ature variation from temperatures higher than Td to 0.
At T > Td , the nonlinear response is zero since the order
parameter is zero in this case. In the range of tempera-
tures smaller than but quite close to Td , our theory is
invalid since the main approximation of the theory is
that the magnetic field of the incident wave changes the
order parameter only slightly as compared to its value
in zero magnetic field. This condition is obviously vio-
lated in the vicinity of Td since the order parameter in
this region is small. Consequently, our results are valid
beginning from temperatures not very close to and
lower than Td . For this reason, we will study the tem-
perature dependences of the nonlinear response in a
temperature range from zero to temperatures lower than
but close to Td . It follows from the phase diagram that
there are three different cases. The first case corre-
sponds to values of b4 such that the constant-b4 line in
Fig. 3 does not intersect any phase-transition curve; in
the second case, the constant-b4 line intersects the AB
phase-transition curve; in the third case, the constant-b4
line intersects the CD phase-transition curve.

Let us consider the first case. Formula (34) can be
successfully used for determining the nonlinear
response since there are no regions close to phase tran-
sitions on the entire span of the line b4 = const. Let us
plot the temperature dependence of the electric field
amplitude in the nonlinear response using formula (15)
for this purpose. It should be noted that quantity ωλ2/cd
appearing in this formula can be represented in this case
as

(62)

where (0) is the London penetration depth for a
d-type superconductor at T = 0. To derive the tempera-

ωλ2

cd
---------

ωλd
2 0( )

cd
------------------ 1

1 τ–
-----------,=

λd
2
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ture dependence of the nonlinear response, we must
multiply formula (34) by (1 – τ)–1 and by a certain con-

stant factor. Assuming that ω (0)/cd = 10–5, we plot

the temperature dependence of . We assume that
the amplitude of the incident wave is such that
j0/jc1(0) = 0.05; i.e., Einc = 0.05jc1(0) · 2πd/c. In addi-
tion, we assume that the incident is polarized at an
angle of 60°. The temperature dependence is found to
be a smoothly descending curve (Fig. 7a) without
kinks. Using formula (38), we plot the temperature
dependence of the nonlinear response polarization
(Fig. 7b). At temperatures close to Td , the polarization
virtually coincides with polarization α of the incident
wave; as the temperature decreases, angle φ increases
smoothly, passes through 90°, and goes to the second
quadrant. Thus, at a certain temperature, the nonlinear
response is polarized along the crystal axis in spite of
the fact that the incident wave is polarized at a certain
angle to this axis.

Let us consider the second case, when the line b4 =
const (along which we plot the temperature depen-
dences) intersects the AB phase-transition curve. In this
case, we must use relation (31) for je3ω on the right of
the phase-transition curve and then formula (13) for the
nonlinear response analogously to the previous case.
On the left of the phase-transition curve, we must use
formulas (48) and (49) for je3ω and then formula (50)
for the nonlinear response. Thus, we obtain a curve
consisting of three pieces (Fig. 8a). It can be seen that
the temperature dependence of the nonlinear response
in this case has a peak very close to the phase transition.
From the point of view of mathematics, this peak is
associated with divergence of the solution to Eq. (27) in
the linear approximation in small quantity fs in the
vicinity of the phase transition. If we take into account
the cubic term, the divergence disappears and we obtain
just a sharp peak near  = 0. The fact that the peak is
very sharp is associated, from the standpoint of mathe-
matics, with nonanalyticity of dependence je(j0) in the
vicinity of the AB phase transition. The situation
described above corresponds to resonance in a certain
oscillatory system. Temperature variation corresponds
to a change in the natural frequency of the oscillatory
system and the inclusion of nonlinear terms corre-
sponds to the limitation imposed by nonlinearity on the
resonance amplitude. From the standpoint of physics,
the peak is associated with the smallness of the restor-
ing force in the system at the phase-transition point,
since the expansion of the free energy in the order
parameter begins with fourth-order terms in contrast to
points that do not correspond to the phase transition.
Figure 8b shows the temperature dependence of the
polarization angle of the nonlinear response. It can be
seen that this dependence has a clearly pronounced
peak in the vicinity of the AB phase transition. Thus,
both the amplitude and the polarization of the nonlinear

λd
2

E3ω
rad

as+*
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response are sensitive to the d  d ± s phase tran-
sition.

Let us consider the third case, when the line b4 =
const intersects the CD phase-transition curve. Here,
we must use formula (34) for the nonlinear response
and formula (15) for the nonlinear response amplitude
on the right of the phase transition. For the region on the
left of the phase transition, we must use relation (59) for
je and then formulas (49) for je3ω and (15) for the non-
linear response. Thus, we obtain the temperature
dependence of the nonlinear response, consisting of
two pieces (Fig. 9a). It can be seen that the nonlinear
response amplitude smoothly decreases with tempera-
ture and is virtually unaffected by the phase transition.
It should be noted that, from the standpoint of mathe-
matics, this is due to the following circumstance. In

                                    

2

0

0 0.2 0.4 0.6 0.7
T/Td

5

3

(E3/Einc) × 106

(a)
4

1

0.1 0.3 0.5

0 0.2 0.4 0.6 0.7

T/Td

70

60

φ, deg

(b)

50

0.1 0.3 0.5

Fig. 9. Temperature dependences of (a) the amplitude and
(b) the polarization of the nonlinear response in the case
when the line along which the curve is plotted intersects the
CD phase-transition curve. The nonlinear response ampli-

tude  is measured in amplitudes Einc of the incident

wave. The values of parameters: αs/αd = 1.8, b1/b2 = 1,
b3/b2 = 3, b4/b2 = 1, γs/γd = 1, γv/γd = 0.6, Ts/Td = 0.5, α =

60°; (a) j0/jc1(0) = 0.05, ω (0)/cd = 10–5.
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contrast to the situation with the AB phase transition,
formula (34) becomes inapplicable in the vicinity of
the CD phase transition not because of the requirement
that the cubic term must be taken into account in
expression (27), but due to the transition of the system
to a state with V ≠ 0. For this reason, the temperature
dependence on the right of the CD phase transition
decreases monotonically with temperature down to a
very close neighborhood of the transition. Analogously,
the temperature dependence on the left of the phase-
transition curve also increases monotonically with tem-
perature up to a very close neighborhood of the transi-
tion. We cannot say what happens in the vicinity of the
phase transition, but the above considerations and close
matching of the curves in Fig. 9a suggest that the curve
has no spikes or other singularities at the phase-transi-
tion line. Thus, the nonlinear response amplitude in the
given case is insensitive to the phase transition. How-
ever, the polarization angle may be sensitive to the CD
phase transition. Let us prove this. In the present case,
we can use formula (37) for the polarization angle, where
H2 and H1 must be determined from relation (59). It
should be noted that formula (59) implies that H2 and
H1 are independent of temperature. Consequently, the
polarization angle is also independent of temperature
for T < . At the same time, the polarization
depends on temperature for T > Ts– in accordance with
formula (38). Figure 9b shows the temperature depen-
dence of the polarization angle for the same values of
parameters, which we used for plotting the nonlinear
response amplitude. It should be noted that the discon-
tinuity on this curve is due to inapplicability of our the-
ory in the vicinity of the phase transition. Apparently,
the actual temperature dependence of the nonlinear
response polarization should not have any discontinui-
ties. Consequently, we can expect that, in the vicinity of
the phase transition, the sloping curve continuously
transforms into a horizontal line.

Thus, we have studied the temperature dependence
of the amplitude of the nonlinear response as well as its
polarization in the cases when various phase transitions
take place. It turns out that both the amplitude of the
nonlinear response and its polarization are very sensi-
tive to the d  d ± s phase transition. The nonlinear
response amplitude is found to be insensitive to the
d  d
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 phase transition, while the polarization is
weakly sensitive to this transition. Let us now consider
our results from the standpoint of their experimental
observation.
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well as the sign reversal of the derivative of the polar-
ization angle with respect to temperature, is associated
with the interference term in the expression for current.
We have also demonstrated that the nonlinear response
amplitude is weakly sensitive to the d  d ± is phase
transition and behaves in the vicinity of this transition
in the same way as the nonlinear response of a simple d
superconductor. However, the nonlinear response
polarization is quite sensitive to this phase transition
also since the polarization is independent of tempera-
ture on the left of this phase transition, while the tem-
perature dependence of polarization on the right of it is
quite strong.

Let us consider the results from the standpoint of
their experimental observation. First of all, we consider
the absolute values of the nonlinear response ampli-
tude. In plotting the graphs for the nonlinear response
amplitude, we used the values of the quantities from
experimental study [17], in which the nonlinear
response amplitude was measured as a function of tem-
perature, constant magnetic field, and the incident wave
amplitude. Consequently, we can compare our theoret-
ical results with the experimental results obtained
in [17]. We found that the amplitude of the nonlinear
response is smaller than the amplitude of the linear
response by 5–6 orders of magnitude. Thus, the charac-
teristic value of the nonlinear response power is 10–
12 orders of magnitude smaller than the power of the
incident wave. The nonlinear response power deter-
mined in [17] at temperatures not very close to the
superconducting transition temperature was 10–11 W for
an incident wave power of 0.1 W. Thus, the coincidence
is quite satisfactory. In addition, it was found in the
experiments that the temperature dependence of the
nonlinear response has a peak at temperatures close to
40 K. Our result also predicts the presence of a peak on
the nonlinear response curve in the vicinity of the
d  d ± s phase transition; however, the shape of the
theoretical peak is sharper than observed in the experi-
ments. It should be noted that the sharp peak obtained
under ideal conditions could be blurred, for example,
due to sample inhomogeneities or for some other rea-
sons. Consequently, we conclude that, first, the nonlin-
ear response at moderate temperatures may be associ-
ated with the Ginzburg–Landau mechanism of nonlin-
earity and, second, the sample may have a two-
component d and s order parameter.

Let us now consider the problems associated with
observation of nonlinear response polarization. It is
well known [14] that YBaCuO can be a polycrystal or a
single crystal. In the case of a perfect single crystal, all
our results are valid without any changes. In the case of
a polycrystal, when the entire sample consists of a large
number of crystallites, for which the a and b axes are
disoriented relative to each other, while the c axis is the
same, our results are also applicable, but must be aver-
aged over all possible orientations of the a and b axes.
In averaging our results, we must assume that vector
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Einc remains unchanged and that the coordinate system
rotates about the z axis. Let us consider such an averag-
ing procedure using formula (34) as an example. This
formula has the form

Averaging this formula as indicated above, we find that
〈je3ω〉  has a component in the j0 direction and has no
component orthogonal to j0. The component of 〈je3ω〉  in
the direction of j0 has the form

(63)

Thus, averaged formula (34) has the form

(64)

It can be seen that the temperature dependence of the
nonlinear response amplitude does not differ substan-
tially from that for a single crystal. At the same time,
the polarization of the nonlinear response simply coin-
cides with the incident wave polarization in contrast to
the case of a single crystal. The physical meaning of
this phenomenon is that the only preferred direction in
a polycrystal is the direction of polarization in the inci-
dent wave. If the nonlinear response differs from zero,
it can be polarized only along the electric field in the
incident wave. Consequently, all effects associated with
the difference in the polarizations of the incident wave
and the nonlinear response disappear upon averaging.
As a result, it turns out that the d  d ± is transition
in a polycrystal cannot be observed from analysis of the
nonlinear response. At the same time, at the d  d ±
s transition point, a peak of the nonlinear response
amplitude is observed for single crystals as well as for
polycrystals; i.e., this phase transition can be observed
from analysis of the nonlinear response in the case of a
polycrystal as well.

It would also be interesting to consider the effect of
various inhomogeneities. We used the model of a
homogeneous superconductor, assuming that the crys-
tal lattice is perfect. However, real HTSC samples may
be strongly inhomogeneous due to the fact that
YBaCuO can form several different metastable phases.
This leads to the emergence of additional nonlinearity
mechanisms associated with Josephson coupling
between grains as well as with fast flowing of current to
the grains during their transition to the superconducting
state. These mechanisms can also lead to the emergence
of a low-temperature peak in the nonlinear response,
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which is analogous to the peak emerging in our theory.
Consequently, the problem of experimental method for
separating the nonlinear responses associated with
these different mechanisms arises. Since our theory is
based on the crystal structure itself, the results should
not depend qualitatively on the presence or absence of
large-scale inhomogeneities, nor on their positions. For
this reason, we can single out a part of the nonlinear
response associated with the structure of the order
parameter by preparing several samples using the same
technique. The part of the nonlinear response associ-
ated with inhomogeneities will change since it is
impossible to prepare two samples with the same distri-
bution of inhomogeneities, while the part associated
with the order parameter will remain unchanged.

In conclusion, let us compare the potentialities of
the linear and nonlinear diagnostics of phase transi-
tions. We have established that the nonlinear response
is sensitive to the superconducting phase transition as
well as to other phase transitions that may exist in a
superconductor with a complex order parameter. We
can compare these results with the results for the linear
response. It is well known that the linear response is
also very sensitive to the superconducting phase transi-
tion. Let us see whether it is sensitive to additional
phase transitions. The formulas derived by us in the lin-
ear approximation readily show that the amplitude of
the reflected wave does not respond to additional phase
transitions. The polarization of the reflected wave is
sensitive in principle to the d  d ± s phase transi-
tion; however, first, this effect is very weak due to
almost total reflection of the incident weave and, sec-
ond, it will disappear in all probability after averaging
in the case of a polycrystal. Summarizing the result, we
can conclude that nonlinear diagnostics may reveal
additional phase transitions, while linear diagnostics
cannot be used for this purpose.
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Abstract—Neglecting electron–electron interactions and quantum interference effects, we calculate the clas-
sical resistivity of a two-dimensional electron (hole) gas, taking into account the degeneracy and the thermal
correction due to the combined Peltier and Seebeck effects. The resistivity is found to be a universal function
of the temperature, expressed in units of (h/e2)(kFl)–1. Analysis of the compressibility and thermopower points
to the thermodynamic nature of the metal–insulator transition in two-dimensional systems. We reproduce the
beating pattern of Shubnikov–de Haas oscillations in both the crossed field configuration and Si-MOSFET val-
ley splitting cases. The consequences of the integer quantum Hall effect in a dilute Si-MOSFET two-dimen-
sional electron gas are discussed. The giant parallel magnetoresistivity is argued to result from the magnetic-
field-driven disorder. © 2005 Pleiades Publishing, Inc. 
1. INTRODUCTION

Recently, much interest has been focused on the
anomalous transport behavior of a variety of low-den-
sity two-dimensional (2D) systems [1–5]. It has been
found that below some critical density, cooling causes
an increase in resistivity, whereas in the opposite, high-
density case, the resistivity decreases. Another property
of dilute 2D systems is their unusual response to the
parallel magnetic field. At low temperatures, the mag-
netic field was found to suppress the metallic behavior
and result in increasing the resistivity upon enhancement
of the spin polarization degree [6, 7]. A strong perpen-
dicular magnetic field, if applied simultaneously with
the parallel one, results in suppression of the parallel
magnetoresistivity [8]. Although numerous theories
have been put forward to account for these effects, the
origin of the above behavior is still the subject of a
heated debate.

The ohmic measurements are known to be carried
out at a low current (I  0) in order to prevent Joule
heating. In contrast to the Joule heat, the Peltier and
Thomson effects are linear in the current. As shown
in [9–11], the Peltier effect results in a correction to the
measured resistance. When the current is running, one
of the sample contacts is heated, and the other is cooled
because of the Peltier effect. The contact temperatures
are different. The voltage drop across the circuit
includes thermoelectromotive force, which is linear in
the current. There exists a thermal correction ∆ρ to the
ohmic resistivity ρ of the sample. For low-density 2D
electron gas (2DEG), the correction may be compara-
ble to the resistivity because ∆ρ/ρ ~ (kT/µ)2, where µ is

¶ This article was submitted by author in English.
1063-7761/05/10003- $26.000597
the Fermi energy. In the present paper, we report on a
study of low-T transport in 2D systems, taking both the
carrier degeneracy and the Peltier-effect-induced cor-
rection to resistivity into account.

2. GENERAL FORMALISM

For clarity, we consider the (100) Si-MOSFET
2DEG system. Within the strong inversion regime, we
further neglect a depletion layer charge in the semicon-
ductor bulk. At a fixed gate voltage, the quasi-Fermi
level µ in the semiconductor is shifted with respect to
that in the metal gate. The number of occupied states
below the quasi-Fermi level determines the density of
electrons assumed to occupy the first quantum-well
subband with the isotropic energy spectrum ε(k) =
"2k2/2m.

We consider a sample connected to the current
source by means of two identical leads (Fig. 1). Both
contacts are ohmic. The voltage is measured between
the open ends c and d kept at the temperature of the
external thermal reservoir. The sample is placed in a
chamber with the mean temperature T0. According to
our basic assumption, the contacts a and b may have
different respective temperatures, Ta and Tb . Including

j
a b

c

l0

σ, κ, α

d
ω

Fig. 1. The experimental setup.
 © 2005 Pleiades Publishing, Inc.
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the temperature gradient term, the current density j and
the energy flux density q are given by

(1)

where E = ∇ζ /e is the electric field, ζ = µ – eϕ is the
electrochemical potential, α is the thermopower, σ =
Neµ0 is the conductivity, µ0 = eτ/m is the mobility, τ is
the momentum relaxation time, κ = LTσ is the thermal
conductivity, and L = π2k2/3e2 is the Lorentz number.

In general, one can uniquely solve Eq. (1) and then
find the difference of contact temperatures, ∆T = Ta –
Tb , for an arbitrary circuit cooling. But below approxi-
mately 1 K, the electron–phonon coupling is known to
be weak [12]. In the actual case where I  0, we can
then omit the Joule heating. We therefore consider a
simple case of adiabatic cooling, with the 2DEG ther-
mally insulated from the environment. We emphasize
that under the above conditions, the sample is not
heated. Indeed, at small currents, we have Ta ≈ Tb ≈ T0.
Hence, the amount of the Peltier heat Qa = I∆αT0
evolved at contact a and that absorbed at contact b are
equal. Here, ∆α is the difference of the 2DEG and
metal conductor thermopowers. We recall that the
energy flux is continuous at each contact,

and therefore the temperature gradient is constant
downstream the current. The difference of the contact
temperatures is then given by [9, 10]

where l0 and w are respectively the sample length and
width. For example, for a 2 × 2-mm sample, a typical
current of I = 1 nA, a 2D resistivity on the order of h/e2,
and α ~ k2T/eµ ~ 0.01k/e, the contact-temperature dif-
ference is ∆T = 10 mK ! T0, and therefore our
approach is well justified. From Eq. (1), the voltage
drop between ends c and d is given by

where R is the ohmic resistance of the circuit. The sec-
ond term is the conventional Seebeck thermoelectro-
motive force. Because ∆T ∝  I, we finally obtain the
total 2DEG resistivity as

(2)

where we assume that ∆α ≈ –α. We note that within the
adiabatic approach, Eq. (2) can also be applied for the
2D hole gas and in the case of four-point contact mea-
surements. In the Appendix, we discuss in more detail
the case of 2DEG realistic cooling.

j σ E α∇ T–( ), q αT ζ /e–( ) j κ∇ T ,–= =

κ∇ T a b,– j∆αTa b, ,=

∆T
∆α l0

Lσw
----------- I ,=

U RI ∆α∆T ,+=

ρtot ρ 1 α2/L+( ),=
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3. RESULTS

3.1. 2D Density and Thermopower 

Using Gibbs statistics, we find that the 2DEG den-
sity N = –(∂Ω/∂µ)T is given by

(3)

where

is the thermodynamic potential, ξ = kT/µ = T/TF is the
dimensionless temperature, TF is the Fermi tempera-
ture, and Fn(z) is the Fermi integral. At the moment, we
disregard the valley splitting, reported to be of the order
of 1 K in the (100) Si-MOSFET 2DEG system [13].
Below we discuss the importance of a nonzero valley
splitting in the context of low-field Shubnikov–de Haas
oscillations. Next, we introduce the density of states
D = 2m/π"2, where m is the effective mass. For the den-
sity of strongly degenerate 2DEG, we have N0 = Dµ. In
what follows, we consider both the classical Boltzman
(µ < 0) and Fermi (µ > 0) cases, and therefore use the
dimensionless concentration n = N/|N0| (Fig. 2a). In the
classical Boltzman limit (µ < 0, |ξ| ! 1), the 2D elec-
tron density is thermally activated:

For strongly degenerate electrons (ξ ! 1), we obtain

Then, at elevated temperatures (ξ ≥ 1), the density

becomes linear in the temperature. We note that at a
fixed temperature, the 2DEG density always exceeds
the zero-temperature value, i.e., N > N0 (see Fig. 3,
inset). Experimentally, the concentration extracted
from the period of the Shubnikov–de Haas quantum
oscillations [14, 15] determines the density of strongly
degenerate 2DEG, i.e., NSdH = N0. In contrast, the clas-
sical low-field Hall measurements [4, 14] make it pos-
sible the total carrier density NHall = N, which coincides
with the density of strongly degenerate electrons for
ξ ! 1. We argue that in dilute 2D systems, the accuracy
provided by both methods becomes questionable,
which seems to be the reason for the sample and tem-
perature-dependent deviation NHall – NSdH observed in
Si-MOSFETs [14].

N N0ξF0 1/ξ( ),=

Ω kT 1
µ ε k( )–

kT
-------------------- 

 exp+ln
k

∑–=

n ξ 1/ ξ–( ).exp=

n 1 ξ 1/ξ–( ).exp+=

n 1/2 ξ 2ln+=
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Following the conventional Boltzman equation for-
malism, the explicit formula for the 2DEG ther-
mopower can be written as

(4)

For simplicity, we assume that the electron scattering is
characterized by the energy-independent momentum
relaxation time. In the classical limit (µ < 0, |ξ| ! 1), the
thermopower is given by the conventional formula

For strongly degenerate 2DEG (ξ ! 1), we obtain the
temperature dependence of the thermopower (Fig. 2b)
as

α k
e
--

2F1 1/ξ( )
F0 1/ξ( )

---------------------- 1
ξ
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α k
e
-- 2 1

ξ
---– 
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Fig. 2. The zero-field 2DEG density (a) and thermopower
(b) given by Eqs. (3) and (4) respectively vs. the dimension-
less temperature ξ. Asymptotes shown by dotted fines cor-
respond to |ξ| ! 1 and those shown by thin lines, to |ξ| @ 1.
Insets: 2DEG density (a') and thermopower (b') for the spin
polarization degree p = 0, 0.3, 0.6, 1.
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At elevated temperatures (ξ > 1), the thermopower first
grows with temperature and then approaches the uni-
versal value

The above behavior is confirmed by low-temperature
thermopower measurement data [16], found to diverge
at a certain value near 0.6k/e, which is on the order of
αs (see the bold line in Fig. 3).

3.2. Zero-Field Resistivity 

We now calculate the total 2DEG resistivity given
by Eq. (2). Figure 4 represents the T-dependent resistiv-
ity at fixed Fermi temperatures that correspond to a cer-
tain 2DEG density range (see Fig. 3, inset). For a fixed
disorder strength, we represent the data found at differ-
ent densities (or TF) in a single plot (Fig. 4). In real
units, increasing the disorder results in the upshift of
resistivity curves. The temperature dependence of the
resistivity (see, e.g., the curve at TF = 0.25 K in Fig. 4)
exhibits the metallic behavior (i.e. dρ/dT > 0) for T ≤ TF
and then becomes insulating (dρ/dT < 0) at T ≥ TF.

α s
k
e
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2F1 0( )
F0 0( )

-----------------–
k
e
-- π2

6 2ln
-----------.–= =

Fig. 3. Temperature dependence of the thermopower given
by Eq. (4) for TF [K] = 2 – 0.25 (step 0.25), 0.2 – 0.05 (the
step 0.05), 0.01, 0 (bold line), –0.1, –0.2. Inset: density vs.
Fermi energy at the fixed temperature T [K] = 0 (piecewise
bold line), 0.15, 0.25 in Si-MOSFET system.
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Within the low-temperature metallic region, the 2DEG
resistivity can be approximated (see the dotted line in
Fig. 4) by

where

is the resistivity at T  0, kF = /" is the Fermi
vector, and l = "kFτ/m is the mean free path. For the
high-temperature insulating region, we then obtain the
asymptote
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Fig. 4. Zero-field temperature dependence of resistivity
given by Eq. (2) for Fermi temperatures depicted in the
main panel of Fig. 3. The dotted line corresponds to the
asymptote ξ ! 1, the thin line, to ξ > 1 for fixed TF =
0.25 K. The arrows depict the region of temperatures
explored in inset b. Inset a: temperature dependence of the
inverse resistivity σtot at TF [K] = 0.25, 0.5, 1.0 (marked by
vertical bars). Inset b: density dependence of the resistivity
depicted in the main panel in the temperature range T =
0.5−0.9 K.
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depicted in Fig. 4 by the thin line. The metallic-to-insu-
lating behavior crossover occurs at T ≈ 0.8TF. In fact,
the low-temperature metallic resistivity is explained
within our model in terms of the thermal correction
given by Eq. (2), while the high-temperature insulating
behavior results from a decrease of the 2D degeneracy.
It should be specially noted that in the Boltzman limit
(see curves at µ < 0 in Fig. 4), the resistivity can be
scaled in units of the disorder parameter kFl, where the
substitution µ  |µ| must be made.

The resistivity data (Fig. 4, inset b), represented as a
function of the 2D density (or TF), exhibit a well-pro-
nounced transition point. The critical resistivity ρc is
roughly inversely proportional to the critical density nc .
We note that the same experimental range (0.1–10)h/e2

expected to eliminate the metal–insulator transition in
Si-MOSFETs with different mobilities provides a
higher temperature range, critical density nc , and hence
lower ρc for more disordered samples. This result is
confirmed by experimental observations [17].

Recent experiments [4, 18–20] confirm our predic-
tions and demonstrate that the metallic-region data
obey a scaling where the disorder parameter kFl (not the
ratio of the Coulomb interaction energy to the Fermi
energy [20]) and the dimensionless temperature T/TF
appear explicitly. These experimental findings were
argued to rule out the electron–electron interactions [4],
the shape of the potential well [18], spin–orbit effects,
and quantum interference effects [19, 20] as possible
origins of the metallic behavior mechanism. In addi-
tion, our concept of the high-temperature insulating
behavior is qualitatively confirmed by the experimental
data [21, 22] within the insulating side of the metal–
insulator transition exhibiting the nonhopping 1/T
dependence. As an example, for p-GaAs/AlGaAs
2D hole gas [22] with the peak mobility µ0 = 2 ×
105 cm2/(V s), we obtain the linear dependence (see the
thin asymptote in Fig. 4, inset a) of the inverse resistiv-
ity, σtot[e2/h] = 1/ρtot = 1.4T [K], which is consistent
with the experimental value 3.3T [K]. It is to be noted
that the conventional theory [23, 24] used to explain the
2D metallic behavior [7, 21, 25] fails to account for
both T  0 and T ≥ TF cases.

We emphasize that Eq. (2) provides the actually
measured effective 2D mobility and yields

Experimentally, at a fixed temperature, the mobility
data can be unambiguously extracted using indepen-
dent measurements of the 2D resistivity and the low-
field Hall density NHall ≈ N. With the help of Eq. (3), we
plot the density dependence of µeff in Fig. 5. Upon
depletion of 2DEG, the dependence µeff(N) falls down
at low densities near 109 cm–2 as ξ  0. In the high-

µeff

µ0

1 α2/L+
---------------------.=
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density case, we predict µeff ≈ µ0. We argue that in real
experiment, the above behavior can be masked by
impurity-assisted (Si–SiO2 roughness-associated) sup-
pression of momentum scattering time in the respective
cases of low (high) densities [26].

3.3. 2DEG Magnetoresistivity 

In contrast to the conventional Shubnikov–de Haas
formalism extensively used to reproduce low-field data,
we use an alternative approach [27] that appears aimed
at resolving the magnetotransport problem within both
the Shubnikov–de Haas and integer-quantum-Hall-
effect regimes.

The Si-MOSFET energy spectrum modified with
respect to valley and spin splitting is given by

(5)

where nL = 0, 1, … is the Landau level number, ωc =
eB⊥ /mc is the cyclotron frequency, ∆s = g*µBB is the
Zeeman splitting, g* is the effective g-factor, and B =

 is the total magnetic field. Next, ∆v [K] =

 + 0.6B⊥  [T] is the density-independent [28] valley
splitting. In contrast to the valley splitting, the spin sus-
ceptibility χ = g*m/2m0 (where m0 is the free electron
mass) is known to exhibit strong enhancement upon 2D
carrier depletion. This result is confirmed indepen-
dently by magnetotransport measurements in a tilted
magnetic field [6, 29], the perpendicular field [30], and
by the beating pattern of the Shubnikov–de Haas oscil-
lations [31] in crossed fields.

We recall that in strong magnetic fields ("ωc @ kT,
"/τ), the electrons can be considered dissipationless,
and therefore σxx, ρxx ≈ 0. Under current carrying con-
ditions, the only reason for a finite longitudinal resistiv-
ity seems to be the thermal correction mechanism dis-
cussed earlier [27]. Following [27], we obtain

(6)

where α is the thermopower,  = Nec/B⊥  is the Hall
resistivity, N = –(∂Ω/∂µ)T is the 2D density,

is the thermodynamic potential modified with respect
to the energy spectrum mentioned above, and Γ =
eB⊥ /hc is the zero width of the Landau-level density of
states. In strong magnetic fields, the 2D thermopower is
a universal quantity [32], proportional to the entropy
per electron, α = –S/eN, where S = –(∂Ω/∂T)µ is the

εn "ωc nL
1
2
---+ 
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entropy. Both S and N and, hence, α and ρ are universal
functions of ξ and the dimensionless magnetic field
"ωc/µ = 4/ν, where ν = N0/Γ is the conventional filling
factor.

Using the Lifshitz–Kosevich formalism, we can eas-
ily derive asymptotic formulas for N and S, and hence
for ρyx and ρ, valid at low temperatures ξ < 1 and weak
magnetic fields ν–1 < 1:

(7)

where

is the entropy at B⊥  = 0, Fn(z) is the Fermi integral,

and rb = π2ξνb/2 is the dimensionless parameter. Then
R(ν) = cos(πbs)cos(πbv) is the form factor, s =
∆s/"ωc = χB/B⊥  is the dimensionless Zeeman spin split-
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Fig. 5. The dimensionless effective mobility specified in the
text vs. the 2D density for the Si-MOSFET system at T =
0.15 and 0.25 K.
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ting, and v  = ∆v /"ωc = ν/4µ + 0.12 is the dimension-
less valley splitting.

We first consider the zero-B|| case, where the Zee-
man spin splitting is reduced to a field-independent
constant, i.e., s = χ. In the low-T, B⊥  limit, the valley

splitting  is then known to be resolved [13], and
therefore leads to the beating of Shubnikov–de Haas
oscillations. In the actual first-harmonic case (i.e.,
b = 1), the beating nodes can be observed when
cos(πv) = 0, or

where i = 1, 3, … is the beating node index. For 2DEG

parameters reported in [13] (Fig. 6), we estimate  =

101 and therefore  = 0.92 K. The second node is

expected to appear at  = 368. However, the Shubni-
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Fig. 6. The Shubnikov–de Haas oscillations at T = 0.3 K for
a Si-MOSFET sample [13]: N0 = 8.39 × 1011 cm–2, the spin
susceptibility χ = 0.305, and the valley splitting ∆v  [K] =

 + 0.6B⊥  [T]. The zero-field valley splitting  =

0.92 K is a fitting parameter. The arrows depict the beating
nodes at i = 1, 3. Inset: an enlarged plot of the beating node
from the main panel.

∆v
0 ∆v

0
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kov–de Haas oscillations are in fact resolved when ν ≤
1/ξ = 203, and therefore the second beating node was
not observed in experiment [13]. Moreover, the disap-
pearance of the first beating node upon 2D carrier
depletion N < 3 × 1011 cm–2 is governed by the same
condition because in this case, ν ≤ 1/ξ = 73 is of the
order of the first beating node. We note, however, that
suppression of the beating nodes at higher densities
(N > 9 × 1011 cm–2) reported in [13] is unexpected
within our simple scenario.

We now analyze the case of a low-density 2D sys-
tem in a strong magnetic field with only the lowest Lan-
dau levels occupied. For extremely dilute 2DEG (N ≈
1011 cm–2), the energy spectrum (see inset to Fig. 7) is
known to be strongly affected by enhanced spin suscep-
tibility. In contrast to the high-density case with cyclo-
tron minima occurring at ν = 4, 8, 12, …, only the spin
minima (ν = 2, 6, 10, …) are observed in dilute 2DEG
[33]. As expected, the spin (cyclotron) minimum fill-
ings are proportional to odd (even) numbers multiplied
by a factor of two due to the valley degeneracy. In stron-
ger fields, the magnetoresistivity data exhibit a ν = 1
minimum associated with valley splitting. With the
energy spectrum implied by Eq. (5), we can easily find
that the last minimum occurs when the Fermi level lies
between the lowest valley-split Landau levels, i.e., at

0
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Fig. 7. Magnetoresistivity at T = 0.36 K (upper curve) and
T = 0.18 K for dilute 2DEG Si-MOSFET [33]: N0 =

1011 cm–2, the spin susceptibility χ = 0.5, and the valley
splitting specified in the capture Fig. 6. Inset: Energy spec-
trum given by Eq. (5) for two lowest Landau levels.
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µ = "ωc(1 – χ)/2. The sequence of minima at B = 4, 2,
0.66 T reported in [33] provides an independent test for
spin susceptibility in the high-B⊥  limit. In Fig. 7, we
represent the magnetoresistivity specified by Eq. (6)
and then use χ = 0.5 in order to fit the observed
sequence of minima. Surprisingly, the value of spin sus-
ceptibility is lower than χ = 0.86 extracted from the
crossed-field low-field Shubnikov–de Haas beating pat-
tern analysis [31]. We attribute this discrepancy, for
example, to the possible magnetic-field dependence of
spin susceptibility.

Finally, we focus on the magnetotransport problem
in the crossed magnetic field configuration. Following
experiments [13], we further neglect the zero-field val-
ley splitting in the actual high-density case (N > 9 ×
1011 cm–2). At a fixed parallel magnetic field, the
dimensionless Zeeman splitting is given by

where we introduce an auxiliary “filling factor” ν|| =
hcN0/eB|| associated with the parallel field. In the low-
B⊥  limit, the spin splitting induced by the parallel field
also results in the beating of the Shubnikov–de Haas
oscillations. We can easily derive the condition for the
Shubnikov–de Haas beating nodes as cos(πs) = 0 or

.

The sequence of the beating nodes observed in [31]
allowed the authors to deduce the density dependence
of the spin susceptibility. As an example, in Fig. 8, we
reproduce the magnetoresistivity implied by Eqs. (6)
and (7) for 2DEG parameters [31]. The phase of the
Shubnikov–de Haas oscillations remains the same
between the adjacent beating nodes, and changes by π
through the node are consistent with experiments.

We now consider the 2DEG magnetotransport in a
tilted configuration case with the sample rotated in a
constant magnetic field [6, 7, 29]. In this case, the
Shubnikov–de Haas beating pattern is known to depend
on the spin polarization degree p = ∆s/2µ = 2χ/νtot ,
where we introduce the auxiliary “filling factor” νtot =
hcN0/eB associated with the total magnetic field. Con-
ventionally, the degree of spin polarization is related to
the parallel field Bc required for complete spin polariza-
tion, and therefore, p = B/Bc . Performing a minor mod-
ification in Eq. (6), namely, that s = χν/νtot, in Fig. 9 we
represent the magnetoresistivity as a function of the fill-
ing factor for a 2DEG plane rotated with respect to the
constant magnetic field B = 18 T [7]. For simplicity, we
omit zero-field valley splitting. Then, assuming that the
broadening of Landau levels is neglected within our
simple approach, we use a somewhat higher tempera-
ture compared to that in experiment [7]. For a spin-
polarized system, the Shubnikov–de Haas oscillations
(p = 1.01 in Fig. 9a) are caused by the only lowest val-
ley-degenerate spin-up subband. At low temperatures,

s χ 1 ν2/ν||
2+ ,=

ν j
s ν|| j/2χ( )2 1– , j 1 3 …, ,= =
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the valley splitting at ν = 3 is resolved. With the energy
spectrum specified by Eq. (5), the high-filling maxima
occur at 4(N + 1/2)/(1 + p) ~ 2N + 1 and therefore have
a period of ∆ν = 2. In contrast, the partially polarized
high-density 2DEG case (p = 0.29) depicted in Fig. 9b
demonstrates a rather complicated beating pattern
caused by both spin-up and spin-down subbands. It can
be easily demonstrated that high-filling maxima occur
at 4(N + 1/2)/(1 ± p) (dots in Fig. 9b) and hence depend
on the spin polarization degree. The ratio of oscillation
frequencies for the two spin subbands is

consistently with experiment [7]. At the moment, how-
ever, we cannot explain the puzzling behavior of low-
filling magnetoresistivity data known to be insensitive
to the parallel field component [6, 33].

We emphasize that the data represented in Figs. 6–9
differ from those provided by the conventional formal-
ism in the following aspects: (i) the low-field (ωcτ ≤ 1)
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Fig. 8. The Shubnikov–de Haas beating pattern oscillations
at T = 0.35 K for a Si-MOSFET sample [31]: N0 = 10.6 ×

1011 cm–2, the spin susceptibility χ = 0.27,  = 0 and

B|| = 0 (a), B|| = 4.5 T (b), ν|| = 9.25. The arrows depict the
beating nodes at j = 3, 5, 7.
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quantum interference and classical negative magne-
toresistivity background is excluded within our
approach and (ii) in contrast to the conventional Shub-
nikov–de Haas analysis, our approach determines (at
ωcτ @ 1) the absolute value of magnetoresistivity and,
moreover, provides a continuous transition from the
Shubnikov–de Haas regime to the quantum Hall effect
("ωc @ kT). A minor point is that our approach predicts
a somewhat lower Shubnikov–de Haas oscillation
amplitude compared to that in experiment. However, in
the integer-quantum-Hall-effect regime, the magne-
toresistivity magnitude is very comparable to experi-
mental values [27].

3.4. Parallel-Field Magnetoresistivity 

One of the most intriguing features of the Si-MOS-
FET 2D system is its enormous response to the mag-
netic field applied in the plane of the electrons. At a

0.6
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Fig. 9. The small-angle Shubnikov–de Haas oscillations at
T = 1.35 K for a Si-MOSFET system [7]: (a) spin polarized
electrons (p = 1.01) at N0 = 3.72 × 1011 cm–2, the spin sus-
ceptibility χ = 0.42 [31], the “effective filling factor” νtot =
0.83, and (b) the partially polarized case (p = 0.29) at N0 =

9.28 × 1011 cm–2, the spin susceptibility χ = 0.30 [31], and
νtot = 2.06. The positions of maxima are represented by
empty dots. Insets: schematic band diagrams at B = B||.
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fixed temperature, the parallel-field resistivity is known
to exhibit a dramatic increase at both sides of the zero-
field metal–insulator transition. On the metallic side,
the resistivity increases by more than an order of mag-
nitude and then saturates above a certain value of the
parallel magnetic field. The saturation field corresponds
to the complete spin polarization [6], when p = 1. On
the insulating metal–insulator transition side, the satu-
ration of the magnetoresistivity is not observed [6]. We
now give a qualitative argument in favor of the mag-
netic-field-driven disorder origin of the observed mag-
netoresistivity data.

At a fixed parallel magnetic field, the behavior of the
T-dependent resistivity is reported [17] to be similar to
that in the zero-field case (see Fig. 4). Moreover, the
same data plotted as a function of density also exhibit a
well-pronounced transition point as in the case of the
zero-field metal–insulator transition (see Fig. 4, inset b).

Both the critical resistivity  and the density 
depend on the magnetic field strength. Surprisingly, the

critical diagram  vs.  was found [17] to coincide
with that obtained in the case of the zero-field metal–
insulator transition for different mobility Si-MOSFET
samples. Assuming that the thermal correction mecha-
nism is also valid in the presence of the parallel field,
we attribute the observed magnetoresistivity behavior
to the field-driven disorder enhancement, i.e., τ(p) <
τ(0). Indeed, with the energy spectrum specified by
Eq. (5), the explicit formulas for the 2DEG density and
thermopower are

(8)

where εi = ±p is the dimensionless energy deficit
between the bottom of spin subbands and that of the
ground state. For simplicity, we here neglect the zero-
field valley splitting. Both the 2D density and ther-
mopower exhibit (see Fig. 2, insets a' and b') only a
minor perturbation upon parallel field enhancement
within 0 < p < 1. We therefore conclude that the field-
driven disorder enhancement can be responsible for the
observed magnetoresistivity behavior. A detailed anal-
ysis of the prevailing τ(p) mechanism (see, e.g., [34]) is
beyond the scope of the present paper.

3.5. 2D Compressibility 

Herein, we refer the reader to experimental data for
the most part obtained for the n-GaAs/AlGaAs 2DEG
system, and therefore we should substitute D  D/2
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in what follows. In general, of particular interest is the
2DEG compressibility

known to be a fundamental quantity generally more ame-
nable to theoretical and experimental analysis [15, 35].
For noninteracting electrons, Eq. (3) yields

where (z) = dFn(z)/dz is the derivative of the Fermi
integral. Figure 10 represents the dependence of the
actually measured inverse compressibility d(µ) = ε/Ke2.
For strongly degenerate electrons (ξ ! 1), we obtain a
constant value d0 = ε/De2, consistent with the conven-
tional capacitance measurements [36]. But as the
2DEG degeneracy decreases, the penetration length of
the AC electric field [15, 35] diminishes and, further-
more, the negative inverse compressibility also
decreases compared to d0.

Conventionally, this behavior is explained [15] in
terms of a Hartree–Fock exchange, which is omitted in
our simple approach. In contrast, for an extremely
depleted 2DEG, the inverse compressibility data
always exhibit an abrupt upturn, which cannot be
explained within the Hartree–Fock scenario [35]. We
assume that the above feature has a natural explanation
within our model (see the dotted line in Fig. 10),
because d = d0exp(–1/|ξ|) at µ < 0, |ξ| ! 1 and hence the
inverse compressibility exhibits the T-activated behav-
ior. For example, upon depletion, the inverse compress-
ibility [15] strongly increases at TF = 0.63 K (N = 2 ×
109 cm–2), being of the order of the bath temperature
T = 0.3 K.

In the general case of 2DEG placed in the perpen-
dicular magnetic field, the compressibility is

or

(9)

where we use the thermodynamic potential modified
with respect to the single-valley spin-unresolved Lan-
dau level energy spectrum. According to Eq. (9), at a
fixed magnetic field and temperature, the dependence
d(µ) can be viewed (see Fig. 10) as a superposition of
the zero-field dependence and the Landau-level-related
oscillations. For a typical GaAs/AlGaAs system [15],
we represent the data for B = 0.5 T ("ωc = 1 K > T) in
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Fig. 10. The Landau-level-assisted oscillations at ν = 2,
4, 6, … are well resolved. We note that for a dilute
2DEG system at ξ < 0, |ξ| ! 1 in the presence of a
strong magnetic field, "ωc @ kT (i.e., ξν ! 1), we
obtain the T-activated behavior as

similarly to the zero-field case (see dotted lines in
Fig. 10).

4. CONCLUSIONS

In conclusion, the total resistivity of a dilute 2D sys-
tem in Si-MOSFET with the thermal correction
included is found to be a universal function of the tem-
perature, expressed in units (h/e2)(kFl)–1. We have dem-
onstrated the relevance of the approach suggested
in [27] to the low-field beating pattern of the Shubni-
kov–de Haas oscillations in both crossed and tilted
magnetic field configurations. The features concerning
the integer quantum Hall effect in dilute Si-MOSFET
systems are discussed. The strong increase of the paral-
lel magnetoresistivity was argued to result from the
spin-dependent disorder.
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Fig. 10. The dimensionless inverse compressibility vs. the
Fermi temperature at zero magnetic field (thin lines) and
"ωc = 1 K (bold lines) at fixed temperatures T = 0.15 K and
T = 0.25 K. Dotted lines depict asymptotes at ξ < 0, |ξ| ! 1.
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APPENDIX

Real Cooling of the 2D System 

We consider the more realistic situation of electron
cooling caused by a finite strength of the electron–
phonon coupling. Cooling of the phonon-to-mixing-
chamber could then predominately occur over the sam-
ple surface. The power balance equations linearized
with respect to small temperature perturbations are

(10)

where κp is the phonon thermal conductivity, Tp is the
local phonon temperature, and β and γ are the respec-
tive electron–phonon and sample-to-mixing-chamber
cooling strengths. With the phonon diffusion assumed
weak in the sample bulk, the phonon temperature

coincides with the electron (bath) temperature upon
predominant cooling. In general, T0 < Tp < T. The elec-
tron–phonon coupling term in Eq. (10), rewritten in
terms of the bath temperature, is

which depends on both coupling constants. As
expected, a weak heat path channel provides thermal
cooling of the 2DEG system.

With  = T0 + j2/σβ* being the Joule heat
enhanced temperature, Eq. (10) yields

(11)

where θ = T/  is the dimensionless electron tempera-
ture, η = x/λ is the dimensionless coordinate, λ =
(Lσ /β*)1/2 is the thermal diffusion length scale, and
u(Θ) = (λj/Lσ)dα/dT is the dimensionless parameter.
Because T ≈ T0, the 2D thermopower can be considered
constant, and we therefore omit the second term in
Eq. (11). Then the energy flux continuity at both ends
of the sample provides symmetric boundary conditions
with the temperature gradients ∇Θ| a, b = –jλ∆α /Lσ .
Under these conditions, solving Eq. (11) is straightfor-
ward [10]. The temperature profile downstream the
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sample is governed by the sample-to-thermal diffusion
length ratio l0/λ. Our approach of the adiabatic cooling
is justified when l0 ! λ. In the opposite case of strong
cooling (l0 @ λ), the electron temperature exhibits
sharp deviation with respect to  near the contacts

and then coincides with  in the sample bulk.

Considering that the use of interior potential probes
gives uniform resistivity data, Prus et al. [37] suggested
these data as a precursor of strong cooling in real Si-
MOSFETs. With the T-dependent resistivity of 2DEG
used as a thermometer, the electron–phonon coupling
constant was extracted [37] from the simplified energy
balance condition T =  valid in the sample bulk
when l0 @ λ. We stress that the above procedure is only
justified when the electron–phonon coupling, and
hence the thermal diffusion length are known a priori.
Indeed, the weak coupling, if present, provides a con-
stant temperature gradient and hence a uniform resistiv-
ity as well. Nevertheless, the simple balance condition
used in [37] becomes useless because T ≠  through-
out the sample. It turns out that the weak electron–
phonon coupling constant cannot be extracted in the
conventional manner. One can estimate the critical
electron–phonon coupling at which our adiabatic

approach is valid, i.e., l0 < λ or β* < Lσ / . For l0 =
3 mm, σ ~ e2/h, and T0 = 100 mK, we obtain β* < 1.1 ×
10–10 W/(K cm2).

It should be noted that the Peltier effect correction to
resistivity becomes strongly damped at higher frequen-
cies because of the thermal inertial effects [9]. Our dc
approach is valid below some critical frequency fcr ≈
"/m  = 0.3 kHz, and therefore the spectral dependence
of the 2D resistivity can be used to estimate the thermal
correction.
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Abstract—The renormalizations of the fermionic spectrum are considered within the framework of the t–J*
model taking into account three-center interactions (H(3)) and magnetic fluctuations. Self-consistent spin
dynamics equations for strongly correlated fermions with three-center interactions were obtained to calculate
quasi-spin correlators. A numerical self-consistent solution to a system of ten equations was obtained to show
that, in the nearest-neighbor approximation, simultaneously including H(3) and magnetic fluctuations at n > n1
(n1 ≈ 0.72 for 2t/U = 0.25) caused qualitative changes in the structure of the energy spectrum. A new Van Hove
singularity is then induced in the density of states, and an additional maximum appears in the Tc(n) concentra-
tion dependence of the temperature of the transition to the superconducting phase with order parameter sym-
metry of the  type. © 2005 Pleiades Publishing, Inc. d

x
2

y
2–
1. INTRODUCTION

It is commonly assumed [1–5] that strong electron
correlation plays an important role in the mechanism of
high-temperature superconductivity. One of the key
models that includes strong electron correlation is the
Hubbard model [6], which, in the simplest case, con-
tains two energy parameters: the electron hopping inte-
gral between the nearest sites t and the Coulomb repul-
sion energy U between two electrons at one site with
opposite spin moment projections (double occupancy).
The inequality U @ |t | holds under strong electron cor-
relation conditions.

At low electron concentrations, n ! 1, this system is
well described by Fermi liquid theory [7]. In the other
limiting case of n  1, we have the scenario of a
Heisenberg antiferromagnet. At intermediate concen-
trations, n < 1, the problem of the ground state can only
be described approximately.

At U @ t and n < 1, the Hubbard model is often con-
sidered in a truncated Hilbert space without double
occupancy. The corresponding effective Hamiltonian
contains not only terms that describe antiferromagnetic
correlations between the spin moments of charge carri-
ers but also three-center terms [8, 9]. Three-center
interactions insignificantly influence the dispersion
dependence of the spectrum of fermionic excitations
[10, 11]. At the same time, their contribution becomes
substantial in the superconducting phase. For the first
1063-7761/05/10003- $26.000608
time, this was shown in [12, 13]. In particular, the
renormalization of the coupling constant when three-
center terms are included [13] decreases the supercon-
ducting transition temperature by more than an order of
magnitude [14].

The role played by magnetic fluctuations in super-
conducting pairing was studied in many works [3, 4,
15–17]. In recent years, magnetopolaron bound states
have been introduced into the theory of the electronic
structure of the CuO2 plane [18].

We show in this work that magnetic fluctuations are
capable of qualitatively renormalizing the electron
energy spectrum and the density of states provided
three-center interactions are taken into account. Such
modifications substantially influence the concentration
dependence of the superconducting transition tempera-
ture Tc . In this context, recent work [19] is noteworthy.
In [19], the ideology of a substantial influence of three-
center interactions and magnetic correlations was
applied to describe the properties of n-type cuprates.

The present paper is organized as follows. The
meaning of effective interactions in the t–J* model is
considered in Section 2. Section 3 contains self-consis-
tency equations. Spin correlator calculations in the t–J*
model are described in Section 4. In what follows, the
combined influence of three-center interactions and
magnetic fluctuations is considered.
 © 2005 Pleiades Publishing, Inc.
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2. THE DOUBLE OCCUPANCY OPERATOR
AND EFFECTIVE INTERACTIONS

The passage to the effective Hamiltonian in the
atomic representation can be performed at U @ t and
n < 1 either by canonical transformation [4] or using the
operator form of perturbation theory [14, 20]. With an
accuracy to terms proportional to t2/U, we have

(1)

where

(2)

is the Hamiltonian of the t–J model [21] (Jfm = 2 /U)
and the three-center operator

(3)

takes into account the effect of correlated electron hop-
pings.

Let us elucidate the physical meaning of the terms
proportional to t2/U in the effective Hamiltonian. For

this purpose, consider the operator  =  of the
total number of doubly occupied sites. If |Ψ0〉  is the
ground state of the system described by the initial Hub-
bard Hamiltonian, the number of double occupancies is

N2 = 〈Ψ0| |Ψ0〉 . The canonical transformation

changes the ground state function by the law

.

Therefore,

It follows that the operator of double occupancies in the
Hilbert space of the effective Hamiltonian is deter-
mined by the equation

Clearly, this conclusion remains valid when we pass to
finite temperatures. Calculations with an accuracy qua-

Heff Ht–J*≡ Ht–J H 3( ),+=

Ht–J e µ–( )X f
σσ t fmX f
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σσXm
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U
------------- 
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22
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H Heff iS( )H iS–( )expexp=
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N2 Φ0〈 | iS( )N̂2 iS–( ) Φ0| 〉 .expexp=

N̂2 iS( )N̂2 iS–( ).expexp=
~
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dratic in (t/U) give the effective operator of double
occupancies in the form

(4)

where the exchange term Hexch is determined by the
well-known equation

(5)

It follows from these results that the Hamiltonian of the
t–J* model can be represented in the form

(6)

We see that exchange and three-site interactions appear
in Ht–J* for the same reason determined by the presence
of a finite number of double occupancies in the system.

3. SELF-CONSISTENCY EQUATIONS

The combined effects of magnetic correlations and
three-center interactions on the renormalizations of the
spectrum of fermionic excitations and the conditions of
the existence of  superconductivity will be stud-

ied using the irreducible Green functions constructed
on Hubbard operators [22, 23].

When three-center interactions are taken into
account, the first exact equation of motion for the anti-
commutator Green function is written in the form

(7)
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In this equation, the terms that explicitly contain multi-
pliers proportional to t2/U originate from the inclusion
of three-center interactions. The scheme of further cal-
culations is quite usual for the method of irreducible
Green functions [22, 23]. Equation (7) is linearized
with the introduction of the anomalous function

〈〈 | 〉〉 . Next, the equation of motion for

〈〈 | 〉〉  is constructed and linearization is

repeated. The 〈 〉  means that appear in this
scheme are approximated as [19]

(8)

Equation (8) is obtained from the exact equation

(9)

by ignoring the correlator 〈(  – n)(  – n)〉 . A similar
approximation is used to represent the three-site mean
in terms of quasi-spin correlators,

(10)

The passage to the quasi-momentum representation
yields a closed system of equations similar to the
Gor’kov equations,

(11)

where the renormalized spectrum of fermionic excita-
tions is determined by the equation

(12)
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Here, tq and Jq are the Fourier transforms of the hop-
ping and exchange integrals, respectively. The renor-
malizations in spectrum (12) caused by three-center
interactions are proportional to the ratio between the
square of the hopping integral and the U parameter. The

majority of them depend on the kinetic (Kq = 〈 Xqσ〉)
and quasi-spin

(13)

correlators. Solving (11) and applying the spectral the-
orem, we can find the kinetic correlator and the energy
spectrum of the system

(14)

and the self-consistency equation for the superconduct-
ing order parameter ∆k ,

(15)

4. SPHERICALLY SYMMETRICAL 
CORRELATION FUNCTIONS

Let us find the equation for the quasi-spin correlator
to obtain a closure to the self-consistency equations. We
will use the ideology of the quantum spin liquid [24–26]
and write the equations of motion for Bose Green func-
tions describing the dynamics of the spin degrees of
freedom. The first equation of motion has the form

(16)
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respect to l and n,

(17)

The [l  n] symbol in the right-hand sides of
Eqs. (17) stands for the terms obtained from the preced-
ing terms by the exchange of the indices l and n. The
last term in (16) results in the appearance of Green
functions containing the product of three Hubbard
operators. If two Hubbard operators have equal site
indices, then, thanks to the algebra of Hubbard opera-
tors, such a higher Green function reduces to a lower
one. However, if all site indices are different, the reduc-
tion to a lower Green function is performed following
the uncoupling scheme

(18)

After the Fourier transform, (16) takes the form

(19)

where we introduced the Fourier transforms of the cor-
responding Green functions,

(20)

The higher Green functions (ω) and (ω) are
calculated using a similar procedure. We omit cumber-
some intermediate calculations and only give the final
result.

The equation for the (ω) Green function can be
written in the form
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(21)

where (  ω  ) is the Fourier transform of the higher
Green function symmetrical with respect to the 

 
n

 
 and 

 
l

 

indices,

This equation can be simplified using the approxi-
mation applied in [25] to study the 

 

t–J

 

 model. As the

contributions of the (

 

ω

 

) functions to (21) are neg-
ligibly small if 

 

n

 

 

 

≠
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 and

at 

 

n = l

 

, we obtain the approximate equation
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In the quasi-momentum representation, this equation is
written as

(22)

Equation (21) then takes the form that explicitly relates
the higher Green function under consideration to the
lower functions,

(23)

Applying approximation (22) to the Fourier trans-

form of the third Green function (ω) defined
by (20) yields

(24)

where  = αCq + (1 – α)3n/4. As in [24–26], we here
introduced the vertex correction α according to the
equation

This procedure allows the errors of uncoupling to be
corrected by imposing the requirement of the fulfill-
ment of the corresponding sum rules. In our problem,
the sum rule role is played by the condition Cll = 3n/4.
Note that all terms in the last two rows of (24) appear
because of the interaction H(3) .
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The system of three equations, (19), (23), and (24),
allows us to find the quasi-spin correlator. To simplify
the final analytic equations, we use the small parame-
ters of the system λ = 2|t |/U ! 1 and δ = (1 – n) ! 1
(below, we only consider the region of low hole dop-
ing). It is easy to see that Kp = (1 – n/2)f(εp)  1/2 as
n  1, and all terms related to the kinematics of the
problem are therefore canceled in (23) and (24). The
remaining three rows of (24) describe spin correlations
in the Heisenberg limit [24, 26]. Clearly, all terms
related to kinematics are proportional to either the con-
centration of holes δ = 1 – n or kinematic correlators Kf

(f ≠ 0), which are also proportional to (1 – n). These two
parameters have equal orders of smallness at the
characteristic λ value λ = 0.25 and the concentration of
electrons n > 0.75. Calculations show that, in the region
of low doping, the kinematic correlators Kf (f ≠ 0) are
much smaller than λ and magnetic correlators Cf

(at f ≠ 0).
The above considerations allow us to simplify equa-

tions by retaining terms of order δ, λδ, and λ2 only and
ignoring all terms of order λ2δ. The Green function

(ω) found from (19), (23), and (24) then takes the
eventual form

(25)

where the spectrum of magnetic excitations ω(q) is
determined by the equation

(26)
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Only the last two rows of (26) remain in the limit n 
1, which corresponds to the spectrum of magnons in the
Heisenberg model [24, 26].

Applying the spectral theorem in the usual way
leads to self-consistent equations for magnetic correla-
tors. By numerically solving these equations, we can
calculate correlator values. After this, spectrum renor-
malizations caused by magnetic fluctuations and their
influence on the superconducting transition tempera-
ture are determined.

5. THE SPECTRUM AND DENSITY 
OF STATES OF FERMIONIC EXCITATIONS

IN THE t–J* MODEL

It is well known [3–5] that high-temperature super-
conductivity conditions are to a substantial extent
determined by the special features of the energy spec-
trum of Fermi quasi-particles. These features can be
responsible for the singular behavior of the density of
states of charge carriers. Bearing this in mind, let us
first comparatively analyze the renormalizations of the
energy spectrum caused by simultaneous magnetic
fluctuation and three-center interaction effects.

Numerical calculations were performed in the near-
est-neighbor approximation (the influence of long-
range hoppings is in part discussed in the concluding
section). Generally, a system of ten self-consistent tran-
scendental equations was solved. This system deter-
mined ten values: three magnetic and five kinetic corr-
elators, the chemical potential, and the vertex renormal-
ization α. For convenience of comparing the results, we
first give the fermionic energy spectrum of the t–J
model without the inclusion of magnetic correlators,

(27)

where a is the distance between square lattice sites.

If three-center interactions are included (the t–J*
model), the quasi-momentum dependence of the energy
spectrum (k) is described by a linear superposition
of three invariants for a square lattice. If magnetic fluc-
tuations are ignored, the fermionic spectrum is deter-
mined by the equation

(28)

ε̃H k( ) 4 t 1 n
2
---

λK1

1 n/2–
-----------------+– γ1 k( ),–=

γ1 k( ) 1
2
--- kxa( )cos kya( )cos+( ),=

ε̃tJ*

ε̃tJ*' k( ) 4 t 1 n
2
---–

4 3n/2–( )λK1

1 n/2–
-----------------------------------+ γ1 k( )–=

– t λn 1 n
2
---– 

  2γ2 k( ) γ3 k( )+[ ] .
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The appearance of two new invariants compared
with (27),

(29)

formally corresponds to the presence of effective hop-
pings between sites of distant coordination spheres in
the system. The physical origin of such hoppings is
fairly simple to explain if the operator structure of
three-center interactions is taken into account.

The self-consistent calculations of the kinetic corre-
lator for spectrum (28) at n = 0.92 give K1 = 0.0628. The
corresponding calculated dispersion dependence of
excitation energy is shown by the dot-and-dash line in
Fig. 1. The dispersion dependences are given with the
standard denotations of the distinguished Brillouin
zone points, Γ = (0, 0), X = (π, 0), and M = (π, π). A
comparison of the dot-and-dash line with the dashed
line corresponding to spectrum (27) shows that, quanti-
tatively, spectrum renormalizations are insignificant
under these conditions. This conclusion fully corre-
sponds to the results reported in [10, 11].

A quite different result is obtained if not only three-
center interactions but also magnetic correlations are
included. The equation for the energy spectrum then
takes the form

(30)

γ2 k( ) kxa( ) kya( ),coscos=

γ3 k( ) 1
2
--- 2kxa( )cos 2kya( )cos+( ),=

ε̃tJ* k( ) 4 t 1 n
2
---

4 3n/2–( )λK1 C1+
1 n/2–

------------------------------------------------+– γ1 k( )–=

– 2 t λ n 1 n
2
---– 

  4C1–
nC2

1 n/2–
-----------------+ γ2 k( )

– t λ n 1 n
2
---– 

  4C1–
nC3

1 n/2–
-----------------+ γ3 k( ),

3

2

1

0

–1

–2

–3

–4

ε(k)/|t|

Γ M X Γ
Fig. 1. Spectrum of fermionic excitations in the Hubbard
model for various approximations under strong electron
correlation conditions.
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Fig. 2. Evolution of the density of fermionic states in the t–J* model depending on the concentration n. The structure of the density
of states at n = 0.92 (two closely spaced peaks) is shown in the inset in Fig. 2c on a smaller scale. The vertical dashed line corre-
sponds to the chemical potential position.
where C2 and C3 are the magnetic correlators for the
second and third coordination sphere, respectively [26].
The self-consistent calculations performed with this
energy spectrum for n = 0.92 give the correlator values
C1 = –0.2639, C2 = 0.1347, C3 = 0.1115, and K1 =
0.0037. The corresponding quasi-momentum depen-
dence of the energy spectrum is shown by the solid line
in Fig. 1. The principal feature that qualitatively distin-
guishes this spectrum from the two previous ones is the
presence of a minimum at the M Brillouin zone point.
This minimum only appears at n > n1. The n1 value
depends on the model parameters. According to the
self-consistent calculations for spectrum (30) with λ =
0.25, n1 ≈ 0.72.

To describe the renormalizations of the spectrum
mentioned above, let us consider the evolution of the
density of states as n varies. The density of states calcu-
lated self-consistently for n = 0.665 is shown in Fig. 2a.
As n < n1, there is only one well-known Van Hove sin-
gularity corresponding to the Brillouin zone saddle
points X. It is present in all the spectra considered above
at all concentrations n. The states with the energies cor-
responding to this Van Hove singularity are populated
at n ≈ 0.66. This is why the theoretical concentration
dependences Tc(n) contain maxima at n ≈ 0.66 (see
Fig. 3). The structure of the density of states at n > n1 is
shown in Fig. 2b. The second Van Hove singularity then
appears close to the top of the zone. It is formed when
the spectral curve has a minimum at the M Brillouin
JOURNAL OF EXPERIMENTAL A
zone points provided n = n1 (at n < n1, the kinetic and
spin correlator values are such that dispersion depen-
dence (30) has a maximum rather than a minimum at
the M Brillouin zone points). Just the appearance of the
local minimum at n ≈ n1 induces the new logarithmic
singularity of the density of states. This Van Hove sin-
gularity is retained as the concentration increases up to
n = 1. At n ≈ n1, the two singularities are spaced fairly far
apart on the energy scale. The distance between them,
however, decreases as n increases because the top of the
zone lowers. The structure of the density of states shown
in Fig. 2c corresponds to the concentration at which Tc is
maximum (see solid curve in Fig. 3). The distance
between the peaks of the density of states is then com-
mensurate with the critical temperature Tc. In addition,
the chemical potential and temperature then have values
at which the contribution to thermodynamics is deter-
mined by all states in the vicinity of the top of the zone.
To conclude this section, note again that the new peak of
the density of states in the nearest-neighbor approxima-
tion only appears when both spin correlations and three-
center interactions are included simultaneously.

6. THE CONCENTRATION DEPENDENCE
OF THE SUPERCONDUCTING TRANSITION 

TEMPERATURE

Clearly, the special features of the energy spectrum
mentioned above should manifest themselves in many
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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t–J* model characteristics. By way of example, let us
consider the concentration dependence of the transition
temperature to the superconducting state with the order
parameter of -type symmetry.

The superconducting state can be formed if integral
equation (15) has a nontrivial solution ∆k ≠ 0. The ker-
nel of this equation is the sum of four terms. The first
term, which is proportional to 2tq , corresponds to the
kinematic mechanism of pairing [2]. The origin of the
second kernel term is both exchange and three-center
interactions. Exchange interaction gives the contribu-
tion proportional to (Jk + q + Jk – q), and three-center
interaction introduces a correction proportional to (–1 +
n/2)(Jk + q + Jk – q), which tends to suppress supercon-
ductivity. Because of the superposition of these contri-
butions, the coefficient of the term proportional to
(Jk + q + Jk – q) equals the renormalization factor n/2 [13]
rather than one as in the t–J model. Precisely this renor-
malization of the coupling constant in the t–J* model
substantially suppresses Tc [14].

As is well known, (15) reduces to a transcendental
equation in the nearest-neighbor approximation. In
what follows, we only consider superconducting phases
with order parameter of  symmetry. Its quasi-

momentum dependence has the form ∆(k) = ∆0(coskxa –
coskya). The equation determining the temperature of
the superconducting transition then takes the form

(31)

We see that, for  symmetry, the first, third, and

fourth terms of the kernel of (15) make no contribution.
Three-center interactions therefore manifest them-
selves only by renormalizing the coupling constant and
modifying the spectrum of fermionic excitations.

The solid curve shown in Fig. 3 was obtained by
numerically solving (31). To better visualize the effects
under consideration, we plotted the concentration depen-
dence of the critical temperature Tc for spectrum (27) of
the t–J model (dashed line) and the Tc(n) dependence
for the t–J* model without taking magnetic correlations
into account [14] (dot-and-dash line) in the same figure.
We see that simultaneously including three-center
interactions and magnetic correlations changes the Tc(n)
dependence qualitatively, namely, a second maximum
appears in the low doping region, which corresponds to
a substantial increase in the number of electrons partic-
ipating in Cooper pairing. Figure 2c shows that this
increase is related to a considerable growth of the den-
sity of fermionic states in the vicinity of the Fermi level
and to effective broadening of the energy region that
makes the major contribution to the integration. The
second Tc(n) maximum at n = 0.92 is much higher than
the first one (n = 0.66) because of a much larger number
of electrons in the vicinity of the chemical potential and
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a large increase in the effective coupling constant value
caused by its dependence on n.

7. CONCLUSIONS

The results presented above show that joint three-
center interaction and magnetic correlation effects play
an important role in the t–J* model. A new Van Hove
singularity is then induced in the density of states of
Fermi quasi-particles at high energies. As this singular-
ity appears at low hole concentrations, the suggestion
can be made of the magnetopolaron nature of the induc-
tion of the new Van Hove singularity. This suggestion
correlates with recent results obtained in studies of the
electronic structure of a strongly correlated spin-fer-
mion liquid with invoking an extended basis set for
including magnetopolaron states [27]. The second
argument in favor of this hypothesis is the structure of
H(3) , which relates electron hopping to the spin dynam-
ics of neighboring sites. It is clear in view of these con-
siderations why the inclusion of H(3) without taking
magnetic correlations into account did not cause sub-
stantial changes in the electron energy spectrum and the
density of states of fermionic excitations.

Changes in the energy spectrum were considered for
the example of the concentration dependence of the
superconducting transition temperature. Clearly, such
qualitative changes in the density of fermionic states
should also result in other noticeable changes in the
thermodynamic properties of the system. We also think
it important that the reproduction of energy spectrum
parameters, for instance, from the angular resolution
photoemission spectra (ARPES) requires taking into
account the renormalizations described above. Note
that, although our analysis was limited to the use of the
nearest-neighbor approximation, long-range hoppings

Tc/|t|
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0.01

0
0.4 0.5 0.7 0.8 0.9 1.0

n
0.6

Fig. 3. Concentration dependences of the critical tempera-
ture for various approximations.
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were effectively included. This circumstance should
substantially influence the values of the parameters
being reproduced.

Including the kinetic energy of long-range hoppings
(t' and t") into the Hamiltonian can strengthen as well
as suppress the new Van Hove singularity in the region
of low hole concentrations. The corresponding calcula-
tions are a separate problem; they must include new
magnetic correlators between sites from more distant
coordination spheres (up to the ninth sphere inclusive).
Solving the self-consistent problem for the values of
these correlators is beyond the scope of the present
work. As concerns the influence of long-range hop-
pings on the conditions of superconducting phase exist-
ence, changes in the kernel of the integral equation
should primarily be taken into account [28]. The renor-
malizations of effective hoppings considered in this
work can then also influence the concentration depen-
dence Tc(n). Note one more subtlety. Formally, the
effect of three-center interactions related to inducing
hoppings between sites from distant coordination
spheres can be modeled by going beyond the scope of
the nearest-neighbor approximation but without taking
H(3) into account. However, we then lose the second
effect of H(3) , essential to superconductivity, which is
related to the renormalization of the effective coupling
constant [13] and responsible for the dependence of Tc

on n just such as is shown in Fig. 3.
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Abstract—A method is developed for calculating the equation of state of a system of quantum particles at a
finite temperature, based on the Feynman formulation of quantum statistics. A general analytical expression is
found for the virial estimator for the kinetic energy of a system with rigid boundaries at a finite pressure. An
effective method is developed for eliminating the unphysical singularity in the electrostatic potential between
a discretized Feynman path of an electron and a proton. It is shown that the “refinement” of an expansion of a
quantum-mechanical propagator by addition of high powers of time exacerbates, rather than eliminates, the
divergence of a Feynman path integral. A brief summary of the current status of the problem is presented. The
proposed new approaches are presented in relation to progress made in this field. Path integral Monte Carlo sim-
ulations are performed for nonideal hydrogen plasmas in which both indistinguishability and spin of electrons
are taken into account under conditions preceding the formation of the electron shells of atoms. The electron
permutation symmetry is represented in terms of Young operators. It is shown that, owing to the singularity of
the Coulomb potential, quantum effects on the behavior of the electron component cannot be reduced to small
corrections even if the system must be treated as a classical system according to the formal de Broglie criterion.
Quantum-mechanical delocalization of electrons substantially weakens the repulsion between electrons as
compared to protons. In relatively cold plasmas, many-body correlations lead to complex behavior of the poten-
tial of the average force between particles and give rise to repulsive forces acting between protons and electrons
at distances of about 5 angstroms. Plasma pressure drops with decreasing plasma temperature as the electron
shells of atoms begin to form, and the electron kinetic energy reaches a minimum at a temperature of about
31000 K. The minimum point weakly depends on plasma density. Owing to quantum effects, the electron com-
ponent is “heated” well before electrons are completely bound in the field of protons. © 2005 Pleiades Publish-
ing, Inc. 
1. INTRODUCTION

Thermodynamic properties of hydrogen plasmas are
of special importance for controlled fusion research. At
the same time, the calculation of equilibrium properties
of a dense plasma is one of the most difficult fundamen-
tal problems in statistical mechanics.

Substantial progress in studies of the ion-plasma
properties has recently been made by applying com-
puter simulation methods [1, 2]. The ion–electron
plasma has been much less thoroughly studied. The
presence of the electron component precludes the use
of classical statistical mechanics and substantially com-
plicates modeling procedures. The formulation of a
well-founded method for simulating quantum many-
particle systems is hampered by fundamental difficul-
ties, and its numerical implementation requires enor-
mous computing resources. The principal difficulty lies
in the quantum behavior of hydrogen plasmas, whose
properties do not approach the classical limit with
increasing temperature. This is clear even from the fact
that a classical system of point charges is unstable at
any temperature T and the corresponding partition
1063-7761/05/10003- $26.000617
function is divergent at the singularity points of the
Coulomb potential:

Convergence of the partition function for a hydrogen
plasma is entirely due to the quantum behavior of its
electron component. Accordingly, the quantum contri-
butions cannot be treated as small corrections at any
temperature. The energy of the system is mainly deter-
mined by short-range (unscreened) interaction between
protons and electrons, which strongly depend on the
quantum nature of electron motion.

The difficulties of rigorous quantum statistical treat-
ment of many-particle systems stimulate the develop-
ment of various approximate approaches. The most
widely known example is the density functional theory
(DFT) [3], where the energy of a system is written as a
functional of particle density. The terms that represent
exchange-correlation energy and quantum delocaliza-
tion are expressed by phenomenological formulas
known as local-density approximation [4] and gradient-

e2

kBTr
----------- 

  4πr2 rdexp

0

∞

∫ ∞.=
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corrected local-density approximation [5]. In numerous
versions of this approach [6–9] and related theories (so-
called jellium models), the electron–electron interac-
tion is replaced by the interaction of an electron with a
continuum; i.e., a many-body problem is reduced to the
simplified model of a single quantum particle moving
in the field generated by the remaining particles. The
one-electron approximation makes it possible to apply
the occupation number formalism. However, rigorous
treatment of exchange-correlation energy and spin
states lies, a fortiori, outside the scope of this approach.
Since the many-body wavefunction is factorized into
the product of single-particle ones in the one-electron
approximation, the Coulomb particle–particle correla-
tions vanish. The correlations are usually taken into
account by introducing corrections. As the electron-gas
density decreases from values characteristic of electron
shells to values characteristic of the space between
ions, the electron kinetic energy decreases. This leads
to a higher role played by electron–electron correla-
tions in the plasma as compared to those in electron
shells. Therefore, detailed description of electron–elec-
tron correlations is of particular importance for statisti-
cal thermodynamics of plasmas.

Currently, the only alternative to the one-electron
approximation that can be used to obtain numerical
results for quantum many-particle systems at finite tem-
peratures and that explicitly takes into account both
exchange and spin state is the path integral method.
Path integrals are calculated numerically as high-
dimensional integrals by Monte Carlo methods. Impor-
tance sampling is used to overcome the difficulties due
to the high dimension of the domain of integration and
obtain essentially exact results. In this respect, path
integral computation can be classified as a reference
method. However, path integral simulations are labor-
intensive and may require hundreds of hours of CPU
time. Wide application of the method is limited by cer-
tain unresolved issues. The most serious difficulties are
discussed in the next section.

2. STATUS OF THE PROBLEM

The first attempts at computing thermodynamic
properties by numerical path integration were made by
Fosdick and Jordan [10, 11]. The first applications of
path integral methods in analyses of equilibrium prop-
erties of hydrogen plasmas were reported in [12–19].
Slater determinants were used to allow for permutation
symmetry. The effects of plasma nonideality on elec-
tron-gas degeneracy were analyzed in [16, 17]. The
numerical results obtained in [18] were used to obtain
phase diagrams for hydrogen plasmas. In [15], an
extension of the path integral method to an open statis-
tical system was proposed. Contributions of alternating
sign to the partition function for a system of indistin-
guishable particles were discussed in [19].

In [20], a finite-dimensional approximation of
Green’s function was used to increase the time step
JOURNAL OF EXPERIMENTAL A
without compromising statistical accuracy. In essence,
the integral form proposed therein is a short-time
approximation of a matrix element of the evolution
operator, in which interaction is distributed over a path.
Distributed interaction was originally used in computa-
tions of electron shells by a path integral method [21].
A similar problem was solved by a similar method
in [22], where an alternative short-time approximation
of a matrix element of the propagator was proposed.

The most difficult problem in the development of
path integral methods is the indistinguishability of
quantum particles. The problem has two facets: consis-
tent representation of the partition function as a linear
combination of connected-path diagrams and the so-
called “problem of negative signs.” A wavefunction
symmetrized with respect to particle permutations is a
linear combination of terms corresponding to respec-
tive connected-path diagrams in operator matrix ele-
ments. The coordinate part of a wavefunction that is
antisymmetric under simultaneous permutation of spin
variables and coordinates may be neither symmetric
nor antisymmetric. Different spin states are associated
with different permutation symmetries of the coordi-
nate part. The partition function must be calculated by
using a complete set of linearly independent basis func-
tions. Equilibrium averages cannot be computed by
using wavefunctions that are only symmetrized over
permutations, because completeness and linear inde-
pendence of basis functions are key requirements. Even
though an orthonormal basis in the space of spin wave-
functions can in principle be constructed by using
Young operators [23, 24], the complexity of a direct
numerical implementation of the corresponding algo-
rithm increases with the particle number N faster than
N!. For this reason, the exact algorithm using Young
operators to represent wavefunctions symmetrized
under permutation is almost never employed in compu-
tations. When a pure quantum state is computed, the
permutation symmetry of the coordinate part of the
wavefunction is represented by an approximate expres-
sion. Electron-gas wavefunctions are most frequently
expressed in terms of Slater determinants. A Slater
determinant consists of two blocks of dimensions N1
and N2, which correspond to electrons in the spin-up
and spin-down states, respectively. However, in general
quantum theory [23], the permutation symmetries of
the mutually complementary spin- and coordinate-
dependent parts of a wavefunction are determined by an
eigenvalue of a spin-squared operator rather than spin-
projection operator. For a system of spin-1/2 fermions,
there is one-to-one correspondence between each
eigenfunction of the spin-squared operator and a Young
tableau specifying a type of permutation symmetry.
Since a Slater determinant is not equivalent to any
Young operator, the corresponding wavefunction is not
an eigenfunction of the spin-squared operator. More-
over, it may not even be a linear combination of such
eigenfunctions, because a permutation of coordinates
that belong to different blocks in a Slater determinant
ND THEORETICAL PHYSICS      Vol. 100      No. 3      2005
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cannot be reduced to the mere reversal of the sign of a
total wavefunction, as dictated by the Pauli principle.
Thus, the representation of wavefunctions in terms of
Slater determinants is an uncontrollable approximation.
Such functions do not make up a complete set of lin-
early independent basis functions, and the trace of the
statistical operator calculated by using such functions is
not a partition function in the strict sense of the term.

Until recently, construction of complete sets of basis
wavefunctions for particles with definite spin in terms
of path integrals presented a serious problem. Most
results reported in the literature were obtained either for
spin-zero bosons [25–33] or for hypothetical spinless
fermions [26, 27, 34–37]. In both cases, there is no spin
dependence, and the coordinate-dependent wavefunc-
tion is either completely symmetric or completely anti-
symmetric under permutation. However, spinless fer-
mions do not exist in nature. The primary importance of
the spin variable for stability of a system is clear from
the simplest example of a pair of hydrogen atoms,
which are either bound up into a molecule in the singlet
state (S = 0) or mutually repelled in the unstable triplet
state (S = 1).

An approximate representation in terms of Slater
determinants was used in [38] to analyze ferromagnetic
polarization in an electron gas at low temperatures. The
Hamiltonian of the system is

with rs = a/a0 denoting a density parameter. Here,
4πρa3/3 = 1, ρ is the electron gas density, and a0 is the
Bohr radius. In the case of a small rs (high density), the
Hamiltonian is dominated by the kinetic energy term,
and electrons behave as an ideal gas. In the opposite
limit of a large rs , electrons condense into a Wigner
crystal [39]. The first-order phase transition between
these states should occur at rs ≈ 100. As the system
approaches the crystallization transition, the electron
spins freeze into a ferromagnetic state, since the lowest
energy may correspond to a nonzero total spin of the
system. In [38], the ground state was sought by varying
the spin-up and spin-down block sizes, N1 and N2,
within the class of wavefunctions having the form of
Slater determinants. It was found that the fully polar-
ized state (N2 = 0) is most stable at rs > 60. The numer-
ical results reported therein cannot be used to estimate
the error due to approximate representation of permuta-
tion symmetry, which plays a key role in the problem.

An exact procedure for introducing spin into a sta-
tistical model of a system of spin-1/2 fermions in terms
of path integrals was developed in [21, 40–47], where
a complete set of symmetrized basis wavefunctions and
the corresponding set of connected-path diagrams were
obtained by using Young operators. In [45], the dia-
grams were classified and their combinatorial weights

Ĥ
1

rs
2

---- ∇ i
2 2

rs
---- 1

ri r j–
----------------- const,+

i j<
∑+

i

∑–=
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were calculated. Direct computations are feasible only
for few-body systems (N < 10), because their computa-
tional complexity increases faster than N!. The limit in
particle number was eliminated in [46], where the sam-
pling technique was extended to the calculation of com-
binatorial weights by random walk over the set of dia-
grams. Numerical tests were performed, and the mech-
anism underlying the spin state of a disordered system
at a finite temperature was analyzed. In [21], the
method was tested by simulating thermally excited
states of the electron shells of the simplest ions. The
ground state of the electron shell of the hydrogen mol-
ecule was modeled in [41, 43]. In [46], correlation
functions were computed for a dense hydrogen plasma.

The difficulties of representation of permutation
symmetry stimulate the development of various
approximate schemes. An approach combining DFT
with a path integral method was proposed in [48]. In
DFT calculations, a system of interacting particles is
replaced by a noninteracting system where each parti-
cle moves in the average field generated by the remain-
ing particles and the corresponding Hamiltonian is a
functional of the total density matrix:

Here, the kinetic energy T([ρ]) and exchange-correla-
tion energy VXC([ρ]) are represented by empirical for-
mulas; Vion([ρ]) and VH([ρ]) are the potentials of the
electron–ion and electron–electron Coulomb interac-
tions, respectively. The matrix elements of the statisti-
cal operator for a system of noninteracting fermions are
written by using the expression for occupation numbers
in the coordinate representation:

where β is the inverse temperature. The chemical
potential µ is calculated iteratively by using this expres-
sion for the diagonal matrix element ρ = ρ(x, x; β). A
property of meromorphic functions is used to calculate
the off-diagonal elements ρ(x, x'; β). A path-integral
representation is applied after changing to complex
temperature. Thus, a self-consistent calculation of µ
would allow one to avoid summation of the diagrams
corresponding to connected paths, which is required in
the exact theory. Despite the appealing simplicity of
this approach, it cannot be considered as a final solution
to the exchange problem. In the DFT approximation,
since empirical formulas are used to calculate the
exchange-correlation energy, the information about
particle–particle correlations is lost. This invalidates
subsequent cumbersome path-integral calculations,
which are supposed to provide a standard of exactitude.
The use of the DFT approximation makes it possible to
apply the Gibbs distribution to single-particle states,
but the assumption of weak exchange effects reduces

* T ρ[ ]( ) V ion ρ[ ]( ) VH ρ[ ]( ) VXC ρ[ ]( ).+ + +=

ρ x x'; β,( ) x
1

β Ĥ µ–( ) 1+[ ]exp
---------------------------------------------- x' ,=
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the scope of the method to that of conventional mean-
field approximations.

3. NONINTEGRABLE SINGULARITY 
OF THE COULOMB POTENTIAL

A path integral is defined as a limit of the sequence
of finite-dimensional integrals obtained by replacing

the virtual path (t) that joins points Ra and Rb in the
coordinate space R = (r1, r2, …, rN) of an N-particle sys-
tem with a polygonal path Ra, R(1), …, R(M – 1), Rb . In
particular, a matrix element of the evolution operator is
written in the coordinate representation as follows [49]:

(1)

where S(Ra, R(1), …, R(M – 1), Rb) is the action func-
tional over a polygonal path and m0 is the particle mass.
An analogous expression for the density matrix associ-

ated with the operator exp(–β ) is given by (1) with
time replaced by the inverse temperature, t  –i"β.

To date, no general proof has been found for the
existence and uniqueness of this limit, i.e., of the path
integral [50]. In the case of a smooth interaction poten-
tial, the existence of the limit does not seem to be ques-
tionable. The case of a singular (e.g., Coulomb) poten-
tial calls for a special analysis. The existence of a center
of attraction in the Coulomb field generated by an
atomic nucleus leads to an unphysical singularity in the
discrete approximations of the path integrals for the
electron gas (with M < ∞), and the resulting path inte-
gral is divergent. The singularity presents serious prob-
lems in numerical simulations, because representative
electron paths are “engulfed” by the Coulomb field of
the nucleus, collapsing to a point. The introduction of a
rigid core eliminates the nonintegrable singularity, but
simultaneously removes the contributions of the paths
that intersect a neighborhood of the nucleus. This leads
to a systematic error that increases with the core radius.
Since the core radius must be greater than the segment
length in the polygonal path, one has to increase the
number of segments, which leads to a higher computa-
tional complexity and poorer statistics. Thus, a system-
atic error translates into a statistical one.

R̃

Ra〈 | i
"
---Ĥt– 
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i
"
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∫

=  
Mm0
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Ĥ
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The singularity is obtained by dropping the contri-
bution of the action functional that does not vanish even
in the high-temperature limit in the discrete approxima-
tion. The unphysical singularity of the functional can be
eliminated by using a more accurate discrete approxi-
mation that cannot be reduced to addition of high pow-
ers of t/M.

The asymptotic expression for short-time matrix
elements of the evolution operator (with τ = t/M, M 
∞) can be represented as a series in powers of τ [51]:

(2)

The first two terms in the series, W0 and W1, are the
matrix elements of the free-particle evolution operator
satisfying the equation

, (3)

whose solution is [52]

(4)

The remaining terms Wn are sought by substituting
expression (2) into the operator Bloch equation

where U(r) is the particle–particle interaction operator,
and equating the coefficients of like powers of τ. A
closed equation is obtained for W2, whereas the higher
order terms Wn are determined by an infinite system of
coupled equations:

(5)

which yields

(6)

and

(7)
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for larger n. By substituting ε = iτ/", analogous asymp-
totic expressions are obtained for the matrix elements

of the statistical operator exp(–β ) in the high-temper-
ature limit (as ε = β/M, M  ∞). The diagonal matrix
elements are obtained by successively solving Eqs. (6)
and (7) for Wn(r) in the limit of r  r0. In the one-
dimensional case,

(8)

When the matrix elements are replaced by the high-
temperature asymptotic expressions, the path integrals
in the matrix elements converge as ε = β/M  0 if the
remainder term is on the order of at least O(ε2). It is suf-
ficient to retain only the linear term εU(r) in the expo-
nent in (8), as commonly done in both diagonal and off-
diagonal matrix elements [26–52]. However, Eqs. (14)–
(19) written out below show that integral (6) should be
used in off-diagonal elements instead of εU(r). The fre-
quent hypothesis that accuracy is improved by retaining
higher order terms of the expansion in (8) is true
only for nonsingular potentials U(r). Indeed, approxi-
mation (8) of an off-diagonal matrix element is sup-
posed to rely on an expansion of U(r) about a point
lying on a path, but the corresponding series obtained
for singular points are divergent. For example, even the
first-order term in the expansion corresponding to the
Coulomb potential U(r) ∝  –(r – r0)–1 gives rise to an
exponential singularity of the matrix element,
exp(κ(r – r0)–1), where κ is a dimensional factor, and
the degree of singularity increases when the expansion
includes higher order terms. Therefore, integral expres-
sions (6) and (7) must be retained even in an asymptotic
theory. Integral (6) corresponds to a uniform distribu-
tion of an electron over a segment in a polygonal path.
Calculated analytically for the Coulomb potential over
a line segment, integral (6) yields a logarithmic (i.e.,
weakly singular) term W2(r) and similar higher order
terms Wn(r). At the origin of the Coulomb potential, the
resulting short-time (high-temperature) matrix element
has an integrable singularity, (r – r0)–1, and the corre-
sponding discrete approximation of the integral is con-
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vergent. Substituting (6) into the high-temperature
matrix elements, one obtains a weakly singular func-
tional S(Ra, R(1), R(2), …, R(M – 1), Rb). It formally
differs from the commonly used expression in that
interaction with uniformly charged segments of a
polygonal path is substituted instead of Coulomb inter-
action with point charges.

Even though the nonintegrable singularity is elimi-
nated by representing the interaction term as (6), this
representation does not improve numerical efficiency,
because the arithmetic complexity of each step in a
Monte Carlo procedure used to calculate the Coulomb
interaction between a uniformly charged segment of a
polygonal path and a nucleus is relatively high. The
computation is substantially simplified if this interac-
tion is replaced by the interaction with a segment of

length δ = "  (thermal wavelength) oriented
perpendicular to the line that joins a vertex in the polyg-
onal path with the nucleus. Since the charge distributed
over the segment reduces to a point with increasing
number of segments, the potentials of both interactions
follow a similar asymptotic behavior as M  ∞. In
this limit, the potential of the interaction between an
electron path segment and a nucleus having a charge e
over a distance r is

(9)

Numerical tests using functional (9) were performed
in [21, 41–44] for atomic and molecular hydrogen.
Excellent agreement with ground-state solutions was
obtained even for low-temperature systems, which are
most difficult to calculate. Representation (9) was also
used in the calculations discussed below.

4. CALCULATION OF INTERNAL ENERGY
AND EQUATIONS OF STATE

4.1. Theoretical Basis 

The equilibrium average of a quantum-mechanical

operator  for a system of N distinguishable particles
characterized by an inverse temperature β = 1/kBT is

(10)

When matrix elements are represented as path integrals
[49], the average has the form
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where ([R(t)]) is the action functional over a path R(t)

evolving in imaginary time t = –iβ" and ([R(t)]) is a
functional over a path R(t) in the coordinate space R{r1,
r2, …, rN} of an N-particle system. The path R(t; a, b)
exits from point a and enters point b. The diagonal
matrix elements correspond to closed paths R(t; a, a)
in (10). In the general case, the numerator in (11) con-
tains paths R(t; a, b) from a to b that are connected with
reverse paths R(t; b, a) joining the same points. In most

cases, the functional ([R(t)]) can be expressed in such
a form that the numerator in (11) contains only the non-
zero contributions of closed paths (for which a = b),

In a discrete-time path integral, R(t; a, a) is a closed

polygon with M vertices, and the functional ([R(t)])
is a function A({Ri}) of the coordinates of the same M
vertices in the closed polygon {Ri} as those used in the
function S({Ri}) corresponding to the functional

([R(t)]). The function A({Ri}) is called the estimator

for the observable associated with the operator . The
same observable may admit the use of a variety of esti-
mators given by different functions and characterized
by different variances when calculated by stochastic
methods, such as estimators for kinetic energy [53–57].

In computer simulations of macroscopic systems,
the space is divided into identical cubic boxes, and peri-
odic boundary conditions are imposed. The locations of
particles in the basic box are periodically repeated in
other boxes [19]. The current coordinates of the parti-
cles confined in the basic box are stored in computer
memory. In the nearest-image convention, the interac-
tions of each particle with the remaining particles in the
basic box are taken into account. In addition to the near-
est-image convention, the interactions with the parti-
cles located outside the basic box are modeled by the
interactions with all of their images. In this model, all
points in space are equivalent, and boundary effects are
eliminated. Equivalence of different estimators in a
model with periodic boundary conditions warrants a
special analysis.

To calculate an equation of state, both pressure and
kinetic-energy estimators are required. Consider a sys-
tem consisting of Np protons of mass mp treated as a
classical statistical ensemble and N electrons of mass
me treated as an ensemble of indistinguishable particles.
The pressure p for such a system confined in a volume

V, with Hamiltonian  expressed in terms of the Helm-
holtz free energy F and partition function Z =

Tr[exp(−β )] for a canonical ensemble as follows:

(12)
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Ã

R1 t; a b,( ) R2 t; b a,( ) R t; a a,( ).≡=

Ã
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The partition function can be represented as the dis-
cretized path integral [45, 49]

(13)

subject to the path connection condition  = , with

{ } = { }. The permutation operator  is

defined on a set of N ordered elements, { } ≡ , ,

…, . The multiindex {νi} ≡ ν1, ν2, …, νN specifies a
decomposition of N paths into cycles of connected
paths, where νi denotes the number of cycles consisting
of i connected paths; the weight

of a particular configuration of connected paths is
obtained after performing the summation over spin
states [45]; e is the elementary charge; ϕ(r) is the poten-
tial of the external electric field; M is the number of seg-
ments in the polygonal path that represents an electron

in the discretized path integral;  is the coordinate of
the ith vertex in the kth path; and rk is the coordinate of
the kth proton. The sum in (13) is taken over all sets

{νi} such that  = N, i.e., over all configura-

tions of connected paths. Expression (13) does not
involve integration over the proton momentum sub-
space, because it is independent of the system’s volume
and, therefore, does not contribute to pressure.
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To avoid differentiation with respect to integration
limits in expression (13) substituted into (12), the fol-
lowing change of variables is performed:

Then,

According to (12), the pressure is

(14)
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where 〈…〉  denotes averaging in the space of proton

coordinates {rl}, electron paths { }, and their differ-
ent connections {νi} over the distribution function

(15)

under the path connection condition used in (13).

In the absence of external fields, the pressure in a
Coulombic quantum system is directly expressed in
terms of the mean kinetic and potential energies, 〈K〉
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and 〈U〉 . Indeed, the general estimator for the kinetic
energy of a quantum system has the form [53–56]

(16)

and the estimator for the total potential energy in the
case of ϕ(r) = 0 is

(17)

A comparison of (16) and (17) with (14) for ϕ(r) =
0 leads to the following result:
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Expression (18) is valid for a Coulombic system of
quantum and classical particles of volume V in the
absence of external fields. If the system contains a sin-
gle immobile classical particle, then the first term
in (18) vanishes. When an unbounded system is in a
quantum state whose stability is ensured only by inter-
actions between particles, variation of volume in (14)
does not change the total kinetic energy and p = 0. In
such a state,
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In particular, (19) holds for discrete energy states of
the electron shells of atoms in free space. Note that this
equality is not valid when the system contains more
than one immobile charged particle, in which case the
derivative with respect to γ in (14) is ill-defined, and
expression (14) for pressure cannot be rewritten as (18).

In the general case of arbitrary potentials εlk(r), (r),

ξlk(r), Φk(r), and (r) of interaction between the lth
and kth quantum particles, the lth and kth classical par-
ticles, the lth classical and kth quantum particles, exter-
nal field and the kth quantum particle, and external field
and the nth classical particle, respectively, a similar anal-
ysis leads to a more general analog of expression (18):
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with

(21)

where primed quantities denote derivatives with respect
to coordinates. For an unbounded system that does not
contain classical particles, the following analog of (19)
is valid:

where

(22)

is a well-known particular case of the virial estimator
for the kinetic energy of a quantum system [53–56],
which is commonly used in numerical analyses. Thus,
calculations of kinetic energy based on (22) are valid
only in the absence of boundaries. In the general case,
including systems with periodic boundary conditions,
expressions (20) and (21) should be employed.

In stochastic simulation methods, virial estimator (21)
should be used instead of general estimator (16), because
the amplitude of fluctuations of expression (21)

decreases roughly as 1/ , whereas the amplitude of

fluctuations of (16) scales with . When M is suffi-
ciently large, the statistical error in the average value of
the estimator (16) calculated by using finite samples
may be on the order of the average value itself; i.e., the
general estimator K is useless. Similar problems con-
cerning the application of the general estimator arise
when pressure is calculated by using expression (20),
because this leads to realistic results only in the least
interesting case of extremely high temperature. How-
ever, it follows from (20) that the virial estimator can be
employed instead of the general one, as is frequently
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done in numerical analyses based on path integral
methods [53–56], only for zero-pressure systems. The
condition of zero pressure can be applied to a finite-
temperature system only when its stability in the
absence of boundaries is guaranteed by virtue of indef-
inite increase in potential energy with interparticle dis-
tance. In such systems, continuum states do not exist.
Conversely, all realistic particle–particle interaction
potentials tend to vanish at large distances together with
their derivatives. This explains why such systems are
stable at finite temperatures only when they are
bounded by walls. For such systems, pressure is always
finite and straightforward substitution of the virial esti-
mator for the general one is incorrect. This is true for
systems with periodic boundary conditions. These
problems do not arise in analyses of systems described
by classical statistical mechanics, because the classical
counterpart of (20) contains the constant (3/2)NkBT
instead of 〈K〉  and the calculation of the pressure vari-
ance does not yield a divergent result.

The divergence of the general estimator for kinetic
energy presents serious difficulties in applications of
path integral methods. The energy could be calculated
if one found an independent method for calculating the
pressure and substitute the result into (20) to obtain an
equation for 〈K〉 . An independent pressure calculation
can be performed by making use of interactions
between particles and walls. Suppose that these interac-
tions can be described in terms of functions Φk(r) and

(r) representing the potential barrier that holds the
system in a volume V. Then, any rigid walls set outside
this volume do not affect the state of the system, which
entails zero pressure on the rigid wall on the left hand
side in (14). Therefore, expression (21) can be used to
rewrite (20) as
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According to (20), in a similar system, but without

potential barriers Φk(r) and (r), the pressure on
rigid walls is

(24)

Comparing (23) to (24), one obtains

(25)

Using estimators for the spatial distributions of quan-
tum and classical particles [46],

and

,

one can rewrite expression (25) for a hydrogen plasma
as

(26)

where ∇Φ (r) and ∇Φ p(r) are the forces exerted by a
potential barrier on electrons and protons, respectively.
Even though the dominant contribution to integral (26)
is due to a narrow near-wall layer, transformation of
volume integral (26) into a surface one is reasonable
only for a classical system, because it would involve the
introduction of a function Φ(r) that is discontinuous
across the boundary. For a quantum system, the discon-
tinuous Φ(r) must be introduced after taking the limit
M  ∞, which makes it impossible to calculate the
pressure numerically by this method. Note also that the
density ρ(r) of a quantum system on the wall vanishes
as M  ∞ by virtue of the Schrödinger equation.
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d cubic vessel, with a face area S = d2. A potential bar-
rier set at a distance b from the walls prevents contact
of particles with the walls. Since there exists an inter-
mediate layer of thickness σ, the system is bounded by
a soft barrier rather than a rigid wall; i.e., an undeter-
mined δV is added to the volume V = S(d – b) = Sa.
Pressure can be calculated by using (26) in the limit of
δV/V  0, i.e., σ/a  0. A system is macroscopic if
its dimensions are much greater than the correlation
radius of fluctuations. Expression (26) means that the
interactions between particles and walls are completely
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626 SHEVKUNOV
described by Φ(r) and Φp(r). However, no limitation is
imposed on the specific form of these functions. The
most efficient numerical algorithm corresponds to
Φ(r)such that r · ∇Φ (r) = const in the barrier region:

where

(27)

For a classical system, Φp(r) has a similar form. The
ratio kBT/σ in (27) is interpreted as the force exerted on
a particle by a barrier. In the first approximation, the
probability density of particle penetration to a depth
x −  a into the layer can be estimated as

According to this expression, the particle density in the
layer is a decreasing function of the penetration depth
that can be approximated by a power law. The charac-
teristic distance at which the density is lower by a factor
of e is

The value of b is assumed to be sufficiently large to
ensure that characteristic radius of interaction with the
barrier is smaller than the distance to the wall, σ ! b,
which guarantees negligible particle density at a rigid
wall and applicability of (25) and (26).

When a potential barrier is described by (27), the
integrand in (26) does not vanish only in a near-wall
layer of thickness on the order of σ. Since the system is
macroscopic, the particle density in the near-wall layer
depends only on the distance to the wall, the variables
in the integrand separate, and triple integral (26) can be
represented as the sum of similar one-dimensional inte-
grals of the form
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Since the second-right equality in (28) is valid for even
functions Φ(x), the product x∂Φ/∂x is an even function.
Substituting (27) into (28) yields

(29)

where 〈∆N〉  and 〈∆Np〉  are the mean numbers of quan-
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Thus, the calculation of pressure reduces to the straight-
forward averaging over distribution function (15) of par-
ticles under the barrier defined by (30). This can be
done numerically by a Monte Carlo method.

Simulations of macroscopic systems make use of
periodic boundary conditions, which correspond to the
absence of boundaries. On the other hand, the calcula-
tion of pressure as given by (26) requires the presence
of a surface. The problem is solved by imposing bound-
ary conditions only in the 

 

yz 

 

plane in the absence of
boundary along the 
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 axis. The pressure given by (29)
is calculated by a Monte Carlo method within a peri-
odic box. Since only the particles contained in the bar-
rier region contribute to (29), the calculation may be
performed by simulating only the surface layer. The
numerical results presented here were obtained by sim-
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], while periodic boundary conditions
were used in the 

 

yz 

 

plane. The rigid plane wall at 

 

x 

 

= 

 

c

 

guarantees the required particle density within the
interval [

 

c

 

, 

 

a

 

]. By assuming that this layer is much
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tains 7% of the total number of particles.
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Expression (29) is only outwardly similar to the
expression for partial pressure in a perfect gas, because
the quantities 〈∆N〉  and 〈∆Np〉  are not mean particle
numbers and are not mutually independent.

Combining (20) with (26), one obtains an expres-
sion for the kinetic energy of the electron subsystem at
a finite pressure:

(31)

It follows from (31) that the virial estimator for kinetic
energy at a finite pressure in a system of N quantum
particles and Np classical particles is

(32)

where Φ(r) and Φp(r) describe the interactions between
quantum and classical particles with a wall, respec-
tively. For a Coulombic system of quantum and classi-
cal particles in the absence of external fields other than
the near-wall barrier, expression (31) reduces to
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planes separated by the distance 2b with barrier func-
tion (27), one obtains

(34)

For a Coulombic system, expression (34) has the
form
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in the near-barrier region, both dimensions of the peri-
odic box and parameters σ and σp are varied within an
initial stage of a Markov process. This stage is excluded
from the averaging procedure. A number of special
feedback loops are introduced into the computer algo-
rithm to ensure automatic calculation of the prescribed
density. Pressure is calculated by simulating only a
fragment of the surface layer. To calculate energy, the
system in the volume must also be simulated.

4.2. Numerical Results 

Monte Carlo simulations of dense hydrogen plas-
mas were performed on a Pentium IV 3.2 GHz PC. A
CPU time of about 20 hours was required to compute a
thermodynamic state. Periodic boundary conditions
were employed. A periodic box contained 1000 protons
and 1000 electrons. The electrostatic interactions
between particles were computed under the nearest-
image convention [19]. Protons and electrons were
treated as classical and quantum particles, respectively.
The path of each electron was represented by a closed
polygonal one consisting of M = 20 segments. In some
computations performed for low-temperature systems
containing one or two electrons, the number of vertices
was M = 320. The electrostatic interactions between
electrons and protons were calculated by applying the
method of distributed quantum-particle charge, which
makes it possible to reduce the number of path seg-
ments by about an order of magnitude. The effects due
to the indistinguishability of electrons (exchange) were
modeled explicitly by using a spin variable. The com-
binatorial weight factors of diagrams representing con-
nected paths were computed by random sampling per-
formed simultaneously with Markov steps. Quantum-
mechanical observables were calculated by averaging
the corresponding estimators over a Gibbs distribution
of particle configurations and paths. Configuration
sequences were generated numerically by executing
Markov processes. Each macroscopic step in the pro-
cess included an attempt to translate and rotate a ran-
domly picked path of an electron, and M attempts to
displace a vertex in the path and to translate a randomly
picked proton in space. Such macroscopic steps were
executed alternately with attempts to connect and dis-
connect Feynman paths in accordance with the combi-
natorial weights of the emerging diagrams and Gibbs
weights of microscopic states. The temperature of the
system was gradually decreased by using a procedure
in which the initial configuration for computing a par-
ticular thermodynamic state was the configuration
obtained by computing the preceding state. The initial
stage of a Markov process (thermalization) was
excluded from the calculation of equilibrium averages.
When a series of thermodynamic states was computed,
the computation of the thermalization stage for the first
state included a vertex multiplication procedure, which
increased the rate of relaxation to thermodynamic equi-
librium, particularly in computations involving a large
JOURNAL OF EXPERIMENTAL A
number of vertices. In the simulations of subsequent
thermodynamic states, the length of the thermalization
stage was reduced by a factor of 5. The length of the
Markov process executed to compute a thermodynamic
state was 106 macroscopic steps, which corresponds to
a random sample consisting of 1.2 × 107 configurations.
The first 200000 steps were excluded from the averag-
ing procedure. In simulations performed for systems
with one and two electrons, 2 × 107 macroscopic steps
involving about 2 × 109 configurations were executed.
Statistical errors were estimated by analyzing fluctua-
tions of partial averages. This was done by dividing the
Markov process into ten equal segments and calculat-
ing the corresponding mean values of estimators.

The magnitudes of the largest translations and rota-
tions in space executed at the thermalization stage were
automatically corrected by the computer program,
depending on particular simulation parameters. For
example, the magnitude of the largest translation of a
path in space at T = 18 200 K and ρ = 0.370 × 1020 cm–3

was ∆  = 0.1Å for an electron and ∆  = 0.08Å
for a proton, the largest angle of path rotation was
∆ϕmax = 62°, and the largest translation of a vertex in a

path was ∆  = 0.33Å. The corresponding probabili-
ties of adopting a new configuration were 60.3, 63.9,
61.9, and 59.4%, respectively. In the computation of
this thermodynamic state, 4.71 × 105 attempts were
made to connect and disconnect Feynman paths, and
new configurations were adopted in some 270 instances.
At each macroscopic step, proximate pairs of vertices
were sought among 20 randomly picked candidates. A
connection or disconnection was attempted if the dis-
tance between two vertices was smaller than 3.8 Å. The
procedure of uniform path extension described in [46]
was applied simultaneously with a connection or dis-
connection. The statistical weight of a configuration,
including the contributions of diagrams with negative
combinatorial weights, was 0.94 times the weight eval-
uated by neglecting exchange. The parameters speci-
fied above strongly depend on simulation conditions.

For example, ∆  = 75 Å, ∆  = 150 Å, and

∆  = 0.30 Å were found to be optimal at a tempera-
ture of 30700 K and the same pressure. The weights of
unbound electronic states rapidly increase with temper-
ature, and so do the probabilities of larger translations
of particles in space.

Figure 1a shows the results obtained by computing
the states of hydrogen plasmas on the isochore corre-
sponding to ρ = 0.156 × 1020 cm–3. With increasing tem-
perature, the compressibility factor approaches unity,
which corresponds to a perfect gas. At temperatures
below 20000 K, the curve abruptly turns downwards.
This is explained by an increase in the statistical
weights of bounded electronic states. In the low-tem-
perature limit, electron–proton pairs combine into neu-
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Fig. 1. Compressibility factor vs. temperature for hydrogen plasmas on the isochores corresponding to overall densities of
(1) 0.156 × 1020, (2) 0.370 × 1020, and (3) 1.25 × 1020 cm–3.
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Fig. 2. Mean electron kinetic energy vs. temperature for hydrogen plasmas on the isochores corresponding to an overall density of
(1) 0.156 × 1020, (2) 0.370 × 1020, and (3) 1.25 × 1020 cm–3.

–10
tral hydrogen atoms, and the number of free particles
drops. A simultaneous increase in proton–electron cor-
relations shifts the equilibrium toward states dominated
by attraction, additionally reducing the pressure. Anal-
ogous trends are predicted for denser plasmas with ρ =
0.370 × 1020 cm–3 and 1.25 × 1020 cm–3 (see Fig. 1b).
Abrupt deviations from the high-temperature behavior
are observed at temperatures of 45000 and 90000 K,
respectively. The key role played by the formation of
bound proton–electron states in the pressure drop at
these temperatures is confirmed by an analysis of the
behavior of the mean electron potential energy (see
Fig. 2), even though the corresponding kink (tempera-
ture boundary) in the curve is less pronounced. The
sharp decrease in potential energy is due to stronger
interactions between protons and electrons, which
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
reflect an increase in correlations between them. The
qualitative change in the behavior of the system
observed at these points should be attributed to the for-
mation of the electron shells of atoms, and the states
located far from these points should be interpreted as
totally ionized. This conclusion is confirmed by an
analysis of proton–electron correlation functions.

Figure 3 shows the probability density function of
location of an electron at a radial distance R from a
proton,

where ρ(R) is the local electron density. Curve 1 corre-
sponds to a temperature above the kink (total ioniza-
tion); curve 2, to the temperature boundary; curve 3, to

D R( ) 4πR2ρ R( ),=
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630 SHEVKUNOV
a temperature below the temperature boundary. The
maximum in D(R) located in the vicinity of the Bohr
radius (aB ≈ 0.5 Å) reflects the formation of the electron
shells of atoms. The maximum point corresponds to the
atomic ground state. The height of the maximum of
curve 3 in Fig. 3 is almost five times smaller than the
probability corresponding to the ground state of the
hydrogen atom. The contributions of the nearest excited
states have almost no effect on the location of the max-
imum. This is an expected result, because the energy
gap between the ground and lowest excited quantum
states of the hydrogen atom is about 10 eV, whereas the
temperature for which curve 3 in Fig. 3 was calculated

0.2

1 3 4 5

D, Å–1

r, Å

0.3

1

0.1

2

3
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Fig. 3. Radial probability density function for an electron
near a proton in a hydrogen plasma of density 0.156 ×
1020 cm–3 at a temperature of (1) 100000, (2) 45500, and
(3) 26900 K.
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Fig. 4. Average number of electrons within a distance R
from a proton for a hydrogen plasma of density 0.156 ×
1020 cm–3 at a temperature of (1) 100000, (2) 45500, and
(3) 26900 K.
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is only slightly higher than 2 eV. Under these condi-
tions, the statistical weight of the lowest excited state is
two orders of magnitude lower than that of the ground
state, and the higher excited states transform into col-
lective states of an electron gas because of interactions
with adjacent particles. At temperatures of 50000 to
80000 K, the contributions of the lowest excited states
are comparable to that of the ground state, but the sta-
tistical weights corresponding to individual electron
shells forming around protons are negligible as com-
pared to those of electron-gas states.

The formation of electron shells is the key effect
responsible for the drop in pressure observed with
decreasing plasma temperature. Figure 4 shows the
average number of electrons inside a sphere of radius R
centered at a proton. At a temperature of 27000 K,
about 20% of electrons are bound up in the electron
shells around protons; i.e., the total number of free par-
ticles decreases by 10%. A similar decrease is observed
in the compressibility factor as compared to that at the
temperature boundary of 45000 K (see Fig. 1b).

Figure 5 shows the radius Re(T) of the sphere cen-
tered at a proton that contains one electron on average.
Curve 1 was obtained for the mean overall density cor-
responding to a volume of 64000 Å per electron. The

radius of the sphere having this volume is  = 24.8 Å.

For curve 2, the corresponding value is  = 18.6 Å. In
the absence of spatial correlations, the sphere of radius

 centered at a proton contains one electron on aver-

age. The deviation of Re(T) from  illustrates the
degree of spatial correlation between protons and fluc-
tuations of electron density in a plasma. Figure 5 dem-
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Fig. 5. Average radius of the sphere centered at a proton that
contains one electron vs. temperature for plasmas of density
(1) 0.156 × 1020 and (2) 0.370 × 1020 cm–3.
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Fig. 6. Mean electron kinetic energy in a hydrogen plasma of density (1) 0.156 × 1020, (2) 1.25 × 1020, and (3) 0.370 × 1020 cm–3:
(a, c) general estimator (16); (b, d) virial estimator (35).
onstrates that the correlation increases with the overall
density.

Figures 6a and 6c show the electron kinetic energy
calculated as a function of temperature by averaging the
general estimator given by (16); Figs. 6b and 6d, the
results based on the virial estimator given by (35). The
consistency of the results obtained by both methods
demonstrates the accuracy of calculations of not only
kinetic energy, but also the equation of state, because
the calculation of kinetic energy based on the virial esti-
mator includes the calculation of pressure. The calcula-
tions based on the virial estimator involve lower statis-
tical errors, which is clear from the narrower scatter of
data points about the approximating curve. As the
plasma temperature decreases, a decrease in the elec-
tron kinetic energy is followed by an increase. The
location of the energy minimum, Tmin ≈ 31000 K,
weakly depends on plasma density, shifting by about
5% toward lower temperatures as the density decreases
by an order of magnitude. The increase in electron
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
kinetic energy with decreasing temperature is a purely
quantum effect explained by an increase in the statisti-
cal weights of electron states localized in the vicinity of
protons. The dominant contribution is due to the ground
state of the hydrogen atom, with a kinetic energy of
13.6 eV. The mean kinetic energy approaches this value
well before the formation of electron shells is complete,
because thermal motion in delocalized quantum states
contributes 3 to 4 eV to the total kinetic energy per elec-
tron. The electron kinetic energy substantially deviates
from the classical limit value 3kBT/2 at temperatures
below 40000 K (see Fig. 7). The electron kinetic energy
at a plasma temperature of 16000 K corresponds to the
kinetic energy of classical particles at 100000 K.
Owing to quantum effects, the electron subsystem is
“heated”: the mean electron energy is higher than the
mean ion energy, and the difference amounts to several
electronvolts with decreasing temperature (see Fig. 8).
The particle energies plotted in Fig. 8 change sign from
positive to negative (the plasma becomes strongly non-
ideal) at a temperature of about 30000 K, i.e., almost
SICS      Vol. 100      No. 3      2005



632 SHEVKUNOV
simultaneously with the transition to quantum behavior
of the electron component. A correct description of a
hydrogen plasma must rely on a quantum statistical
treatment of the electron component.

The results obtained in this study show that the tem-
perature boundary separating the domains of quantum
and classical behavior of electrons is located approxi-
mately at 40000 K for plasmas with ρ ≈ 1019–1020 cm–3.
Using the conventional criterion, based on comparison

of the thermal de Broglie wavelength λ = h/
with the mean interparticle distance ρ–1/3, one finds that
the temperature boundary of the domain of quantum
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Fig. 7. Normalized mean electron kinetic energy vs. tem-
perature calculated for a hydrogen plasma of density
0.156 × 1020 cm–3 by using general estimator (16).
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Fig. 8. Mean electron (1) and proton (2) total energy vs.
temperature for a hydrogen plasma of density 0.156 ×
1020 cm–3.
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behavior of electrons is 12000 K. The curve shown in
Fig. 7 demonstrates that the electron kinetic energy at
this temperature differs from the classical limit value by
a factor of several tens. The de Broglie criterion is inap-
plicable under these conditions, because it ignores
strong Coulomb correlations between particles. On the
other hand, a system of classical point charges is inher-
ently unstable, because the corresponding partition
function diverges at the singular points of the Coulomb
potential. The convergence of the partition function and
equilibrium averages for a hydrogen plasma is entirely
due to the quantum-mechanical delocalization of its
electron component. Irrespective of any criterion,
“classical behavior” of the electron subsystem can be
discussed only tentatively, because the very existence
of the plasma at any temperature is essentially due to
quantum behavior of electrons.

Electrostatic screening and quantum-mechanical
delocalization of electrons determine particle–particle
interactions and pressure in hydrogen plasmas. Figure 9
compares typical potentials of the mean force,

where g(R) is the corresponding correlation function,
calculated for electron–electron and proton–proton
interactions with the Coulomb interaction potential for
two elementary point charges in free space. The Cou-
lomb interactions over distances larger than 18 Å are
almost completely screened. Quantum delocalization
manifests itself at distances smaller than 3 Å as a
weaker electron–electron interaction as compared to
proton–proton interaction. The potential W of the mean
force of electron–proton interaction has a distinct max-
imum at 3 to 5 Å (see Fig. 10). To elucidate the nature
of this maximum, a detailed study of correlations was

W R( ) kBT g R( )[ ]ln– const,+=
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2 8

W, eV
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4 2
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Fig. 9. Potential of the mean force of electron–electron (1)
and proton–electron (2) interaction for a hydrogen plasma
of density 0.370 × 1020 cm–3 at a temperature of 30700 K.
Dashed curve: Coulomb interaction potential for two ele-
mentary point charges in free space.
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performed for an isolated proton–electron pair and for
a similar pair in the presence of another electron and in
the presence of another electron and another proton. In
the first case, the only proton was at rest at the center of
a spherical volume of radius 18.6 Å. The corresponding
density of a macroscopic system is 0.370 × 1020 cm–3.
The electron was freely moving in the electrostatic field
generated by the proton. Long Markov chains were
generated, and the Feynman path of the electron was
discretized into 40 to 320 segments. None of the simu-
lations revealed any maximum in the potential of the
mean force analogous to that observed in Fig. 10 for a
many-body system. A monotonic curve was obtained,
albeit substantially different from that corresponding to
the Coulomb interaction between point charges. The
maxima exhibited by the curves plotted in Fig. 10 are
obviously due to many-body correlations. To determine
the minimal number of particles required to obtain
these maxima, a system of two protons and two elec-
trons was simulated. A proton was at rest at the center
of a sphere of radius 23.45 Å, which corresponds to the
same density as in the first case. Another proton was
located at the periphery of the sphere. The potential of
the interaction between the latter proton and two elec-
trons was calculated. The results shown in Fig. 11 dem-
onstrate (slightly narrower) maxima of approximately
the same height, as in a macroscopic system. To ascer-
tain the role played by the second proton in the forma-
tion of the maximum, additional computations were
performed for a system consisting of a proton and two
electrons in a sphere having the same volume. In this
case, no maximum of the potential of the mean force
was observed. Therefore, the second proton is required
for the potential W(r) to have a maximum. An analysis
of the spatial configurations of proton and electron
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Fig. 10. Potential of the mean force of electron–proton
interaction for a hydrogen plasma of density 0.370 ×
1020 cm–3 at a temperature of (1) 39900, (2) 23600, and
(3) 18200 K. Dashed curve: Coulomb interaction potential
for two opposite point charges in free space.
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paths calculated in the course of simulations suggest
the following mechanism responsible for the shape of
the W(r) curve. At lower temperatures, each electron
tends to be increasingly bound to one of the protons. As
the correlations grow stronger, the electron cloud tends
to follow the motion of one of the protons, i.e., proton–
electron correlations are modified by the effect of pro-
ton–proton correlations. At distances larger than about
5 Å, the proton–proton interaction is strongly screened
and the corresponding energy is lower than kBT (see
Fig. 9). Conversely, the protons are mutually repelled at
distances smaller than 5 Å. Thus, when both electrons
are localized near respective protons, an electron local-
ized within a distance of about 5 Å from one proton
cannot be attracted by the other proton; i.e., many-body
correlations lead to repulsion between a proton and an
electron. This effect is weaker at shorter distances,
where the background electron density is higher.
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