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Abstract—It is suggested to create macroscopic lenses for X-ray and neutron wavelength range (A = 1-30 A)
using systems of consistently operating microlenses and correcting microprisms. © 2003 MAIK “ Nauka/ I nter-

periodica” .

Previous investigations [1-6] showed the principal
possibility to create refractive X-ray optics using com-
ponent lenses of sufficiently small size (microlenses). If
the refractive index of a lens material isn=1+ 9
(6 being the index increment), the curvature radius R,
focal length f, and increment & of a one-surface micro-
lensarerelated asf = R/. For X-ray radiation, d<0and
the converging lens has to be concave.

Recently [5, 6], the author suggested to create mac-
roscopic lenses for X-rays by using a system of micro-
lenses with matched focuses and correcting micro-
prisms combined into one lens of required size. This
system will be referred to as a multilens and the com-
mon focus is called a multifocus.

Multilenses can be created by combining micro-
lenses in various ways. According to one of these
(Fig. 1), the central microlens L, isperpendicular to the
z axis coinciding with the optical axis of the multilens.
Thus, the latter optical axis coincides with that of L,
and passes through its center. The multifocus (f) of the
multilens occurs on the optical axis and coincides with
the focus of Ly. The circular lens L; surrounding the
central microlensistilted by a certain angle so that the
raysfocused by L; would also converge at multifocusf.
The optical axes of L, form acone called thefocal cone
of the circular microlens. The vertex of this cone coin-
cides with multifocus f. Thus, any optical axis of the
circular microlens is the generatrix of the focal cone
and the symmetry axis of this cone coincides with the
optical axis of the multilens.

By the same token, microlens L, is surrounded by
another microlens, L,, focusing the raysinto multifocus
f and so on. In order to ensure that al microlenses
would possess a common focus , it is necessary to tilt
generatrices of the focal cones by anglesa,, (n =1, 2,
..., N) relative to the optical axis of the multilens. To
thisend, the X-ray beam (initially parallel to the optical
axis of the multilens) must be split into rays incident
onto circular microlenses at various angles a,. The
X-ray beam can be split and deviated by means of cor-

recting microprisms situated on theflat sides of circular
microlenses. As a result, all microlenses in the multi-
lens will possess the same focal length (such muilti-
lenses will be called equifocal).

Let usfind geometric relations for the parameters of
amultilens composed of N + 1 microlenses with equal
curvature radii R and halfwidths p (Figs. 1 and 2). The
angle between the optical axes of the multilens and the
nth microlensisa, = an, wheren=0, 1, 2, ..., Nand
o = 2arctan(pd/R) = 2arctan( p/f). The angles vy, of
the correcting prisms, necessary for rotating the initial

Fig. 1. Schematic diagram of a converging multilens com-
posed of microlenses L; and correcting microprisms P; (see
the text for explanations).
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beam so asto provide the normal incidence of radiation
onto the flat side of each microlens (Fig. 2), can be
readily determined using the law of refraction, sing; =
n'sing,, where ¢, is the angle of incidence onto the nth
prism, ¢, is the angle of refraction in the prism, and n'
is the refractive index of the prism material. Assuming
that ¢, =vy,—anand ¢, =y, we obtain arelation,

0 sn(hna) O
DlD +cos(ncx)—q%’

Y, = arctan

from which it follows that the central microlens does
not require a correcting prism becausey, = 0. Thewidth
t, of the asperity BC (Fig. 2) of the nth correcting prism
is

cos(na)tany,
cos(y,—na)’

and the width P, of the prism face AB is

cos(na)
cos(y,—an)’

The formation of images in a multilens possessing
such acomplicated structure is accompanied by various
distortions and peculiarities, the number of which is
greater than that in simple optical lenses. All these
defects can be subdivided into three types:

(i) Defects equally inherent in both optical and
X-ray lenses (chromatic and spherical aberrations, dis-
tortions, coma, etc.). In multilenses, these aberrations
exhibit certain specific features because they arise
simultaneously in many microlenses forming a system
of ring geometry (e.g., only the central microlensintro-
duces spherical aberrations) and in microprisms intro-
ducing their own contributions.

(i) Defects related to the multilens geometry, devi-
ations from a preset geometry, and inhomogeneity of
the material.

(iii) Defects related to the quantum character of
interactions between radiation and the multilens mate-
rials, which can possess a rather complicated character
dependent on the wavelength and the materia para-
meters.

These problems were partly considered in [7], but
areworthy of abroader and deeper investigation. Let us
analyze some features of multilensesin more detail.

In multilenses of the type under consideration, each
circular microlens contains regions not featuring rays
transmitted through the microlens. Indeed, the light
beam incident onto a correcting prism is split into two
rays at the corner (point B): one ray exhibits refraction
in the prism, while the other is transmitted along BC
without refraction. As aresult, each microlens acquires
acircular region (called the blind ring) transmitting no
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Fig. 2. Schematic diagram of a microlens in combination
with a correcting microprism for a converging multilens
(see the text for explanations).

light quanta. The width &, of a blind ring in the nth
microlensis given by the formula

_ ,_sin(na)siny,

& = cos(y,—on)

from which it is seen that the central microlens L, has
no blind ring (for y, = 0) and that the relative width of a
blind ring in the nth microlens, ©, = &,/2p, increases
with the microlens number.

Thus, the presence of blind rings resultsin splitting
of the total radiation flux passing through the multilens
into separate fluxes converging at the multifocus. This
feature of multilenses will be called mosaicity.

Radiation transmitted through a multilens is con-
centrated at the multifocus representing, in the ideal
case, matched focuses of all individual microlenses.

The area of the focus spot St for radiation passing
through the nth microlens in the ideal case is deter-
mined by the maximum wavelength A,, in this flux:
S = 2n)\f,, . Inreal multilenses, perfect focal matching

cannot be achieved and, hence, the above concentration
limit isnever reached because of unavoidabl e defects of
imaging in microlenses. In practice, the focus of each

microlensis smeared to aradiusof r{ > Ay, so that the

corresponding focal spot areaisgreater than St . More-
over, the focuses of microlenses are usually not
matched perfectly (or even fully mismatched) and
spread over acertain focusing region F characterizing a
given multilens. The extent of the focus spread o over
al microlensesis determined by the formula

O = max|f,—f,
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where f, and f; are the coordinate vectors of the centers
of focuses of the nth and jth microlenses, respectively.

Radiation transmitted through the multilens is
focused within an area S- that can be estimated as

Tt = = 1 n
SF:§(6F+rf)21 Ny = lerf!

where F; isthe average focus radius of the component
microlenses. The degree of focus spreading & and the
average radius 1; are determined primarily by devia-
tionsfromthe“ideal” multilens, that is by the manufac-
turing accuracy that depends on the technol ogical facil-
ities. The linear size of the multilens focus spot can be
eastci_mated as proportiona to the microlens curvature
radius,

O +7;=2R.

Now let us consider the X-ray spectral range, in
which multilenses are applicable, and estimate the
properties of materials required for manufacturing such
devices. The upper boundary of a spectral range of the
X-ray opticsis determined by the ability of X-ray pho-
tonsto penetrate into a multilens. The maximum wave-
length A, for the effective X-ray refractive optics can
be estimated from the dependence of the radiation
attenuation coefficient on the wavelength [8]:

8ne'zT
3mec?

N
B o= '[+o':r]TAB:Z4)\3+

Here, T is the absorption coefficient related to a reso-
nance interaction of X-ray photons with core-shell
electrons (internal photoeffect) [8]; o is the scattering
coefficient; C is a coefficient dependent on the wave-
length A and the atomic structure parameters (see [8]);
Z is the nuclear charge of the element from which the
prism or lens is made; n—is the density of the prism;
N, is the Avogadro number; A is the atomic weight; e
and m are the electron charge and mass, respectively;
and c isthe velocity of light.

As can be seen from the above formula, the most
favorable materials for refractive X-ray optics are the
substances with small nuclear charges, Z = 3-6. In par-
ticular, Apa = 30 A for Z = 3 (lithium) and A5 = 8 A
for Z=6 (carbon). Thelower boundary for theradiation
wavelength A, is determined by the dimensions of
atoms (atomic radiusr,), so that A, =r,= 1 A. Thus,
the spectral range of refractive X-ray opticsis1 A <1<
8-30 A, which corresponds to 12 keV = hv > 1.5
0.4keV on the energy scale. For Z = 3-6 and A =
1-10 A, theindex increment fallswithin 104 < < 107
and the focal length is on the order of f = 10>~10 cm.
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Besides the absorption and scattering losses, any
radiation passing through amultilens exhibits lossesfor
reflection and diffraction. Radiation passing from
microprisms to microlenses will be partly reflected
from face AB (Fig. 2). The angles of radiation incidence
(equal to TDABC) on the correcting microprisms are
acute, but aways one to two orders of magnitude

greater than the critical total reflection angle 8, = ./25.
Therefore, no total external reflection from micro-
prisms can take place. When the radiation is incident
from the microlens side, the reflection coefficient is
smaller than that for incidence from the side of amicro-
prism (because the average angle of incidence in the
former case is smaller). This asymmetry follows from
the geometric asymmetry, which can be called the
reflection asymmetry of a multilens. The diffraction
losses in amultilens are small because the characteris-
tic dimensions of microprisms and microlenses (close
to the microlens curvature radius R) are 2-5 orders of
magnitude greater than the radiation wavelength.

Thetotal lossesin a multilens can be expressed as

| = 10KpKrexp(—H Top) = ToKpKe(1—pTop),

wherel, and | aretheincident and transmitted radiation
flux densities, respectively; Ky and Ky are the coeffi-
cients of diffraction and reflection losses, respectively;

and |, isthe average optical pathlength in the multi-
lens. The latter quantity is described by a rather cum-
bersome expression [6], but it can be approximately
estimated via the microlens curvature:

lopt = 2R.

The coefficient of radiation amplification by a mul-
tilens, k., can be expressed via the multilens area S
(representing a sum of the microlens areas s,) and the
coefficients of losses:

N
ko = ZKoKexp(-24R), S = 35, = 2n(nR)’,
S .

i=0

se = 21k,

Here, the diffraction and reflection losses can be
ignored in comparison to the absorption and scattering
losses, which yields

K, =n*(1—2UR).

For transmitting 1% of the incident radiation, an
effective multilens must contain not lessthan 10 micro-
lenses, but significant radiation concentration is possi-
ble only when the number of microlensesistwo to three
orders of magnitude greater.
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The above considerations for X-ray multilenses are
generally applicable to the neutron radiation as well,
since the refractive indices for X-ray and neutron
beams in the wavelength interval 1 A <A <30 A (cold
and thermal neutrons) are close. However, neutrons (in
contrast to X-ray photons interacting with electron
shells) interact with nuclei. For a neutron radiation in
the above wavelength interval, materials are character-
ized by theindex increments 10 < |8|< 10°%, which are
of the same order of magnitude as those for X-rays.
Note that, while |0|for X-rays is always negative, the
values for neutrons can be either negative or positive,
depending on the particular nuclei [9-11]. For 8> 0, the
converging microlenses must be convex and the cor-
recting microprisms are oriented in a different manner
relative to the optical axis (with asperities BC closer to
the optical axis). In the wavelength interval under con-
sideration, neutrons are usually absorbed to a lower
extent than X-rays. Therefore, multilenses can offer
even a more effective solution for neutrons than for
X-rays.

Finally, it should be noted that ssmplified multilenses
created using a system of correcting microprisms (with-
out microlenses) are analogous in many respects to the
Fresndl lensesfor the visible spectral range.
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Abstract—We have studied the structure and thermo emf of a nanotubular carbon deposit formed in electric
arc discharge plasma. The deposit contains flocky granules with dimensions of 15-20 pm within a 2060 pm-
thick layer on the substrate surface. This deposit is characterized by a sufficiently high thermo emf (60 uV/K)

and electric conductivity (600 Q! m™). © 2003 MAIK “ Nauka/Interperiodica’ .

Presently, methods of obtaining carbon nanotubes
are extensively developed and the properties of these
objects are thoroughly studied, which is explained by
the good prospects of using such materialsin nanoelec-
tronics. An established method for the synthesis of car-
bon nanotubes is based on the sputtering of graphitein
an electric arc plasma. The evaporation of graphite
from the anode and subsequent deposition onto the
cathode leads to the formation of a deposit containing
single- and/or multilayer nanotubes, as well as other
carbon derivatives—amorphous carbon, graphite clus-
ters and nanoparticles, fullerenes, etc.—frequently
referred to in general as soot.

Here we report the results of investigations of the
structure and thermo emf (S of a carbon deposit
obtained in electric arc plasmain the course of optimi-
zation of the technology of carbon nanotube formation.

The nanotube-containing deposit was obtained in
the course of sputtering of a special purity grade
(OSCh-7-3) graphite electrode in an electric arc. The
arc discharge was generated in helium at a pressure of
500 Torr, a discharge current density of 65-75 A/cm?,
and a voltage of 21 V. The deposition time was varied
from 180 to 300 s, after which the layer of carbon
deposit (1 to 1.5-mm-thick) was separated from the
graphite cathode surface. The surface structure of the
samples was studied in a REM-300 scanning electron
microscope (SEM). The typical SEM image of such a
carbon deposit is presented in Fig. 1.

The central region of the deposit with a diameter of
3-5 mm exhibits numerous craters with walls having
the form of protuberances [1]. This region is sur-
rounded by the ring with an outer diameter of
10-12 mm composed of flocky formations (granules)
with dimensions of 15-20 um randomly arranged over
the substrate surface and found to within a 20—60-um-

thick surface layer. A periphera region of the deposit,
representing a 1-2-mm-wide ring, exhibits a columnar
structure.

Figure 2a shows the genera structure of flocky
granules. Each granule comprises adisordered frame of
filamentlike formations rather strongly connected to
one another. The flocky granules were dispersed by
ultrasound and examined in a transmission electron
microscope (TEM). This study showed that the fila-
mentlike formations have a diameter of 50-60 nm, a

Fig. 1. A SEM image showing the surface structure of acar-
bon deposit containing carbon nanotubes (magnification,
x110): (a) a central region with the surface resembling
“double’ rose leaves (S=~20 uV/K); (b) the region contain-
ing randomly arranged flocky granules (S = 55-60 uV/K);
(c) aperipheral region of the deposit, possessing acolumnar
structure (S= 7-8 pV/K).
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(b)

Fig. 2. TEM images illustrating (8) the structure of flocky
granules formed by the bundles of carbon nanotubes
(%2400); (b) the bundles of carbon nanotubes (x30000);
(c) a bundle of carbon nanotubes coated with amorphous
carbon (x600000).

length of 0.5-2 pum, and are covered by a 20-30-nm-
thick layer of amorphous carbon (Fig. 2b). Each fila-
ment contains 100-150 multilayer carbon nanotubes
with adiameter of 2.5-4 nm, aligned parallel to thefil-
ament axis (Fig. 2¢).

Figure 1 presents a map of thermo emf in various
regions of the carbon deposit. The differential thermo
emf (S was measured using a method described previ-
ously [2]. All the S values were negative, the absolute
value amounting to ~20 pV/K in the centra region,
reaching maximum values in the region of flocky gran-
ules (S~ 55-60 uV/K), and decreasing to 7-8 uV/K in
the peripheral region of the deposit.

Let usconsider in more detail the structure of flocky
granules characterized by the maximum values of S. In
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Fig. 3. The plots of (1) thermo emf Sand (2) specific con-
ductivity o versus depth x of probe penetration into a floc-
culent structure of granules of the nanotubular carbon

deposit.

this region, the thermo emf and specific conductivity
were measured using a silver wire microprobe with a
diameter of 0.3 mm. Possessing a flat edge and insu-
lated side surface, the probe all owed the necessary tem-
perature gradient to be created in the sample. The probe
was indented into the sample and positioned to within
X= %1 um using a specia micrometric drive mecha-
nism. The conductivity was estimated by the formula

_ 1ax
where R is the measured value of resistance, A is the
probe edge surface area, and Ax is a distance between
the probe and the base contact.

Figure 3 (curve 1) shows a plot of Sversus depth x
of the hot probe edge surface indented into the floccu-
lent carbon deposit. The initial contact between the
probe and the surface of flocky granules (x = 0) gives
S= 10 puV/K, the maximum (S = 60 uV/K) being
reached at a depth of x = 10 um. Within alayer of x =
10-30 pm, the thermo emf isretained on alevel of S=
58 uV/K. Curve 2 in Fig. 3 shows variation of the spe-
cific conductivity a(x) with the depth of probe indenta-
tion into the flocculent structure. This curve aso exhib-
its a plateau on an average level of o =500 Q' m™.
Penetrating down to a depth greater than 50 um, the
probe reaches the substrate characterized by S= 27—
35 uV/K and o = 2000 Q- m. With allowance of the
substrate resistance, a specific conductivity of the floc-
culent structure amounts to 600 Q' m, being of the
same order of magnitude as the conductivity reported
for 7—17-um-thick dlabs of carbon nanotubes [3]. The
results of Sand o measurements during withdrawal of
the probe repesat the same profiles with asmall hystere-
sisin x. These results indicate that the flocculent struc-
tureisquiterigid, admits elastic contraction, and exhib-
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itsalmost complete restoration of theinitial shape upon
unloading.

The flocky formations comprising the bundles of
carbon nanctubes are similar to the flocky coils of col-
loidal aggregates formed in various organic and inor-
ganic materials, which are known to possess a fractal
internal structure [4]. The fractal dimensions D of such
structures falls within D = 2.4-2.7. The fractal struc-
tures of thistype are characterized by high values of the
specific internal surface area determined as

_ IR
A aDL il 2
where a is the surface area of a unit element (of which
the fractal structure is composed), R is the radius of a
flocky fractal coil, and ry is the radius of the unit ele-
ment. In our case, the unit element is represented by a
1-um-long bundle containing 100-120 nanotubes with
adiameter of ry=0.05 um. Simple calculationsfor D =
2.5 show that 1 cm? of such flocky fractal coils com-
posed of the bundles of carbon nanctubes has a surface
area on the order of (5-9) x 10° m? formed by the nan-
otube interfaces.
Once the fractal dimension is known, we can also
estimate the average density of a flocky coil using the
well-known relation [5]

P =P 3
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Assuming pp = 2.2 glcm®, ry =5 x 10°%cm, and R =
1073 cm, we obtain p = 0.16 g/cm®. Such densities are
characteristic of aerogels—porous media with hard
frameworks formed by oxide molecules such as SiO,,
Al,O;, ZrO,, etc.

In conclusion, the sputtering of a graphite anode in
an electric arc discharge plasmais accompanied by the
formation of a carbon deposit containing flocky gran-
ules with a rigid framework of the bundles of carbon
nanotubes possessing a fractal structure. These flocky
fractal coilsform amultifractal structure characterized
by sufficiently high thermo emf (S and conductivity
(o) values, which can be considered to be a promising
thermoel ectric material.
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Abstract—We report on the optimized characteristics of a small-size bactericidal lamp pumped by transverse
RF (f = 1.76 MHZz) discharge, operating on a system of the molecular emission bands of chlorine in a wave-
length range of 195-310 nm. The spectral characteristics of the plasma emission were measured and the inten-
sity of chlorine emission bands were studied as functions of the total pressure and partial composition of a
helium—chlorine mixture. Oscillograms of the pumping current and output radiation intensity were measured
and the total output radiation power was determined. It is established that the lamp radiates predominantly in a

bactericidal wavelength interval on an electron-vibrational transition at 200 nm in Cl3* molecules. The opti-

mum partial pressures of helium and chlorine are 100-300 and 90-120 Pa, respectively. The maximum output
power of UV emission from the side cylindrical surface of the lamp reached 10 W. The lamp can be used in
photochemistry, ecology, genetics, and medicine. © 2003 MAIK “ Nauka/lInterperiodica” .

Powerful and highly effective sources of spontane-
ous radiation in the ultraviolet (UV) and vacuum ultra-
violet (VUV) spectral range, operating on the electron-
vibrational transitions in inert gas monohalides and
halogen dimers, are widely used in microelectronics,
high-energy chemistry, and medicine[1]. Simple bacte-
ricidal lamps with relatively inexpensive working
media (not employing krypton and xenon) can be cre-
ated using mixtures of light inert gases with chlorine
molecules. Indeed, use of the highly reactive fluorine-
containing media increases requirements to the materi-
als for electrodes and discharge tube. On the other
hand, gas mixtures based on iodine and bromine, while
being less aggressive, tend to concentrate on the inter-
nal surface of the output aperture. At a certain concen-
tration of iodine and bromine vapors in the discharge
tube, this can reduce the output emission power
because of excess UV-VUV absorption in the layer
containing halogen molecules. Asfor the inert gas, the
heat capacity of neonissignificantly higher than that of
helium and, hence, the latter is preferred in the lamps
with air (natura or forced) cooling.

Previoudly, we have established that He-Cl lamps
pumped with a longitudinal dc glow discharge [2] and
confined discharge [3] are characterized by the emis-
sion spectrum expanded toward shorter wavelength

(due to the emission at 200 nm [CI5* ]) and continu-

ously covering the wavelength interval of 195270 nm.
For increasing the discharge stability in electronegative
media, we have used atransverse RF discharge to form
a plasma medium in an excimer—halogen lamp with a
planar aperture [4].

Below we report the results of investigation and
optimization of the working characteristics of a lamp
employing longitudinal RF dischargein ahelium—chlo-
rine gas mixture.

A longitudinal RF discharge of the y type was gen-
erated in a cylindrical quartz discharge tube with an
inner diameter of 1.4 cm and an anode—cathode dis-
tance of 3 cm. The lamp employed a system of hollow
nickel sheet electrodes with a length of 1.5 cm and a
diameter of 1.4 cm. The discharge was initiated by an
amplitude-modulated (modulation frequency, f <
50 Hz) RF voltage (pumping frequency, F = 1.76 MHz)
generator of the EN-57M type with an average power
not exceeding 250 W. The voltage was applied to the
electrodes via a decoupling capacitor (C, = 200 pF).
The RF voltage amplitude reached 56 kV. The dis-
charge tube with open ends was mounted in a 10-liter
buffer chamber. In the regime of slow circulation of the
working medium, a He-Cl, mixture was pumped
through the buffer chamber with the discharge tube at a
flow rate of 0.1-0.3 I/min. The method and instrumen-
tation used for the measurement of emission charac-
teristics of the discharge plasma were described else-
where[5, 6].

Figure 1 shows the most typical spectrum of emis-
sion from the plasma of alongitudinal RF discharge in
a He—Cl, gas mixture (the spectrum is normalized to a
relative sensitivity of the monochromator and photo-
multiplier). As can be seen, the main emission is con-
centrated within the emission bands at 200 nm [CI* ]

and 257 nm [Cl,(D'—A"], covering the spectral interval
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Fig. 1. The typical spectrum of UV emission from the
plasma of alongitudinal RF discharge in aHe—Cl, mixture

with P(He)/P(Cl,) = 160/40 Pa.
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Fig. 2. A plot of the total output power versus pumping
power for UV emission from the plasma of a longitudinal
RF discharge in a He-Cl, mixture with P(He)/P(Cl,) =
160/40 Pa.

from 195 to 260 nm. The emission in the band at
306 nm [Cl ] was relatively less intense.

We have studied the intensity of emission in the
molecular bands of chlorine as a function of the total
pressure and partial composition of a helium—chlorine
mixture. It was found that the maximum UV emission
power isreached for the partial pressures of helium and
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chlorine within 250-300 and 80-100 Pa intervals,
respectively. Theintensity of emission at 306 nm[Cl ]

was |east sensitive to variationsin the chlorine pressure
P(Cl,).

Figure 2 shows the total output power of UV emis-
sion from the plasma of alongitudinal RF dischargein
a He—Cl, mixture as a function of the pumping source
power. The RF initiation threshold corresponds to a
source power of 150 W. As the pumping power is
increased from 180 to 250 W, the total output power of
UV emission from the entire working aperture also
exhibits a linear growth. The absolute total UV power
maximum reached 10 W.

Thus, we have studied the characteristics of optical
emission from the plasma of a longitudina RF dis-
charge in a He—Cl, mixture at medium pressures and
demonstrated that this system offers a source of bacte-
ricidal radiation concentrated predominantly within the

[CI5* ] emission band at 200 nm. The optimum partial

pressures of helium and chlorine are within 100-300
and 90-120 Pa, respectively. The average UV output
power of UV emission is<10 W. The discharge can be
employed in small-size bactericidal lamps, with good
prospects for applications in photochemistry, biotech-
nology, and medicine.
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Abstract—It is established for the first time that the yield resonances related to excitation of the core electron
levels of samarium (Sm) and tungsten (W) during the electron-stimul ated desorption of samarium from the sur-
face of oxidized tungsten represent neutral particles differing in the chemical nature. Most probably, the exci-
tation of samarium levels leads to desorption of Sm atoms, while the excitation of tungsten levels causes des-
orption of SmO molecules. © 2003 MAIK “ Nauka/Interperiodica” .

Our previous investigations [1-4] showed that the
yield of neutral particles during electron-stimulated
desorption (ESD) of europium (Eu) and samarium
(Sm) layers adsorbed on the surface of oxidized tung-
sten (W) exhibit a resonance character depending on
the energy of bombarding electrons. The positions of
peaksinthe ESD yieldiswell correlated to the energies
of excitation of the 5p and 5s core electron levels of Eu,
Sm, or W. The intensities of the ESD peaks arising dur-
ing excitation of the core levels of rare-earth metal
(REM) atoms and W, studied as functions of the sub-
strate temperature and the REM coverage, exhibit qual-
itatively different behavior indicative of a dissimilar
chemical nature of these peaks[5, 6].

The fluxes of desorbed neutrals in the aforemen-
tioned experiments were monitored using detectors of
the surface ionization (SI) type with an emitter repre-
senting a heated tungsten ribbon. This technique is not
capable of separating the yield of Eu and Sm atoms
from that of EuO and SmO species. It was suggested
that ESD peaks related to the excitation of REM levels
represent Eu and Sm atoms, while the peaks related to
excitation of the core levels of tungsten are due to the
desorption of EuO and SmO molecules. This assump-
tion agrees with the results of calculations performed
with allowance of the fact that the rate of dissociation of
EuO moleculesis greater than the rate of thermodesorp-
tion of Eu* ionsfrom a heated surface of tungsten[7]. In
addition, this hypothesis eliminates difficulties encoun-
tered in attempts to explain the excitation transfer from
W to Sm via an intermediate oxygen atom.

Thisstudy was aimed at demonstrating that the exci-
tation of Sm and W atoms in the course of ESD of a
samarium film adsorbed on oxidized tungsten leads to
the desorption of neutral particles differing in their
chemical nature. To solve thistask, it was necessary to

reduce the rate of dissociation of SmO moleculeson the
emitter of the Sl detector. This is usually achieved by
depositing a nonmetal film onto the metal emitter sur-
face. For example, therate of dissociation of CsCl mol-
ecules on an 1r(111) single crystal face decreased by a
factor of 10° when this surface was covered with a
graphitefilm[8]. Our choice of emitter for the S| detec-
tor—a tungsten ribbon covered with a monolayer of
oxygen—was explained by the following reasons:

(i) a monolayer of oxygen adsorbed on tungsten is
thermally stable at temperaturesupto T ~ 2000 K [9];

(i) the electron work function of an oxygen-covered
tungsten surface is 0.75 eV higher than that of a clean
tungsten surface [10];

(iii) the probability of further oxidation reactions
involving SmO molecules on aW-0O surfaceisvery low.
These factors gave us hope to obtain a current of nondis-
sociated SmO moleculesin the S| detector.

The current of surface-ionized particles generated
during the ESD of samarium adsorbed on the surface of
oxidized tungsten was measured in a setup described in
detail elsewhere [11]. In this system, intended for the
investigation of yields and energy distributions of neu-
trals during ESD, the Sl detector had an emitter in the
form of atungsten ribbon with the dimensions 70 x 2 x
0.01 mm. The emitter temperature was determined with
theaid of an optical micropyrometer. A monolayer oxy-
gen coverage on the emitter was obtained by exposure
to oxygen at a pressure of 10 Torr and a temperature
of 1600 K for 300 s[9].

Thetarget substrates were textured tungsten ribbons
with (100)W crystal face predominantly emerging at
the surface, which were preliminarily cleaned and then
oxidized to various degrees. Samarium was deposited
onto the oxidized substrate surfaceat T =300 K from a
straight-channel evaporator representing a tantalum
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Plots of the Sl detector current versus emitter temperature
for atungsten emitter (1, 2) without and (3, 4) with amono-
layer coverage of oxygen. The emitter produces surfaceion-
ization of the particles desorbed from a samarium layer on
oxidized tungsten surface during ESD at an electron energy
of Eg=34 eV (1, 3) and 42 eV (2, 4). The surface coverage

of samariumis @ =0.10 (1, 3) and 1.0 (2, 4).

tube charged with metallic samarium prior to evacua-
tion of the setup. The tube, placed near a substrate and
oriented along the ribbon, had several output holes
ensuring homogeneous distribution of the flux of Sm
atoms over the substrate surface. The electron emitter
was a tungsten filament oriented parallel to the sub-
strate ribbon and producing a total current of ~5 x
10¢A. The flux of desorbed Sm atoms was generated
at an electron energy of ~34 eV, while the flux of (sup-
posedly) SmO molecules was observed at an electron
energy of ~42 eV. These electron energy values are
given with a correction for the electron work function
of the emitter [12]. The pressure of residual gasesin the
setup was below 101 Torr.

The results of the ESD measurements presented in
the figure show the temperature dependences of the S
detector current obtained with a tungsten emitter
uncovered (curves 1 and 2) and covered (curves 3
and 4) with a monolayer of oxygen. In these experi-
ments, the detector monitored the fluxes of particles
formed during ESD at an electron energy of E, =34 eV
(curves 1 and 3) from a samarium layer adsorbed on
tungsten oxidized to an oxygen coverage of 6 = 0.10
and at E, = 42 eV (curves 2 and 4) from alayer adsorbed
ontungsten oxidizedto 6 = 1.0. Thus, curves 1 and 3 cor-
respond to excitation of the Sm 5p core electron level,
while curves 2 and 4 correspond to excitation of the
W 5p level.

As can be seen from data obtained with the uncov-
ered tungsten emitter (curves 1 and 2), the surface ion-
ization current due to excitation of the Sm 5p core elec-
tron level is lower than that related to the W 5p level.
However, the shapes of the temperature dependence of
the SI detector current in these cases are similar, exhib-
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iting the same temperature threshold foll owed by expo-
nential growth of the current with the temperature.
Therefore, the surface ionization current from the
uncovered tungsten emitter represents particles of the
same chemical nature despite the fact that the ESD is
initiated by the electrons of different energies.

A different pattern was observed for the Sl detector
with a tungsten emitter covered with a monolayer of
oxygen (see figure, curves 3 and 4). Here, a threshold
temperaturefor the appearance of the surfaceionization
current upon excitation of the Sm 5p electron level
(curve 3) is greater as compared to that for the uncov-
ered tungsten emitter (curve 1), but, as the temperature
increases, curve 3 asymptotically approaches curve 1.
At the sametime, the current due to excitation of theW
5p electron level (curve 4) appears at a much lower
threshold temperature as compared to that for the
uncovered emitter (curve 2). Moreover, the shape of the
temperature dependence of the current for the Sl detec-
tor with the oxygen-covered emitter (curve 4) signifi-
cantly differsfrom the exponential curve observed with
the oxygen-free emitter (curve 2). In curve 4, the cur-
rent first rapidly grows with the temperature T, exhibits
a plateau, and eventually asymptotically approaches
curve 2.

The different behavior of the temperature depen-
dences of currents in the oxygen-covered Sl detector
observed during ESD with the excitation of Sm 5p and
W 5p core électron levels is evidence of the dissimilar
nature of the particles formed in the two cases. It was
reasonabl e to suggest that particles desorbed upon exci-
tation of the Sm 5p level are Sm atoms and their current
of surface ionization on tungsten (see figure, curve 1)
obeys the Saha—Langmuir formula [13]. Then, an
increase in the threshold temperature observed for the
emitter with a monolayer oxygen coverage (curve 3)
indicates that this oxygen monolayer, while increasing
the electron work function of the metal surface, hinders
the establishment of a charge equilibrium between
samarium and tungsten. The appearance of the Sl
detector current probably corresponds to the onset of
oxygen evaporation from tungsten as aresult of samar-
ium oxidation.

On the other hand, we may suggest that particles
related to the excitation of theW 5p level are SmO mol-
ecules. The presence of an oxygen monolayer on the
tungsten surface hinders dissociation of SmO mole-
cules and increases the electron work function of this
surface. Since the ionization potential of SmO mole-
culesis~0.1 eV higher than that of Sm atoms [14], the
temperature threshold for the appearance of SmO* ions
is~100 K lower than athreshold for the appearance of
Sm* ions. When the temperature grows, SmO mole-
cules begin to dissociate and the yield of SmO* ions
exhibits a maximum that is frequently observed for the
surface ionization of molecules [15].

The shape of the temperature dependence of the S|
detector current observed with the oxygen-free emitter
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(see figure, curves 1 and 2) confirms the assumption
that SmO molecul es dissociate on the tungsten surface
fasted than Sm* ions desorb from this surface [3]. The
mutual arrangement of these curvesindicates that SmO
molecules predominate over Sm atoms in the ESD
yield from a samarium layer adsorbed on the oxidized
tungsten surface.

Thus, we have demonstrated that el ectron bombard-
ment of alayer of samarium adsorbed on oxidized tung-
sten leads to the desorption of Sm atoms, related to
excitation of the Sm 5p core electron level, and of SmO
molecules due to excitation of the W 5p level.
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Abstract—A strict analytical solution of the wave equation with cylindrical symmetry in aregion with mobile
boundaries was obtained by the method of inverse problems with allowance for the interaction of nonlinear
arguments. The proposed method is universal and applicable to solving both inverse and direct problems for
arbitrary values of theinitial radius and displacements. The solution describes the near wavefield of an expand-
ing plasma piston, including thefield formed in theinitial moments of a pulsed expansion process. The solution
gives exact values of a given pressure and velocity wave profile at a fixed point of the wave zone in theinitial
moment, as well as particular finite values of the pressure and velocity at a mobile boundary of the expanding
plasma piston at the moments of time approaching zero. The solution is obtained with allowance for additional
nonlinear conditions. © 2003 MAIK “ Nauka/Interperiodica” .

In modeling the breakdown of an interelectrode gap
(which presents an independent complicated problem)
and numericaly realizing the expansion of aplasmacyl-
inder, it isusually assumed that the plasma channel with
aradiusr, and atemperature T, aready exists a the ini-
tid timeinstant. The initia ry and T, values are selected
within certain intervals, based on the experimental data
available for the pulsed processes in air [1-3] and in
water [4, 5]. Variation of the initial conditions within
the range of their values determined experimentally
produces no significant changes in the results of calcu-
lations. The corresponding solutions rapidly attain
close regimes.

It should be noted that this approach rules out the
possibility of considering changes in the functions of
pressure, particle velocities, etc., within the very first
moments of the process. However, with this stage miss-
ing, it is hardly possible to understand and model the
breakdown development in an interelectrode gap, as
well as many other physical processes involved in the
pre- and post-breakdown stages.

This paper presents an attempt to estimate the kine-
matic and dynamic parameters for the devel opment of
expanding cylindrical plasma piston in a compressible
medium, including the very first moments of the pulsed
process.

Previously [6, 7], analytical solutions of the wave
equation were obtained for the regions with mobile
boundariesin the general case. For an additional condi-
tion set at a given point r, of the wave zone in the class
of Bessel’sfunctions (in images), exact analytical solu-
tions obtained for the inverse problems exhibited singu-
larities at the point r, of the wave zone and on the
mobile boundary at t — 0. Obtaining exact analytical
solutions for the wave problems with mobile bound-

aries of cylindrical symmetry encounters extremely
large difficulties, which previously led to the need of
using approximate methods for finding the values of
indeterminate forms [8, 9]. An attempt to find an exact
analytical solution of these problems is presented
below.

The wave equation with cylindrical symmetry can
be written as follows,

dy—a’d, —ar ', = 0, 1)

where ¢ isthe velocity potential, r isthe coordinate, tis
the time, and a is the velocity of the perturbation prop-
agation in the initially unperturbed liquid medium.
Considering zero initial conditions and applying unilat-
eral Laplace's transformation, we obtain the operator
equation

2
S
r¢rr(r15)+¢r(r,8)—;2r¢(r,S) = 0. 2
Substituting x = zr, we arrive at

D+ )—1(cbx—q> = 0.

A solution of thiseguationis

® = Clo 25+ CKo L1 3)

where |y, Ky, and K; are the modified Bessel’s func-
tions. For an infinite medium, we have C, = 0. Taking
into account that the functions under consideration
haveto befiniteat r — o, we obtain in the case when
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an arbitrary law of the pressure variation P = f(r, t) is
set (in images) at afixed point r; of the wave zone (i.e.,
the inverse problem is solved) [4],

fru Ko 1) = _ fru 9Ky(p, 1)
spKo(p, 1) "~ 7 — apKo(H, ry)

_ f(ry, s)Ko(W, 1)
P = PKo(H, 1)

(4)

where U = ¢/a, sisthe Laplace transformation parame-
ter, p is the density of the medium, P = —p¢,, and
v = —¢,. The passage to originas (inverse transforma-
tion) in Egs. (4) in each particular case can be per-
formed in a rational way depending on the form of
function f.

For the pressure function P(r, t) set at in the class
of Bessal’s functions, we have to take into account two
circumstances: first, the existence of an initial radiusr,
(the time when the wave appears at r, will depend on
ro), and second, the finiteness of the pressure and veloc-
ity functions (these quantities have to be finite at any
time moment). Then, the additional condition for the
inverse problem is as follows:

A

2 2
Qoo+l 0
all g2

P(rl! t) =

Omitting transformations (generally analogous to
those presented in [7]), we eventually arrive at the for-
mulas describing the functions studied at any point:

P(r,1) = g, v(rt) = %

5 ®)
w= [(t+p)’-5.
a

For the mobile boundary, we obtain

P(R().1) = 2= 3pv*(R(D, 1),

1015
where
2 2
r
w= |+p2-Bl o = |-l
a a
Mo
B = a+-, A a,p,ry, 0 = const.

In particular, fort — 0,

P(R(),1) = ——2— ~2pV*(R(),1), (8
ref o
J%+—D_7
a- a
A +%‘H
v(R(t),t) = —. 9)
rd:l )
o |+ 2 T2
and for a —» oo,
R(t) = /r§+2TAt. (10)

Note that, for a, r, — 0, formulas (5)—(10) transform
into expressions obtained previously [7]. The calcula
tion of R(t) can be performed asin[7, 11], agood approx-
imation for a— oo being offered by formula (10).

The above exact analytical solutions of the inverse
and direct problems give exact profiles of the pressure
P and velocity v at afixed point r, of the wave zone at
the moment of appearance, as well as particular finite
values of P(R(t), t) and v(R(t), t) on the mobile bound-
ary of the plasmapiston at t —= 0 at the very beginning
of the process. In the case of arbitrary laws of variation
of the plasma piston boundary velocity v and the pres-
sure P =f(ry, t), the solutions are presented in [6, 7].

Equation (7) clearly demonstrates an essentially
nonlinear character of the relationship between the law
of variation of the mobile boundary radiusand the func-
tions under consideration. In the general case [7], this
relationship can be exactly determined only by solving

(6)  inverse problems with allowance for the interaction of
_ Alt+pB) i
v(R(t),t) = R0t , nonlinear arguments [11].
(Hpw Nonlinear additional conditions of the type
0 2A 1

R(t) = g§+ Slo-o] P(rt) = —ppbe+ 505 (12)

O . .
22 A A0 are used in cases when it is necessary, for example, to
+ —2—‘2[”1 w-—|—Injw; — = } . provide for a preset form of the pressure function near
pa pa ap-o or on amoving surface. Thevelocities of particlesinthe
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Fig. 1. Initial data used for reconstructing the pressure
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Fig. 3. Reconstructed time variation of the velocity of a
mobile plasma boundary for two values of theinitial radius.

medium are comparabl e with or equal to the velocity of
a moving boundary, so that a nonlinear term in the
Cauchy—L agrange integral cannot be ignored [10, 11].
Using condition (11) and taking into account (5), we
obtain

A’a—Ab+c = 0, (12)

where

_lo+fpr o1 .
a_Zpruﬂ’ b=2%=; c=P(r,t).

OnceP(r, 1), p, r1, and 3 areknown, the A value can
be found from Eqg. (12) and, using Egs. (5)—7), the
functions at other points and on the moving boundary
can be determined. These exact analytical solutions of
the inverse problem with mobile boundaries and non-
linear additional condition are of considerable signifi-
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Fig. 2. Reconstructed time variation of the radius of the

expanding plasma piston boundary for two values of theini-
tia radius.
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Fig. 4. Reconstructed kinetics of the pressure variation on
the expanding plasma piston boundary, calculated taking
into account anonlinear term in the Cauchy—Lagrange inte-
gral [12] for a preset pressure at a given point of the wave
zone (Fig. 1) and two values of theinitial radius.

cance for both basic science and applications, provid-
ing a means of obtaining various estimates, including
the maximum values and jumps of the functions under
consideration.

The fact that the values of indeterminate forms in
solving Eg. (1) for P(rq, t) set in the class of Bessel's
functions (inimages) were previously found by approx-
imate methods [8, 9] met some objections [12]. Now,
the exact analytical solutions obtained for the first time
for both inverse and direct wave problems with cylin-
drical symmetry in the regions with mobile boundaries
and nonlinear boundary conditions make these objec-
tions inessential.

Figures 1-4 show the results of cdculations per-
formed by formulas (5)—<(10) for A =20 x 10° (kgf s)/cnm?;
p =102 (kgf s)/m*; a = 1460 m/s; two values of theini-
tial radius, ry = 0.013 and 0.1 mm; and r, = 0.08 m; the
values of pressures and velacities on the mobile plasma
cavity boundary at t — O were determined by formu-
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las (8) and (9). The value of a was determined from the
relation

ref i
—6 _ 0 1
1x 10 _«/% rat -

r—ro . . .
where t° = +—2 s the time of the wave arrival at
pointri.

AsseeninFigs. 3 and 4, the pressures and velocities
on the mobile plasma piston boundary in the initia
stage (t = 0-0.1 ps) differ significantly (sometimes, by
one order of magnitude) from the valuesfor t > 0.1 pus.
In addition, the functions P(R(t), t) and v(R(t), t) mark-
edly depend on the initial radius r,: the pressures and
velocities reached in theinitial stage may differ several
times for the r, values indicated above. For t > 0.1 s,
the pressure at the mobile boundary is virtualy inde-
pendent of the initial radiusr, for the problem parame-
ters selected, while the velocities v(R(t), t) att = 0.5 us
still differ by afactor of amost two.

The obtained results can be used for investigating
the near wave field in the expanding plasma cavity,
solving the problems of controlled pulsed processes,
modeling breakdowns in electrode gaps, and studying
plasma channels and the influence of the initial radius
on the functions under consideration.
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Abstract—Various circuit components based on electrically controlled capacitors can be compared using an
integral criterion, called the commutation quality factor and determined by the efficiency of capacitance tuning
and the losses in the control device. The value of commutation quality factor is independent of the physical
nature of controlled components, which ensures objective comparative analysis of the efficiency of electri-
cally tunable capacitive components operating in the microwave frequency range: p—i—n diodes, microel ec-
tromechanical switches, diodeswith variable p—n junction capacitance (varactors), and ferroel ectric capacitors.

© 2003 MAIK “ Nauka/lnterperiodica” .

Introduction. The development of tunable micro-
wave devices (adjustable filters, phase shifters, etc.)
encounters the problem of selecting optimum electri-
cally controlled components for a particular device so
as to obtain the required characteristics. This paper
addresses the class of tunable microwave device com-
ponents that can be presented as an equivalent electri-
cally controlled capacitance. There are two principa
modes of controlling the capacitance of such compo-
nents:. switching and smooth tuning. Switchable com-
ponents possess two states characterized by different
capacitances, whereas the capacitance of tunable com-
ponents can be smoothly varied over a certain range.
The group of switching capacitive devices includes
semiconductor p—i—n diodes and microelectromechani-
ca (MEM) capacitors, while tunable devices include
semiconductor diodes with variable p— junction capac-
itance (varactors) and ferroelectric (FE) capacitors.

A forward-biased p—i—n diode represents a semicon-
ductor structure occurring in the state of small resis-
tance (short circuit) due to injection of charge carriers
from strongly doped p and n regions into the central
high-ohmic (intrinsic) base region. In the reverse-
biased state, the p—i—n diode is a capacitor with the base
region performing the function of adielectric[1]. MEM
capacitors are miniature mechanical systems compris-
ing microelectrodes spaced by air gap. The width of
this gap can vary under the action of the Coulomb
attraction forces between the electrodes bearing oppo-
site charges induced by an applied control voltage [2].
In asemiconductor varactor controlled by areverse bias
voltage, the barrier capacitance of the p—n junction var-
ies together with the width of a depleted region [3]. In
a tunable FE capacitor, the capacitance depends on the
control voltage because the applied electric field influ-
ences the dielectric permittivity of the ferroelectric
material [4].

For comparing the properties of the aforementioned
tunable capacitive components, it is expedient to use a
universal parameter, the commutation quality factor
that depends on the capacitance and losses in the two
extreme states of the interval of switching or smooth
tuning [5].

Thecommutation quality factor of an electrically
controlled capacitor. Equivalent schemes of an electri-
cally controlled capacitive component in two states are
presented in Fig. 1. In terms of this model, the commu-
tation quality factor is defined by the expression [5]

_ (X=X’

“="RR

, D
whereZ, =R, +jX; and Z, = R, + j X, are the component
impedances in the two states corresponding to different
bias voltages. Now let us determine the commutation

quality factor for various tunable capacitive compo-
nents.

(i) pH—n diode. The equivalent scheme of a p—-n
diode is characterized by three parameters. the resis-

T T
an an

Ry R,

5 0o

Fig. 1. Equivalent schemes of an electrically controlled
capacitive component in two states.
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tance (r,) of the forward-biased diode and the resis-
tance (r_) connected in series with the capacitance (C)
of the reverse-biased diode. Using expression (1), we
obtain for this component

N S
(WC)%r,r_

For a p—-i—n diode with the typical parameters [1]
C=03pFr.=r_=0.7Q (at 10 GHz), thisyieldsK =
5.7 x 103

(i) MEM capacitor. A MEM capacitor comprisesa
mobile electrode spaced by an air gap from the immo-
bile electrode coated by a dielectric film with a permit-
tivity of €,. When a bias voltage is applied, the mobile
electrode is attracted to the immobile one. In this state,
the MEM capacitor (comprising two electrodes sepa-
rated by the diglectric film) has a capacitance of C; and

)

a reactance of X; = % The total resistance of this
1

capacitorisR; =R+ :—ilnc—é , Where Risthe resistance of
1

electrodes and tand isthe dielectric loss tangent. At a

zero bias, the mobile electrode occurs in the initia
state, whereby the gaps are separated both by the air
gap and by the dielectric film. In this state, the capaci-

tance is C, < C; and the reactance is X, = (—0—16— , While
2

the active resistance is determined only by that of the
electrodes: R, = R.

According to definition (1), the commutation qual-
ity factor of this capacitor is

nl _1r
_ lwC;, wCH
T TRR (©)
For a MEM capacitor with the typical parameters [2]
C,=34pF C,=0.04 pF, R=0.2Q, and tand =0.001
(at 10 GH2), thisyields K = 3.8 x 10°.

(i) FE capacitor. The equivalent scheme of an FE
capacitor is characterized by four parameters. theresis-
tance (r,) and capacitance (C,) in the state of zero bias,
and the analogous values (r, and C,) for a certain non-

zero bias voltage. According to expression (1), this
yields

€0
e,
K=——5—. 4
(C,)ryr,
This expression is usualy written as [5]
(oD (5)
ntand, tand,’
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Fig. 2. Thefrequency dependence of the commutation qual-
ity factor calculated for various tunable capacitive compo-
nents: (1) MEM capacitor; (2) p—i—n diode; (3) varactor;
(4) FE capacitor.

where n = C,/C, is the tunability factor; tand, and

tand, arethelosstangentsin the corresponding states.
The commutation quality factor of an FE capacitor is
equal to that of the ferroelectric film, being independent
of the capacitor dimensions. A high-quality ferroelec-
tric film is typicaly characterized by n = 2, tand, =
0.015, and tand, = 0.007 [6]. The loss tangent of such

a film exhibits no pronounced dependence on the fre-
guency in the interval from 10 to 30 GHz [7]. There-
fore, the commutation quality factor of a high-quality
FE capacitor at 10 GHz is estimated using formula (5)
asK=5x10°

(iv) Semiconductor diode with tunable p—n junc-
tion capacitance (var actor). The equivalent scheme of
avaractor is also characterized by four parameters: the
capacitance (C,) in the state of unbiased junction, the
capacitance (C,) at a certain nonzero reverse bias volt-
age, and the seria (r) and pardlel (R) resistances of
contacts in both states (with alowance of the lossesin
the p—n junction). The parameters of the equivalent
scheme of Fig. 1 for avaractor are related to these four
quantities by the formulas

1 1

R, =r+ , R =r+ ,
' (wC)’R ° (wC,)°R

(6)

where the R value depends (albeit dightly) on the
applied voltage. The typical varactor parameters are as
follows[5]: C, =05 pF, C, =0.17 pF R=1MQ, and
r = 0.8 Q. Here, Ris an average value: small variations
of this quantity with the bias voltage relatively weakly
influence the commutation quality factor in the fre-
guency range under consideration. For these parame-
ters, the commutation quality factor of a varactor at
10 GHzisestimated using theformula (1) asK =3 x 103,

2003
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Characteristics of tunable capacitive components

PLESKACHEV, VENDIK

p—i—n diode MEM capacitor FE capacitor Varactor
Tunability n= C,/C, - 100 152 24
Commutation quality factor Medium High Medium Medium
Switching time, s 10 10° 10710 107
Power consumption High Low Low Low
Cost High Medium Low High
Technological effectiveness* Medium High High Medium
Reliability Medium Low High Medium

* Technological properties of a planar microwave device incorporating a given tunable capacitive component.

A comparison of the commutation quality factor
for the tunable capacitive components in the
1-30 GHz frequency range. Figure 2 shows the fre-
guency dependences of the commutation quality factor
calculated in the 1-30 GHz range for the electrically
tunabl e capacitive components of the four types consid-
ered above. The calculation was performed using the
parameters of equivalent schemes of the capacitive
components presented in the previous section. For the
FE capacitor, we used the frequency dependence of
tand reportedin [7]. Theresults of acomparative anal-
ysis of the four tunabl e capacitive components are sum-
marized in the table.

Conclusion. We have studied the commutation
quality factor of various tunable capacitive components
for microwave frequency range (1-30 GHz) and per-
formed a comparative analysis of the characteristics of
these components.
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Abstract—We have calcul ated the pressure of light on agas bubblein aliquid medium. The conditions of opti-
cal immersion are analyzed, under which the bubble in the liquid occurs in the state of a stable equilibrium.
Peculiarities and the possible applications of the optical immersion effect are considered. © 2003 MAIK

“Nauka/Interperiodica” .

As is known, the pressure of light developed by a
laser beam of moderate intensity (below 10° W/cn?) is
sufficient to compensate for the gravity force acting
upon particles with dimensions from a few to several
hundred microns. The laser-induced levitation of small
particles is widely used in physical experiment (see,
e.d., [1]). This study was aimed at demonstrating that
the pressure of light illuminating a gas bubble in alig-
uid medium is capable of compensating for the
Archimedean (buoyancy) force acting upon this bub-
ble, so asto allow the bubble to occur in a stable equi-
librium in the liquid.

Thetheory allows usto calculate Cy , the efficiency
of a pressure acting upon a spherical particle illumi-
nated by light. According to [2], this quantity is propor-
tional to the force acting upon the particle due to the
pressure of light:

l:pr = T[acz) p(_:pl” (1)

where a, is the particle radius and p is the momentum
flux density. It should be noted, however, that the for-

mulas for C, (including that in [2]) are frequently

written with errors. We have calculated C,; using the

relations [3] that provide good agreement between cal-
culated [4] and experimental [5] dataon the optical lev-
itation. According to [3],

(_:pr = (_:ext - |:COS(G)EESCEU (2)
where
_ 2 &
Cext = T2 z (2n + 1)Re(an + bn)! (3)
|(X| n=1

— D](n 2) * *
[0SO Csca = Z —] ————Re(a,al, ; +b,b’, )
- . (4)
n + *
+ NN+ 1) Re(a,b;) B

and a,, b, are the partial amplitudes of the field of the
scattered wave given by the formulas

_ My (B)Wn(a) —Wn(B)Wn(ar)

" My (B)En(0) —&a(a)Wn(B) |
_ Wn(B)Wn(a) —myn(B)Wn(ar)

b .
" n(B)En(a) —mé (o) Wr(B)

()

Here, B = myq, o = myq, q = 21a/A is the diffraction
parameter, m = m,/m, (m, and m, being the refractive
indices inside and outside the bubble, respectively), A,
is the light wavelength in vacuum, and ,,, &, are the
Riccati-Bessel functions [3]. In the calculations for
g < 100, the sums in expressions (3) and (4) were cal-
culated taking into account the termswith n < 150.

Theresults of calculations of the pressure efficiency
for a bubble in water (m, = 1.33) and glycerin (m, =
1.47) are presented in the figure as the plots of 1/C,,

directly proportional to the energy flux density S, of a
laser beam compensating the Archimedean buoyancy

forceF,.= g Ttag 0. Since the momentum flux density

inalight beam isp = Smy/c, the equilibrium condition
For = Fac together with relation (1) yield

c 1l
MCpr

S = 3aopg (6)

1063-7850/03/2912-1021$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Plots of the normalized power necessary for the optical
immersion of a bubble versus the diffraction parameter
(ml = 1)

Takingay=10pum, p =1 x 10°kg/m3, g = 9.8 m/s?, and
assuming that /C, = 4, we obtain § = 1.2 x
10* W/cm?. For a levitating water droplet of the same

size, rough estimates are of the same order of magni-
tude: § = 0.8 x 10* W/cm?.

The function C, (g) for a gas bubble is much
smoother than the analogous dependence for a drop
[4, 5]: the former curve exhibits no resonance peaks
and shows rather weakly pronounced small-scale fea-

tures (ripples). The different behavior of C,, (q) inthe
two cases is explained by the fact that the scattering
from drops contains a significant contribution from
the high-Q oscillations known as the whispering gal-
lery modes or morphological resonances. In the case
of bubbles, the Q values of the resonance modes are
relatively small (Q < 2 x 10?) while the density of
resonancesis approximately the same asthat for drops
[6]. As aresult, the adding of resonance responsesin
the sums entering into expressions (3) and (4) leads to

smoothening of C, as a function of the diffraction
parameter.

In contrast to the case of liquid drops or solid
microresonators, immersed gas bubbles are character-
ized by asignificant compressibility that hasto be taken
into account in the analysis of equilibrium under the
action of a light beam. Let a gas bubble occur in the
field of a Gaussian beam incident downward along a
vertical line. If the beam diameter in the focal plane
z=0 is W, and the beam divergence angle is 6, the
energy flux density S, and, hence, the corresponding
force of pressure depends on the coordinate as

tang?_17*
P = Fofl+ R0 2 - @

The buoyancy force also varies with the coordinate z

TECHNICAL PHYSICS LETTERS  Vol. 29
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because the equilibrium radius of the bubble depends
on the depth of immersion as

=13
a=ag+ig ®)

whereH isthe height of aliquid column under the focal
plane. Considering the condition F, = F,and takingin
to account formulas (7) and (8), it is easy to check that
a stable equilibrium takes place for z > 0 (under the
focal plane), while the equilibrium at z < 0 (above the
focal plane) is unstable.

In addition to the condition of longitudinal stability,
the optical levitation and immersion require that the
particles would possess the transverse stability in the
inhomogeneous light beam. Roosen showed (see,
e.g., [7]) that the transverse stability can be studied to
the first approximation within the framework of the
geometrical optics. Since alight ray striking the bubble
deviates from the axis of symmetry upon refraction, it
is aso easy to check that the transverse stability is
ensured for a bubble occurring at the minimum of

intensity (e.g., on the axis of the TEM§; mode).

The power density level (on the order of 10°W/cm?)
required for the optical immersion can be achieved with
widely used lasers, in which the light beam power can
be readily controlled by varying the pumping power.

By monitoring the optical immersion state under the
action of a controlled light source and a feedback sys-
tem, it is possible to trace changes in the bubble size
dynamics under the action of variousfactors. Theinfor-
mation gained in these experiments (e.g., about the
growth of bubbles) refers to the conditions of heat and
mass transfer different from those in the experiments
with drops [1, 8]. In particular, the radiant power
absorbed in and near the bubbles, aswell asthe convec-
tiveforces, ismuch lower than that in the case of drops.

Bubbles occurring under optical immersion condi-
tions can be used for determining forces acting upon
these objects. Such bubbles offer convenient probes for
monitoring the hydrodynamic flows and acoustic waves
inliquid media.

The optical immersion provides convenient condi-
tions for the investigation of nonlinear optical effects
onindividual bubbles, including those involving acous-
tic and capillary oscillations (such as induced
Mandel shtam-Brillouin scattering and induced surface
scattering). These phenomena take place under special
conditions, whereby the resonanceis provided by elec-
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Abstract—A method of eliminating the energy threshold for electron detection in semiconductor devicesis
described. The class of devices used for the detection and measurement of electron emission is sufficiently
large, including electrostatic analyzers, gas-illed devices, microchannel plates, etc. An aternative to these
types of devices for electron detection is offered by semiconductor radiation detectors based on the p—n junc-
tions, which are widely used in the spectrometry of nuclear particles including medium- and high-energy elec-
trons (10 keV and above). These detectors are obviously advantageous in comparison to the devices of other
types, but there are several factors hindering the use of semiconductor detectorsfor the detection and analysis
of low-energy electrons (in the kiloelectronvolt range). We propose an approach that allows the energy
threshold for electron detection in semiconductor detectors to be eliminated by means of preliminary accel-
eration of the detected particles in an electrostatic field created between the emitter and the detector. This
approach removes the basic factor limiting the use of semiconductor detectorsin anumber of diagnostic meth-
ods based on the analysis of electron emission, such as the extended X-ray absorption fine structure
(EXAFS), surface EXAFS, and X-ray absorption near-edge structure (XANES) techniques. © 2003 MAIK

“ Nauka/Interperiodica” .

Introduction. Among the analytical tools used for
studying the basic properties of various samples, from
solids to biological aobjects, on the atomic level, an
important position is occupied by methods based on the
phenomenon of electron emission from the sample sur-
face, for example, upon X-ray excitation. It isimportant
not only to detect the electrons emitted from a sample,
but to measure their spectrum as well.

The electron emission spectra are usually measured
using electrostatic and magnetic analyzers based on the
fact that electrons possessing different energies move
along different trajectories in the externa fields. Pos-
sessing record energy resolutions, energy analyzers of
the aforementioned types are relatively large and diffi-
cult to manufacture, adjust, and operate. The energy
range of high-resolution analysisintheseinstrumentsis
usually rather narrow, which significantly limits their
application. Gas-filled proportional electron energy
analyzers possess better transmission characteristics,
smaller dimensions, and simpler design. Unfortunately,
these detectors have to be mounted inside the gas cham-
bers, which is unacceptable in many applications.
Widely used as electron detectors are the microchannel
plates, which also possess small dimensions, simple
design, and high sensitivity. Unfortunately, these
devices are energy-dispersive only in a rather narrow
energy interval of electron energies and are used mostly
for measurements of the quantum yield of eectron
emission.

An aternative to the aforementioned types of elec-
tron detectors is offered by semiconductor radiation

detectors based on the p—n junctions, which are widely
used in the spectrometry of nuclear particles including
medium- and high-energy €electrons (10° keV and
above). The main advantages of these detectors are as
follows:

(i) The possibility of simultaneously detecting parti-
clesin a broad energy range, which reduces the time
necessary for accumulating statistically reliable infor-
mation.

(ii) A broad range of dimensions (from 10 pm? to
100 cn?) and configurations of the working area of
detectors.

(iii) The possibility of one- and two-dimensional
matrix design, which alows position-sensitive detec-
torsto be obtained.

(iv) High technological properties facilitating the
manufacture of detectors and related electronics.

(v) Small dimensions and low weight of semicon-
ductor detectors.

Unfortunately, there are several factors limiting the
possibility of using semiconductor detectorsin the ana-
lyzers of low-energy electrons (in the kiloelectronvolt
range). The main negative factors are (i) the existence
of an energy threshold for detection, below which reli-
able measurement of the energy spectrum isimpossible
or the sensitivity is lost and (ii) spectral noises of the
detector and related electronics, which interfere with
the electron energy spectrum in the range below sev-
eral kiloelectronvolts. From the standpoint of photo-

1063-7850/03/2912-1024%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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electron spectrometry in the energy range from a few
electronvolts, these disadvantages are principal and
their removal is vital for expanding the field of appli-
cation of semiconductor detectors.

In this paper, we propose an approach that allows
the energy threshold for electron detection in semicon-
ductor detectors to be eliminated, which removes the
basic factor limiting the use of semiconductor detectors
in anumber of diagnostic methods based on the analy-
sis of electron emission, such as the extended X-ray
absorption fine structure (EXAFS), surface EXAFS,
and X-ray absorption near-edge structure (XANES)
techniques.

Detection principle and itsimplementation. Dur-
ing the analysis of the structure and composition of sol-
ids by methods based on the photoelectron emission,
the samples are exposed to a radiation inducing the
emission of electrons. For example, the surface of a
sample studied by the EXAFS technique is irradiated
by X-ray photons with energies on the order of several
kiloelectronvolts, which are absorbed with ionization
of the core electron levels[1]. Thisleadsto the produc-
tion of the so-called primary electrons (photoel ectrons,
Auger electrons) with energies ranging, depending on
the atomic composition of the sample, from afew elec-
tronvolts up to severa kiloelectronvolts. A part of these
electrons can escape from the sample surface, thus
accounting for the phenomenon of X-ray induced elec-
tron emission [1]. Therefore, the energy spectrum of
electrons emitted from solids under the action of X-ray
radiation extends from zero to a maximum energy of
the X-ray photons incident onto the sample.

Apparently, the process of transformation of the
electron energy into an output signal in any detector is
accompanied by a certain distortion of information
concerning the true energy spectrum. In the case of
semiconductor detectors, one of the main factors dis-
torting the electron spectrum is related to the presence
of a“dead” layer on the detector surface, or the input
window insensitive to electrons[2, 3]. The thickness of
this input window ranges from several hundred ang-
strdmsto several microns, depending both on the thick-
ness of a heavily doped semiconductor layer forming
the p*—n junction and onthe electric field distribution in
the near-surface region of thisjunction [4]. As aresult,
the energy of a detected electron, that is, the energy
deposited in a sensitive volume of the detector and pro-
portionally converted into the output electric signal is
smaller than the true energy by an amount lost during
passage through the input window:

A, = W,

where € is the specific energy loss in the input window
and W is the effective thickness of the input window.
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Thus, electrons with energies below A, will not be
detected, while the spectrum of electrons with energies
E > A, will shift toward lower energies,

E* = E-A,,

where E* isthe energy in the measured spectrum. For €
on the order of 1 keV/um, the anticipated detection
thresholdis A, =2 1 keV [5].

Figures 1(al) and 1(a2) present an example of the
true electron energy distribution, while Fig. 1(bl)
shows the effect of the input window of the detector
(apart to the left of the ordinate axisislost).

Another factor limiting the energy range of detected
electrons from below is the presence of noises related
to the dark current of the semiconductor detector and
the process of amplification of the detector signal. The
intensity of noise pulses increases with decreasing
amplitude (Fig. 1(cl)), which results in the appearance
of a background that masks the electron spectrum or
even completely suppresses this spectrum if the count
rate of noise pul ses exceedsthat of the useful signal [3].
Figure 1(d1) shows a true spectrum and its part (to the
right of the dotted line) reliably detected.

With alowance of the above limiting factors, areli-
able energy spectrum cannot be obtained in the energy
interval 0-A,, + A, where A, isthe equival ent energy of
the noise pulses counted at a rate equal to the electron
count rate.

In order to eliminate the aforementioned restric-
tions, we suggest to use preliminary acceleration of the
detected particles in an electrostatic field created
between a sample emitting electrons and the semicon-
ductor detector. This solution is partly analogous to the
principle employed in various photomultipliers and
photoelectron image converters, where the photoelec-
trons emitted from a cathode are accelerated in an elec-
trostatic field and detected on the anode. However, the
detection of photoelectrons in these devices is not
accompanied by spectrometry, so that the useful infor-
mation is restricted to the emission intensity.

Figure 2 shows a possible configuration of the accel-
erating system adapted to EXAFS measurements. By
virtue of the cylindrical geometry, the angular distribu-
tion of emitted electrons is retained, while their ener-
gies are additively increased by q¢, where g isthe elec-
tron charge and ¢ is the potential difference between
the sample and the sensitive surface of the detector
(Fig. 1(b2)). If q is greater than A, + A,,, al electrons
emitted from the sample surface will be detected
(Fig. 1(d1)) and their spectrum will have no distortions
related to the input window and the background of
noise pulses. It isimportant to note that, by subtracting
the constant component q¢, the true energy spectrum of
the emitted electrons can be restored.

The choice of the accelerating potential ¢ depends
on the detector characteristics, input window thickness,
and noise level. From a practical standpoint, the poten-

2003



1026

N I
5000 @@l
4000
3000
2000
1000+
1 . 1 1
0 10 20 30 40
Nch
N
1
5000 b
4000+
3000
2000
1000+
1 1 1 1
0 10 20 30 40
Nch
N ©)
5000
4000
3000
2000
2
1000
| 1 1
0 10 20 30 40
Nch
N
5000 @n
4000
3000
2000
1000
H | 1 1 ]
0 10 20 30 40
Nch

EREMIN et al.

N I
5000 (a2)
4000
3000
2000+
1000
0 10 20 30 40
Nep
N
5000 (62)
4000}
3000F
2000F
1000F
0 10 20 30 40
N, ch
N
50005 (d2)
4000}
3000}
2000
1000l\\-*_
LN
0 10 20 30 40
Nep

Fig. 1. Typical electron spectrum detected (1) by existing detectorsand (11) using the proposed approach: (1) noise; (2) useful signal;

(Ngp) channel number.

tial ¢ should be minimized. This can be achieved by
reducing the input window thickness and the noise
level. In addition, the electron scattering on the input
window gives rise to fluctuations in the energy
absorbed in the sensitive volume of the detector and
converted into a useful output signal. Therefore,
adecrease in the input window thickness is of funda-
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mental importance for the obtaining of high energy res-
olution.

Thus, the proposed approach alows the electron
energy spectrum to be measured in the entire range,
begging with zero energy, and eliminates the influence
of both the input window and the noise of the semicon-
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5 21

Fig. 2. Schematic diagram of an electron spectrometer with
preliminary acceleration: (1) sample; (2) vacuum chamber;
(3) acceleration region; (4) individual detectors; (5) charge-
sensitive preamplifiers; (6) screen; (7) multiplicator; (8) to
spectrometric amplifier.

ductor detector as factors determining the energy
threshold for detecting low-energy  electrons
(Fig. 1(d2)).

In X-ray photoelectron spectroscopy, the develop-
ment of spectrometerswith preliminary accel eration of
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photoel ectrons will increase the volume and quality of
useful information and, hence, will expand the analyti-
cal possibilities of related techniques.

In addition to the use in analytical methods involv-
ing the analysis of the electron emission spectrum, the
proposed approach to electron detection can be imple-
mented for (i) the detection of reflected electrons in
electron microscopy and (ii) the detection of radioac-
tive elements (e.t., tritium) emitting low-energy elec-
trons.
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Abstract—Chromium carbide-nickel coatings were deposited onto a technical grade copper substrate by
means of a high-velocity plasmajet of a plasmatron operating in specially selected regimes. An analysis of the
coatings showed evidence of the formation of a Ni-based solid solution, a complex chromium carbide (Cr,Cs),
and an fcc crystal phase with alattice parameter of 3.614 A. The surface of the coatings exhibits acharacteristic
relief resulting from a dynamic interaction between melted and fused particles of the initial powder. The local
hardness on some areas of the surface and in depth of the coating reaches 66 + 4.5 HRC, while the coating adhe-
sion strength varies from 25 to 300 MPa. © 2003 MAIK “ Nauka/Interperiodica’

In recent years, effective methods based on the
metal and alloy surface processing by particle, plasma,
and radiation beams have been developed for increas-
ing the reliability and durability of articles, tools, and
structures. The most widely employed methods of sur-
face hardening are based on the formation of various
films and coatings. A new technology for the surface
modification of structural materials and the formation of
coatings performing protective and other functions is
offered by the plasma-detonation spraying (PDS) [1-4].
The PDS technology is based on the surface treatment
with a pulsed plasma jet transferred by a detonation
wave in the form of a plasma pulse.

Asisknown, a dense coating with good adhesion to
the substrate surface can be obtained (even without
heating) provided that metal aloy particlesin thejet pos-
sess avelocity in the range from 100 to 1000 m/s[2, 3].
Recently, new coating devices have been developed
that employ lateral powder supply and gasdynamic
control systems[1, 4]. In these devices, gases and metal
powders are periodically injected into the system at a
reduced pressure in the combustion chamber, immedi-
ately after emission of a preceding high-velocity jet of
combustion products. It has been suggested [4] to per-
form the mixing of components and produce detonation
of the working gas mixture in a special chamber 1
(Fig. 1) separated from a pulsed plasmatron unit. The
plasmatron [5, 6] comprises the inner cone anode 2 and
the outer cathode 3 spaced by the interel ectrode gap 4 of
length L in which an electric field E is generated by a
high-voltage source 5. A consumable metal rod 6 built
into the central electrode is usually made of refractory

metal (W, Mo, Ta, Hf, etc.). The plasmatron has a
trunk 7 in which the powdered material is accelerated
and heated. The optimum trunk length H depends on
the powder composition and the degree of dispersion.
In particular, the H value for depositing oxides is about
380 mm. The powder is injected into the trunk via a

specia pipe[7].
The sample coatings were obtained in the following
regime: pulse repetition rate, 4 Hz; capacitance, C =

- N2

N N

Fig. 1. A schematic diagram of the setup for pulsed plasma-
detonation spraying of coatings onto metal substrates (see
the text for explanations).

1063-7850/03/2912-1028%24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 2. Characteristics of a Cr3C, + 30 wt % Ni coatings on a copper substrate: (a, b) SEM micrographs of the surface and cross
section, respectively; (c) EDX microprobe spectrum measured in agray area (mixed composition); (d) hardness—depth profile mea-
sured in an oblique cross section at a Rockwell pyramid load of 50 g.

600 pF; sample to plasmatron nozzle distance H =
380 mm; substrate velocity, V = 0.6 cm/s; number of
scans, 1 to 4; chromium carbide—nickel powder,
KKhN-30 (Cr3C, + 30 wt % Ni); powder particle size,
25-56 um. The KKhN-30 powder composition was
specialy developed for the coating on articles working
in oxidative and abrasive media at elevated tempera-
tures (300-800°C). Therefore, investigation of the
properties of such coatingsis of interest for both basic
knowledge and applications.

The phase composition of coatings was studied by
X-ray diffraction in a DRON-2 diffractometer using

TECHNICAL PHYSICS LETTERS Vol. 29 No. 12

CoK,, radiation. The surface morphology was studied in
a scanning electron microscope (SEM) of the
REMMA-2M type equipped with an energy-dispersive
X-ray (EDX) microprobe (Jeol CXA-733). The ele-
mental analysis was performed by secondary-ion mass
spectrometry (SIMS) on an MS-7201M system using a
primary beam of Ar+ ions with an energy of up to
20 keV. The hardness was determined according to
Rockwell (in HRC units). The adhesion strength was
evaluated by the diamond pyramid scribing technique
on both transverse and oblique sections.
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The results of Rockwell hardness measurements at various
loads applied to the pyramid

Testno. | Load, g [Hardness, HRC Area
1-4 50 58+1 Gray

100 51+3
200 48+5

6,89, 12 50 62+4 Homogeneous gray
100 56+ 1
200 50+1

10, 11, 13 50 271+7 Light
100 3513
200 50+ 12

An analysis of the X-ray diffractograms from the
sample coatings showed the presence of three phases:
(i) aNi-based solid solution with alattice period of a =
3525 A (cf. tabulated data for Ni, a = 3.524 A);
(if) achromium carbide with the composition Cr,C;;
and (iii) aface-centered cubic (fcc) crystal phase with a
| attice parameter of 3.614 A.

Figure 2 shows SEM micrographs of the (a) surface
and (b) transverse cross section of the typical coating.
The structure and morphology of the coating exhibited
significant variations with depth: light areas character-
istic of chromium carbide are aternating with dark
areas corresponding to the metallic nickel-based inclu-
sions and with gray areas representing a mixed compo-
sition. Thelocal EDX microanalysisperformed in these
areas (Fig. 2¢) showed the presence of Cr, Ni, O, Cu,
and Fe. The bright-metal areas contained only Ni with
asmall admixture of Cr and Cu (about 96% Ni and 4%
Cu). Thelatter regions probably represent nickel grains
or powder particles with a small content of Cr appear-
ing as aresult of fusion and partial melting of Ni grains
and chromium oxide particles and their mixing in the
liquid state or in the plasmayjet. Inthelight (gray) aress,
the atomic concentration of Cr reaches 61%, the other
elements being Ni (about 8.5%), oxygen (~5.6%), cop-
per (~13.3%), iron (~2.6%), and aluminum (above 5%),
while sulfur, calcium, and silicon amount on the whole
to less than 1%. We may suggest that copper is trans-
ferred from s substrate as a result of the dynamic and
thermal action of the plasmajet. For thisreason, thefcc
phase with alattice parameter of 3.614 A isassigned to
copper.

Theresults of thelocal hardness measurements per-
formed using aRockwell pyramid in the transverse sec-
tion showed a maximum value of 66 + 4.5 HRC in the
light areas (where Cr,C; is the main phase) and 45 +
1.5 HRC in the dark metal-bright areas (where a Ni-
based solid solution predominates). The adhesion
strength measured by the diamond pyramid scribing in
the transverse and oblique sections gave significantly
different values ranging from 25 to 300 MPa.

TECHNICAL PHYSICS LETTERS  Vol. 29
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The results of hardness measurements at various
loads applied to the Rockwell pyramid are summarized
in the table. These measurements showed that the pyr-
amid indentation depth amounted to tens of microns
and was approximately equal to the mark size. An anal-
ysis of the hardness as a function of the applied load
suggeststhat the grain sizeis on the same order of mag-
nitude over the entire coating. Figure 2d shows a plot of
the hardness versus depth in a coating obtained by the
PDS method. The profile was measured in an oblique
section at a constant load on the pyramid. In order to
obtain more reliable information about hardness varia-
tion in depth of the coating, the measurements were
performed only in the gray areas.

In conclusion, we have demonstrated that PDS of
chromium carbide containing 30 wt % Ni in optimum
regimes allows obtaining coatings of sufficiently good
quality, possessing a high hardness (up to 66 HRC) and
agood adhesion strength (up to 300 MPa). The coating
consists of a Ni-based solid solution, a complex chro-
mium carbide (Cr,C;), and a copper-based fcc crystal
phase with a lattice parameter of 3.614 A. The results
of testing of the parts of equipment for thermal power
plants, such impeller blades and tube liningsworking in
an oxidizing medium (air) or slag at elevated tempera-
tures (300-800°C) showed that CrsC, + Ni coatings
obtained by plasma-jet PDS method ensure higher sta-
bility and longer working life.
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Abstract—Analytical expressionsfor the profile of aplane capillary-gravitational wave traveling over ahomo-
geneoudly charged flat surface of theideal incompressible liquid and for anonlinear wave frequency correction
are obtained in the third order of smallness with respect to wave amplitude. A nonlinear analysis of the critical
conditions for the development of instability on the charged liquid surface with allowance for the virtual wave
frequency correction shows that the real value of the critical surface charge density and the wavenumber of the
most unstable wave decrease with increasing wave amplitude, instead of being constant asin the linear theory.

© 2003 MAIK “ Nauka/Interperiodica” .

Introduction. Investigation into the laws of insta-
bility development on the flat charged surface of alig-
uid is of considerable interest both for the basic knowl-
edge and for the numerous technological applications
(see, e.g., [1, 2] and references therein). Most of the
previous theoretical studies were performed within the
framework of linear models and only some of therecent
works in this field were performed with allowance for
the real nonlinearity of the phenomena under consider-
ation [3-6].

While nonlinear capillary-gravitational waves on
the uncharged ideal liquid surface were rather exten-
sively studied [7—10], nonlinear corrections to the fre-
guency of traveling capillary waves and to the critical
conditions for the development of instability on the flat
charged liquid surface (Tonks—Frenkel instability)
appearing inthethird order of smallnesswith respect to
the wave amplitude have not been obtained so far. The
aim of this study was to fill this gap.

Formulation of the problem. Consider the ideal,
incompressible electrically conducting liquid with the
density p and the surface charge density @, occupying
the half-space z < 0 in a Cartesian coordinate system
with n, unit vector of the z axis and occurring under the
action of a gravitationa field g ||—n,. The profile of
nonlinear periodic capillary-gravitational waves travel-
ing over the free liquid surface is described by the fol-
lowing system of equations:

Rl
p=-pgz- p————(grad¢)
z>0: AD = 0

z<&: A9 = 0;

_g. 08 0008 _ 0¢.
2=8& 5 ¥oxax - oz
p+(@ 2__y %L @EDD L o =0

Zz— oo: grad® = —4mnalh,;
Z_. —oo: grad¢ = 0.

Here, & = &(X, t) represents deviation of the free liquid
surface from the equilibrium shape z= 0, ¢(r, t) isthe
liquid velocity field potential, ®(r, t) is the electric
potential over the liquid surface, and v is the surface
tension.

Solution of the problem. By solving the above
problem using the multiscale method (seg, e.g., [8, 9])
in the third order of smallness with respect to the wave
amplitude a (assumed to be small relative to a natural
linear scale represented by the capillary constant) we
determine the shape of a nonlinear capillary-gravita-
tional wave traveling over the liquid surface:

& = acos[(w—a’d)t—kx] +a’Acos[2(wt —kx)]
+a’x cos[3(wt —kx)] ;

0P = gk(1 + 02K — akW); w——4-Eg [ L)

1+a2k2—2akW,

k
2(1-20°k%)
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Kk

2320 °K°W? — 320 kW(a °k® + 1) + (6a*k* + 210°K* + 6)

16(1 —2a°k*) (1 -30°k%)

0=gKk

3160 °K°W> — 160 kW(a’k® + 1) + 2a’k* + a’k® + 8,

where a isthe capillary constant, k is the wavenumber,
and W is the Tonks—Frenkel parameter characterizing
stability of the flat homogeneously charged surface of
the electrically conducting liquid.

Discussion. The expression obtained in the third
order of smallnessfor the nonlinear wave profile on the
free charged surface of theideal liquid coincides, inthe
[imit of W — 0 (0 — 0), with the known solution
(see [8, 9, 11]) for the profile of a nonlinear capillary-
gravitational wave on the uncharged surface of theideal
liquid. As can be seen, the amplitude coefficient A of
the second-order correction shows a resonance growth
at k =k, = 1/(a2¥?). The amplitude coefficient x of the
third-order correction exhibits two resonances: at k = k;
and k = k; = 1/(a3Y?).

It was demonstrated in the quadratic approxima-
tion [12] (with asingle resonance at k = k) that the res-
onance interaction leads to the energy pumping from
longer waves (with the wavenumber k = k,) to shorter
waves (with k = 2k,). As can be seen from Egs. (1), the
energy pumping in the same direction takes placein the
region of k = ks, whereby the energy istransferred from
longer waves with k = k5 to shorter waves with k = 3kg,
but the effect has a higher order of smallness.

In addition, Eqg. (1) shows that the nonlinear fre-
guency correction is proportional to the squared wave
amplitude a and has a negative sign (in the region of
wavelengthsk > k; that is of interest from the standpoint
of an analysis of the stability of the charged liquid sur-
face). Note that the effect proper is of the third order of
smallness: this becomes evident when the term with
cos(w—a2d)t] in (1) is expanded in the powers of a2d.
Itisalso interesting to note that the nonlinear frequency
correction, as well as the amplitude factors A and ¥,
exhibits a resonance behavior. This implies restricted
applicability of the solution (1) in the vicinity of wave-
numbersk =k, and k = k3, since both the amplitude fac-
tors and the frequency correction have to be small as
compared to the first-order corrections.

Now let us take into account that the critical condi-
tions for the development of the Tonks—Frenkel insta-
bility are determined by the conditions that (i) the
squared frequency of the virtual wave passes through
zero and (ii) the first derivative of the frequency with
respect to the wavenumber is zero (the latter condition
determines the wavenumber of the capillary wave pos-
sessing a maximum instability increment) [13, 14]. In
the linear approximation, the critical values of the

TECHNICAL PHYSICS LETTERS  Vol. 29
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Tonks—Frenkel parameter (W= W[) and the wavenum-
ber (k =kp) areasfollows[12]:

W, =k, +=: k=1
Ky

In the nonlinear situation under consideration, the
system of algebraic equations with respect to W and k
is very cumbersome. Since we are only interested in
estimating corrections by the order of magnitude, the
critical values of the Tonks—Frenkel parameter and the
wavenumber can be represented as expansionsin terms
of the squared wave amplitude:

W, =2-wa’ k,=1l-ka".
Substituting these expressionsinto the system of equa-
tions for determining the critical conditions for the
development of instability, one can readily obtain w =
11/8 and k = 23/16.

Thus, the nonlinear analysis shows that the values of
the surface charge density and the wavenumber, critical
from the standpoint of the instability development on
the charged liquid surface, are reduced as compared to
analogous values predicted by the linear theory.

Theresults of calculations performed using the mul-
tiscale method in the fourth order of smallness with
respect to the wave amplitude show that the nonlinear
frequency correction contains no contribution propor-
tional to the third power of the amplitude. Whether the
correction proportional to the fourth power of this
amplitude is nonzero can be only established by calcu-
lations in the fifth-order of smallness. Such a calcula-
tion would be useful in order to elucidate the trends in
nonlinear corrections to the critical conditions for the
development of instability on a charged liquid surface.

Conclusion. A nonlinear correction to the fre-
guency of a plane wave traveling on the surface of a
homogeneously charged free flat surface of the ideal
liquid was calculated in the third-order of smallness
with respect to a small wave amplitude. The correction
depends on the squared wave amplitude, exhibits ares-
onance behavior, and givesriseto nonlinear corrections
to the conditions of instability with respect to the
charge of the free liquid surface. In the third-order cal-
culation, the critical surface charge density and the
wavenumber of the most unstable wave decreasein pro-
portion to the squared wave amplitude.
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Abstr act—T he resonance magneti zation dynamicsin multilayer nanostructures exposed to transverse and lon-
gitudinal magnetic fields is investigated with allowance for biquadratic exchange coupling between the mag-
netic moments of neighboring layers. It is found that the crystallographic magnetic anisotropy leads to the
appearance of a minimum on the field dependence of the resonance frequency for the “ acoustic” mode and the
accompanying maximum in the magnetic susceptibility. © 2003 MAIK “ Nauka/lnterperiodica” .

Introduction. The unique statistical and dynamic
properties of multilayer periodic structures consisting
of thin layers of a magnetic metal separated by non-
magnetic metal films are determined primarily by the
character of interaction between magnetic moments of
these layers [1-3]. This interaction results from the
strong indirect exchange coupling and may give riseto
ferromagnetic, antiferromagnetic, or noncollinear
ordering of the magnetic moments of the neighboring
layers[4—6]. The noncollinear ordering is caused by the
biquadratic exchange coupling discovered in multilay-
ered structures. The nature of this coupling and its
influence on the properties of the above structures have
been extensively studied both experimentally and theo-
retically [7—10]. In particular, it was established that the
character of magnetic coupling considerably influences
the resonance properties of these structures. Therefore,
a thorough study of these properties is necessary both
from the standpoint of practical applications of such
multiplayer structures and for the extension and refine-
ment of our notions about mechanisms behind the
biquadratic coupling.

Previoudly, the features of the ferromagnetic reso-
nance in (Fe/Cr), structures were investigated without
considering the cubic crystallographic anisotropy [8, 9].
However, in the nanostructures under consideration, the
manifestation of the crystallographic anisotropy may be
significant. It isknown [11] that the effect of the crystal-
lographic anisotropy field in ferromagnetic single crystal
films leads to new featuresin the resonance dynamics of
magnetic moments. Averaging the resonance character-
istics over al grains in polycrystalline films of a nano-
structure can only dlightly weaken the manifestations of
thesefeatures. In this study, we investigate the ferromag-
netic resonance in multilayer nanostructureswith acubic
crystallographic anisotropy and the induced uniaxial
magnetic anisotropy with allowance for the bilinear and
biquadratic exchange coupling between the magnetic
moments of the neighboring layers.

Theory. Consider a structure consisting of a suffi-
ciently large number (n > 1) of layers of a magnetic
metal with a magnetization M; and a thickness d, (i is
the magnetic layer number). The magnetic layers are
separated by nonmagnetic films with thickness corre-
sponding to the initial antiferromagnetic ordering of
magnetic moments of the neighboring layers. In accor-
dance with the available experimental data for the
structures of this kind (for example, (Fe/Cr), [12]), the
magnetic anisotropy of Fe layers is a combination of
the uniaxial induced anisotropy (of the “easy axis’
type) and the crystallographic cubic anisotropy. The
crystallographic [100] and [010] axesliein the plane of
the layers and the easy magnetization axis of the
induced anisotropy is oriented perpendicularly to these
layers.

For the multiplayer system under consideration, the
free energy per unit areais given by the expression

n K.
E= S d|-HM,+=2(sin’2y, + cos'y;sin’2¢,)
oy
. «y
+ (K= 2nM7) oS + 5 mym i + mym),
i=1

where m; = M,/M; and J, and J, are the constants of the
bilinear and biquadratic coupling, respectively, caused
by the indirect exchange coupling of magnetic
moments of the adjacent layers and dependent, in the
general case, on the thickness, material type, and struc-
tural characteristics of the intermediate films; K,; and
K, are the constants of the cubic and growth-induced
anisotropy, respectively; H is the static bias field; ¢; is
the azimuth angle measured from the [100] axis and
determining the plane orientation of the magnetic
moment of the films; and y; is the angle of the vector
M; relative to the film plane.
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FERROMAGNETIC RESONANCE IN MULTILAYER STRUCTURES

All the magnetic layers are assumed to be identical,
that |S, Mi = M, di = d, Kui = Ku, and Kli = Kl' In this
case, the entire system of the magnetic layers can be
divided into two subsystems (j = 1, 2) so that the layers
in each subsystem behave identically. With alowance
for high demagnetizing fields in the structures realized
in practice (4M > 2K/M, J; ,M), the magnetic
moments in the case of a plane bias field H lie in the
plane of the layers, therefore, the equilibrium angles
W = 0. To find the equilibrium azimuth angles ¢q(H),
we use the equilibrium conditions 0E/d¢; = O and

azE/aq;f > O that, in view of Eq. (1), lead to the system

of equations:

2HMsSIN(@o; — byy) + Kysindd, —2jlsin(¢0j —0o3-j)
—23,8n2(0o;—dos_j) = O, 2

HM cos(¢o; — §y) + 2K, cos4dy; _jlcos(q)oj —bos-j)
_232C032(¢0J —¢03_j) > O,

wherej = 1, 2; ¢ is the azimuth angle measured from

the [100] axis and determining the plane direction of

thefield H; and J;,» =23, ,/d.

The equations of motion for the magnetization vec-
tors M, in each of the layers are chosen in the Landau—
Lifshitz form. In a spherical coordinate system, these
equations can be written as follows:

_yE LA 1 OE
d;Mdcosy; = Va¢j+|\/|costlea¢j’ ©)
g;Md = A OE D

Moy, Y cosy,a9,

whereyisthe gyromagnetic ratio and A is the damping
parameter. In the linear approximation with respect to
small deviationsfrom the equilibrium position (3, = ¢; —
), the high-frequency susceptibility of the system can
be represented asasum x = X, + X, where the suscepti-
bilities of the particular subsystems have the form

2

M .
A—lAZ_Dz[DSn(q)os—j—q)h) )

—0;_;sin(do; —¢p) ] exp(ia;).

Here, ¢, is the azimuth angle of the microwave field h;
D and 4, are the parameters given by the formulas

D = J1c0S(¢o1 — o) +232€0S2(P gy — Do),

A; = (wh;— 0 +4TiAw)/4TTY — D,

and wy; are the resonant frequencies of isolated mag-
netic layers in each of the subsystems in the absence
of dissipation:

wp; = 4T [HMcos(d — ) + 2K, 00540, ]. (5)

Xi =
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In deriving expressions (4), we assumed that h(t) =
hexp(iwt) and §(t) = §,pexp(iwt —ia;). The amplitude of
oscillations of the polar angle is always much less than
that of the azimuth angle.

Numerical analysis. Let us consider the effect of
the cubic crystallographic anisotropy on the resonance
magnetization dynamics on the basis of a numerical
analysis of the above equations. We use the parameters
corresponding to areal (Fe/Cr),, structure: for the iron
layers, the magnetization M = 1620 G, the constant of
the growth-induced anisotropy K, = 2.06 x 10° erg/cm?,
A=5x10"s?, y=1.76 x 10’ (Oe )%, and the thickness
d = 21.2 x 108 cm; the parameters of the Cr layers do
not enter explicitly in expression (1), but they deter-
mine the values of the coupling constants.

Figure 1 shows (a) the resonance precession fre-
guency of the magnetic moments and (b) the absolute
value of magnetic susceptibility asfunctions of the bias
field for the values of the anisotropy constants K; =
(0, 2.3, 4.6) x 10° erg/cm?® (curves 1-3). The coupling
constants are taken equal to J; = 0.2 erg/cm? and J, =
0.115 erg/cm?. The solid curves represent the “ acousti-
cal” branch corresponding to a transverse microwave
field (h O H) and the phase difference of precession
motions in the neighboring layers a; — a, = 0. The
dashed curvesrefer to the “optical” branch correspond-
ing to alongitudina microwave field (h ||H) and a; —
o, = Tt From these dependences, it follows that the
presence of the crystallographic anisotropy leadsto the
appearance of a minimum on the field dependence of
the resonance frequency corresponding to the acousti-
cal mode. Consequently, there exists a frequency range
where the resonant precession in the transverse micro-
wave field of one frequency is excited for two values of
the biasfield. The minimum correspondsto amaximum
of the resonance magnetic susceptibility of the system.
This maximum is absent when the crystallographic
anisotropy constant equals zero. With increasing the
constant K, , the minimum of the resonance frequency
shifts toward higher frequencies, and the maximum of
the magnetic susceptibility increases. For the optical
mode, the crystallographic anisotropy only leads to an
insignificant decrease in the resonance frequency and
an increase in the magnetic susceptibility of the system.
The maximum value of the bias field for the optical
mode decreases. This is associated with a decrease in
the saturation field when the magnetic moments of both
subsystems are parallel.

Figure 2 shows the field dependences of the reso-
nance frequency (solid curves) and the resonance mag-
netic susceptibility (dashed curves). These curves cor-
respond to the acoustical mode for the anisotropy con-
stant K, = 4.6 x 10° erg/cm? and the coupling constants
J; =0.175 erg/cm? and J, = 0.1 erg/cm? (curves 1) and
J, = 0.4 erg/lcm? and J, = 0.23 erg/cm? (curves 2). From
these data, it follows that enhancement of the exchange
coupling levels out the extrema of the resonance depen-
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Fig. 1. Field dependences of (a) the resonance frequency
and (b) magnetic susceptibility for the acoustical (solid
curves) and optical (dashed curves) precession modes of
the magnetic moments, calculated for K, = (0, 2.3, 4.6) x

10° erg/em?® (1-3); J; = 0.2 erg/em?, and J, = 0.115 erg/cm?.

IX| x1073

H, kOe

Fig. 2. Field dependences of the resonance frequency (solid
curves) and magnetic susceptibility (dashed curves) for the

acoustical mode, calculated for K; = 4.6 x 10° erg/cm’;
(1) 3, =0.175, J, = 0.1 and (2) J; = 0.4, J, = 0.23 erg/cm?.

dences of w(H) and [x|(H), but the frequency range in
which the two values of the biasfield correspond to one
resonance frequency remains unchanged. The results
obtained from a numerical solution of nonlinear equa-
tions (3) are close to those presented above even for
fairly large amplitudes of the microwave field.

Thus, our analysis showed that the cubic crystallo-
graphic anisotropy of ferromagnetic layers in multi-
layer nanostructures with bilinear and biquadratic
exchange coupling significantly affects predominantly
the acoustical modes of the resonance magnetization
precession. Thiseffect leadsto the appearance of amin-
imum in the dependence of the resonant frequency on
the bias field and the accompanying maximum in the
magnetic susceptibility of the system. Since the contri-
bution from the crystallographic anisotropy in the
nanostructures of thistypeisusually comparableto that
from the growth-induced anisotropy, this result should
be taken into account when designing microwave
devices and elements based on such structures.
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Abstract—We have studied the time to complete coverage of a chaotic attractor by cells as a function of the
cell size. This dependence is described with good precision by a power law. The system attractor is character-
ized by anew quantity called the time dimension by analogy with the capacity dimension. A relation between
the two val ues has been studied. For ahomogeneous chaotic attractor characterized by auniform invariant prob-
ability density distribution, the two dimensions coincide. In the case of an inhomogeneous chaotic attractor, the
time dimension is greater than the capacity one. © 2003 MAIK “ Nauka/Interperiodica” .

The analysis of transient processes is an important
and sometimes even the primary task in the investiga-
tion of dynamicsin many systems, since such processes
can frequently provide important information about the
whole system and its dynamics [1-4]. In cases when a
dynamic system exhibits a periodic behavior in time,
thereisaquite simple and sufficiently effective method
for the anaysis of transient processes [5—7]. This
method, typically used for the analysis of maps, can
also be applied to flow systems by using the Poincaré
section procedure [8]. However, if a system exhibits
involved chaotic oscillations, the transient analysis
encounters considerable difficulties [9].

The main difficulty is related to determining the
transient process duration by means of a special proce-
dure based on the construction of a basis array of the
attractor cells [10]. The method proposed in [9, 10] is
as follows. The region of initial conditions containing
the attractor is covered with a lattice (one-, two-, or
n-dimensional, depending on the dynamic system
dimension) with acell size (discretization step) €. Then,
aninitial condition is selected and the system isiterated
a sufficiently large number of times N (definitely
greater than the maximum transient time duration). In
the course of this iteration process, the imaging point
travels over the lattice following the attractor and pass-
ing through various lattice cells. Beginning with a cer-
tain discrete time, the transient process is considered
terminated and the number of cellsvisited by the imag-
ing point during the iterative procedure (these cells are
considered as belonging to the chaotic attractor) is
counted. After termination of the iterative procedure,
we obtain the so-called “basis’ array of the attractor
cells that is used for determining the transient process
duration as described in [10].

For correctly determining the transient process
duration, it is desired to find possibly large number of

the attractor cells. Let us characterize the time required
for constructing the basis array by the attractor cover-
age time T.(€). For the dynamic systems with discrete
time, the coverage timeis defined as the number of iter-
ations necessary for the complete coverage of all ele-
ments of a chaotic attractor by cells of size €, averaged
over alarge number of initial conditions.

Thus, the coverage time is related to the number of
attractor cells. Asthe cell size € decreases, the number
of cellsin the lattice and the number of cells covering
the attractor grow and, hence, the time required for
determining the attractor cells increases. Let us study
the dependence of the attractor coverage time T, on the
lattice cell size € for alogistic map

Xn+1 = )\Xn(l_xn)! (1)

which is a standard model in the nonlinear dynamics
and thetheory of oscillations. In Eq. (1), A isthe control
parameter determining the oscillation regimes. We will
study the map (1) with A = 3.58, for which the system
exhibits chaotic oscillations.

Figure 1 shows a plot of the chaotic attractor cover-
age time T, versus the lattice cell size €. This depen-
dence was determined by averaging over one hundred
observations with various initial conditions for each
value of €. Following the above definition, the coverage
time for each € was determined as the number of the
iteration step in which the last attractor cell was found
(after which the iteration procedure was continued over
a sufficiently large number of discrete time units so as
to be sure that the chaotic attractor is completely cov-
ered and no new cells are added to the basis array).
Then, the attractor coverage time was determined for
the same ¢ with different initia conditions and the
results were averaged over a large number of observa-
tions.

1063-7850/03/2912-1037$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. A double logarithmic plot of the attractor coverage
time T, versus the lattice cell size € for alogistic map with

A = 3.58. Symbols O show the results of numerical model-

ing averaged over 100 initial conditions and N = 10° itera-
tions for each € value. Solid line represents the power law
(2) witha=1.1375 + 0.002.
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Fig. 2. An invariant distribution of the probability density
p(x) of the imaging point visits to the attractor cells for a
logistic map with A = 3.58. The distribution was obtained

for N = 10% iterations on alattice with the cell sizee = 107,

As can be seen from Fig. 1, the T(€) plot can be
described with good accuracy by a power law

T.(e) O™ (2)

for the given control parameter A, the exponent in this
law determined by least squaresisa = 1.1375 + 0.002.

Obviously, a change in the control parameter A will
modify the attractor. Accordingly, the attractor cover-
age time T(€) and the exponent a will change as well.
Thus, both the coverage time and the exponent a are
important intrinsic characteristics of the chaotic attractor.

Sincethe growth in the attractor coverage time T.(€)
with decreasing € isrelated to an increasein the number

TECHNICAL PHYSICS LETTERS  Vol. 29
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of attractor cells, the exponent in the power law (2) can
be related to the capacity dimension D, [11] because
this characteristic determines achangein the number of
attractor cellsin response to the change in the cell size
of alattice covering the attractor. The number of attrac-
tor cells depends on the lattice cell size as[11]

N(e) Og . 3)

Here, N(€) is the number of lattice cells covering the
given attractor for the lattice discretization step € and
D, is the attractor capacity dimension. Taking loga
rithm and considering the limit of e — O, we obtain an
explicit expression for the capacity dimension

_ _1im J0gN(e)
Do sh[no loge “)

(the logarithm base is arbitrary).

By analogy with the capacity dimension Dy, let us
introduce the quantity T, called the time dimension, as

logT(¢)
loge

©)

This quantity will characterize the dependence of the
attractor coverage time T(€) on the lattice cell size.
Similar approach is employed for characterizing the
recurrence time of theimaging point to asmall vicinity
of afixed point [12] by introducing a spectrum of the
generalized recurrence time dimensions.

Since both characteritics, 1, and D, of a given
attractor are related to the number of attractor cells, itis
interesting to consider arelationship between these val -
ues. A comparison of the capacity and time dimensions
leads to a conclusion that 1, is greater than D, (for the
system under consideration with A = 3.58, D, = 0.9983 £
0.0001).

We may suggest that the difference between 1, and
D, is related to inhomogeneity of the attractor existing
in the phase space of the system. Indeed, therearecells
of the attractor (or regions composed of such attractor
cells) that are less frequently visited by the imaging
point as compared to the other cells (or regions). This
fact isillustrated in Fig. 2 showing an invariant distri-
bution of the probability density of the imaging point
visits to the attractor cells. As can be seen, there are
cells visited with a lower probability than all other
cells. As the € value decreases, the number of attractor
cellsincreases according to relation (3). It the attractor
were homogeneous (i.e., the invariant distribution of
the probability density of visits were uniform, p(x) =
const), we would expect that an increase in the attractor
coverage time T4(€) corresponds to an increase in the

T, = —lim
€0

Ln this case, by inhomogeneity we imply the fact that various
points of the attractor are characterized by different probabilities
of being visited by the imaging point.
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number of cells N(g): for a homogeneous attractor, the
time dimension T; may coincide with the capacity
dimension DB.

Indeed, consider a dynamic system with discrete
time x, ., = f(x,) characterized by a homogeneous cha-
otic attractor with the capacity dimension D, and an

invariant distribution of the probability density p(x) =
const. The number of attractor cells depends on the €

value according to relation (3) as N(g) = NOS_DO. The
probability of visitsto an attractor cell is

P = (1/Ny)e™. ©)

Taking into account (i) a strong dependence of the sys-
tem dynamics in the regime of chaotic oscillations on
the initial conditions and (ii) the homogeneity of the
attractor, we can assume that the probability for the
imaging point to visit a given attractor cell in the nth
iteration step is determined only by relation (6) and
weakly depends on where the imaging point occurred
in the (n — L)th step. Then, the probability P, that the
entire attractor will be covered with cells during k iter-
ationsis

P, = Noe ™ EJF—%" q @)
k = No& "eXp ;
O Nge™

and the condition that the attractor coverage time is
T(€) = K appears as Px = 1. Therefore, the attractor
coverage time T.(€) in the case under consideration is
determined as
To(€) = No& °In(Nog ), ©)
and according to the definition (5), the time dimension
is
_ph _ph
IN(Nge °In(Npe
0 _ i MONGEIn(Noe )

Tg = i
0 €0 Ing

=Dp.  (9)

Thus, inthe case of ahomogeneous chaotic attractor
characterized by auniform invariant probability density
distribution, the time and capacity dimensions coin-
cide. For an inhomogeneous attractor, the situation is
different: as arule, the attractor cells characterized by
greater probabilities will be visited (covered) first,
while the cells with a lower probabilities of visits will
be covered later. Taking into account inhomogeneity of
the attractor, the complete coverage time in this case
will be greater than that for the homogeneous attractor.
In the double logarithmic plot of the attractor coverage
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time Ty (€), this is manifested by a greater slope and,
accordingly, by an increase in the time dimension 1, as

compared to the value TB for the homogeneous attrac-

tor. Apparently, the time dimension 1, of an inhomoge-
neous chaotic attractor isalways greater than the capac-
ity dimension D,. It should be noted that analogous
conclusion concerning a difference between the spec-
trum of generalized recurrencetime dimensionsand the
spectrum of generalized dimensions was madein [12].

In conclusion, we have introduced the attractor cov-
erage time T.(€) and the time dimension T, characteriz-
ing attractors for discrete dynamic systems and estab-
lished a relationship between these quantities and the
capacity dimension D,.
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Abstract—We have studied the possibility to measure small hydrogen concentrationsin dense gas mixtures by
method of coherent anti-Stokes Raman scattering (CARS) in combination with biharmonic laser pumping by
means of stimulated Raman scattering (SRS). It was found that the interference of nonlinear susceptibilities of
a buffer gas and hydrogen can lead to a parabolic dependence of the signal intensity on the hydrogen concen-
tration, which makes the results of analyses uncertain. The ambiguity can be eliminated by selecting an appro-
priate composition and pressure of the gas mixture in the cell of the SRS generator of biharmonic laser pump-
ing. Using this approach, hydrogen in air at atmospheric pressure can be detected by the laser SRS-CARS tech-
nique on alevel of 5 ppm. © 2003 MAIK “ Nauka/Interperiodica” .

The problem of selective and rapid diagnostics of
hydrogen in condensed media and dense gas mixtures
(e.g., in air at atmospheric pressure) is currently of
importance [1, 2]. In connection with this, it was of
interest to develop arelatively simple analytical method
based on the coherent anti-Stokes Raman scattering
(CARS) in combination with biharmonic laser pumping
by means of stimulated Raman scattering (SRS) [3-6]
for the laser diagnostics of hydrogen in gas mixtures.
This study was aimed at determining the influence of
the interference of nonresonance and resonance nonlin-
ear molecular susceptibilities on the SRS-CARS diag-
nostics of hydrogen in dense gas mixtures.

CARSisafour-photon parametric process, whereby
mixing two laser beams with the frequencies w, and w;
in amedium possessing a cubic nonlinear susceptibility
X® results in the generation of a coherent directional
radiation at an anti-Stokes frequency w, = 2w, — w; [7].
For the SRS-CARS diagnostics of hydrogen, the ana-
lyzed medium is probed by abiharmonic laser pumping
beam at the frequencies w, and w, obeying an approxi-
mate resonance condition

Wy — W= QHZ—BG’ (1)

where Q,, _g¢ isthefrequency of the Qy, (1) vibrational
transition in hydrogen present in abuffer gas (BG) mix-
ture possessing a density of p, _gs. The necessary
biharmonic laser pumpingispreliminarily created in an
SRS generator by focusing a high-power monochro-
matic laser radiation beam with a frequency of w, onto

a cell with compressed hydrogen at a pressure of Py,
(W — w5 = Qy _y,, the frequency of the Qgy(1) vibra-
tional transition in hydrogen at Py, ).

The scattered radiation intensity |, at the anti-Stokes
frequency w, is determined by the relation

IaD|X(3)R+X(3)NR|2|$IS, )

wherel, and | are theintensities of radiation at the fre-
quencies wy, and w, respectively; X®R = n,, y; is the
cubic resonance susceptibility of the impurity mole-
cules studied; xR = ngy,g isthe cubic nonresonance
susceptibility due to the eectron contribution (related
predominantly to the participation of buffer gas mole-
cules in the scattering events); y, and ygg are the cubic
hyperpolarizabilities of the impurity and the buffer gas,
respectively; ny, and ngg are the number densities of
molecules of the impurity (H,) and the buffer gas,
respectively (it isassumed that n,; < ngg).

The cubic resonance susceptibility X®R is given by
the following expression [7]:

2nnH2c49|9 r
hr(»): dOQHZ—BG - (wp - ws) —ir’

@R _ 1.n
= 30

©)

whereTl isthefull width at half maximum (FWHM) of

the Raman-active transition; A, is the differential
population of levels; do/do is the molecular cross sec-

1063-7850/03/2912-1040$24.00 © 2003 MAIK “Nauka/ Interperiodica’



NONLINEAR SUSCEPTIBILITY INTERFERENCE IN LASER SRS-CARS DIAGNOSTICS

tion of spontaneous Raman scattering for the given
Raman-active transition.

As can be seen from relations (2) and (3), the non-
resonance contribution X®NR can be ignored for
Ph,-sc < 1 Amagat (the case of rarefied gas mixtures).

In this case, the quantity [1,/(| f, 1)]Y? determined from
relation (2) is proportional to the hydrogen concentra-
tion n,, . However, when small hydrogen concentra-

tions are present in a buffer gas occurring at atmo-
spheric pressure, the nonresonance contribution x&NR

becomes significant and the dependence of [ /(| ?, 1J]Y?
on n, can be nonlinear because of interference of the

nonlinear susceptibilities of the impurity and the buffer
gas. By virtue of the coherent character of CARS, con-
tributions from the molecules of various types to scat-
tered signal intensity exhibit interference rather that
simple addition [7]. However, to our knowledge, this
problem was not considered in application to the SRS—
CARS diagnostics of hydrogen in gas mixtures.

Taking into account expression (3), relation (2) can
be transformed to

Y Ny, + NacVaad (4)

where b is a coefficient and

1,.n2mc’ do

y = SA———, (5)
3 "hrw.do
Q, v —Q

p = QDo ©)

According to relation (4), the dependence of
Ia/(lf,ls) on ny, a A < 0isamonotonicaly increasing

function. However, for A > 0, this dependence exhibits
aminimum at an impurity concentration of

nmin _ nBGyBGA. @)
: Y
In the absence of impurity molecules, the SRS-CARS

signa intensity is determined by the nonresonance
scattering from buffer gas molecules:

ﬁ = b(NacYac)- 8
p's

For A > 0, adding hydrogen to a buffer gas will lead to
adecrease in the signal intensity. At the point of mini-
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mum, the signal is
I Cha VZ%
EIZ_TE Py ©
p's min

Asthe hydrogen concentration grows further, the signal
exhibits a monotonic increase. Therefore, the SRS—
CARS analysisin the case of A > 0isambiguous: inthe

min

region of small impurity concentrations (n,, < 2ny, ),

the same signal intensity corresponds to two values of
the hydrogen concentration. This ambiguity is elimi-
nated at A< 0.

Our experiments were conducted using the SRS-
CARS optical scheme for hydrogen diagnostics
described in [6]. The hydrogen pressure in the SRS

generator was Py = 4 bar. We have studied the

responsela/(léls) asafunction ny, at various pressures
of the H,—BG mixture, where BG was nitrogen, argon,
helium, air, carbon dioxide, neon, propane, ethane, or
elegas.

For example, Fig. 1 presents the plots of 1./(15 19
versus the relative hydrogen concentration Cy =

Ny, /N (N = 2.68 x 10% cm is the L oschmidt number)
in argon (buffer gas) at various pressures. As can be
seen, introducing hydrogen at small concentrationsinto
the optical cell at P,, > 0.5 bar (Fig. 1b and 1c) leadsto
adecrease in the SRS-CARS signal intensity. At acer-

min

tain C,, (dependent on P,), the scattering signal
intensity exhibits a minimum and then increases with
Cy, according to the parabolic law. Similar results
were obtained for the H,—BG mixtureswith BG = nitro-
gen, air, carbon dioxide, propane, ethane, or elegas. In

the mixtures H,—He and H,—Ne, the Ia/(lils) value
exhibited a monotonic growth with increasing C,,, in

the entire range of BG pressures from 0 to 1 bar.

These experimental results are consistent with for-
mula (4), taking into account that the parameter A
depends both on the hydrogen pressurein the SRS gen-
erator and on the pressure of the H,—BG mixture stud-
ied. Indeed, according to [8], the A value can be
expressed to the first approximation as follows:

84H,-+,PH,—+H, — H,-BGPH,-BG

A= r ,

(10)

where a,, _,, isthe coefficient characterizing a shift of
the Q,, ;. level dueto thecollisions between hydrogen
molecules (ay, 4, < 0); Py, isthe hydrogen density
in the SRS generator; ay, _gg isthe coefficient charac-
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Fig. 1. Plots of the SRS-CARS signdl intensity 1/(1219
versus hydrogen concentration CH2 in H—Ar gas mixture

at various argon pressures (T = 295 K): (a) 0.54; (b) 0.76;
(c) 1.0 bar.

terizing ashift of the Q,, g level dueto the collisions

between hydrogen molecules and buffer gas particles;
and py,_gc isthe hydrogen—buffer gas mixture density.

As shown in [8-10], the coefficients a, g are nega

TECHNICAL PHYSICS LETTERS  Vol. 29

MIKHEEV et al.

L/(I3 1), a.u.
25r

(a)

20

15

10

| | |
120 160 200

0 40 80
160 Chy PP
(b)

120

80

40F

1 1 1 1 1 ]

0 40 80 120 160 200
Cy,» ppm

Fig. 2. Plots of the SRS-CARS signdl intensity 1/(1219
versus hydrogen concentration CH2 in ar at atmospheric

pressure, measured using an SRS generator with the cell
filled with (a) pure H, and (b) an Hy—Ar mixture (87% Hy—
13% Ar) at apressure of 4 bar and T = 295 K.

tive for the H,—Ar and H,—N, mixtures and positive for
the H,—He and H,—Ne mixtures. Accordingly, the A val-
uesfor H,—Ar and H,—N, mixtures are negative at small

Pu,-sc densities and become positive at large values of
Pu,-sc- For the H-He and H,—Ne mixtures, the A

vaue is positive for all py _gg values. This behavior
agrees with the experimental data.

The critical buffer gas density, above which the
Ia/(lﬁls) versus Cy, curves exhibit a minimum, can be

increased either by increasing the hydrogen pressurein
the SRS generator or by adding an appropriate buffer
gas (e.g., argon) capable of decreasing the frequency of
the vibrational transition Qy(1). The experimental

dependenceof 1/(1 ,23 I9 on C,, measuredinair at atmo-
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spheric pressure using an SRS generator with P, = 2.
4bar (T = 295 K) exhibits a minimum (Fig. 2a). An 4
analogous dependence measured using the same SRS )
generator with the cell filled with an H,—Ar mixture 4
(87%H,—13%Ar) at Py _,, =4 bar showsamonotonic
increasein 1,/(1219 with C,,. (Fig. 2b). >
Thus, by selecting a proper composition and pres-
sure of the gas mixture in the SRS generator cell itis 6.
possible to eliminate ambiguities during the SRS-
CARS detection of hydrogen in dense gas mixtures.
Using an automated system of SRS-CARS hydrogen /-
diagnostics [11] with optimized composition and pres-
sure of the gas mixture in the SRS generator cell, we
succeeded in detecting 5 ppm of hydrogen in air at &
atmospheric pressure. Thisismorethan ten times better
as compared to the results reported in [2, 4]. 9.
Acknowledgments. This study was supported by 10
the Russian Foundation for Basic Research, project '
no. 01-02-96461.
11.
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Abstract—Relations describing the spatiotemporal field of pulsation of the hydrodynamic parameters of atur-
bulent flow have been derived based on the wave model of turbulence. The process of chaotization of the pul-
sation field isanalyzed. The results of calculations of the longitudinal and transverse vel ocity pulsation compo-
nents are compared to the results of measurements reported by H. Reichardt. © 2003 MAIK “ Nauka/lInter pe-

riodica” .

Previously [1-3], a new concept of turbulence has
been experimentally justified, a mechanism of the tur-
bulent flow pulsation has been considered, and the for-
mation of aturbulent boundary layer and alaminar sub-
layer has been described. The pulsation of flow param-
eters results from the superposition of perturbations
arising (in the form of excessive pressure centers) at the
wall inthefield of the flow velocity gradient and prop-
agating as wave packets.

Within a wave packet, || — ct| < a, the pulsation of
velocity u and other parameters is described by the
pressure distribution function f(r) in a primary pertur-
bation with a characteristic size of 2a and by the dis-
tance | traveled by the wave for thetimet:

u p,pOf(l=ct)l. (1)

The flow core features the superposition of wave
packets of a nearly spherical shape. At the wall, where
the flow velocity exhibits a strong gradient, the wave
front of a packet is broken and the character of pulsa-
tion is changed. The region of the wave front breakage
isinterpreted as a boundary, the height of which deter-
mines the characteristic size of a primary perturbation.
Upon the wave reflection, the velocity pulsation in the
wave packet near the wall ceases and the energy is
transferred to the oscillations of the other parameters.
This region is interpreted as a laminar sublayer of the
turbulent boundary layer.

This paper presents the relations describing the spa-
tiotemporal field of pulsation of the hydrodynamic
parameters of aturbulent flow and the process of chao-
tization of this pulsation field. The results of calcula-
tions of the longitudinal and transverse velocity pulsa-
tion components are compared to the results of mea-
surements performed by H. Reichardt.

The direction of wave propagation at a given point
in the flow velocity field U is determined by a unit vec-
tor s, which is equivaent to an acoustic ray in terms of

the geometric acoustics. The behavior of this vector is

described by the equation [4]
((jj_ls = %[rotU,s]. (2

Consider a flow directed along the x axis of a flat
channel of height z = d and let us evaluate the total
change in the vector s orientation in the velocity field
U(2) by calculating the polar (9) and azimuthal (¢)
direction angles of the vector. Integrating Eq. (2), we
obtain (for M = U/c < 1):

Sn9 = /SN’ + 2M(2)sind ,cosd, + M%(2), 0

sind,sind, %(3)

JSn®9 o+ 2M(2) sin9,cost, + M(2) 0

The obtained solution (3) presents the direction
angles{9, ¢} of vector s asfunctions of the initial ori-
entation {9, ¢}, the coordinate z, and the distribution
M(2). Once the orientation {9, ¢} is known, the trajec-
tory of the given point of the wave in the channel can be
calculated. To this end, the coordinates of this point
{&, n, ¢} are determined as functions of the pathlength
| during the wave travel in the half-space above the
lower wall. According to formulas (3), the position of
this point relative to the wave center is described by a
system of parametric differential equations

sind

% = sind,cosd, + M(2);

d . .
d—? = sind,sind,;

% = Joos"9,— 2M(2)sin9 0080~ M(2);

¢(0) = n(0) = ¢(0) = 0.

I o
—~
=
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In describing the wave configuration in the coordi-
nates {x, vy, z} related to the channel frame, we should
takeinto account that a perturbation can arise at an arbi-
trary point rp{xp, yp, zp} on any wall, with a delay of
tp relative to t = 0. Let us use the dimensionless vari-
ables, representing distancesin fractions of the channel
height d and timesin the d/c scale. The number of wave
reflections n from the walls can be expressed through
the ordinate ¢ as n = In({), where In is the operation of
taking the integer part, and the system of equations (4)
can be rewritten as

I—tp

Xp = I (sind,cosd, + M(2))dl,

x
1

0
yp + sindosing(l —tp),
| -tp
z=zp+ J’ %/COSZSO—ZM(Z)Si N9 ,cosd, — M12)

y

—2|n[ﬂ1( 1)””"}%1|,

n = In[( —tp)Jcos{}O—2M(z)s|n~30cos.<|30 M (z)]

DDDDDDDQ\DDDDDDDD
gl
N—r

For the sequences of parameters rp and tp, the joint
solution of Egs. (5) and (1) yields the spatiotemporal
field of pulsation of the flow parametersin the channel.
Attenuation of the wave upon reflection from the walls
is described in (1) by the coefficient (1 — a)". Thefield
can be calculated using modern mathematical program
packages such as Mathematica 4.

Figures 1a and 1b present the patterns of perturba-
tions in the flow velocity for | = 0.2 and 2.2, respec-
tively (the wave front and the vel ocity pul sation vectors
are shown in the planey = 0; the space outside the chan-
nel is shadowed; the length of the vel ocity vector corre-
sponds to the pulsation amplitude). As the wave propa-
gates, the amplitude gradually decreases, while the spa-
tiotemporal field of pulsation remains determined and
quite regular.

Intheinitial stagefeaturing the propagation of seven
waves for | = 0.3 (Fig. 1c, wave fronts are not shown),
the perturbation field is still regular, but the pattern of
pulsation observed for | = 2.2 (Fig. 1d) appears as cha-
otic. An analysis of the corresponding spectraindicates
astochastic character of pulsation, which becomes ran-
dom only for the random sequences of parameters rp
and tp.

According to formulas (3), the trgjectory of vector s
inthefield M(2) deviatesfrom astraight line. This devi-
ation depends on the pathlength | traveled by the vector
in the layer of strong velocity gradient with the thick-
ness d. Inthedirection of large angles 9, (at the channel

TECHNICAL PHYSICS LETTERS Vol. 29 No. 12
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Fig. 1. Schematic diagrams showing the field of velocity
pulsation in the planey = 0 for various values of |.

wall), the pathlength rapidly grows with the angle as
I, = d/cosd, (the growth rate sharply increases with the
degree of deviation from the straight line, | > 1,). Asa
result, the ratio of the longitudinal velocity pulsation
component to the transverse one (u,/u,) must increase
on approaching the boundary layer zone.

This very trend was experimentally observed by
Reichardt [5] for flowsin achannel and by Klebanoff [6]
in experiments with a plate (see also [7, Ch. 18]). In
particular, the turbulent pulsation in an air flow in the
experiments of Reichardt [5] was measured in a
1-m-wide channel with a height of 24.4 cm at a Mach
number of M, = 0.003 (flow velocity, U, = 100 cm/s)

and aReynolds number exceeding 10*. Figure 2ashows
the experimental distributions of longitudinal («/uzz)

and transverse (ﬁ) rms velocity pulsation compo-
nents for the channel halfwidth. The data are normal-
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Fig. 2. Longitudinal (Ju72 ) and tranwerse(J;2 ) rmsvelocity pulsation profilesin a channel: (a) experimental data of Reichardt [5];

(b) calculation using the simplified scheme.

ized to the maximum longitudinal pul sation component

)

An analysis of the results of measurements shows
that the transverse velocity pulsation component rela-
tively weakly depends on z, whilethelongitudinal com-
ponent exhibits a pronounced maximum at adistance of
0 = 0.03 from the wall. This result (not given proper
explanation) is naturally interpreted based on the wave
mechanism of the turbulent flow pulsation. Moreover, it
is possible to provide for a quantitative description of
the pulsation components within the framework of this
mechanism.

Using relations (1), the velocity pulsation compo-
nents can be expressed as

qud" sm(f})/l WDfdn cos(@)/l (6)

wherel isthe distancetraveled by thewave, |, isthedis-
tance to the point of observation, @ isthe angle of ray
slope at this point, and a = & is a characteristic size of
the primary perturbation. The values of pulsation com-
ponents can be calculated by solving the system of
equations (5) and (6). In order to demonstrate possibil-
ities of the proposed method, the calculation scheme
will be ssimplified so asto obtain analytical expressions.

To this end, the arc-like trgjectories of vectors s
coming to the observation point {x =0, Z} from the per-
turbation centers xp are replaced by the straight line
connecting these points. The xp distribution is assumed
to be uniform along x and the initial perturbations are
localized within the region of xp [ [-10, 10]. Outside
this region, the velocity pulsation amplitude decreases
by a factor of more than (xp/d) = 330 and can be

TECHNICAL PHYSICS LETTERS  Vol. 29

neglected. The dependence of the rms velocity pulsa-
tion components on the coordinate z is determined by
expressing the variablesin (6) through xp and z:

[DngD (1+ S)XD)H

U
d(xp),
0
(7)

0
d(xp)2-
U

[D/\/ZEJ.D 1-&)xp [P

Sep® + (x+ a)™

Here, the coefficient € compensates for the distortion of
pulsation contributions as a result of the trgectory
bending. In the denominator, the parameter a reflects
the fact that formulas (6) are valid only outside the
boundary layer; Egs. (5) should be integrated in the
half-space z> a. The plots were constructed taking into
account that, within the primary perturbation region,
the velocity field is determined using the Green’s func-
tion of the boundary value problem for the wave equa-
tion (the pulsation amplitude decays from the maxi-
mumvalueatz=0tozeroat z=1=0).

Figure 2b shows the pulsation components calcu-
lated using formulas (7) with € = 0.2. A comparison
between Figs. 2aand 2b showsthat the proposed model
provides for a quite satisfactory description of the
experimental results of H. Reichardt. In these experi-
ments, the w/U ratio amounted to 10, In an acoustic
wave, the amplitudes of oscillations in the velocity (u)
and pressure (p) are related as u/c = p/p, [4], from
which it followsthat p/p, = 107, For air at atmospheric
pressure (p, ~ 10° Pa), thisyields p= 10 Pa(~0.1 Torr).
The obtained values of u ~5 cm/sand p = 10 Paare by
no means unusual. The acoustic waves with pulsation
amplitudes on this level are produced by human voice,
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which confirms the role of acoustic wavesin theforma-
tion of turbulent flow pulsation fields.
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Abstract—We propose a method for calculating the energy spectra of neutral and charged clusters with the
number of atoms N = 5 sputtered from a metal surface during ion bombardment. The calculated energy distri-
butions of clusters emitted from tantalum and niobium bombarded with atomic gold ions are compared to the
published experimental data. © 2003 MAIK “ Nauka/Interperiodica” .

In many cases [1-5], experimental investigations of
the process of ion sputtering of solids in the form of
clusters are aimed at elucidating the mechanisms
responsible for the presence of polyatomic particlesin
the sputtered products. Asarule (seg, e.g., [6-11]) such
experiments involve the measurements of energy spec-
tra and size distributions of neutral and singly-charged
clusters for various targets and the ion beam composi-
tions and currents. These data, as well as the yields of
neutral and charged clusters depending on the target
temperature [8], provide detailed information about the
mechanisms of cluster formation. Theoretical descrip-
tion of the process of cluster emission in the course of
ion sputtering isadifficult task, primarily because of an
essentially multiparticle character of the problem. Cal-
culations using the methods of molecular dynamics[1]
encounter considerable technical difficulties rapidly
growing with the number of atomsin the clusters. Such
simulations can hardly be reproduced by researchers
other than the authors of a particular computational
scheme. The difficulties additionally increase when
processes determining the charge composition of the
sputtered products are included into the molecular
dynamics scheme (seg, e.g., review [5]).

In this paper, we propose a method for calculating
the energy spectraof large neutral and charged clusters
(with the number of atoms N > 5) sputtered from a
metal surface during ion bombardment. The approach
is based on the physical notions formulated in [12-15]
and the method [15] developed for calculating the total
cluster yield.

Let us consider a solid composed of atoms, each
atom oscillating in a potential well of depth A at a nat-
ural frequency w (the characteristic oscillation period
being T = 21/w). Let the impinging ions possess a
velocity such that both the primary ions and fast recail
atoms moving in ametal target experience alarge num-
ber of collisionsduring thetimeperiod t < T, asaresult

of which atoms of the metal target acquire the momenta
g;, i being the atom number. According to [15], the
probability for a cluster of N atoms to be emitted as a
whole with amomentumKk is

2

OGN O
W, = exp q; RO
‘ %.zl 0

<ch(R)

q>o(R)>

(D

where a2 = mw/f, mis the mass of one atom, % is the
Planck constant, n, = A/fiw, ®y(R) isthe wave function
of the center of mass of the block of N atoms in the
ground state, ®,(R) is the wave function of the center
of mass of the same block in the state of continuum
with the momentum k, and R is the radius-vector rep-
resenting the coordinates of the center of mass.

The center of mass of a block of N atoms in the
metal is assumed to perform harmonic oscillations at a
frequency Q in a potential well with the depth Uy, that
has a meaning of the binding energy between cluster
and metal. This binding energy is proportional to the
contact area S between ablock of N atoms and the rest
of the metd. In terms of [12-15], Uy = 05, = ONZ3,
where 6 has ameaning of the cluster binding energy per
atom (generaly speaking, o differs from A—the poten-
tial well of each individual atom in the solid). Thus, we
consider the center of mass of a block of N atoms as
occurring in a spherically symmetric oscillator poten-
tial truncated at a height of Uy. This potential can be

2
expressed as U(R) NMEQ oo for R < Ry (Ry corre-

sponds to U(Ry) = Uy) and has a constant value
U(R) = Uy for R> R.
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Prior to being sputtered, the center of mass of a
given block occurs in the ground state ®4(R) in the
potential U(R). The wave function @, (R) of the center
of mass in the state of continuum with the momentum
k and the energy E, + Uy (E; = k?(2mN)) in the same
potential U(R) can be written in quasiclassical form as

P (R) = eXp[hIk(R)dRD )

where |k(R)] = .2mN(E.+Uy-U(R)) and

k(R) — k asR — oo,

Following [15], we assume that the potential well
U(R) is sufficiently deep to obey the condition 2Q <
Uy. This implies that U(R) < Uy on the scale of the
ground state ®y(R) and, in calculating the matrix ele-

ment @k(R)lexp(|Zq, R/A)|do(R)Ofor Eqg. (1), we
may take the momentum in the state ®,(R) to be

k(R)|= J2mN(E. + Uy) = |k(0)|. Thisyields
Wk = |A2| 1 232
(2mnh”)
N in

00 q-k(0)Q y (3)
xexp% == DEexpEkl LS (@)

0 ona® O O n02ﬁ20(2|zl ‘g

0 U

where n = mNQ/(2#). The probability (3) should be
averaged over dl possibleq; (i = 1, 2, .., N). A natura
assumption concerning the distribution of g; is that all
these vectors are independent and all their orientations
are equiprobable, so that the averaging can be per-
formed, asit wasdonein[15], over the angles Q; of the
q; vectors. The cal culation can be significantly simplified
by assuming that al g; possess equal lengths|g;| = q and
arerandomly oriented in space. Asaresult, the average
probability for N > 1 takesthe form (cf. [15])

Wk — A2 1 1
2 *(nn22 + Ng¥6) ™
(4)
k*(0) 0oL NG* [

pD4(r]h 12+ Ng?/e) U No2p2a™]

where g has ameaning of the average momentum trans-
fer andisthe only variable parameter in thetheory [15].

The total probability Wy of finding the center of
mass in a continuous spectrum can be determined by

integrating Wy over all k. To this end, the integration
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element d*k can be represented as d*k = 4mnk’dk =

4rimNL/2mN(E,; + U ) dE, that yields

dWNdE

Wy = J’Wkd k _J’ 5

dWy
Here, dE,

ing of N atoms:

E +U 12 o+

Jno D 207 ¢ D

is the energy spectrum of clusters consist-

dWy
dE,

=|A
(6)
2

where € = gzq_ and Uy = dN?3. Requiring that the

probability Wy would coincide with the val ue obtained
previously [15] by summing over al bound states
®,(R) of the center of mass and subtracting the result
from unity,

W= [1-Be H oo @)

we determine the amplitude |A|*:

A2 [E*H }

where M (x, y) = 1T (x, y) and [ (X, y) istheincomplete
gamma-function. Strictly speaking, this procedure of
determining JA| is consistent for Uy/e — 0 and can be

additionally justified by the coincidence of the Wy val-

ues calculated as an integral (5) over continuum and as
asum (7) over the bound states.

In order to determine the energy spectrum of clus-
ters with allowance of their charges, we aso use the
physical notions formulated in [12-15], according to
which the process of charged state formation is consid-
ered as a part of the sputtering mechanism. According
to[15], the probability Py(Q) that a sputtered cluster of
N atoms would possess a charge Qe (e being the elec-
tron charge) is determined using a standard formulafor
the probability of fluctuations

- [B, L:‘:r\% ©)

_ 1 Q@ O
Pn(Q) = pD—
Z(AQN)% o
1/2 ‘8
(8Qy)* = 2 mz VE" o,

Here Dy isthe normalization factor determined by sum-
mation over all possible values of Q = 0, +1, £2, ...;

(AQy)*

is the mean sguare deviation of the cluster
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Fig. 1. The energy spectrum I% of singly-charged tantalum

clusters Ta% containing N = 7 atoms, sputtered from a tan-

talum target bombarded with singly-charged 6-kev Au™
ions. Solid curve presents the results of calculation for the
parameter g = 450 at. units (£ = m, = e = 1); points show
the experimental datafrom [16].

charge from the equilibrium value; m, is the effective
mass of the conduction electron; V is the cluster vol-
ume; 9 isthetarget temperature; and y is the valence of
metal atoms.

Finally, to determine the energy spectrum dWﬁ /dE,
of the clusters containing N atoms and possessing the
charge Qe, the spectrum dWy /dE. in (5) has to be mul-
tiplied by Py(Q). The resulting expression for the
energy spectrumis

dWR _ (Ec+Uy)™ [l_%+im-3’2}

dEc sslzr[§ U_I\D UI\J]
n3E_EetUnt 01 QO
X eXp NZA £ DDNeXpE_Z(AQN)%'

It should be noted that the energy spectra (10) (as well

as the total probabilities Wy, see [15] and the experi-

mental datain [8]) of the neutral clusters are indepen-
dent of the target temperature, whereas the spectra of
charged clusters are strongly temperature-dependent.
However, as the temperature increases, the latter spec-
tra approach those of the neutral clusters.
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Fig. 2. The energy spectrum I% of singly-charged niobium

clusters Nb% containing N = 7 atoms, sputtered from anio-

bium target bombarded with singly-charged 6-keV Au™t
ions. Solid curve presents the results of calculation for the
parameter g = 285 at. units (A = mg = e = 1); points show the
experimental datafrom[7].

In experiment, it is a usual practice to measure the
relative energy spectraof clusterswith various numbers
of atoms. In order to compare such data to the calcu-
lated spectrum (10), the latter should be appropriately
normalized (after which any convenient units can be
employed). Figures 1 and 2 present the energy spectra

IN = (AWR/DE)/(AWR /AE) [ -, (normalized to

unity at E; = 0) of singly-charged (1) clusters of tanta-
lum (Tay) and niobium (Nby) with N = 7 for the corre-
sponding metal targets sputtered with 6-keV Auions.
It should be noted that this normalization, albeit conve-
nient in experiment, leads to some “impoverishment”
of theinformation gained (in particul ar, the temperature
dependence according to (10) islost). For the compari-
son, Figs. 1 and 2 present the experimental data taken
from [16, 7]. In the calculation, the number of fitting
parameters was reduced by assuming that A = & =
8.1 eV (theenergy of sublimation) for tantalumand A =
0 =7.47 eV for niobium [17].
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Abstract—The parameters of polycrystalline cadmium telluride (CdTe) solar cells exhibit nonmonotonic vari-
ation with increasing dose of y radiation. It is established that this behavior is related to a nonmonotonic dose
dependence of the minority carrier lifetime in the base region. The short circuit current, the fill factor, and the
conversion efficiency of y-irradiated CdTe solar cells can be greater than the anal ogous parameters of unirradi-

ated devices. © 2003 MAIK “ Nauka/Interperiodica” .

As is known, irradiation can significantly modify
the electrical properties of semiconductor devices. For
example, a nonmonotonic dose dependence was
reported for the short circuit current (Jg) of germa
nium-based [1] and silicon-based [2—4] solar cells and
the collector current of CdTe-based bipolar phototrans-
istors [5]. In addition, Jo. exhibited a nonmonotonic
variation depending on the deep trap concentration (N,)
determined by theoretical analysis of a contribution of
the impurity photovoltaic effect to the photoelectric
conversion efficiency [6, 7]. One of the main results of
such investigations was the establishing of the fact that
Je. increasesand V. (the open circuit voltage) decreases
in response to a monotonic increase in the concentra
tion of deep defects. The solar cell efficiency (n) can
decrease (increase) with increasing N;, provided that
the drop related to a decrease in V. is greater (smaller)
then the growth related to an increase in Jo.. The cases
of drop and growth of n depending on the deep impu-
rity concentration in silicon-based solar calls were
reported in [2—4] and [8], respectively.

In this paper, we present the experimental data for
polycrystalline CdTe solar cells, showing evidence for
a possible growth in their conversion efficiency with
increasing concentration of deep defects accordingto a
theoretical model developedin [§].

The experiments were performed with p-CdTe/n-
CdTE/n-CdS solar cells with a base resistivity of p =
10%-10° Q cm and a working area of 1 cm? obtained
using a technology described elsawhere [10]. The film
thicknesses were about d ~ 50 um. The initial CdTe
films possessed a polycrystalline structure, represent-
ing grains composed of columnar microcrystals ori-
ented in the growth direction and disoriented with
respect to the azimuth angle. The grain size was within

100-150 pm, which impliesthat the grains extend over
the whole film thickness. The samples were irradiated
at T=50°C withy quantaof E= 1.2 MeV energy from
aCo® source at arate of 1700 rad/sin arange of doses
<1.6 x 10 cm,

I
s

0 10

1617 1(I)18

D, cm™

Fig. 1. Plots of (&) the short circuit current Jo. and open cir-
cuit voltage V. and (b) the fill factor FF and conversion

efficiency n of polycrystalline CdTe solar cells versus the
dose of y radiation.
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Figure 1 shows the dose dependence of the short cir-
cuit current (Jg.), the open circuit voltage (V,.), thefill
factor (FF) and the efficiency (n) for the CdTe solar
cells studied. As can be seen, al these parameters
exhibit a nonmonotonic variation with monotonically
increasing y radiation dose D. It is also seen that J.,
FF, and n of the unirradiated solar cells are smaller
than the analogous values in the region of doses D <
8 x 10% cm2. The behavior observed for the CdTe solar
cells basicaly differs from that of the silicon-based
devices [2—4], for which the properties of irradiated
samples in the entire dose range were lower as com-
pared to the values prior to irradiation. However, the
data of Baruch [1] concerning an increase in the Jg. of
germanium-based solar cells upon irradiation are con-
sistent with our results. To the best of our knowledge,
the observed growth inthen valuewith increasing N, is
the first experimental evidence in favor of the theoreti-
cal model proposed in[8], according to which the growth
in the efficiency due to an increase in Jg, predominates
over thedrop inn related to adecreasein V..

It should be noted that, in contrast to the case of single
crystal germanium-based [1] and silicon-based [2—4]
solar cells, the parameters of polycrystalline CdTe solar
cells increase or decrease in a rather broad range of
radiation doses and in a smoother manner. Thisimplies
a more stable character of the aforementioned depen-
dences.

Following [7-9], we may suggest that the increase
in Ji., FF, and n with the irradiation dose D is related
to an increase in the minority carrier lifetime 1, in the
base region caused by a growth in the degree of com-
pensation. This hypothesis is confirmed by a dose
dependence of the dark resistivity p presented in Fig. 2.
As can be seen from these data, the p(D) curve is also
nonmonotonic and exhibits correlation with the plots of
J«(D), FF(D), and n(D) curvesin Fig. 1. Therefore, we
may conclude that y radiation produces recharge of the
defect states, thus increasing the degree of compensa-
tion and leading to nonmonotonic variation of the CdTe
solar cell parameters.

The fact of an increase in the degree of compensa-
tionisalso confirmed by dataon the effect of yradiation
on the capacitance—voltage characteristic C(V) of a
metal—oxide—semiconductor (MOS) structure based on
large-block p-CdTe films prepared using a technology
described in [11]. The characteristics obtained by
numerical modeling prior to exposure and after irradi-
ation to adose of D = 1.6 x 10% or 1.6 x 10" cm™
(case 1) are shifted to the right from the experimental
C(V) curves, while the characteristic corresponding to
aradiation dose of D = 8 x 10'” cm (case 2) is shifted
to the left from the experimental C(V) curve. From this
we conclude that, in case (1), the oxide—semiconductor
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Fig. 2. The dose dependence of theresistivity of y-irradiated
polycrystalline CdTe.

(ITO—p-CdTe) interface contains predominantly the
surface states of the donor type, whereas case (2) corre-
sponds to prevailing states of the acceptor type [12].
This conclusion is aso consistent with the above
assumption concerning an increase in the degree of
compensation with the growing radiation dose.

An analysis of Fig. 1 shows that V,, rather weakly
varieswith the dose, while J.;, FF, and n exhibit signif-
icant changes. This behavior suggests that the J(D)
variation plays a determining role in the nonmonotonic
dose dependences of FF and . A comparison of the
dose dependences of J.. (Fig. 1a) and p (Fig. 2) shows
that, while the former parameter increases only by
~15%, the latter value exhibits an almost tenfold
growth. Therefore, the growth of p(D) plays a deter-
mining role in the drop of V,.. Indeed, an increase in
p(D) leads to a growth in the dark saturation current
that dominates over the increase in Jo(D).

In conclusion, we have studied the effect of y radia-
tion on the properties of polycrystalline CdTe solar
cells. It was established that the main solar cell param-
eters exhibit a nonmonotonic variation with monotoni-
caly increasing dose. This behavior is attributed to a
nonmonotonic dose dependence of the minority carrier
lifetimeinthe base region. The short circuit current, the
fill factor, and the conversion efficiency of the y-irradi-
ated CdTe solar cells can be greater than the analogous
parameters of unirradiated devices.
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Abstract—A numerical-analytical method of R-functionsis used for thefirst time to solve the boundary value
problems of electrodynamics in the fractal regions of the Sierpiniski carpet and the Koch island types. © 2003

MAIK “ Nauka/Interperiodica” .

Asisknown, the boundary of amedium may signif-
icantly affect the structure of the electromagnetic field
and the character of propagation of the electromagnetic
waves because their interaction with the interface gives
rise to the phenomena of complete or partial reflection,
diffraction, etc. A possible approach to modeling of the
real interfaces consists in using the ideas of fractal
geometry [1, 2]. In this paper, we consider for the first
time the application of the R-function method (RFM)
[3] to solving the boundary value problems of electro-
statics and electrodynamics in the regions of fractal
geometry.

Let us define a compound region Q [0 R? with the
boundary 0Q in the form of a combination of primitive
regions {Q,} -, obtained using the set-theoretical
operations of intersection, combination, and comple-

mentation. We assume that the boundaries of these
regions are determined by implicit equations { w(x, y) =

0}r- 1, Where wy, > 0 for (x, y) 0Q | and w\, < O for

x,y) O Qx =Q, 0 0Q,. The RFM makesit possible to

construct an equation of the boundary, 0Qw(x, y) = 0,
where the function w is positive inside the region Q,
negative outsideit, and turnsinto zero on the boundary
0Q. The most commonly used set of R-functionsisthe
set R, with algebro-logical operationsin the form

foOf,=fo+ f—off1+ T3,

flljsz—(f_lDf_z), f_E—f

(D

L et us consider aboundary value praoblem in the region
Q 0O R? for electrostatics (the Poisson equation for an
unknown potential u)

Au= fOQ, (2

or electrodynamics (the Helmholtz equation for the

Hertz potential)
Au+Aiu =00Q, (©)]
with the Dirichlet boundary conditions
Ulgg = 0. (4)

We shall seek for a solution of the problem (2)—(4) in
the form of the Kantorovich structure [3]

u= wzciwia ©)
i=0

where ; are the known basis set functions and ¢; are
undetermined coefficients. Let us consider a solution of
the problem (2)—(4) in the form of (5) for the regions of
fractal geometry of the Sierpihski carpet and the Koch
island types[1].

The Sierpifhski carpet is constructed as follows. The
initial square is divided into nine equal squares and the
central oneisrejected. Applying this procedure to each
of the residual squares and infinitely repeating the pro-
cess, we arrive at a fractal object, known as the Sierp-
ihski carpet, with the fractiona dimension D =
log8/log3 = 1.893. Breaking theinfinite process at the
kth step, we obtain the kth-order prefractal. According
to [4], the boundary function of the Sierpifiski prefrac-
tal assumes the form

_ (%, y), k=0,
AN =B e DRy, k=12,

Fo (% y) = =3 w,[6arcsin[sin(3*'tx/2)] /T,
6arcsin[(3“ 'ny/2)] /], )
wo(x,y) = [(a°=x*) O(a’-y?)]/2a.
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Fig. 1. Level lines for (a) the function of the second-order
prefractal region of the Sierpihski carpet and (b) the poten-
tial distribution in the problem (2), (8).

Figure 1la shows the level lines of the boundary
function w, for the second-level prefractal of the Sierp-
ihski carpet.

By the same token, the Koch curve is constructed
from an initial segment by removing its middle part,
which is then replaced by the sides of the equilateral
triangle. Repeating this procedure with respect to each
of the obtained segments gives in the infinite limit the
Koch curve with the fractd dimenson D =

log4/log3 = 1.26. The boundary equation for the ini-
tial half-planey<0isw,=-y=0.

The RFM agorithm for the kth-order prefractal
(k= 1) includes two steps:

(i) R-disjunction of the function w,_,with reflec-
tion with respect to the liney = —x./3 + 3-1,/3:
A% Y) = 01 (% Y) Dol (-x—ya/3+3912,
(-x/3+y+3L/3)/2];

(ii) R-conjunction of the function w, with reflection
with respect to the line x = 342

(% Y) = Q% y) D@3~ x, ).

The Koch curve constructed on the sides of the equi-
lateral triangle gives a structure known as the Koch
island (or snowflake) [1]. The equation of aboundary of

Table 1. Relative errors of the differences between succes-
sive approximations u™ and uM-1)

oo e | o | oo
order 2M N+ 1 uM) _ M=) uM) —yM-1)
2 3 0.497 0.367
4 6 0.105 0.087
6 10 0.093 0.125
8 15 0.076 0.104
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Fig. 2. Level linesfor (a) the function of the third-order pre-
fractal region of the Koch island and (b) the fundamental
mode Eg; .

the Koch idand is obtained by applying three R-con-
junction operations to the functions of the Koch curves
rotated by 60° with respect to each other:

W, (X, Y) = w(y+ 32 x—3"/3/2)
Oy —-X3+3/2, (-x—y./3-31/3)/2]

D (-y—x/3+3/2, (-x+yJ/3-31/3)/2]].

Figure 2a shows the level lines for the third-order pre-
fractal for the Koch island constructed using the
R-operations of the system R (1).

We can seethat, in contrast to the fractal regions, the
prefractal regions have piecewise smooth boundaries.
Therefore, the basis set functions wys of the Kantorov-
ich structure (5) combine into a complete coordinate
system [3], which provides the convergence of the vari-
ation and projection methods of solving the boundary
value problemsin the regions under consideration. The
asymptotic behavior of the solution for the infinite
increase of the prefractal order is considered in detail
elsawhere [1].

Example 1. Let us solve the Dirichlet problem for
the Laplace equation (2) (f = 0) in the region deter-
mined by the Sierpifiski kth-order prefractal. In Eq. (2),
u isan unknown potential. We assume that the potential
f, isgiven at the external boundary 0Q, of theregion Q
and the potential f'isapplied to the internal parts of the
boundary 0Q' = 9Q\0Q:

_ Ofe, (X y) 00Q,,
g (xy) 00010,

Let us seek for an approximate solution of the problem
in the form of the Kantorovich structure

(8)

f'owy + fow

—, W = A{F).
Wy + W

N
u= wkzciwi"‘
i=0

Choosing the Legendre polynomials of the order 2M as
the basis set functions, ;, we can leave (owing to sym-

No. 12 2003



SOLVING THE BOUNDARY VALUE PROBLEMS OF ELECTRODYNAMICS 1057
Table 2. Eigenvaluesfor the Koch island and the majorizing round regions
\Y 2.405 3.832 5.135 5.520 7.016 8.417 8.654 10.174
R.J/A 3.760 5.984 5.987 9.390 9.719 10.573 11.198 13.301
VRIr 4.166 6.637 8.894 9.561 12.152 14.579 14.989 17.622

metry considerations) only terms of the even powers
with respect to both variables:

L, p(X y) = Ly(ax)Ly(ay), i+ = 0, M.

Here, the ordering function is k(i, j) = (i + j)(i +] +
1)/2 + j. We find the undetermined coefficients ¢, in the
solution structure using the Bubnov—Galerkin method.
To illustrate the convergence of the method, Table 1
shows the relative errors of the differences between
successive approximations u™, uM-9 in the uniform
and L, norms. Figure 1b displays the potential distribu-
tion for the second-order prefractal of the Sierpifiski
carpet typeforfy=0,f'=1, M =4 (N = 14).

Example 2. Let us solve the problem of calculating
the TM waves in aregular waveguide with a prefractal
cross section of the Koch island type. We find the solu-
tions (eigenfunctions) of type (3) with the boundary
conditions (4) with respect to the longitudinal compo-

nent of the electric field, u = E,, where JA isthetrans-
verse wavenumber. The solution structure assumes the
form (5) with w = W,.. We use the Mth order Legendre
polynomials asthe basis set functions. Figure 2b shows
the structure of the fundamental oscillation mode (Ey,
wave) for the third-order prefractal of the Koch island
type. The second linein Table 2 givesthefirst eight nor-
malized eigenvalues obtained for the following set of
parameters: the prefractal order, K = 3; the vertical size,

h = 10 mm; the horizontal size, | = 2h/J§ = 12 mm;

TECHNICAL PHYSICS LETTERS  Vol. 29

M =3 (N = 9). For arough estimate and comparison,
thefirst and thelast linesin Table 2 give the eigenvalues

of the majorizing round regionswith the radii R=h/./3
and r = h/3 (here, v are the zeroes of the Bessel func-
tions). It isinteresting to note that the eigenvalues cor-
responding to certain pairs of the eigenfunctions are
virtually degenerate. We have observed this effect for
various fractal parametersK.

The results of the numerical experiment lead us to
the conclusion that the RFM method is effective for the
regionswith fractal boundaries. The proposed approach
can be extended to a broad class of other fractal objects
and to the external prablems of the electromagnetic
wave scattering from fractal structures.
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Abstract—We have studied the transport of arelativistic electron beam with supercritical current in acylindri-
cal drift chamber in the presence of an ion flux. A theoretical analysis of the electron-ion flux dynamics was
based on the coarse particle PIC method (code SOM). Simultaneous injection of a supercritical electron beam
and a weak-current low-energy ion beam may result in the formation of avirtual anode in addition to the elec-
tron virtual cathode in a drift chamber. The virtual anode exhibits periodic pulsations. Numerical results
obtained for hydrogen and nitrogen ions show that the ratio of the frequencies of these pulsationsis inversely
proportional to the square root of the ion mass ratio. These oscillations of the virtual anode lead to temporal
modul ation, at the same frequency, of both electron and ion currents at the drift chamber output. © 2003 MAIK

“ Nauka/Interperiodica” .

According to the collective accel eration method [1],
ions are accelerated in a slow space charge wave. This
wave can be obtained by spatiotemporal modulation of
a high-current electron beam. A low-frequency modu-
lation necessary for the ion acceleration can be pro-
duced by passing the high-current electron beam (with
a current above the vacuum threshold) through a
plasma.

A possible physical mechanism of such modulation,
which was proposed by Balakirev et al. [2], is as fol-
lows. Consider a thin annular electron beam injected
into a cylindrical vacuum drift chamber. The limiting
(critical) electron beam current that can be transported
through this systemis[3]

le = mc3(y2%—1)*[2eIn(Rir,)], 1

where e and mare the electron charge and mass, respec-
tively; v, is the relativistic factor of electrons in the
beam; R is the drift chamber radius; and r, is the elec-
tron beam radius. Increasing the beam current above
the limit |, leads to the formation of a virtual cathode
(VC). lons present in such a system will be accelerated
in the VC field and driven to the region of minimum
potential. These ions will neutralize the volume charge
of an electron cloud in the VC region, which leads to
dissipation of the cloud. Breakage of the virtual cath-
ode stops the supply of ions to the VC region. As a
result, conditionsfor theV C formation are restored and
the process is repeated.

Let us consider a different mechanism of producing
low-freguency modulation, employing ions injected to
the drift chamber in the same direction as the electron
beam. The injected ion beam current is limited (by

analogy with the case of an electron beam) by acertain
critical value given by an expression analogous to for-
mula (1) for electrons [4]:

lg = MS(y?* = 1)*/[2eIn(R/r )], ®)

where M istheion mass, y; isthe relativistic factor, and
r;istheion beam radius. A comparison of expressions (1)
and (2) showsthat, even for the electron and ion beams
of comparable energy, the limiting ion current is signif-
icantly lower as compared to the electron analog,

l6/lee ~ ~/mM/M . At anion beam current abovel, apos-
itively charged cloud (caled virtual anode, VA) is
formed at the entrance to the drift chamber that reflects
the ion beam. The frequency of VA oscillations is sig-
nificantly lower than that of theV C oscillations. For the
ratio of ion and electron beam currents on the order of
the ratio of the corresponding critical values, we have

W/ W~ /MM (w, and w, aretheVA and VE oscillation
frequencies, respectively). The VA oscillations will
induce ion current oscillations at the drift chamber
entrance. This time variation in the charge compensa-
tion of the electron beam will result in arelated low-fre-
guency modulation of the electron beam. Below we
present the results of complete numerical simulation of
aV C dynamicsin the presence of low-energy ionsin a
cylindrical resonator.

The electron-ion flux dynamics was described using
the following physical model. Thin annular electron
and ions beams penetrate through a thin metal foil
transparent for both species and enter acylindrical drift
chamber of radius R and length L. The chamber is
exposed to an external magnetic field that is sufficiently

1063-7850/03/2912-0967$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Phase planes of momentum p versus longitudinal coordinate x for (1) electrons and (2) ionsin the drift chamber at various
moments of timet = 1.54 (a), 10.5 (b), and 23.97 ns (c). Ordinates of the points for ions are increased by afactor of /M/m.

strong to alow the motion of particles in the beams to
be considered one-dimensional. We assume the elec-
tron andion beam radii to coincide, r,=r; =r,, although
thisisnot aprincipal condition for the numerical simu-
lation algorithm. Generalization to the case of noncoin-
ciding beams is provided by introducing an additional
boundary condition.

The numerical simulation algorithm [5] is based on
the method of coarse particles [6] generalized to the
case of arbitrary sign of the particle charge. In arefined
version of the numerical code SOM, the accuracy of the
model is controlled taking into account the energy con-
servation law. The numerical analysis was performed
for the parameters of the experimental setup “Agat” [2]:
R=25cm; r, = 1.625 cm; electron beam current I, =
4.6 KA; electron beam energy eU, = 280 keV; L =
15 cm. For these drift chamber dimensions and electron
beam parameters, the critical electron current is |, =
3.8 kA. The plasma was simulated by injecting low-

TECHNICAL PHYSICS LETTERS  Vol. 29

energy (eU; = 28 keV) ions of hydrogen or nitrogen.
The ion beam current (I; = 92 and 25 A for hydrogen
and nitrogen, respectively) was selected so that the
unperturbed ion and el ectron current densitieswould be
approximately equal. As noted above, the radius of the
ion flux coincided with the electron beam radius. Under
these conditions, the critical ion currents (2) for hydro-
gen and nitrogenionsare l; = 3.2 and =0.87 A, respec-
tively.

The charge transport dynamics for the simulta-
neously injected electron beam and ion flux was as fol-
lows. Within atime on the order of 1 ns, aVC forms at
adistance of 1.0 cm from the left-hand end of the drift
chamber (Fig. 1a). At this time, the number of ionsin
the system is small and the system (vircator) parame-
ters are amost completely determined by the behavior
of electrons. The VC is dightly (by 0.2 cm) shifted
rightward from a position corresponding to the absence
of ionsin the drift chamber.

No. 12 2003
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Fig. 2. Time seriesillustrating the dynamics of (1) electron current, (2) ion current, and (3) total current at the resonator output;
straight line (4) shows the limiting electron current in the vacuum drift chamber.

Driven by the longitudinal electric field of the VC,
hydrogen ions are accelerated to an energy determined
by the VC potential that is approximately equal to the
primary electron beam energy. Reaching the bottom of
a potential well created by the VC, ions move without
acceleration, with an amost constant energy. Subse-
quently (Fig. 1b), the accumulation of ionsin the sys-
tem drives the electron VC to move inward the drift
chamber. As a result, the electric field strength in the
VC region drops and this formation exhibits partial
degradation, which leads to an increase in the output
current. In addition, conditions for the VA formation
are developed at the chamber entrance. This is evi-
denced by the appearance of slow ions at the entrance
and by a positive surface charge density.

The aforementioned factors result in that the VA is
formed in the system at t = 18 ns. At the same time, the
electronVCisvirtually completely broken. Subsequent
interaction of the electron and ion fluxes takes placein
the absence of VC. Strongly retarded electrons leave
the resonator with time and the newly injected ones are
decelerated to a much lower degree, while being
strongly thermalized. The typical pattern for a system
inthis stateis depicted in Fig. 1c. The VA exhibits pul-
sations in time, periodically vanishing and appearing
again, this leading to related pulsations in the curve of
input current and to modulation of the output electron
current of the vircator (Fig. 2). For hydrogen ions, the
frequency of these pulsations amounts to 300 MHz.

In the same way, we have performed anal ogous sim-
ulation for nitrogen ions injected to the same drift
chamber. The pattern of charge transport dynamics is
qualitatively the same as that for a hydrogen ion. The
frequency of pulsations at the drift chamber entrance
and exit decreases to 100 MHz, approximately in pro-

TECHNICAL PHYSICS LETTERS Vol. 29 No. 12

portion to the square root of the nitrogen to hydrogen
ion mass ratio. In contrast to the case of hydrogen ions,
the injection of nitrogen ions admits the regime with a
periodic appearance of the electron VC on the back-
ground of the VA pulsations. This process is signifi-
cantly slower than that described above, since it is
related to the ion flight time through the drift chamber.
The frequency of these electron VC pulsations is
approximately one-fifth of the ion VA pulsation fre-
quency.

The further system dynamics is determined by the
interaction between electron and ion beams. The total
and electron current at the resonator output exhibit
oscillations about equilibrium values, exceeding the
limiting electron current. The frequency of these oscil-
lationsissignificantly lower, while the amplitudeissig-
nificantly higher than thosein the case of asingle (elec-
tron) beam injection.

Thus, we have proposed and studied amechanism of
low-frequency modulation that can be used for creation
of aslow wavein collectiveion accelerators. The above
analysis was performed assuming the one-dimensional
motion of electrons and ions. Neglect of the transverse
motions in the ion beam propagating in the drift cham-
ber is acceptable for H? < (Mc%/e)(E,/R), which would
require applying an external magnetic field of
~100 kQe in the case of hydrogen ions. However, this
strong requirement can be significantly reduced if we
take into account that the joint injection of electron and
ion beams is accompanied by a significant decrease in
the strength of radial eectric fields. In our numerical
experiments, the ion current was selected so as to obey
the condition of compensation for the electron beam
charge. Thisis necessary for the VC compensation, but
this condition also significantly reduces requirements

2003
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to the magnetic field strength necessary to maintain the
equilibrium laminar ion beam motion.
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Abstract—The data of atomic force microscopy and ellipsometry reveal a difference in changes of the silicon
surface micromorphology, the refractive indices, and the extinction coefficients of silicon and sapphire in the
silicon-on-sapphire structures upon pulsed X-ray irradiation at E < 300 keV from the side of the silicon epilayer
and from the sapphire substrate. © 2003 MAIK “ Nauka/Interperiodica” .

Previoudly [1], we reported that exposure of a sili-
con-on-sapphire (SOS) structure to pulsed X-ray radia-
tion of “subthreshold” energies from the side of a hete-
roepitaxial silicon layer of this structure leads to a
change in the silicon surface microrelief. Here we
present new results obtained in the course of further
investigations of this phenomenon in SOS structures
with 0.3-um-thick n-Si(001) films grown by monosi-

lane pyrolysis on 470-um-thick a-Al,05(0112) sub-
strates. The control samples were (001)-oriented single
crystal silicon wafers (KEF-4.5 grade), also with a
thickness of 470 pm.

The samples were irradiated in air from the side of
the “device” silicon epilayer (side 1) or from the sub-
strate (side 2) by unfiltered pulsed X-ray beam gener-
ated by aTaanode. The average energy at the maximum
of the continuous X-ray spectrum (bounded at E <
300 keV) was 75 keV. The sampleswereirradiated in a
pulsed mode, at a pulse duration of 5 nsand arepetition
period of 300 s. The absorbed radiation dose per pulse
amounted to 30 r. The total dose was varied in arange
of D = 0-900 r by increasing the number of absorbed
radiation pulses.

Changes in the surface morphology of silicon epil-
ayers and control single crystal samples were studied
by atomic force microscopy (AFM). The AFM mea
surements were performed using a Smena-A instru-
ment (NT-MDT Company, Russia) and the data were
processed using an SPMLab 5.0 Analysis Only pro-
gram package (©Thermomicroscopes). In addition, the
refractive indices and extinction coefficients of silicon
and sapphire were determined from side 1 using a

LEF-753 ellipsometer operating at awavelength of A =
0.63 um.

The results of our experiments showed that irradia-
tion of an SOS structure from the side of the silicon
epilayer or from the substrate side changes the ampli-
tude of the surface microrelief and modifies the shape
of the distribution function of the lateral size of micror-
oughnesses on the epilayer surface (Fig. 1). Analogous
characteristics of the surface of control samplesirradi-
ated in the same regimes remained unchanged. The
characteristic feature of the observed effects is a
decrease in the height of microroughnesses on the sur-
face of “device” epilayersirradiated from side 1 and an
increase in this height upon the irradiation from side 2
(Figs. 1b and 1c).

It was found that the maximum height R, of micror-
oughnesses on the silicon film surface as a function of
the radiation dose can be approximately (to within
12%) described by a linear relation R, = R, + ab,
where Ry =51+ 4nmanda=-1.2 x 102 r for the
samples irradiated from side 1 and a = 6.1 x 102 r*
for the samples irradiated from side 2. The halfwidth
of the distribution function of the lateral microrough-
ness size in the “device” silicon epilayer also almost
linearly varies with the radiation dose. However, this
parameter always increases with the dose, irrespective
of the direction of X-ray irradiation. The slope of this
dependence is 0.3 r in the case of irradiation from
side 1 and 0.12 r in the case of irradiation from
side 2.

According to the ellipsometric data, X-ray irradia-
tion leads to an increase in the refractive index n in
both the “device” epilayer and the substrate, irrespec-
tive of the exposed side (Fig. 2). Here, adifferencein

1063-7850/03/2912-0971$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. AFM microtopographs and histograms of the lateral microroughness size distribution for SOS structures (@) in the initial
state and (b, ¢) upon pulsed X-ray irradiation to a dose of D = 900 r from (b) side 1 (epilayer) and (c) side 2 (sapphire substrate).

the irradiation mode is manifested only by changesin
the extinction coefficient k. In the substrate, k
decreases with increasing radiation dose in both vari-
ants, while k of the silicon epilayer increases with the
dose upon irradiation from side 1 and decreases upon
the exposure of side 2. To within the experimental
accuracy, the rates of variation of the extinction coef-

_ . . dkg  _ 1 .
ficient in both cases is D, = 1.4 x 10° rL This

behavior of the ellipsometric parameters of compo-
nents of the irradiated SOS structures are most proba-

TECHNICAL PHYSICS LETTERS  Vol. 29

bly explained by redistribution of the metal impurities
and electrically active defects between the epilayer
and substrate under the action of elastic waves arising
in sapphire in the field of ionizing radiation [1]. The
growth of k is evidence of an increase in the high-
frequency conductivity of the silicon film upon irradi-
ation.

The nonequivalent response of the SOS structure
components irradiated from sides 1 and 2 can be
explained by asymmetry of the distribution of the
absorbed X -ray radiation energy in depth of the compo-
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Fig. 2. Plots of the ellipsometric parameters n and k versus
radiation dose D for (a) silicon epilayer and (b) sapphire
substrate of SOS structuresirradiated by X-ray pulses from
sides1 (nl, kl) and 2 (nz, kz)

TECHNICAL PHYSICS LETTERS Vol. 29 No. 12

sition. In the case of irradiation from side 1, aminimum
in the absorbed energy (and, hence in the total ampli-
tude of excited elastic waves) takes placein the epilayer
and the adjacent substrate region. During theirradiation
from side 2, this zone is subjected to the action of a
wave field of greater amplitude (representing a super-
position of elastic waves generated in the whole vol-
ume of the sapphire substrate). In this case, mechani-
cal stresses of alternating sign not only activate the
channel of nonconservative rearrangement of defects
of the dislocation type in the epilayer [2], but addi-
tionally induce the microplastic deformation of sili-
con via dippage. Apparently, it is the latter process
that accounts for the observed differencesin the char-
acter of changes in the microrelief of “device” layers
in SOS structures irradiated from the sides of silicon
and sapphire.
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Abstract—The formation of thin organic films of copper phthal ocyanine (CuPc) deposited onto the surface of
gold-coated quartz crystal resonator was studied in situ under ultrahigh vacuum conditions by means of total
electron-beam-induced current spectroscopy in combination with deposit thickness determination by piezoc-
rystal microbalance technique. Variations in the fine structure of the total current spectra of CuPc layers of var-
ious thicknesses in the 0—8 nm interval have been analyzed and the electron mean free path in thin CuPc films
was determined as a function of the electron energy. For electron energies of 5.0, 7.2, 14.4, and 18.0 eV above
the Fermi level, the mean free path is 6.4, 3.9, 2.6, and 2.3 nm. © 2003 MAIK “ Nauka/Interperiodica” .

I ntroduction. Thin semiconducting organic filmsin
contact with inorganic materials exhibit special elec-
tron properties that make such systems new promising
materials for photovoltaic cells, light-emitting diodes,
and some other devices of molecular electronics [1-3].
The electron energy structure at the interface between
organic and inorganic materials, determining specia
features of the electron and photoel ectron properties of
such systems, can be successfully studied by methods
of electron spectroscopy immediately in the course of
deposition of the organic macromolecules onto inor-
ganic substrates [4—6]. It was established that the for-
mation of a potential barrier and the electron spectrum
is accomplished upon deposition of several monolayers
of macromolecules|[5, 7, 8].

In this context, it was of interest to determine simul-
taneously the parameters such as the thickness of a
deposited layer of organic molecules and the mean free
path of low-energy (025 eV) electrons. The use of low-
energy electrons excludes the possibility of electron-
stimulated decomposition of organic molecules in the
deposit. Thethicknessd of afilm deposited onto agiven
substrate is usualy estimated by measuring the thick-
ness of an analogous film formed on the surface of a
quartz crystal resonator situated in the same experimen-
tal chamber. However, in such cases one cannot be sure
that the results are correct because the sticking coeffi-
cients of organic molecul es on the resonator surface can
significantly differ from those on the sample surface.
This is aso valid for the electron mean free path L,
which is calculated based on the analysis of attenuation
(or amplification) of the intensity of characteristic lines
in the electron spectra of the substrate (or deposit),
depending on the film thickness [9-11].

In this study, a quartz crystal resonator was used as
the substrate for depositing organic molecules, as the

microbalance for simultaneously determining the
deposit thickness, and as the electrode for measuring
the total current spectra. This method excluded the
errorsin determining the film thickness and the electron
mean free path, related to a difference in the sticking
coefficients of molecules on the surfaces of a sample
and a quartz crystal.

Experimental. The experiments were performed
under ultrahigh vacuum (UHV) conditions in a cham-
ber evacuated to aresidual pressure of 5 x 108 Pa. The
substrate was a standard quartz crystal resonator with a
resonance frequency of 11.000045 MHz, a sensitivity
of 9 x 1010 g/Hz, and a surface area of 0.5 cm?. CuPc
molecules were deposited onto the resonator surface
covered with a 40-nm-thick gold layer. The gold film
ensured good conductivity and a high sticking coeffi-
cient. It was al so important that gold does not react with
adsorbed CuPc molecules and practicaly does not
modify their electron structure [5].

Sequential deposition of gold and CuPc layers onto
the quartz crystal resonator surface and parallel mea-
surements of the deposit thickness and the total current
spectrawere performed in situ. The molecules of CuPc
(Aldrich), evaporated from a Knudsen cell situated at a
distance of 10 cm from the substrate, were deposited at
an angle of 45° and a rate of 0.1 nm/min. CuPc mole-
cules have a molecular weight of 576 amu and possess
a chemical structure depicted in the inset in Fig. 1. In
order to determine the thickness of a film, it is neces-
sary to know the density of the deposit. According to
the data of tunneling microscopy [12], the area of a
CuPc molecule adsorbed on a solid surface is 1.9 nm?.
Assuming the height of the molecule to be 0.4 nm, we
estimate the molecular volume at 0.76 nm? and the den-
sity of CuPcin adeposited layer at 1.3+ 0.1 g/cm3. An
error of 3 Hz in the resonator frequency measurements
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corresponds to the CuPc film thickness determined to
within 0.05 nm.

The total current spectra were measured in the
course of the CuPc film deposition. During these exper-
iments, a beam of electrons with energies in the
0-25 eV interval and atotal current of about 10 nA was
incident perpendicularly to the sample surface and the
energy derivative S(E) = dI/dE of the total current I(E)
was measured in the sample circuit [13]. The position
of the primary peak in the SE) signal (called the total
current spectrum) corresponds to the vacuum energy
level E, for the sample surface. By measuring E,, vari-
ations in the course of deposition, it is possible to fol-
low changes of the el ectron work function W= E,, — E,
where E; isthe Fermi level of the system. A fine struc-
ture of the total current spectrum is determined by the
energy dependence of the éastic scattering of elec-
trons, related to the structure of the density of vacant
electron statesin the energy interval studied [13, 14].

For adeposited layer thicknessd < L, where L isthe
mean free path of electrons in the film, the measured
total current spectrum represents a superposition of an
attenuated spectrum of the substrate and a spectrum
characteristic of the deposited material. The intensity
S,(d) of asignal dueto the characteristic features of the
substrate is attenuated according to the law [10, 11]

Si(d) = Syoexp(-2d/L), )

where S, isthe initia intensity of the given character-
istic signal. Theintensity of features in the spectrum of
the deposited film increases as

S,(d) = Sp(1-exp(=2d/L)), )

where Sy, is the intensity of these features in the spec-
trum of amassivefilm (d > L). By simultaneously mea-
suring the film thickness and the total current spectra
and analyzing these spectrain terms of relations (1) and
(2), it is possible to determine the electron mean free
path L for the energies corresponding to the character-
istic featuresin the total current spectra.

Resultsand discussion. Figure 1 shows a sequence
of the total current spectra measured in the course of
CuPc deposition. Here, curve 1 is the spectrum of a
freshly deposited gold film characterized by an electron
work function of 5.3 eV (arrow 1 at the energy axis
indicatesthe position of the vacuum energy level for the
initial gold film). Curves 2—7 represent the total current
spectra measured for various CuPc film thicknesses
(0.25, 0.5, 1.25, 2.0, 3.0, and 6.0 nm, respectively). As
the deposit thickness grows, the spectra display a
decrease in intensity of the characteristic features of
gold (minimum a and maximum b in the region of 16—
18 eV) and the devel opment of astructure characteristic
of CuPc (the main peaksbeing A, B, and F at 5.0, 7.2,
and 14.4 eV, respectively). Here, peak A correspondsto
the upper energy level in the Tthand, while B and F rep-
resent the lower levels of the g, and o, bands of vacant
statesin CuPc [15]. It should be noted that the electron
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Fig. 1. Variation of thetotal current spectrain the course of
CuPc deposition onto gold-coated quartz substrate:
(2) freshly deposited gold film; (2—7) CuPc films with
thicknesses 0.25, 0.5, 1.25, 2.0, 3.0, and 6.0 nm, respec-
tively. Arrows 1 and 7 indicate the positions of vacuum
energy levels for the corresponding curves.

work function decreasesto 4.5 eV after deposition of a
1-nm-thick CuPc layer and then remains unchanged
during the subsequent increase in the CuPc film thick-
ness (arrow 7 at the energy axis indicates the position
of the vacuum energy level for the CuPc film surface).

The fine structure of the total current spectrum of
CuPc (peaks A, B, and F) is manifested at submono-
layer coverages, when only separate CuPc molecules or
their clusters are adsorbed on the gold surface. As the
adsorption coverage grows, the intensity of these struc-
tural features increases. This behavior of the spectrum
indicates that the electron structure of individual CuPc
molecules remains virtually unchanged in the course of
their aggregation into amassive film. An analysis of the
variation of intensity of the main peaksin thetotal cur-
rent spectra depending on the deposit thickness showed
that low-energy peaks exhibit a slower growth rate.

The differences are most clearly pronounced when
the experimental data are plotted on the semilogarith-
mic scale asIn(S/S,,) = f(d) for peak b and as In((Sy; —
S)IS,) =f(d) for peaksA, B, and F. These plotsare pre-
sented in Fig. 2, where curves 1-3 correspond to the
CuPc peaks A, B, and F, respectively, and curve 4, to
the substrate peak b. As can be seen, these semiloga-
rithmic plots can be approximated with a good accu-
racy by straight lines. By determining the slopes of
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Fig. 2. Semilogarithmic plots describing variation of the
intensity of peaks A (1), B (2), F (3), and b (4) in the total
current spectra shown in Fig. 1.

these lines, we can calculate the electron mean free
paths in thin CuPc films (L = 6.4, 3.9, 2.6, and 2.3 nm)
for the corresponding electron energies (5.0, 7.2, 14.4,
and 18.0 eV above the Fermi level). The observed
decrease in the electron mean free path is consistent
with the notions about an increase in the probability of
electron scattering with increasing kinetic energy (in
the energy range studied), assuming the el ectron—elec-
tron scattering with the excitation of interband transi-
tions [9, 16]. The absolute values of the electron mean
free path agree in the order of magnitude with the data
summarized in [9].

Conclusion. We have determined the mean free
path of low-energy electrons in thin organic films of
CuPcinsditu, inthe course of their deposition in vacuum
onto the gold-coated surface of a quartz crystal resona-
tor. The dynamics of variation of the total current spec-
tra, followed depending on the deposited film thick-
ness, reflects their structure of vacant electron states in
the energy interval from 5 to 25 eV above the Fermi
energy level. The electron mean free paths determined
from an analysis of the total current spectra amount to
L=6.4, 3.9, 2.6, and 2.3 nm for the electron energies of
E-E-=5.0,7.2, 14.4,and 18.0 eV, respectively. In our
experiments, the gold-coated surface of aquartz crystal
resonator (used for measuring the deposit thickness)
was simultaneously used as the sample for which the
total current spectra were measured in the course of

TECHNICAL PHYSICS LETTERS  Vol. 29
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CuPc deposition. This method eliminates uncertainties
related to the possible difference of the sticking coeffi-
cients of molecules on the surfaces of a sample and a
guartz resonator, influencing the results of the electron
mean free path determination.
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Abstract—The effect of the ion beam current density, varied within 4-15 pA/cm?, on the formation of metal
nanoparticles in asubsurface layer of SiO, substrates implanted with 30-keV Ag* ionsto adose of 5 x 10'® cm™
was studied by optical spectroscopy and atomic force microscopy techniques. An increasein theion beam cur-
rent density leadsto the formation of nanoparticles of agreater size asaresult of the glass substrate heating and
due to an increase in the diffusion mobility of implanted silver atoms. These results suggest the possibility of
controlling the dimensions of implanted nanoparticles in dielectrics by means of variation of the ion beam cur-

rent density during the process. © 2003 MAIK “ Nauka/Interperiodica” .

lonimplantation isatechnologically convenient and
effective method for introducing impurities into solids,
in particular, for the obtaining of composite materials
based on dielectrics containing dispersed metal nano-
particles[1]. Such compositesare promising materials
for ultrafast-response nonlinear optical devices deal-
ing, for example, with pico- and femtosecond laser
pulses [2, 3]. The synthesis of nanoparticles in dielec-
trics by ion implantation is a complicated process
depending on a large number of factors, including ion
energy, dose, type, and the dielectric matrix [4].
Recently, we have demonstrated that substrate temper-
ature isan important factor influencing the sizeand dis-
tribution of nanoparticles [5-8].

This study was aimed at determining the influence
of another implantation parameter—the ion beam cur-
rent density—on the formation of nanoparticles.

The substrates for the obtaining of composites were
made of asilicate glass (SIO,, Heraeus). The glass sub-
strates were implanted with 30-keV Ag* ionsto a dose
of 5x 10 cm, at anion beam current density variable
from 4 to 15 pA/cm?. The process was conducted in a
vacuum of 10~ Torr using an ILU-3 implanter system.
At the beginning of ion bombardment, the substrates
occurred at room temperature.

The optical properties of the metal-implanted com-
posite material (Ag:SIO,) were studied by absorption
spectroscopy. The measurements were performed on a
Perkin-Elmer Lambda 19 spectrophotometer. The sur-
face morphology of ion-implanted glasses was studied
on a Dimension 3000 scanning probe microscope
(National Instruments) operating in the atomic force
microscopy (AFM) regime in the tapping mode.

Figure 1 shows the optical transmission spectra of
synthesized Ag:SiO, composite layers. As can be seen
from these spectra, the samples exhibit selective
absorption in the visible spectral range, which isindic-
ative of the formation of silver nanoparticles in the
glass matrix and is explained by the plasma polariton
resonance of these nanoparticles [9]. The spectra are
typical of the silver nanoparticles in a SO, matrix,
while a shift of the resonance absorption band toward
long-wavelength spectral region with increasing ion
beam current density can berelated to an increasein the
nanoparticle size and in the efficiency of aggregation of
the implanted silver atoms[9].
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Fig. 1. The optical absorption spectra of SiO, implanted
with 30-keV Ag* ions at various ion beam current densities
(MA/cmA): (1) 4; (2) 8; (3) 12; (4) 15.
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Fig. 2. AFM images of the surface of SiO, substrates implanted with 30-keV Ag* ions at various ion beam current densities

(uA/cmz): (a 4; (b) 8; (c) 12; (d) 15.

Previously [10], the depth—concentration profiles of
implanted silver were computer-simulated using a
DYNA algorithm. The results showed that prolonged
ion irradiation (to adose of >10% cm) leads to a shift
of the maximum in the implanted silver concentration
profile toward the SiO, surface (to a depth of ~10 nm),
with a monotonic decrease of the metal concentration
in depth of the sample. The effective accumulation of
silver atomsto alevel exceeding the solubility limit for
this metal favors intensive nucleation and growth of
nanoparticles immediately at the glass surface. It
should be also noted that an important factor in the case
of high-dose implantation is the effect of surface sput-
tering. Estimates show that, in the ion bombardment
regime employed, the thickness of a sputtered glass
layer amounts to severa tens of nanometers[1]. Under
these conditions, we may expect that metal nanoparti-
cles can be exposed on the dielectric surface. Indeed, it
was demonstrated that, during the high-dose implanta-
tion of low-energy (<60 keV) Fe" ionsinto SIO, [11],
Ag'ions into Ta,0s, SIO,, SizN, [12, 13], and soda
lime silicate glass [14], and Cu?* ions into Al,O5 [15],
the formation of metal nanoparticlesisaccompanied by
the appearance of hemispherical protrusions on the
dielectric surface.

Figure 2 presents the AFM images of the SIO, sur-
face after implantation with Ag* ions at various ion
beam currents. In contrast to a smooth surface of the
initial glass, the morphology of ion-implanted samples
is characterized by the presence of hemispherical pro-
trusions reflecting the “emergence” of spherical nano-
particles to the surface as a result of glass sputtering.

TECHNICAL PHYSICS LETTERS  Vol. 29

This phenomenon providesfor a methodological possi-
bility of qualitatively estimating the dimensions of larg-
est nanoparticles synthesized in the subsurface layer.
As can be seen from Fig. 2, thereis aclear tendency of
the size of hemispheres to increase in the glasses
implanted at a higher ion beam current density. A com-
parison of the results presented in Figs. 1 and 2 shows
that an increase in the ion beam current density is
accompanied by a correlated variation of the optical
absorption spectrum (growth of the absorption intensity
and shift of the peak toward long-wavelength region)
and the AFM images (increase in the size of protrusions
indicative of coarsening of the nanoparticles).

The most probable factor responsible for the growth
of silver nanoparticles in the samples studied is the
increase in the glass substrate temperature during ion
implantation. Previously [6], we experimentally dem-
onstrated that the implantation of 60-keV Ag*ionsto a
dose of 4 x 10% cm at arelatively low ion beam cur-
rent density (3 pA/cm?) into silicate glasses maintained
at 20 or 60°C leads to the formation of greater particles
in the substrates heated to the higher temperature. The
results of theoretical modeling [8] indicate that, as the
temperature of an ion-irradiated glass matrix increases
from 20 to 100°C, the coefficient of silver diffusion in
the glass grows by at least three orders in magnitude.

The whole process of nanoparticle synthesis by ion
implantation can be divided into several stages, includ-
ing incorporation of accelerated ions, diffusion, nucle-
ation, and growth. In our experiments, all samples prior
to the implantation occurred under equal conditions at
room temperature. Different values of the ion beam
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current density imply adifferencein the number of ions
supplied to the target and in the energy flux that is con-
verted into heat. Thus, both the rate of substrate heating
(i.e., the temperature gradient) and the temperature of
glass are obviously higher under the conditions of
greater ion current density. According to our estimates,
an increase in the ion beam current density from 4 to
15 pA/cm? may increase the temperature of the sample
surface layer up to 80—100°C. Comparing these esti-
mates to the results obtained in [6, 8], we may ascertain
that temperature-enhanced (thermostimulated) diffu-
sion of metal in the glass takes place under the condi-
tions of implantation at elevated ion beam current den-
sities.

According to this, the higher temperature of the
glass matrix and the greater temperature gradient in this
matrix increase the diffusion mobility of silver atoms,
thus leading to their effective sink to the nuclei and,
hence, to coarsening of the nanoparticles (diffusion
growth). As aresult, a smaller proportion of implanted
silver atomsin the “hot” matrix (in comparison to that
in the “cold” samples) remain unattached to nanoparti-
cles and stay dispersed in the implanted layer. In addi-
tion, heating creates conditions for the coarsening of
nanoparticles due to the Ostwald maturation mecha-
nism, whereby smaller nuclei (possessing lower melt-
ing temperatures) dissociate into atoms and this mate-
rial is spent for the growth of other nanoparticles, this
also resulting in a decrease in their total number.
Apparently, under the implantation conditions studied
in our experiments, the substrate temperature not yet
reaches alevel at which there arises an effective diffu-
sion flow of incorporated atoms from the implanted
subsurface layer to deeper layers.

In conclusion, we have established that using higher
ion beam current densities during Ag* ion implantation
into glass leads to the formation of metal nanoparticles
of greater dimensions and even to their aggregation,
probably as a result of the substrate heating and an
increasein the diffusion mobility of incorporated silver
atoms. This effect suggests the possibility of obtaining
composite materials with the metal nanoparticlesizein
the subsurface layer controlled by variation of the ion
beam current density during implantation.
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Abstract—Quantum-confined InGaAsAlGaAsGaAs heterostructures for laser diodes emitting at A =
0.98 um, optimized to provide for reduced radiation divergencein the vertical plane and decreased internal opti-
cal losses, have been synthesized by metalorganic-hydride vapor-phase epitaxy. For the obtained laser diodes
the far field pattern full width at half-maximum in the vertical plane falls within 16°-19°, the internal optical
losses are about 0.7 cm™2, the internal quantum yield amounts to 97%, and the maximum continuous emission
power reaches 8.6 W. © 2003 MAIK “ Nauka/Interperiodica” .

Implementation of the concept of high-power semi-
conductor lasers, stipulating minimization of the inter-
nal optical losses in laser heterostructures [1, 2],
allowed high output powers to be reached [1-3] that
considerably expanded the field of possible applica-
tions of such lasers. However, traditionally low direc-
tivity of the laser emission [1, 2] hinders effective use
of the whole radiant energy. In this context, optimiza-
tion of the laser heterostructure design aimed at
decreasing the radiation divergence in the plane per-
pendicular to the p—n junction, while retaining low
internal optical losses, is currently an important task.

From the theory of planar dielectric waveguides, it
is known that the radiation pattern in the far field zone
is determined by the electromagnetic field profilein the
waveguide [4]. Several papers have been devoted to the
influence of the semiconductor heterostructure design
and parameters on the radiation pattern [1, 5-10]. In
particular, the effect of the optical mode tunneling into
the narrow-bandgap regions confined between wide-
bandgap emitterswas studied in [5-8]. Thisallowed the
far field pattern width in the plane perpendicular to the
p—n junction to be reduced to 15° [7]. Unfortunately,
high values of the optical confinement factors for
strongly doped wide-bandgap emitters hinder the
obtaining of minimum internal optical losses inherent
in high-power semiconductor lasers [1, 2]. The use of
narrow-bandgap insertsis effective only provided that a
considerable proportion of the optical mode is propa
gating in wide-bandgap emitters. In a structure with
increased waveguide width, this approach no longer
provides an effective solution of the problem. However,
the very fact of increased waveguide layer width allows
the radiation pattern to be narrowed and the internal
optical losses to be decreased [1].

It was theoretically demonstrated and experimen-
tally confirmed [1] that the only natural limitation in
further increasing the waveguide thickness is related to
the threshold conditions for the high-order waveguide
mode generation. One possible means of avoiding the
generation of high-order modes is to increase the
related absorption losses [1]. Using this approach
alowed a heterostructure to be created with a
waveguide width of 1.2 pum, for which the maximum
output radiation power in the continuous wave (CW)
regime was 10.9 W, the far field pattern width in the
plane perpendicular to the p—n junction was 36°, and
theinternal optical lossesfell within 1 cm[1]. Further
increase in the waveguide layer thickness determining
the appearance of high-order modes can be provided by
decreasing the difference between refractive indices of
the waveguide layers and emitters. However, this
method leadsto astrong decreasein the optical confine-
ment factor for the active region and, hence, to asignif-
icant increase in the threshold current [1] that is critical
for reaching the maximum | aser efficiency. For decreas-
ing this effect, it was suggested [11] to form an active
region comprising a quantum well confined between
layers possessing asmaller bandgap width as compared
to that of the waveguide layer. However, this method
also did not alow the threshold current to be reduced to
an acceptable level.

In [9, 10], a decrease in the radiation beam diver-
gence in the plane perpendicular to the p—n junction
was reduced based on the effect of leaky modes. This
approach alowed obtaining a radiation pattern width
on the order of 10° at an output power of 3W in amul-
timode CW generation regime using a mesastructure
with a strip width of 50 um.

1063-7850/03/2912-0980$24.00 © 2003 MAIK “Nauka/ Interperiodica’



This Letter demonstrates the possibility of simulta-
neously reducing the divergence of laser diode radia
tion in the plane perpendicular to the p—n junction and
decreasing the internal optical losses, while retaining
high output powers and low threshold currents.

Inthetheoretical part of thisstudy, we have modeled
the laser heterostructure design in order to select the
optimum parameters (thicknesses and bandgap widths
of emitters and waveguides) of epitaxial layersfromthe
standpoint of suppressing higher modes. Since the
heights of barriers formed by the breaks of conduction
bands and the vaence bands of the emitters and
waveguides influence the intensity of carrier leakage
from waveguide to emitter, these barriers cannot be
lower than a certain critical value characterized by the
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activation energy of this process. In turn, the depth of a
guantum well (QW) at a given bandgap width of the
waveguide determines the temperature sensitivity of
the threshold current.

Thus, selection of the solid solution composition for
the emitter and waveguide layers hasto be based prima-
rily on the condition of minimization of the leakage
currents and carrier gjection from QWs. Based on the
results of our previous investigations of the radiation
characteristics of laser diodes [12], we have selected
the following solid solution compositions:
Al 35Gag6,AS (Eg = 1.9 eV) for the emitter layers and
AlysGay7As (Eg = 1.8 eV) for the waveguide layers.
The results of calculations using the model of a planar
dielectric waveguide [4] showed that the far field pat-
tern full width at half-maximum for the fundamental
mode in the plane perpendicular to the p—n junction
amounts to 15° when the waveguide width is 4 pm.
However, the wave equation for this waveguide layer
thickness has three additional solutions corresponding
to high-order nodes. Thismay lead to an increasein the
radiation divergence if the threshold conditions are ful-
filled [1]. For this reason, the heterostructure design
with awaveguide width of 4 um was further optimized
S0 as to suppress the high-order mode generation.

We used the method of metal organic-hydride vapor-
phase epitaxy (MOVPE) to grow the separate confine-
ment laser heterostructures of the optimum design
determined in the course of modeling. The structure
comprised heavily doped N-Aly3GayeAs (N =
10 cmr®) and P-Alg3GayeAS (P = 10 cm®) emit-
ters (with silicon and zinc as the donor and acceptor
impurity, respectively), anintentionally undoped 4-pum-
thick waveguide based on the Al,;Ga,;As solid solu-
tion, and the active region formed by two strained
70-A-thick InGaAs quantum wells. After MOV PE syn-
thesis, the heterostructures were processed by the stan-
dard postgrowth methods [13, 14] with allowance for
the results of model cal culations so asto form mesastrip
heterolasers with a strip width of W = 100 pm and
Fabry—Perot resonators of various lengths within L =
10004000 um. Finaly, the diodes were mounted strip-
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Fig. 1. The plot of experimental inverse external differential
quantum efficiency 1/nq versus cavity length L.

downward on copper heat sinks and fixed with the aid
of an indium-based solder.

All devices were characterized by measuring their
output power—current (P—) characteristics in the CW
regime at a heat sink temperature of 20°C. These data
were used to determine the differential quantum effi-
cienciesand threshold current densities. Figure 1 shows
the experimental plot of inverse quantum efficiency
(1/ng) versus the cavity length L. Approximating this
dependence by astraight line and using the well-known
method [14], we determined the internal differential
guantum efficiency (n;, = 97%) and internal optical
losses (a; = 0.7 cm™). The low level of internal optical
losses achieved with the given heterostructure design
allows laser diodes with superlong cavities to be
obtained without significant loss in the external differ-
ential quantum efficiency. An increase in the cavity
length allows the laser diodes to be pumped by high
currents, thus significantly increasing the output power
and retaining high efficiency of electrical to optica
power conversion.

Investigation of the radiation characteristics of |aser
diodes with natural mirrors showed that maximum out-
put power inthe CW regime at aconstant heat sink tem-
perature of 20°C reached 4 W from one cavity edge
face and was limited by the catastrophic optical mirror
degradation (COMD). In order to avoid the COMD, the
laser edge faces were covered, by means of magnetron
sputtering, with Si/SIO, dielectric layers combining the
functions of mirrors and passive coatings.

Figure 2 showsthe typical plots of the output power
P versus pumping current for laser diodes with the cav-
ity length L = 4000 um and cavity edge faces bearing
antireflection (AR) and high-reflection (HR) coatings
with a power reflection coefficient of 5 and 95%,
respectively. The output radiation power in the CW
regime at a constant temperature (20°C) of the laser
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Fig. 2. The P curves measured in the CW regime for a
laser diode with a cavity length of L = 4000 um, a strip
width of W = 100 um, and AR(5%)/HR(95%) dielectric
coatings on the cavity edge faces. The measurements were
performed at a constant temperature of 20°C maintained for
(2) the heat sink and (2) the laser crystal.

crystal and the heat sink was 8.6 and 5.8 W, respec-
tively. A characteristic feature observed for all laser
diodes studied was saturation of the P—| characteristic
beginning at arelatively low pumping current density.
This saturation could not be avoided even by maintain-
ing the laser crystal at a constant temperature. This fact
indicatesthat adecreasein the external differential effi-
ciency with increasing pumping current was related
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Fig. 3. The plot of experimental threshold current density
Jin Versus inverse cavity length 1/L and its linear approxi-
mation (solid line) for laser diodes with a strip width of W =
100 pm.
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predominantly to the low efficiency of the charge car-
rier transport to the active region and, to alower extent,
to heating of the active region.

Figure 3 presents aplot of the threshold current den-
sity versus inverse length of the laser diode cavity. A
threshold current density for the infinite resonator
length amounted to 130 A/cm?. This threshold current
density does not exceed the analogous values for the
lasers with usual (extended) waveguide [12]. This fact
indicatesthat the proposed laser design allowsadropin
the optical confinement factor of the active region to be
successfully avoided.

Figure 4 shows the typical patterns of the radiation
intensity distribution in the far field zone in the plane
perpendicular to the p—n junction for various continu-
ous pumping currents. Thevalues of thefar field pattern
full width at half maximum (®_) amounted to 16-19°
in the entire range of pumping currents studied. These
data agree well with the results of theoretical calcula-
tions. Ascan be seen, neither the © value nor the shape
of these patterns (described with a high accuracy by the
Gauss curve) change significantly when the pumping
current is varied. This stability of the radiation pattern
is evidence of a single-mode character of emission of
the laser diodes in the plane perpendicular to the p—n
junction.

In conclusion, we have used MOV PE technology to
manufacture guantum-confined INGaAgAlGaAs/GaAs
heterostructures with the parameters optimized so asto
reduce the internal optical losses and decrease the radi-
ation divergence in the plane perpendicular to the p—n
junction. Based on these heterostructures, high-power
multimode laser diodes of mesastrip design operating
at A = 0.98 um have been obtained. The possibility of

1, a.u.

i

1
-50 -40 -30 -20 -10 0 10 20 30 40 50
@Dadeg

Fig. 4. Distribution of the laser radiation intensity in the far
zone in the plane perpendicular to the p—n junction for a
laser diode with L = 4000 pum operating in the CW regime
at various pumping currents | = 0.5 (1), 1 (2), 3 (3), and
5A (4). The corresponding full width at half maximum is
O =16.0° (1), 16.1° (2), 17.2° (3), and 19.2° (4).
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maintaining a single-mode lasing regime in the plane
perpendicular to the p—n junction is demonstrated, for
which the far field pattern full width at half-maximum
in the entire range of pumping currents is within 16—
19°. The maximum output radiation power in the CW
regime reaches 8.6 W at alaser crystal temperature of
20°C.
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Abstract—A new Mobssbauer technique for determining the uniaxial magnetic anisotropy constant in micro-
particles of powder-based permanent magnets has been developed and experimentally verified. © 2003 MAIK

“Nauka/Interperiodica” .

Thetechnology of anisotropic powder-based perma-
nent magnets includes alignment of the monodomain
uniaxial particles of a magnetically hard materia in a
magnetic field, followed by pressing the material in this
oriented state [1]. As aresult, the material acquires an
axial magnetic texture whose degree of perfection is
characterized by the texture scattering angle 6; or therel-

M
ative remanent magnetization m’ (M, and Mg being the
S

remanent and saturation magnetization, respectively).
Previoudly [2], we devel oped a method based on the

;
M
Using the results of that study, we propose a new tech-
nique for measuring the uniaxial magnetic anisotropy
constant K of the microparticlesof powder-based perma-
nent magnets. The K value determines the coercive force
and the specific energy of a permanent magnet [1].

Theinternal energy per unit volume of a permanent
magnet in the external magnetic field H is[1]

1 1 2
Ey 5 HM 5 NM?, (1)

where M and N are the magnetization and demagnetiza-
tion factors of the given magnet, respectively. Rotation
of the magnetization vectors of particlesrelativeto their
easy axes under the action of the field H is hindered by
the magnetic anisotropy energy [1]

E, = Ksin', )

where ¢ is a certain average angle of deviation of the
magnetization vectors from easy axes in the field H.
The balance of E, and E, valuesyields

M 6sshauer spectroscopy for determining 6, and

_ HM — NM?

K
2sin’ ¢

©)

Based on the conclusions derived in [2] and therelation
obtained in that study,

3 9k —12

8-12k _
cos et+m

coso; + m =0, (@]

we can determine the magnetic texture scattering angle
6, using the parameter k determined astheratio of areas
under the second and first (or fifth and sixth) lines of the
>"Fe MoOssbauer spectrum (K = Sys)/Syq). The sample
for Mdsshauer measurements represents athin plate cut
from amagnet in the plane perpendicular to the axis of
texture.:

Once the texture scattering angle 6; is known, it is
possible to determine the relative remanent magnetiza-
tionas|[2]

M, _ 1+ cos6;
— = . 5
v 5 (5)

The sample of atextured magnetic material can be
formally represented by a single crystal plate with the
magnetization vector Mg making an angle ¢, =
arccos( M,/My) with the normal to the sample surface
(Fig. 1a). Using this approximation, it is possible to
reduce the angles 6, between the axis of texture and
easy axesto an average angle ¢, which simplifies solu-
tion of the problem. By the same token, the relative
magnetization of a magnet in the field H applied along
the texture axis (Fig. 1b) can be expressed as

M _ 1+ cosb

M, 2

= cosd;. (6)

Using relations (3), (5) and (6) and taking into account

1 Demagnetization factor for athin plateis N = 1[1].

1063-7850/03/2912-0984%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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(a)
MS
5 b
(b)
H H
MS
b,
0
6, 1 b

Fig. 1. Distribution of the particle magnetization vector
directionsrelative to the texture axis in a powder-based per-
manent magnet (left diagrams) and in asingle crystal mag-
net with the easy axis making an angle ¢ with the normal
to the sample plane: (a) in the remanent magnetization state
(demagnetizing field assumed equal to zero); (b) in amag-
netizing field H applied along the texture axis.

that ¢ = d,— &, (Fig. 1), wefinally obtain
K = M cos¢,(H —M.cosd,)
25 (9o— 1)

The proposed method was verified on a 16BA-190
grade magnet based on barium ferrite BaFe; ;049 [3].
The sample had the shape of a 70-um-thick plate with
a diameter of 15 mm, cut from the magnet along the
plane perpendicular to the axis of texture. The measure-
ments in a magnetic field were performed using a
water-cooled solenoid. The source of y-quantawas>’Co
in a chromium matrix, with a beam divergence angle
not exceeding 5°.

Figure 2 shows the M dsshauer spectra of the sample
measured with and without applied magnetic field. The
spectra exhibit a superposition of five Zeeman sextets
related to iron ions in five magnetic sublattices of bar-
ium ferrite [4]. From these spectra, we have obtained
6, =40°, M,/M;=0.88, and ¢, = 28°. Inamagneticfield
withH = 2.1 kOe, the corresponding valuesare 6 = 19°,
M/Mg = 0.97, and ¢, = 12°. For the given magnetic
material, 41TiM, = 3000 G [3] and, taking into account
the relative remanent magnetization, Mg = 270 G. Sub-
gtituting these data into (7) yields K = 3.3 x
106 erg/cm?. This value coincides with the values of the
anisotropy constant obtained by thetorsional pendulum

(7)
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Fig. 2. >’Fe Mossbauer spectra of a 16BA-190 permanent
magnet measured (a) without applied magnetic field and
(b) inafield of H = 2.1 kOe parallel to the texture axis. The
direction of the beam of y-quanta coincides with the axis of
texture.

and the ferromagnetic resonance techniques for single
crystal ferrite BaFe; ;044 [5].

An advantage of the method described above is the
possibility to perform measurements on the commercia
samples, which is very important for testing permanent
magnets in order to control and optimize their technical
characteristics. Note that the proposed technique has
nothing preventing its use for determining the uniaxial
anisotropy constants of magnetically hard materials of
some other systems (Fe-Co—Ni—Al—-Cu, Fe-Co-Cr, €tc.)
widely used in permanent magnet technology [1].
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Abstract—Preliminary data on the synthesis and physical properties of polycrystalline Bi; gPbg 3Sr,Ca,CuzO,
high-temperature superconductors of low density with afoam-like microstructure are reported. © 2003 MAIK

“Nauka/Interperiodica” .

Recently, Reddy and Schmitz [1] reported on the
synthesis of a superconducting foam made of
Y Ba,Cu;0; high-temperature superconductor (HTSC).
Such afoam may be an ailmost ideal material for active
elements of fault current limiters, since critical currents
in the foam immersed in liquid nitrogen can signifi-
cantly exceed those in bulk HTSCs. This is explained
by the fact that the foam contains open pores which are
readily filled by a coolant (liquid nitrogen) that pro-
vides effective heat removal from the entire volume of
a material. In addition, a superconducting foam can
exhibit enhanced pinning due to a fractal structure [2],
which also increases the critical current and the levita-
tion force.

We have synthesized a low-density HTSC ceramics
with acomposition Bi, gPb, ;Sr,Ca,Cu;0,. The method
of synthesis of this bismuth-containing ceramics was
similar to that described in [3]. However, we modified
the final stage of annealing, so that the growth of HTSC
crystallites occurred predominantly in the ab plane.
Because of a random orientation of grains in a poly-
crystal, such a growth leads to an increase in the mate-
rial volume. In addition, calcium carbonate was com-
pletely decomposed during the final annealing stage.
The excess pressure of carbon dioxide also favors an
increasein the material volume. Asaresult, the density
of the material was 0.38 of the theoretical value for
Bi, gPhy 3Sr,Ca,Cus0, . Figure 1 shows an image of the
structure of amaterial under consideration, obtained by
the method of scanning electron microscopy (SEM).
The SEM measurements were performed on a REM-
100U scanning electron microscope operating at an

accelerating voltage of 30 kV and a x1000 magnifica-
tion. The samples were coated by a layer of aluminum
with athickness of several nanometers, since otherwise
the charge of the el ectron beam was accumulated on the
specimen surface in the course of SEM measurements.
The Al layer was formed by vacuum deposition. By
comparing the images obtained from the Al-coated and
uncoated samples, it was shown that the coating had no

KSTU* REM-100U* 30 kV x1000

20 um
[

Fig. 1. SEM image of a Bi; gPbg3Sr,CaCuz0, sample
with afoam-like microstructure.
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effect on the material structure. As can be seen from
Fig. 1, the material possesses a porous structure. The
size and morphology of pores do not significantly vary
within the image field, the pore size changing from a
few pum to several tens pm. The image exhibits scale-
invariant elements which are arranged regularly and
rather symmetrically. This conclusion is confirmed by
an analysis of the Fourier transform performed for a
large number of micrographs. The specific surface area
of the samples measured using the thermal desorption
of argon and calculated using the Brunauer—Emmet—
Teller equation was 6.5 m?/g.

Figure 2 shows the temperature dependence of elec-
tric resistivity p(T) of asample measured in atempera-
turerange of 77-300 K. The superconducting transition
temperature (“R = 0") is 107 K. Extrapolation of p(T)
from high temperaturesto T = 0 gives aresidual resis-
tance of p = O that indicates that the effect of grain
boundaries is negligible. Such a behavior of p(T) is
characteristic of single crystals[4]. Thisresult is rather
surprising, since the material represents a low-density
polycrystal. The absolute value of the electric resistiv-
ity p(T) has proved to be higher by one order of magni-
tude as compared to the values availablein the literature
for bismuth-containing HTSC single crystals [4]. How-
ever, we did not perform a correction of p with allow-
ancefor the actual cross section of our porous material.
In our opinion, thereisno sensein doing this unlessthe
problem of fractal dimensionality of our samples is
solved.

The temperature dependences of magnetization
M(T) of HTSC Bi; gPby3Sr,Ca,CusO, samples with a
foam microstructure, which were measured in zero-
field-cooling (ZFC) and field-cooling (FC) regimes (at
amagnetic field H = 13 Oe) are presented in Fig. 3 (cir-
cles) in comparison to the temperature dependences
M(T) of a powder-like bismuth-containing compound
prepared from the original foam (solid lines). The com-
parison shows that the diamagnetic response and a dif-
ference between the ZFC and FC procedures are greater
in the case of the sample with a foam-like structure.
This confirms a significant enhancement of pinning in
the porous quasi-low-dimensional material.

The levitation force (which depends directly on the
criticl  current and pinning force) of a
Bi; gPhy 3Sr,Ca,Cu;0, HTSC sample with a foam-like
structure was measured under the following conditions.
A permanent Nd—-Fe-B magnet (diameter d = 9 mm,
height h = 6 mm, and mass m = 2.97 g) was mounted
above the surface of a pelledé made of
Bi, gPhy 3Sr,Ca,Cu;0, HTSC (diameter D =22 mm and
height H = 6 mm). As a reference sample, we used a
Y Ba,Cu;0; pellet of high density (0.93 of the theoreti-
cal value) with the same dimensions, which was sin-
tered by the standard ceramic technology. The mea
surements were performed at the liquid-nitrogen tem-
perature. Repulsive force between the HTSC sample
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Fig. 2. The temperature dependence of electric resistivity
p(T) of a Bi; gPhy3SroCaCus0y HTSC sample with a

foam-like microstructure.
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Fig. 3. The temperature dependences of magnetization
M(T) of a Biq gPhg3SroCayCuz0, HTSC sample with a
foam-like  microstructure and a  powder-like
Bi; gPhg 3Sr,CayCu30, HTSC sample (filled circles and
solid lines, respectively).

and the magnet, measured as a function of the super-
conductor—magnet distance, is shown in Fig. 4. It can
be seen that, when interacting with the permanent mag-
net, the bismuth-containing superconductor with the
foam-like microstructure (Fig. 4a) and the yttrium-con-
taining ceramics (Fig. 4b) have practically the same
levitation force, although it is known that the maximum
levitation force is achieved in single-grain and single-
crystal HTSC samples of 1-2—3 superconductors [5].
Thus, despite arelatively low critical current density in
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Fig. 4. Levitation force as a function of the distance
between the Nd-FeB magnet and (8 a
Bil_BPbo_3S|’2Ca2Cu30X HTSC pellet with a foam-like
microstructure and (b) aY BayCuzO; HTSC sample of high
density.

our HTSCs with the foam-like structure at the liquid
nitrogen temperature (~50 A/cm?) and a low “filling
factor,” the levitation force turns out to be sufficiently
high due to strong pinning.
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Abstract—L ow-temperature field evaporation from [111ktepson the {112} tungsten surface has been studied
using thefield ion microscopy techniques. It isestablished that the atoms at kinks of the steps exhibit anomalous
stability with respect to field evaporation. This effect is related to the relaxation of atoms at the kinks. Using
geometric analysis of the ion images, the relaxation displacement component normal to the surface was cal cu-
lated for atoms at the kinks. © 2003 MAIK “ Nauka/Interperiodica” .

In recent years, development of the technology of
nanodimensional systems has led to extensive investige-
tion of afine structure of the surface atomic layers[1, 2].
Subatomic relaxational displacements of the surface
atomic layers determine to a considerable extent the
equilibrium shape of crystals. Investigations of the sur-
face relaxation phenomena by low-energy electron dif-
fraction (LEED) were mostly performed on flat close-
packed crystal faces, whereasvicinal (stepped) surfaces
were studied to amuch less extent. Difficultiesin deter-
mining the relaxation state of such surfaces by LEED
are caused primarily by arelatively small number of the
surface centers capable of scattering electrons. As a
result, the structure and rel axation state of only afew vic-
inal surfaces formed by regular parallel rows of atomic
steps have been experimentally studied so far [2, 3].

Experimental data characterizing the atomic relax-
ation at kinks of the steps are presently not available.
However, these very features of the surface morphol-
ogy control the kinetic processes on rea surfaces
including the surface self-diffusion and crystal growth.
Atoms at the kinks also determine to a considerable
extent the electron structure of real surfaces and their
physicochemical propertiesin strong electric fields. In
particular, kinks are effective concentrators of electric
fields, so that atoms at the kinks account for the main
contribution to the formation of images in a field ion
microscope.

Field ion microscope (FIM) is the instrument capa-
ble, by means of field evaporation, of reproducing the
configuration of surface steps with kinks and revealing
their fine structure on an atomic resolution level [4, 5].
Thelocal eectric field strength determining the bright-
ness and contrast of FIM images significantly depends
on the mutual arrangement of atoms at the kinks and on
the shape of the effective electron surface. However,
information on the atomic displacement component
normal to the surface cannot be presently extracted
from FIM images because of the absence of calibration

data concerning the relaxation of surface atomsat kinks
of the surface steps.

Quantitative information about the relaxational dis-
placements of atoms along the normal to the surface
can be obtained from an analysis of the surface atomic
topography formation in the course of the field evapo-
ration process [6]. In this context, we have studied the
kinetics of variation in the local atomic surface topog-
raphy near kinks of the stepson the {211} tungsten sur-
face. The results show that the atomic morphology of
the surface significantly depends on the relaxational
displacements of atoms at the kinks.

The study was performed on point samples prepared
by means of e ectropolishing from tungsten of 99.98%
purity. The measurements in FIMs were conducted at a
residual gas pressure on the order of 10° Pa, a helium
pressure of ~2 x 102 Pa, and a sample temperature
within 40-78 K. The point tip surface was initidly
cleaned by low-temperature field evaporation. FIM
images wereinterpreted within the framework of ageo-
metric model known to satisfactory reproduce the
atomic morphology of the crystal surface formed in the
course of field evaporation [4].

Figure 1 presents FIM images of the {211} W face
and shows schematically the corresponding arrange-
ment of surface atoms. Here, the sample with a curva-
ture radius of R = 15 nm was rounded by field evapora-
tion at 40 K. The { 211} W face comprises close-packed

[1110atomic rows spaced by a./2. There are two pos-
sible geometries of kinks on the steps parallel to the
[111[close-packed atomic chains on the {211} W face,

representing kinks of the (112)[111] and (112)[111]
types. These kinks are dissmilar because {111} planeis
not amirror-reflection plane. In the notation adopted, the
vector [11100ndicates the “ step down” direction. Under
the conditions studied, the FIM resolution is dlightly
below 0.27 nm. Asaresult, the images of separate atoms
in close-packed chains partly overlap (Fig. 1¢).
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Fig. 1. FIM images (a) before and (b) after field evaporation
from steps on the (112)W surface and (c) schematic dia-
gram of the arrangement of surface atoms.

It was found that atoms at the (112)[ 111] kinks are
anomalously stable with respect to field evaporation:
the evaporation rate of such atomsis5—7 timeslower as
compared to that for other atoms on the same [111[]
step. After removal of the previous {211} atomic layer,
field evaporation from a close-packed chain never
begins (as it might be expected based on the general

theory of evaporation) at the (112)[111] kink: a new
stage of the layer-by-layer field evaporation process
usually begins with detachment of the next neighbor—
the second atom counting from the kink edge. This is
manifested by a dark gap on the previously unresolved
atomic step. Such agap is aready present in the initial
FIM image, asindicated by arrow A in Fig. 1c. Further
exposure to the electric field with a strength of
57.5V/nm led to the regular evaporation of four atoms
at the kinks of steps on the (112) face and to anomalous
evaporation of the next neighboring atom at the

(112)[111] kink (indicated by arrow B in Fig. 1c).

In terms of the geometric model, the fact of anoma-
lous field evaporation implies that atoms at the kinks
and their nearest neighbors exhibit mutual displace-
ment along the normal to the surface. Small relax-
ational displacementsin the direction perpendicular to
the surface, observed for atomson astep, result in atan-
gential shift of the evaporation site. This effect is anal-
ogous to the so-called indirect magnification phenome-
non that is widely used in interpretations of the FIM
images of lattice defects [4]. The tangential shift of the
coordinate of the evaporation site is minimum, amount-
ing to a/2[1110] In the vicinity of the crystallographic
pole of alocally spherical sample, the mutual normal
displacement U, of neighboring atoms at the kink and

on the step is UX® = d,, L/2R, where L is the length of
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the step under consideration. In our experiments, the
L/R ratio was within 0.075-0.120 and, accordingly, the

average value of UX® was 0.014 + 0.005 nm.

An analysis of the arrangement of atoms before and
after field evaporation (Figs 1la and 1b, respectively)
shows that the appearance of a dark gap on the FIM
image of the step is not related to atangential displace-

ment of end atoms in the (112)[111] chain. In these
FIM images, the positions of all atoms near the kink
remain unchanged. This excludes the possibility that
the dark gap has been formed due to a displacement of
the end atom of the step along the surface to a position
stabilized by the electric field.

The process of relaxation of atoms at the kinks has
never been studied by any experimental methods.
Recent investigations of the stepped surfaces of fcc met-
als[3] showed that atomic relaxation on the stepsis sig-
nificantly higher as compared to that on relatively close-
packed smooth surfaces. A difference between the
relaxed and unrelaxed electron densities leads to an
additional potential difference, resulting in displacement
of a surface atom inward the metal. This phenomenon
isdirectly related to “ smoothening” of the electron sur-
face [7]. The effect has to be more pronounced for the
open surface configurations, such asthekinksof stepson
aclose-packed {211} surface studied in our case.

To summarize, we have observed anomalies in the
low-temperature field evaporation from {211} W sur-
face, related to the displacement of atoms at the kinks
of stepsin the direction of normal to the surface. It was
demonstrated that this effect can be used for quantita-
tively estimating the differential atomic displacements.
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Abstract—We report for the first time on the laser radiation generated in erbium vapor, whereby the upper
laser level in Er atom is populated dueto collisional excitation transfer from the resonance levels of Tm atom.

© 2003 MAIK “ Nauka/Interperiodica” .

The possibility of creating lasers employing the
energy exchange between the upper levels of two dif-
ferent atoms was originally pointed out by Petrash [1],
who proposed using amixture of sodium and potassium
vapors, but a laser implementing this scheme has not
been created so far. We have attempted to realize this
idea. For solving this problem, most promising atoms
are metals of the lanthanide group possessing a rich
structure of atomic levels. This circumstance increases
the probability that collisional transfer of the excitation
energy between different metal atoms will involve
acceptor levels with a small energy difference (AE <
kTg) relative to the donor level.

For this experiment, we have selected thulium (Tm)
and erbium (Er). Asisknown, athulium vapor laser [2]
has 17 lasing transitions, in 16 of which the upper laser
levels are populated due to collisional excitation trans-
fer from close-lying resonance levels with energy dif-
ferences within AE = 27-700 cm™. This is the first
report on laser radiation generated in erbium vapor.

Since the temperatures of equal saturated vapor
pressuresin thulium and erbium vaporsin the region of
pressures about 1 Torr differ by ~500 K, the necessary
temperature profile in a gas discharge tube (GDT) was
provided by an external heater. The GDT was made of
alundum and had adiameter of 12 mm and atotal active
region length of 500 mm. The aliquots of thulium were
placed in a 250-mm-long central zone of the GDT,
while erbium occupied two 125-mm long zones at the
tube ends. The buffer gas was helium at a pressure of
3 Torr. The temperature in the discharge channel was
monitored by an optical pyrometer of the “Promin”
type.

The pumping source was based on a hydrogen
thyratron of the TGI1-1000/25 typefeaturing direct dis-
charge of a 14-kV storage capacitor with C, = 2.35 nF
to the GDT. The pulse repetition rate was 5 kHz. The
laser cavity was formed by two plane Al-coated dense
mirrors. The laser radiation was extracted through a
glass plate arranged in the cavity at an angle of 45° to

the optical axis. The output radiation was monitored
using a system comprising a monochromator
(MDR-23), a photomultiplier (FEU-62), and oscillo-
graphs (S1-75 and Tektronix TDS 3032).

The experiment was carried out asfollows. First, the
GDT was charged over the entire length with erbium
only. The external heater was switched so asto provide
for auniform GDT heating and the possibility of lasing
in erbium vapor was studied at an erbium atomic den-
sity of up to 5 x 10'® cm=3. However, our attempts to
generate laser radiation under these conditions were

E, 103 cm™!
26 54,652 - 657 6p32
1058.9 nm
25+
o
15 i 5d5/2 632
ol Tm Er 4f126s2

Fig. 1. Schematic diagram illustrating population of the
upper laser level in erbium atom. The double arrow indi-
cates the lasing transition.
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Fig. 2. Oscillograms of the (1) current and (2) laser radia-
tion pulses.

unsuccessful. Then, thulium was placed in the central
zone as described above, while erbium was placed at
the tube ends. The external heater maintained atemper-
ature of 1100°C in the central zone (that corresponded
to the density of thulium atomsny,,, =5 x 10'® cm) and
1530°C in the end zones (the corresponding density of
erbium atoms being ng, = 2.7 x 10'> cm3).

The results of our experiments showed the genera-
tion of four emission lines corresponding to thulium
atoms (with the wavelengths of A = 1069, 1101, 1310,
and 1338 nm) and one more line with A = 1058.9 nm,
which did not belong to thulium and was observed only
in the presence of erbium vapor.

An analysis of the published data [3-5] showed that
the observed line belongs to the atomic transition in
erbium between a level of the configuration

4f11("19,, )6526py, With an energy of 25942.577 cm
and alevel of the configuration 4f11(*1%,,, )50s,,65 with
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an energy of 16501.416 cm. The upper laser level
attributed to erbium has the same parity as the ground
level. Figure 1 shows the proposed scheme of occupa
tion for this upper level. Apparently, the upper laser
level is populated from three resonance levels of thu-
lium with the energies E = 25745, 25717, and
25656 cm via the reaction of collisional excitation
transfer,

Tm* + Ery — Tmy + Er* £ AE,

where Tm,, Tm*, Er,, and Er* arethe atoms of thulium
and erbium in the ground and excited states, respec-
tively.

The efficiency of this lasing process is determined
by the following factors: (i) relatively small energy dif-
ferences, AE = 200-300 cm?; (ii) a high rate of popu-
lation of theindicated resonance levelsfrom the ground
state by electron impact in the gas discharge. The laser
pulse position, corresponding to thetrailing front of the
pumping pulse (Fig. 2), indicates that the upper laser
level is populated via collisions with heavy (meta)
atoms|[2].

Thus, we have realized an original scheme of pump-
ing with the excitation transfer between atoms of differ-
ent components of the active medium.
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Abstract—Autosolitonswith the charge carriers self-reproduced by impact ionization of the deep acceptor lev-
elsof indiuminsiliconinastrong electricfield at 77 K have been experimentally detected and studied. A model
describing the excitation of such impact-ionization autosolitons is proposed, in which the activating factor is
the free charge carrier density and the inhibiting factor is the carrier temperature. The existence of such auto-
solitons is determined by the condition that the region of high carrier density at the autosoliton center does not
expand because the outdiffusion of carriers is equilibrated by their supply through thermodiffusion. © 2003

MAIK “ Nauka/Interperiodica” .

Semiconductors and semiconductor structures are
the most convenient model systems with an active
kinetic medium (nonequilibrium electron—hol e plasma)
for investigation of the mechanisms of formation and
evolution of spatialy isolated (solitary) dissipative struc-
tures—autosolitons [1]. Autosolitons of the ionization
nature have been experimentally studied in [2—4]. It was
demonstrated [2] that the electron—hole plasma gener-
ated by impact ionization in n-GaAs films exhibits sep-
aration into current columns (high-density plasma) and
electric field striations (low-density plasma). Autosoli-
tons of the spike type excited by localized light pulses
were detected in silicon p——-n structures [3]. Pulsed
autosolitonswith the charge carriers self-reproduced by
impact ionization of excitons in a strong electric field
were studied in silicon [4].

This Letter reportsthe results of experimental detec-
tion and investigation of autosolitons with the charge
carriers self-reproduced by impact ionization of the
deep acceptor levels of indium (g, = 0.16 eV) in silicon
in astrong electric field at 77 K.

The investigation was performed on the samples of
compensated p-SidnCOwith an impurity concentration
of Ny — Np = 6.0 x 10* cm3. The sampled had the
shape of rectangular plates of dimensions 5.4 x 1.8 x
0.4 mmwith thelarge (5.4 x 1.8 mm) face oriented per-
pendicularly to the [111] direction. The antiblocking
(p*—p) contacts were created by depositing and fusing
aluminum (or auminum foil) into the large faces.
These contacts exclude the influence of the transition
contact characteristics on the current kinetics during
charge carrier generation—recombination processes in
the bulk [5]. A necessary condition isthat T < 1, (t and
T, are the characteristic time of the generation—recom-
bination process development and the carrier flight
through the sample, respectively). In order to exclude

the surface effects, the contacts were applied onto the
opposite sample faces with 0.25-mm-wide edge mar-
gins. The dynamical current—voltage characteristics
were studied by applying single saw-tooth-shaped
pulses of various slope in the regime of voltage genera-
tor. The current instability development was studied by
applying rectangular pulses with a duration of up to
50 ps. Inhomogeneous current density distribution in
the sample was studied using a sectioned cathode con-
tact.

At low temperatures, the main mechanism responsi-
ble for an increase in the conductivity of silicon with
deep impurity levels in a strong electric field is the
impact ionization observed at an electric field strength
of 103-10* V/cm [5]. In addition to this, there are sev-
eral other mechanisms also capable of increasing the
charge carrier density in response to increasing field
strength. These are the injection of minority carriers
and the generation of mgjority carriersin the case of a
space-charge-limited current. Another important factor
is an increase in the hole density during thermal-field
carrier production, which aso grows with the field
strength (the Poole—-Frenkel effect). In this case, the
electric field changes the maximum energy barrier
height by

Ae = —e(eE/me)"?, (1)

where E isthe electric field strength and € isthe dielec-
tric permittivity of silicon. Dependence of the thermal-
field carrier generation rate on the el ectric field strength
is described by an exponential function of the quantity
Ag/KT,. Inthe case of an attractive center under consid-
eration, this quantity can be expressed as follows [5]:

Ag/KT, = —O.84(E/104)ﬂ2(300 KITy), 2
where T, is the lattice temperature.
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Fig. 1. Dynamica current—voltage characteristic of the
sample (arrows indicate the forward and reverse branches).
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Fig. 2. Dynamica current—voltage characteristics (1, I1, V)
measured using various parts of a sectioned cathode
contact.

An analysis of the character of the charge carrier
density variation at various rates of increase of the elec-
tric field strength showed that the Poole—Frenkel effect
isinsignificant when the applied voltage grows at arate
of not less than 40 V/us. Thisis related to the fact that
the sample temperature cannot significantly increase
within a short time under adiabatic conditions; at the
same time, the role of this effect grows with the liber-
ated Joul€e’'s power. The main mechanism accounting
for an increase in the majority carrier density in this
case is the impact ionization of impurities. At a field
strength sufficient for the effective impact ionization,
the density of free carriers is determined by a balance
between the rates of trapping, impact ionization, and
thermal-field generation.

Figure 1 shows the typical dynamical current—volt-
age characteristic measured at a ramp voltage slope of
50V/us. A characteristic feature of this curveisthat an
increase in the applied voltage is accompanied by cur-
rent spikes formed in a threshold manner. The number
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of current spikes in the system increases with the elec-
tric field strength. Investigation of the current—voltage
characteristicsin various regions of the sample (using a
sectioned cathode contact) showed that the threshold-
like current spikes arisein variousregions of the sample
(Fig. 2), despite being quite similar in shape and elec-
trical characteristics.

As the ramp voltage slope decreases, the current—
voltage characteristics exhibit a change. The impurity
ionization voltage drops and the J(E) curve exhibits no
sharp features, which is explained by Joul€'s heating of
the lattice and by thermal-field ionization of impurities.
This suggests that, as the | attice temperature increases,
the regime of impact ionization is replaced by the ther-
mal-field ionization. This factor may also explain the
shape of the reverse current—voltage characteristics
exhibiting a hysteresis when the electric field strength
is decreased. The results of these measurements
showed that the higher the power of ionization losses,
the lower voltages correspond to adrop in the hole den-
sity. At an electric field strength below the impact ion-
ization threshold, therole of the Poole—Frenkel effectis
till significant but not as large. As was demonstrated
in [6], the hole density at low temperatures in indium-
doped silicon increased no more than three times when
the electric field strength was increased from 10° to 4 x
103 V/cm.

The decay of current in the regions of ionization
during the field growth is explained by the scattering of
holes on phonons and by a decrease in the carrier
mobility dueto Joul€'s heating of the ionization region.
In silicon exposed to an electric field at T > 77 K, a
dominating factor is the scattering on the acoustic-
strain and optical potentials, whereby the carrier mobil-
ity decreases with increasing field strength. Thisis con-
firmed by the temperature dependence of the conduc-
tivity measured at various values of the applied field
strength.

The above results can be consistently interpreted
based on the model of a static autosoliton with local
self-reproduction of charge carriers [1]. The autosoli-
tons can be spontaneously excited on inhomogeneities
intheimpurity distribution or on some other inhomoge-
neities leading to theimpact ionization in local regions.
According to this plasma separation mechanism, the
activating factor is the free charge carrier density (p),
while the inhibiting factor is the carrier temperature.
The positive feedback with respect to the activator is
related to increasing dependence of the rate of ioniza-
tion of the deep impurity levels, since the ionization
rate is a sharply increasing function of the carrier den-
sity. The damping role of the inhibitor is related to a
decrease in the charge carrier temperature during their
scattering on phonons, which limits the impact ioniza-
tion rate. An increase in the temperature in the regions
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of lattice autosolitons additionally decreases the charge
carrier energy.

Distributions of the density and the energy flux of
carriers for autosolitons in the system studied are
described by the diffusion equations. In the model
under consideration, abifurcation parameter isthe elec-
tricfield strength, o = 1/t < 1, and theratioe = I/L can
be either greater or smaller than unity, depending on the
system parameters (T, and | are the characteristic time
and length of the carrier density variations, respec-
tively; 1y and L are the characteristic time and length of
variations in the average temperature of the charge car-
riers).
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Abstract—Behavior of the rotational viscosity coefficient of a nematic liquid crystal of the N8 type and its
solution in anonmesogenic solvent (benzene) has been studied under the conditions of variable thermodynamic
state parameters (p, T). © 2003 MAIK “ Nauka/Interperiodica” .

Investigations of the dissipative properties of liquid
crystals (LCs) and their solutionsin the region of exist-
ence of amesophase are of interest from the standpoint
of both basic and applied research. While the molecu-
lar-kinetic, thermodynamic, hydrodynamic, and other
physicochemical properties of various LCs have been
rather exhaustively studied and extensively reported in
the literature, the number of publicationsdevotedto LC
solutionsis very restricted.

Below we present the results of experimental mea-
surements of the ratio of the rotational viscosity coeffi-
cient to the diamagnetic susceptibility (y,/Ax) for a
nematic liquid crystal (NLC) of the N8 type and a solu-
tion of this liquid crystal in benzene (N8—CgHg, 7 : 1,
w/w) in a temperature interval from 292 to 343 K at
pressures of up to 110 MPa. The N8 liquid crystal com-
position represents a eutectic 2 : 1 (w/w) mixture of
H-1-n-p-methoxybenzylidene-p-butylaniline (MBBA)
and H-3-n-p-ethoxybenzylidene-p-butylaniline (EBBA)
components.

The thermodynamic properties of N8 have been
guite exhaustively studied [1, 2]. ThisNLC has abroad
temperatureinterval of existence of amesophase (from
26310326 K at atmospheric pressure). According to the
optical data, adding a nonmesogenic solvent to N8
leads to a decrease in the temperature of the phase tran-
sition from NLC to an isotropic liquid.

Theregionsof existence of amesophase for both N8
and its solution under pressure were determined from
the experimentally measured val ues of acoustic param-
eters. In the pressure range studied, the behavior of the
NL C-isotropic liquid transition temperature T(P) for
both pure N8 and its benzene solution can be quite ade-
guately described by the linear relation

_ o 4T
Tc(P) - Tc+dPP1 (1)

where dT/dP = 0.29 K/MPa

Under the action of an external magnetic field,
NLCs acquire an ordered oriented structure. Ininitially
unoriented relatively large (I = 102 m) NLC samples
with dimensions exceeding the magnetic coherence
length, application of a magnetic field leads to reorien-
tation of the LC director n along the field. This motion
of the director is hindered by the presence of viscosity
and defects, but with time the director isaigned in the
field direction and the NLC acquires a monodomain
structure.

The relation between a change in the coefficient of

ultrasound absorption in an applied magnetic field and
the LC director orientation in the nematic phase is as

follows [4]:
1- /e—_arccosA/g_
O _ vy N1—e
f2 1-€ @
1+e_‘_§ L_arccong_
2 2\1-¢
+b . ,
(1-e)

where e = exp[-2t/t,]; T, = 2/uy, is the director relax-
ation time; and c*, a, and b are the parameters of angu-
lar dependence of the absorption coefficient (per square
frequency). The value of this parameter is a/f2 = c* +
a + b for an NLC oriented aong the wave vector, and
ay/f? =c* + 1/3a + 1/5b for an unoriented NLC.

The measurements were performed using a fixed-
distance pulse technique described in [3]. The experi-
mental time variation of the a/f? value (Fig. 1) corre-
spond to a model underlying formula (2). Using the
relaxation times t1,, calculated from these data (1, =
va/AxuoH?), we determined the y,/Ax ratios for various
values of the state parameters (P, T). The results of

1063-7850/03/2912-0996%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Time variation of o(t)/f?for N8 at B=0.052T, P=
0.1MPa, T=315K, andf= 6.5 MHz.
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Fig. 2. The plots of y;/Ax versus temperature for N8 at P =

30 (1) and 110 MPa (2) and for the N8 solution in benzene
at P=0.1(3), 30 (4), and 110 MPa (5).

these calculations for some pressures and temperatures
are presented in Fig. 2. The temperature dependences
of the y,/AAX ratio at various pressures are exponential,

Vi_
AX
where A is the constant factor representing the individ-

ual characteristic of agiven NLC (for N8 and its solu-
tion, this quantity is independent of the pressure and

E
Aexpﬁ_l—_, (3)

The activation energies for N8 and its benzene solution at
various pressures

P, MPa E, Ii\.lllgmol ng slfllllrﬁgn
0.1 35.8 -
10 36.1 -
30 36.8 38.3
50 374 38.8
70 38.1 395
20 38.8 40.1
110 394 40.8
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temperature), E isthe molar activation energy, and Ris
the universal gas constant. The values of activation
energies for N8 and its benzene solution at various
pressures are given in the table.

The activation energy can be represented as alinear
function of the pressure, E = E, + dE/dP(p — py), Wwhere
E, = E(py) is the activation energy at normal pressure
and dE/dP is the activation volume. In the interval of
temperatures and pressures studied, the latter parameter
for N8 and its solution is 33 and 32 cm3/mol, respec-
tively, which amounts to approximately 11% of the
molar volume.

A successful semiphenomenological theory of the
rotational viscosity has been developed by Diogo and
Martins [5] based on the Mayer—Saupe mean field
approximation. Thistheory givesthe following expres-
sion for y;:

r£S, _6S [
kT T-T*

Y1 = qS’exp 4)

where g and 6 are constant coefficients; S= [3/2cos’y) —
1/20is the Tsvetkov orientational order parameter
(degree of orientation); and T* is the temperature of
“freezing” of the director rotation. In formula (4), the
product g corresponds to quantity AAx in our nota-
tions. Since A is constant for a given NLC, the degree
of orientation far from the phase transition is S ~ Ax.
The temperature dependence of y; is determined by two
exponential terms containing three fitting parameters
(g, 8, and T*), which cannot be determined in indepen-
dent ways.
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Abstract—The possibility of acontinuousfeedback control of chaosin an electron beam with supercritical cur-
rent is considered within the framework of a hydrodynamical model of the Pierce diode. A method for control-
ling chaotic dynamics through stabilization of an unstable equilibrium state in a distributed active medium is

proposed. © 2003 MAIK “ Nauka/Interperiodica” .

The Pierce diode [1, 2] is one of the simplest elec-
tron beam-plasma systems possessing a complicated
chaotic dynamics [2-6]. This device comprises two
infinite plane-parallel grids, spaced by a distance L,
penetrated by aninitially monoenergetic el ectron beam.
The grids bounding the system are grounded; the beam
charge density p, and velocity v, at the systeminput are
maintained constant. The space between grids is filled
by a homogeneous neutralizing background of immo-
bile ions with a charge density |p/pg| = 1. The system
dynamics is determined by the only control parameter
a = wl/vy, caled the Pierce parameter (w, is the
plasma frequency of the electron beam).

Asisknown, instabilities arisein the Pierce diode at
o > 11[1-3]. Inthis case, avirtual cathodeisformedin
the system that reflects a part of the electron beam back
toward the plane of injection. However, acompletetrans-
mission of the electron beam is possible for a ~ 3t [2].
In this case, the growth of the Pierce instability is
restricted to the appearance of a nonlinearity, the diode
operates in the complete beam transmission regime,
and the electron beam with supercritical current in the
flight gap can be described within the framework of a
hydrodynamical approach.

Previoudly [2, 4-6], complicated dynamics of the
electron beam in the Pierce diode was studied using the
hydrodynamical model. In particular, it was found that,
as the Pierce parameter decreases in the interval a O
(2.85, 2.90), the system exhibits a cascade of period
doubling bifurcations leading eventually to the estab-
lishment of aregime of developed chaotic oscillations
[2, 4, 5]. It was very interesting to study the possibility
of controlling the chaotic oscillatory regimes in the
electron beam with supercritical current in the Pierce
diode[7-9].

We propose an effective means of controlling the
chaotic dynamics of a distributed autooscillatory sys-
tem (the Pierce diode) based on stabilization of unsta-
ble equilibrium states by introducing a continuous

delay feedback into the system. Use of such schemes
for the control of chaos has been extensively studied in
the case of nonlinear systems with a small number of
degrees of freedom [10-14]. Much less attention has
been devoted to the control of chaos and the stabiliza-
tion of unstable equilibrium states in distributed sys-
tems. The schemes proposed for stabilization of a spa-
tiotemporal chaos in distributed active media are very
difficult to implement in practice (see, e.g., [15, 16]),
which is a significant disadvantage hindering experi-
mental investigations into the control of chaotic
dynamicsin electron beam—plasma systems.

A continuous feedback control scheme proposed in
this paper for application to a distributed autooscilla-
tory beam—plasma system possesses several advantages
over the classical schemes of chaos control based on the
rapid variation of the control parameter (the Ott—Gre-
bogi—Yorke algorithm [10Q]). First, because rapid deter-
mination and change of the control parameter isimpos-
sible at ultrahigh frequencies. Another important factor
is the distributed character of the system, which does
not allow any parameter to be rapidly varied over the
entire system length.

Within the framework of the hydrodynamical
approximation, the electron beam dynamics in the
Pierce diode is described by a self-consistent system
including the equation of motion, the equation of con-
tinuity, and the Poisson equation in dimensionless vari-
ables[2]

6v+a_v

__0¢
at Y ox

op, 0p, OV _
ax' ot VaxTPax =0
(1)
02(1) 2

— = a'(p-1),
X

with the boundary conditions v(0, t) = 1, p(0, t) = 1,
¢(0,t) = (1, t) = 0. Equations (1) for the hydrodynam-
ical theory of the Pierce diode are written in the dimen-
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Fig. 1. Time series of (a, b) the space charge density oscillationsin aregime of chaotic oscillations (a = 2.857) in a nonstabilized
system and in the same system stabilized by afeedback circuit, respectively, and (c) the control signal f,(t) in the continuous feed-
back circuit. The arrow and dashed line indicate the moment of feedback switching.

sionless variables of the space charge field potential ¢,
charge density p, electron beam vel ocity v, spatial coor-
dinate x, and time t, which are related to the corre-
sponding dimensional (primed) variables as ¢' =

(Vo). p' = pop, V' = VoV, X = Lx, and t' = (L/vo)t
(n isthe specific charge of electron).

System (1) possesses an unstable homogeneous
equilibrium state corresponding to the following distri-
butions: v (x) =1.0, p(X) = 1.0, $ (X) =0.0. In order to
stabilize the unstable equilibrium state in the regime of
chaotic dynamics, we have used the following scheme
of contral of the spatiotemporal chaos by means of a
continuous external feedback. The continuous feed-
back was provided by changing the potential at the
right-hand boundary of the system:

d(x =1.0,1) = (1) = K(P(Xsixs 1) — P(Xsix, t —d)) (2)

where K is the feedback coefficient and d is the feed-
back delay. In relation (2), the quantity p(X;y, t) repre-
sents oscillations in the space charge density at afixed
point x = 0.2L. When the regime of stabilization of the
unstable state is established and the system occurs pre-
cisely in the unstable state, the feedback signal f;, is
comparable to the background noise level.

TECHNICAL PHYSICS LETTERS Vol. 29  No. 12

Figure 1 illustrates the control of chaos (by stabili-
zation of an unstable equilibrium state in the regime of
developed chaotic oscillations) in a distributed
autooscillatory beam-plasma system (1) by means of
the scheme with continuous feedback (2) described
above. Thefigure showstime series of the space charge
density in a nonstabilized system without feedback,
P(Xsix, 1), @nd in the same system upon switching on the
feedback, py(X,, t), and the control signal f,(t) in the
continuous feedback system with the parameters K =
0.8 and d = 0.15. The arrow and the dashed lineindicate
the moment of the feedback switching. Prior to this
moment, the system exhibits chaotic oscillations of
considerable amplitude. Switching on the feedback in
the distributed system leads to a rapid decrease in the
amplitude of these oscillations and to stabilization of an
unstable equilibrium state. After a short transient pro-
cess, the control signal in the feedback system becomes
very small (below 0.01%) as compared to the signal
observed prior to stabilization. This implies that the
proposed system demonstrates the control of chaos
(stabilization of an unstable equilibrium state) by
means of feedback with very small control signal
amplitude.

An important point is to determine the region of
feedback parameters K and d, in which chaosin agiven
beam—plasma system can be controlled. This region is
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Fig. 2. (a) The map of oscillation regimes on the plane of

control parameters (K, d) for a distributed system in the

regime of chaotic oscillations (o = 2.857) stabilized by an

external continuous feedback (cross-hatched region corre-

sponds to stabilization of an unstable equilibrium state);

(b) plots of the average feedback signal amplitude Jf,(t)|0
versus noise amplitude D for two sets of the feedback circuit

parameters.

shown in Fig. 2a for the regime of developed chaotic
oscillations (a = 2.8571). As can be seen from thismap,
small values of thefeedback coefficient K allow the sys-
tem to perform chaotic oscillations analogous to those
observed in the system without feedback (region C).
When the K value increases, the chaotic oscillations are
broken and periodic autooscillations are established
(region P). However, the control signal is not small and
this dynamical regime cannot be considered as the con-
trol of chaos. Indeed, the amplitude of oscillations in
the feedback circuit f;, in this regime is on the same
order of magnitude as that before switching the feed-
back.

TECHNICAL PHYSICS LETTERS  Vol. 29
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Asthe coefficient K grows further, aregime of con-
trolled chaos is established (region S), whereby an
unstable equilibrium state is stabilized and the system
behaves as illustrated in Fig. 1. The width of the chaos
control region S(Fig. 2a) strongly depends on the delay
parameter d. There are threshold delay valuesd, and d,,
so that stabilization of an unstable equilibrium state is
possible only within the interval d O (d;, d,). For the
greater values of d and K, reflection of electronsfrom a
virtual cathode in the beam takes place (region V). In
thisregion, the initial equations of the hydrodynamical
theory of the Pierce diode fail to be valid [2].

Another question is related to the possibility of sta-
bilization of an unstable equilibrium state in the system
in the presence of fluctuations. In order to study the
influence of fluctuations on the control of chaos, let us
phenomenologically replace the equation of motion in
system (1) by a stochastic differential equation with a
distributed source of white noise:

ov dv _ 0
E+ v& = _0x+ D&(x, 1), (©)]

where [{ (x, )= 0, [§(x, )&(X, t) = &(x —x)d(t —t') and
D is the white noise amplitude.

Figure 2b shows plots of the average feedback sig-
nal amplitude [f;,(t)| Oversus noise amplitude D for two
sets of the feedback coefficient K and delay time d
(angle brackets denote time average). These plots were
constructed for a regime of developed chaotic oscilla-
tions corresponding to the Pierce parameter a = 2.8571L
The control feedback signal drives the system to the
required stabilized state even in the presence of a sig-
nificant noise with an amplitude comparable with that
of the signal p(Xy, t). The noise leadsto anincreasein
the control signal amplitude [f;,(t)| Cin the feedback cir-
cuit and to the appearance of fluctuations about the
equilibrium state (with an amplitude on the order of D).
As can be seen from Fig. 2b, the control signal ampli-
tude [F,(t)|Cin the feedback circuit linearly increases
with the noise amplitude D, the slope being propor-
tional to the feedback coefficient K. The value of delay
in the circuit of continuous stabilizing feedback influ-
ences the [f;,(t)|Cvalue rather weakly.

To summarize, we have proposed using a continu-
ous feedback circuit for controlling chaos in a distrib-
uted active medium with supercritical current described
by a hydrodynamica model of the Pierce diode.
According to this method, an unstable equilibrium state
in the distributed system is stabilized by an external
delay feedback circuit that requires only a very small
perturbation to provide for the stabilization.
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