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The friction experienced by a body rotating in a superfluid liquid at
T=0 is discussed. The effect is analogous to the amplification of elec-
tromagnetic radiation and spontaneous emission by a body or black
hole rotating in the quantum vacuum, first discussed by Zel'dovich and
Starobinsky. The friction is caused by the interaction of the part of the
liquid which is rigidly connected with the rotating body and thus rep-
resents a comoving detector, with the “Minkowski” superfluid vacuum
outside the body. The emission process is the quantum tunneling of
guasiparticles from the detector to the ergoregion, where the energy of
guasiparticles is negative in the rotating frame. This quantum rotational
friction caused by the emission of quasiparticles is estimated for
phonons and rotons in superfluitie and for Bogoliubov fermions in
superfluid®He. © 1999 American Institute of Physics.
[S0021-364(99)00104-9

PACS numbers: 03.65w, 67.40—w

INTRODUCTION

A body moving in vacuum with a linear acceleratianis believed to radiate a
thermal spectrum with the Unruh temperatdrg=rfa/2wc (Ref. 1). The comoving
observer sees the vacuum as a thermal bath WtfT,, so that the matter of the body
gets heated td' (see references cited in Ref). Zinear motion at constant proper
acceleratiorthyperbolic motion leads to a velocity arbitrarily close to the speed of light.
On the other hand uniform circular motion features constant centripetal acceleration
while being free of the above mentioned patholagge the latest references in Refs.
3-5. The latter motion is stationary in the rotating frame, which is thus a convenient
frame for study of the radiation and thermalization effects for uniformly rotating body.

Zel'dovich® was the first to predict that a rotating boésay, a dielectric cylinder
amplifies those electromagnetic modes which satisfy the condition
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w—L0<O0. (1)

Here w is the frequency of the modg, is its azimuthal quantum number, afdlis the
angular velocity of the rotating cylinder. This amplification of the incoming radiation is
referred to as superradianténother aspect of this phenomenon is that, on account of
quantum effects, a cylinder rotating in the quantum vacuum spontaneously emits the
electromagnetic modes satisfying Hd).® The same occurs for any rotating body, in-
cluding a rotating black holjf the above condition is satisfied.

Unlike the case of a linearly accelerated body, the radiation by a rotating body does
not look thermal. Also, the rotating observer does not see the Minkowski vacuum as a
thermal bath. This means that the matter of the body, though excited by interaction with
the quantum fluctuations of the Minkowski vacuum, does not necessarily acquire an
intrinsic temperature depending only on the angular velocity of rotation. Moreover the
vacuum of the rotating frame is not well defined because of the ergoregion, which exists
at a distance .=c/) from the axis of rotation.

The problems related to the response of a quantum system in its ground state to
rotation? such as radiation by an object rotating in vacGdf’and the vacuum insta-
bility caused by the existence of the ergoregibeic., can be simulated in superfluids,
where the superfluid ground state plays the part of the quantum vacuum. We discuss the
quantum friction due to spontaneous emission of phonons and rotons in sup&féuid
and Bogoliubov fermions in superfluitHe.

ROTATING FRAME

Let us consider a cylinder of radiirotating with angular velocity) in an (infi-
nite) superfluid liquid. In bosonic superfluids the quasiparticles are phonons and rotons;
in fermi superfluids these are the Bogoliubov fermions. The phonons are “relativistic”
quasiparticles: Their energy spectrunki§p)=cp+p-vs, wherec is the speed of sound
and v; is the superfluid velocitythe velocity of the superfluid vacuymthis phonon
dispersion is represented by the Lorentzian méthie so-called acoustic metyitt!?

9"'p.p,=0, 9g%=-1, ¢%=vy, g*=c?*-vp¥. 2

When the body rotates, the energy of quasiparticles is not well defined in the labo-
ratory frame because of the time dependence of the potential, caused by the rotation of
the body. But it is defined in the rotating frame, where the potential is stationary. Hence
it is simpler to work in the rotating frame. If the body is rotating surrounded by a
stationary superfluid, i.e., ;=0 in the laboratory frame, then in the rotating frame one
hasv,=—QXr. Substituting thisvs in Eq. (2), we get the intervadsz=gwdx"dx”,
which determines the propagation of phonons in the rotating frame:

ds?=—(c2—Q2r?)dt?—2Qr2d¢dt+d 2+ r?dp?+dr2. (3)

The azimuthal motion of the quasiparticles in the rotating frame can be quantized in
terms of the angular momentuln while the radial motion can be treated in the quasi-
classical approximation. Then the energy spectrum of the phonons in the rotating frame

is
L* o
E=c 7z +ps+p;— QL. 4
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ERGOREGION IN SUPERFLUIDS

The radiusr,=c/Q, wheregg=0, marks the position of the ergoplane. In the
ergoregion, i.e., at>r.=c/(}, the quasiparticle energy in E}) can become negative
for any rotation velocity and)L >0. We assume that the angular velocity of rotatidn
is small enough that the linear velocity on the surface of the cyliitleris less than
v, =c (the Landau velocity for nucleation of phongn$hus phonons cannot be nucle-
ated at the surface of the cylinder. However in the ergoplane the velagitf)r in the
rotating frame reaches so that quasiparticles can be created in the ergoragian, .

The process of creation is, however, determined by the dynamics, i.e., by the inter-
action with the rotating body; there is no radiation in the absence of the body. If
QOR<yp =c one hag >R, i.e., the ergoregion is situated far from the cylinder; thus the
interaction of the phonon state in the ergoregion with the rotating body is small. This
results in a small emission rate and thus in a small value of the quantum friction, as will
be discussed below.

Let us now consider other excitations: rotons and Bogoliubov fermions. Their spec-
tra in the rotating frame are

_ 2
L (P=Po)”
2mg

E(p)=VA?+vE(p—po)®— QL. (6)

Herep, marks the roton minimum in superflufte and the Fermi momentum in a Fermi
liquid, while A is either a roton gap or the gap in superfliide-B. The Landau critical
velocity for the emission of these quasiparticles js= min(E(p)/p)~A/p,. In *He the
Landau velocity for emission of rotons is smaller than that for the emission of phonons,
v, =c. That is why the ergoplane for rotong,=v, /Q, is closer to the cylinder. How-
ever, for the rotating body the emission of the rotons is exponentially suppressed due to
the large value of the allowed angular momentum for emitted rotons: the Zel'dovich
condition (1) for the roton spectrum is satisfied only foe>A/Q>1 (see Fig. 1h

E(p)=A QL, (5)

ROTATING DETECTOR

Let us consider a system which is rigidly connected to the rotating body and thus
comprises a comoving detector. In superfluids the simplest model for such a detector
consists of the layer near the surface of the cylinder within which the superfluid velocity
follows the rotation of the cylinder, i.eys;=QXr in the laboratory frame, and thus
vs=0 in the rotating frame. This means that, as distinct from the superfluid outside the
cylinder, in such a layer the quasiparticle spectrum has-rfoL shift of the energy
levels.

Since in the detector matter, i.e., in the surface layer, the vorticity in the laboratory
frame is nonzeroY X v,=2Q+0, this layer either contains vortices or is represented by
normal(nonsuperfluigl liquid which is rigidly rotating with the body. Actually the whole
rotating cylinder can be represented by a rotating normal liquid. The equilibrium state of
a rotating normal liquid viewed in the rotating frame is the same as that of a stationary
normal liquid viewed in the laboratory frame.
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FIG. 1. a — Vacuum of the Fermi liquid within the rotating bodyrat R. This vacuum is rotating together
with the body and thus plays the role of the comoving detedio— “Minkowski” vacuum of superfluid
outside the rotating body as viewed in rotating frame. In the ergoregion, irezrat=v, /Q, wherev_ is the
Landau critical velocity, the conduction band crosses the zero energy develfunneling of particles from the
vacuum of the detector matter to the “Minkowski” vacuum in the ergoregion produces radiation from rotating
body and excitation of the comoving detectdr— Transition between the states in the “Minkowski” vacuum
due to interaction with the rotating detector.

The rotating cylinder can also be represented by a cluster of quantized vortices. The
average superfluid velocity within the cluster (ig;)=0 in the rotating frame. Thus
within the cluster the superfluid is in the ground state in the rotating frame, while outside
the cluster the superfluid is in the ground state in the laboratory frame. Such rigidly
rotating clusters of vortices have been investigated experimentally in supéHleigee,

e.g.,, Ref. 1R
Thus we can discuss the complete system as consisting of two parts, each in its own

ground statdsee Figs. 1a and 1b for the case of Fermi liguid) The detector matter in
its ground state as seen in the rotating fraf2¢the superfluid outside the cylinder in its
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ground statgthe “Minkowski” vacuum) in the laboratory frame. The radiation of fer-
mions by the rotating cylinder is described by the rotating observer as a tunneling process
(Fig. 10: fermions tunnel from the occupied negative energy levels in the detector to the
unoccupied negative energy state in the ergoregion. The same can be considered as the
spontaneous nucleation of pairs: a particle is nucleated in the ergoregion and its partner
hole is nucleated in the comoving detector. This process causes the radiation from the
rotating body and also the excitation of the detector. From the point of view of the
Minkowski (stationary observer this is described as the excitation of the superfluid
system by time-dependent perturbations.

RADIATION OF PHONONS TO THE ERGOREGION

For the Bose case the radiation of phonons can be also considered as a process in
which a particle in the normal Bose liquid in the detector tunnels to the scattering state at
the ergoplane, where also the energyEis 0. In the quasiclassical approximation the
tunneling probability ise~ 25, where atp,=0

Iderpr—LJ dr\/—z —2 LIn— (7)

Thus all the particles with.>0 are radiated, but the radiation probability decreases at
higherL. If the linear velocity at the surface is much less than the Landau critical velocity
Q) R<c, the probability of radiation of phonons with ener(fyequency w= QL is
R 2L QR 2L oR 2L
Wocezsz(— =<—) =(—) , QR<c. (8)
le C cL

If cis replaced by the speed of light, E®) is proportional to the superradiant amplifi-
cation of electromagnetic waves by a rotating dielectric cylinder, derived by
Zel'dovich."®

The number of phonons of frequeney= Q1L emitted per unit time can be estimated
asN=We 25 whereW is the attempt frequency#/ma? multiplied by the number of
localized modes-RZ/a?, whereZ is the height of the cylinder aralis the thickness of
the normal fluid layer, of the order of the interatomic spacing. Since each phonon carries
angular momentunh, a cylinder rotating in superfluid vacuufat T=0) loses angular
momentum, which means the presence of quantum rotational friction.

RADIATION OF ROTONS AND BOGOLIUBOV QUASIPARTICLES

The minimalL value of radiated quasiparticles having a dajs determined by this
gap: Lnin=A/Qpo=v_/Q, wherev =A/p,y is the Landau critical velocity. Since the
tunneling rate decreases exponentially withonly the lowest possiblé must be con-
sidered. In this case the tunneling trajectory wik-0 is determined by the equation
p=po both for rotons and Bogoliubov quasiparticles. Qe 0 the classical tunneling
trajectory is thus given by, =i \/|p02—L2/r2|. This gives for the tunneling exponent
e~ 25 the equation

Imfdrpr—Lf dr\/ ——~LIn— (9
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Here the position of the ergoplaneris=L/py=v /). Since the rotational velocit§2 is
always much smaller than the gapis very large. That is why the radiation of rotons and
Bogoliubov quasiparticles with a gap is exponentially suppressed.

FRICTION DUE TO TRANSITIONS IN “MINKOWSKI| VACUUM”

Radiation can occur without excitation of the detector vacuum, via direct interaction
of the particles in the Minkowski vacuum with the rotating body. In the rotating frame the
states in the occupied band and in the conduction band have the same energy, if they have
opposite moment&. Then a transition between the two levels is energetically allowed
and will occur if the Hamiltonian has a honzero matrix element between the ktates
—L. The necessary interaction is provided by any breaking of the axial symmetry of the
rotating body, e.g., by roughness on the surfétwis the interaction is localized at
r~R). A wire moving along a circular orbit is another practical example. In the case of
a rotating vortex cluster the axial symmetry is always broken.

In the quasiclassical approximation the process of radiation is as follesesFig.
1d). A particle from the occupied band in the ergoregion tunnels to the surface of the
rotating body, where after interaction with a nonaxisymmetric disturbance it changes its
angular momentum. After that it tunnels back to the ergoregion to the conduction band.
In this process both a particle and a hole are produced in the Minkowski vacuum, and as
a result the tunneling exponent is twice as large as in(Bgand (9).

DISCUSSION

The rotational friction experienced by a body rotating in superfluid vacuum at
T=0 is caused by the spontaneous quantum emission of quasiparticles from the rotating
object to the “Minkowski” vacuum in the ergoregion. The emission is not thermal and
depends on the details of the interaction of the radiation with the rotating body. In the
quasiclassical approximation it is mainly determined by the tunneling exponent, which
can be approximately characterized by an effective temperagres Q(2/In(w /QR)).

The vacuum friction of the rotating body can be observed only if the effective tempera-
ture exceeds the temperature of the bulk superfllijgh>T. For a body rotating with
Q=10° rad/s, T must be below 10® K. However, a high rotational velocity can be
obtained in a system of two like vortices rotating around their center of mass with
Q= k/4wR? (k is the circulation around each vortex, aRds the radius of the circular
orbit).

The process discussed in the paper occurs only if there is an ergoplane in the
rotating frame. For a superfluid confined within the external cylinder of rais this
process occurs at high enough rotation velocity(Q2)=v, /Q<Rqy, when the er-
goplane is within the superfluid. On the instability of the ergoregion in quantum vacuum
towards emission, see, e.g., Ref. 10.

If ro(Q2)>Rey and the ergoregion is not present, then the interaction between the
coaxial cylinders via the vacuum fluctuations becomes the main mechanism for dissipa-
tion. This causes the dynamic Casimir forces between the walls moving latésaby
review!¥). As in Ref. 14 the nonideality of the cylinders is the necessary condition for
quantum friction.
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The case of a rotating body is not the only case in which the ergoregion is important
in superfluids. The ergoregion also appears for linearly moving textures when the speed
of the order-parameter texture exceeds the local “speed of light.”
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The effect of the Earth’'s magnetic field on the azimuthal distribution of
the number of extensive air showers is measured using data obtained
from many years of observations at the Yakutsk array. A uniform azi-
muthal distribution of the event rates of these showers is rejected at a
10" significance level. The amplitude of the harmonic of the distri-
bution depends on the zenith angle Ag~0.2sirfé and is virtually
independent of the primary-particle energy, while the phase coincides
with the magnetic meridian. From the magnitude of the measured effect
a correction factor for the particle density is determined which depends
on the geomagnetic parameter of the shower. 1999 American In-
stitute of Physicg.S0021-364(09)00204-3

PACS numbers: 96.40.Pq

The trajectories of charged particles of an extensive air sh@&8) developing in
the atmosphere from primary cosmic-ray particles are curved in the Earth’s magnetic
field. As a result, the spatial distribution of the particles is broadened in a plane perpen-
dicular to the shower axis, in the direction of the Lorentz force. The observation of this
effect at the Yakutsk EAS array in strongly inclined showers with zenith angles
60>60° showed the presence of a pronounced asymmetry of the spatial distribution func-
tion (SDF) of the particles due to the deflection of the muons; this asymmetry is propor-
tional to the geomagnetic parameter of the shower, which is determined by the angle
between the shower axis and the field vectog=siny/cosd, where
x=cos Y(cos#cosby+sindsin b, cos+20)), whered,=14°, ande is the azimuthal
angle. The influence of the geomagnetic field on the spatial distribution of the particles
has been confirmed by observatidfier showers with zenith angles 28°9<60°. The
results of calculations of the expected effect in the GZK model was used to analyze the
shower with the highest energy detected at the Yakutsk EAS @gay10°° eV (Ref. 3,
and in Ref. 4 it was shown that showers from ultrahigh eneygwys should exhibit
north—south asymmetry. But for the latter effect there is a threshold with respect to the
energy of the primaryy rays,E,>3x 10" eV.

In the present letter we call attention to the fact that since the asymmetry of the SDF
depends on the relative arrangement of the field vector and the particle velocity, by
selecting showers with the same energy and zenith angles we should obtain modulation

0021-3640/99/69(4)/6/$15.00 288 © 1999 American Institute of Physics
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FIG. 1. Normalized numbers of EAS events in the zenith-angle intefshtsvn on the right sideas a function
of the azimuthal angle for showers wiff,>5X 10'® eV. The dashed line shows the functior A,cosf
—ay). The amplitude and phase of the first harmonic as function® afdE, are presented in Figs. 2 and 3.

of the EAS event rate with respect to the azimuthal angle because of the different broad-
ening of the SDF, which changes the observed energy of the primary particles and the
associated primary cosmic-ray flux intensity.

Figure 1 shows the distribution of the number of EAS events with energy exceeding
5% 10'® eV measured at the Yakutsk array in the period 1974—1995 in the zenith-angle
intervals 20—30°, 40-50°, and 60—70°. The numbers of EAS events i thtervals
that were used in the analysis are presented in Table I.

The dependence of the amplitude and phase of the first three harmonics of the
distribution on the zenith angle and energy of the primary EAS patrticle is shown in Figs.
2 and 3. The amplitudes of the second and third harmonics correspond to the expected
value for a uniform distribution of azimuthal angles, shown by the dashed line, for the
measured number of showers in each interval. The short-dash lines show the error cor-
ridor for the expected amplitudes. The amplitude of the first harmonic is substantially
different from zero in the zenith-angle intervals Nos. 3—7 from Table I. In these intervals

TABLE I. Numbern of EAS events ind intervals.

No. 1 2 3 4 5 6 7 8

0, deg 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80
n 25924 69114 83226 66649 37575 16384 6609 1749
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FIG. 2. Amplitudes of the first three harmonics and phase of the first harmonic as functions of the zenith angle.
The vertical bars show the statistical error and the horizontal bars show the angular intervals. Nosatiens:
first, O — second[J — third harmonics. The dot-and-dash line shows the function 0?2.sTine dashed curve

shows the expected amplitudes of the harmonics for a uniform azimuthal distribution; the dotted curves show
the variance of the expected amplitudesrj1

a uniform distribution over the azimuthal angle can be rejected with a probability of error
of less than 104 based on the probability that for the uniform distribution the amplitude
of the first harmonic is greater thaly : P(>A,)=exp(—n-AZ/4). The phase of the first
harmonic coincides with the magnetic meridian at Yakutsk. As a result of the small slope
of the magnetic field vector in the region of the arrdy, € 14°), the first harmonic of the
distribution of azimuthal angles predominates for<2)<70°. The picture could be
different for other arrays. For example, for the Tibet array, where the direction of the field
is inclined by 45° relative to the vertical, the first and second harmonics should be

pronounced for angleg>50°, while for the Chakaltaarray (#,=88°) the second
harmonic will predominate.

To determine the effect of the array geometry on the magnitude of the modulation,
we constructed the azimuthal-angle distribution of the event rate in the sample of showers
detected using detectors arranged in a circle 1.5 km in radius around the center of the
array (azimuthally symmetric part of the sefuWe found that the amplitude and phase
of the first harmonic in the sample are different from the corresponding values for the
initial distribution by amounts that are certainly smaller than the statistical errors. We
therefore assumed the azimuthal modulation to be independent of the array geometry.
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FIG. 3. Amplitudes of the first three harmonics and phase of the first harmonic versus the energy of the primary
particle of an EAS. The notation is the same as in Fig. 2.

The showers at the Yakutsk array are analyzed by adjusting the parameters of an
axisymmetric function used to fit the charged-particle density in the detectors. The par-
ticle densitypsoo found 300 m from the shower axis according to this function is con-
verted to the energy of the primary particle of the EAS. Let us see figywaries as a
result of the geomagnetic scattering of the particles for an SDF of the foraTr ™7,
wherer is the distance from the shower axis in a plane perpendicular to the EAS axis.

The positive- and negative-particle density functions shift relative to the shower axis by
a certain distance

pd=c[((r cosg+d)2+r2sirfe)~ 72+ ((r cosp—d)2+r?sirfe) "2)/2,

whered is the displacement of the charges and (0°—360°).

For d<r we obtain, averaging over a circle of radins 300 m, pdy~p3o (1
+(7-dzed2)?). Here p~3,! anddzoe=d/300 m. On average the particle densities in the
detectors are higher than the density expected with no geomagneti@.geld=0). For
showers arriving from the north the observed particle densities in the detectors are higher
than in the “southern” showers of equal energy and the same zenith angle.

When we select showers with the same densitigg, the primary-particle energy is
lower for showers arriving from the north. This decreases the corresponding EAS event
rate, as is evident from Fig. 1, since in the rangé®d®,<10'"® eV the number of
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TABLE II. Correction factors for the measured density.

0, deg 20 30 40 50 60
4=0, g northern showers 0.94 0.92 0.88 0.82 0.72
P300 /P00
southern showers 0.99 0.96 0.93 0.87 0.78

showers detected at the Yakutsk array decreases with energy. The amplitude of the first
harmonic is determined by the relative change in the depsijymeasured for southern
and northern showers:

2A1=AJ313= y(Apsoo/ p300),

whereJ is the EAS event rate ang=In J/In p3oo. The zenith-angle dependence of the
amplitudeA, is described well by the function 0.28th(Fig. 2), but the variation ofy

with increasing zenith angle has the effect thato/ p390 cannot be described by such a
simple function. It is knownthat the maximum zenith angle separating showers in which
the electron—photon and muon components of the shower predominate at sea level for
r =300 m is about 50°. Figure 2 shows that the geomagnetic effect in an EAS is observed
in both of these regions.

The asymmetry of the SDF due to the geomagnetic field is determined by the
displacement of the charges. Létbe the ratio of the longest to the shortest distance
corresponding to a fixed particle dens}i%oo. Then

n+t2 ,

§~1+ —5—d300~ 1+ Aps00/p3oo
for =3. Therefore the measurements of the “ovalness” of the SDF can be used to
estimate the variation gf;y due to the geomagnetic field. In Ref. 1 it is shown that the
coefficient of linear proportionality between the degree of asymmetry of the SDF and the
geomagnetic parameter of strongly inclined showersl§gddg=0.1+0.04. Using this
value in the entire region of zenith angles, we obtain the correction factors to the density
p300 that depend on the zenith angle(see Table ).

As one can see from Fig. 3, the amplitude of the first harmonic is virtually indepen-
dent of Eg in the energy range containing an adequate number of events. Therefore the
energy dependence of the factors can be neglected.

At the Yakutsk arraypsqg is converted toEy using a method that relatgsy, in
inclined and vertical showers via a line of equal intensity in spectra at different zenith
angles. Since these intensities correspond to the same primary-particle energy of an EAS
and since geomagnetic corrections can be neglected in vertical showers, in estigating
its zenith-angle dependence is taken into account correctly but the variation of the energy
with the azimuth is averaged. This produces a small systematic error, proportigkgl to
in the estimate of the primary-particle energy. The absorption ranggygidetermined
according to the lines of equal intensity is overestimated-siy0% relative to the value
for g=0.

The exponent of the EAS spectrum fpgyy (pegg fOr showers recorded by the
“Grandmaster,” with 1 km between the detectpmcreases when geomagnetic correc-



JETP Lett., Vol. 69, No. 4, 25 Feb. 1999 Ivanov et al. 293

tions are introduced. This is because the fraction of inclined showers detected by the
array increases withsgg. Thus for showers with zenith angles less than 60° and energies
of 10'8, 3x 10* and 18° eV the change in the exponent in the power-law spectrum of
the EAS is 0.01, 0.07, and 0.24 and the relative intensity chadgé is 0.16, 0.19, and

0.28, respectively.
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Helicity amplitudes for diffractive leptoproduction of tisandD wave
states of vector mesons are derived. A dramatically different spin de-
pendence for production of th® and D wave vector mesons is pre-
dicted. It is found thaR= o /o1 is very small and that the higher twist
effects in the production of longitudinally polarizdd wave vector
mesons are abnormally large. €99 American Institute of Physics.
[S0021-364(99)00304-1

PACS numbers: 13.60.Le, 13.8&

Diffractive vector meson production* + p—V+p’ in deep inelastic scattering
(DIS) at small x=(Q?+m?2)/(W?+Q?) is a testing ground of ideas on the QCD
pomeron exchange and light-cone wave funciib@WF) of vector mesongRefs. 1-5;
for a recent review see Ref. 6; for the kinematics see FigQ3=—q? and W?=(p
+0)? are standard DIS variables The ground state vector meson¥,=p°,
°,¢°,J/¥,Y are usually supposed to be tBevave spin-tripleqastates. However, all
the previous theoretical calculations have used g vertex ¢,V,ql' ,q with the
simplest choicd’,=y,,, which corresponds to a certain mixture of t8BandD wave
states, and there has been no discussion of the impact @ thave admixture in the
literature(hereV , is the vector meson polarization vector agg is the vertex function,
which is related to the vector meson LCWF as specified below

We report here a derivation of helicity amplitudes for diffractive production of pure

S and D wave qa systems for small to moderate momentum trangewithin the
diffraction cone. Understanding production@fwave states is a topical issue for several
reasons. First, thB wave admixture may affect predictions for the rale- o /o7, in

which there is a persistent departure of the theory from experiment. To this end we recall
that the nonperturbative long-range pion exchange between light quarks and anfiquarks
is a natural source 08-D mixing in the ground-state® and »° mesons. Second,
different spin properties db andD wave production may facilitate the as yet unresolved

0021-3640/99/69(4)/6/$15.00 294 © 1999 American Institute of Physics
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k,=k-(1-2)A-q

T

P'e/‘\p

FIG. 1. One of the four Feynman diagrams for the vector meson produgtipr-Vp’ via QCD two-gluon
pomeron exchange.

D wave versus 3 wave assignment of thg’(1480) andp’(1700) mesons and the
' (1420) andw’(1600) mesons.

In our analysis we rely heavily upon the derivafloof the amplitudes of the
s-channel helicity-conservinBCHC and nonconservinSCHNQ transitions, albeit in
a slightly different notation. We predict a dramatically different spin dependence for
production of theSandD wave states, especially t dependence dk= o /ot which
derives from the anomalously large higher twist effects in the SCHC amplitude for
production of longitudinally polarized vector mesons. Our technique can be readily gen-
eralized to higher excited states, &tc., leptoproduction of which is interesting for the
fact that they cannot be formed @' e~ annihilation.

A typical leading log(1X) (LL(1/x)) pQCD diagram for vector meson production is
shown in Fig. 1. We use the standard Sudakov expansion of all the momenta in the two
light-cone vectors

f— p_2 '=qg+ ’Q_2

P=P=Q35, 4 =47p
such thatg’?=p’2=0 ands=2p’-q’, and the two-dimensional transverse component:
k=zq +yp'+k, ,k=aq'+B8p'+«, ,A=yp'+869'+A, (with the exception ofr

which is a three-dimensional vector, see below, heredfidr, ... always stand for
two-dimensional vectork, ,A, etc). The diffractive helicity amplitudes take the form

CeN cCV V47Taem

AV (x.Q%A)=is Jd Kifs p(2,K)

Oz(l Z)
f—as(max{x k2+Q2})| y —>V)(
71' J )

'2 dlo ogx FxmA), @

where\y A, stand for helicitiesmis the quark masssf;F—(N2 1)/2N, is the Casimir
operatorN.=3 is the number of colors;, = 1/1/2,1/3./2,1/3,2/3 for thep?, w®, ¢°,J/ ¥

mesons,a., IS the fine structure constants is the strong coupling, an@?=m?
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+2(1-2)Q? is the relevant hard scale. To the LL)/the lower blob is related to the
unintegrated gluon density matrik(x, «,A) (Refs. 5,9,10 For smallA within the dif-
fraction cone

IG(X, k%) 1
f(X,K,A):—eX __Bs‘PAZ y (2)
dlogk? 2

wheredG/dlog«? is the conventional unintegrated gluon structure function and, modulo
to a slow Regge growth, the diffraction coBg,~ 6 GeV 2 (Ref. 5.

In the light-cone formalistit one first computes the production of an on-mass shell
qq pair of invariant mas#! and total momentunq,, . This amplitude is projected onto

the state qa)J of total angular momenturd=1 using the running longitudinal and the
usual transverse polarization vectors

1( , A-M?% | 2V,-a)
Visyg|d'+—5—p AL, V=Vt ———(p'—a'), )

such that (/TVL)=(VTqM)=(VLqM)=O._Then the resulting upper bldlf y* —V) is
contracted with the radial LCWF of theq Fock state of the vector meson,

¢S,D(r2)

2 2"

¥sp(Z,K)=¢hsp(r?) = 4

Herer = 1/2(k,— k;), which in the rest frame is the relative 3-momentum in djugpair,
r=(0r)=(0k,k,), r’=—r2, and
m?+ k2

M2=4(m2+r2)=z(1_2).

To conform to this procedure, all the occurrences of the vector mesonrm,ah;slmy
of Ref. 8 must be replaced by.

A useful normalization of the radial LCWF’sbS,D(rZ) is provided by theV
—e’e” decay constant0|J;"V)=foyV4maemnV,,:

Ne 8 Ne 32
fom s raMEmur®) tom s [ a9

(2m (2m)3
The nice observation is that we need not go again through all the calculations of
helicity amplitudes. Indeed, the spinor vertidé%D for the pureSandD wave states can
be readily obtained from the simpldsf,= v, used in Ref. 8. Following Ref. 11, it can be
easily shown that

rS_ 2r, _s L5 - 2r,r, 6
R VS T T T VES T ©

Here we have made usedfy,=mand (qy-r)=0. Once théSwave is constructed, the
spinor structure for & wave state can be readily obtained by contractingSheave
vertex with & ,r,+g,,,r?, with the result
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M+m

r.r,. (7

FB=r27M+(M+m)rM:D;w7V? DMV:rngV+ M

Consequently, the answers for eitti&or D wave production amplitudes can be imme-
diately obtained from the expressions given in Ref. 8 by substituﬂqbs»V’;SVM,
V;—V;D,, for SandD wave states respectively.

In terms of diffractive amplituded,; and®, defined in Ref. 8, we find fo wave
vector mesonsghereT stands for the transverse polarization

(1-22)°m
22(1-2z)(M+2m)

I5L= —4QMZ(1-2)%D, 1+

M
137=1 (V* - @)[m?D,+ (k- ®;) ]+ (1—22)%(V* -k)(e- (Dl)m_(e' k)

X(V*-®y)+ (V*-k)(e-k)CDZ) ,

M +2m
s (1-22)°m Mm
lor=—22z(1-2)(2z—1)M(e-®y)| 1+ 22(1=2) (M +2m) M+2m(22—1)
X(e-k)D,,
S * M
|TL=2QZ(1—Z)(22—1)(V k)q)zm (8)

Because the difference betweEﬁ andvy, is a relativistic correction, the results for the
S wave vector mesons differ from those found in Ref. 8 only by a small relativistic
correctionsxr2/M?2. The exceptional case is suppressionﬁf by factorM/(2m+ M)
~0.5.

We skip the twist expansion fof wave amplitudes, which can easily be done
following Ref. 8, and proceed to the much more interesting case whve mesons, for
which

4m
I5L=—QMz<1—z>(k2—Vk§)¢2,

12 ={(V*-rm?d,+ (k- ®;)]+(1—22)%(r?>+ m?+Mm)(V* -k)(e- @) —r?
X (e k)(V* @) —m(M+m)(V*-k)(e-k)D,},

D 2z—-1 4m 2
IOT:_TM (e-(I)l)(kz—sz)jtm(Mer)(ek)(I)2 ,
12.=2Q2z(1-2)(2z— 1)(V* - K)(r?+ m?+ Mm)®, . (9)

The novel features of these amplitudes are best seen in the twist expansion in inverse
powers of the hard sca@z. As it was noted in Ref. 8, in all cases but the double helicity

flip the dominant twist amplitudes come from the Ieading@&g{LLaz) region ofk?
~Ry?,A%<k*<Q2. A closer inspection of ourEVXy shows that the seemingly leading
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interference with the dominar@ wave component in the photon always appears in the
quadrupole combinationk? — k2. Since the integration over the quark loop can be cast in
the formd®r, such quadrupole combinations vanish after angular integration. As a result,
abnormally large higher twist contributionsM?/(M?+ Q?), with large numerical fac-
tors, come into play and significantly modify ti@? dependence of the amplitudes for
production of longitudinally polarized vector mesons:

b Q 32r4 (_ MZ)
loL= M15(M2+Q2)2 1 8M2+Q2 K, (10

4 2

15+ 432

12.=(v*-e W2, (11)

15(M2+Q2)2

b __ 32rt 24Q(V* - A)
Iil— 15(M2+Q2)2 M2+Q2 "2’ (12)

M2

324 8(e-A)
= +3
M?+ Q?

|D
L+ M

15(M?+Q?)?2 <. 49

4 96 Kr?

D _ * | . -
12.=(V*-A)(e-A) O R VETYER

. (14

15(M2+Q?)?
In close similarity to theSwave casé,the leading twist double-helicity flip amplitude is
dominated by soft gluon exchange, and theQ2.component is of higher twist.

In order to emphasize striking difference between Ehevave andS wave state
amplitudes, we focus on nonrelativistic heavy quarkonia, widfe- m\z,, although all
the qualitative results hold for light vector mesons, too. For purposes of illustration, we

evaluate the ratios of helicity amplitudgs,,s= fAP/fAS, for the the harmonic oscil-
lator wave functions:

1 mg
POL(D/S):g 1-8 :

Q*+my
my
p++(D/S)=3<1+——
15Q%+m?
(D/S) 1( )2 1+3 my )
Pox =—glmyas '
5 Q%+m?
3 4
PzL(D/S):4—O(mvas) . (15

First, Ay changes the sign &2~ 7m?Z . The ratioR®= o7 /or has thus a nonmonotonic
Q? behavior andR°<RS. Furthermore,R°<1 in a broad range ofQ?<225m7.
Whereas in heavy quarkonia tSe-D mixing is arguably weak? in light p°,»° even a
relatively weakS—D mixing could have a substantial impact & Second, all theD
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wave amplitudes, SCHC and SCHNC alike, with exception of the higher twist component
of double-helicity flip, are proportional td* and, in view of Eq(5), to the decay constant

fo. In contrast to that, in th& wave case the spin-flip amplitudes for heavy quarkonia
are suppressed by nonrelativistic Fermi mofioFhe relevant suppression parameter is
~1/(agmy)?, whereag is the radius of the $ state. For this reason, f@r wave states the
SCHNC effects are much stronger. For instance, for charmoniuag)?®~27 (see

Ref. 12.

To summarize, we have found dramatically different spin properties of diffractive
leptoproduction of thes and D wave states of vector mesons. We predict a very small
RP=¢, /ot and a very strong breaking of ttechannel helicity conservation in the
production ofD wave states. Higher twist effects in the production of longitudinally
polarizedD wave vector mesons are found to be abnormally large. Consequently, the
distinct spin properties dd wave vector mesons in diffractive DIS offer an interesting
way to discerrBandD wave meson states, which are indistinguishabke'at™ colliders.

The fruitful discussions with B. G. Zakharov and V. R. Zoller are gratefully ac-
knowledged. 1.P.I. thanks Prof. J. Speth for hospitality at the Institut<iernphysik,
Forschungszentrum lich. The work of I.P.l. has been partly supported by the Russian
Fund for Fundamental Research.
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Efficient generation of the second optical harmonic is observed experi-
mentally in a multilayer periodic structure based on porous silicon. The
second-harmonic signal is much stronger than the signal from a uni-
form porous silicon layer or from the single-crystal silicon substrate.
The orientational dependence of the second-harmonic signal is isotro-
pic. The second-harmonic intensity as a function of the reflection angle
reaches a maximum in the direction corresponding to the minimum
phase detuning in a multilayer periodic structure. 1899 American
Institute of Physicg.S0021-364(109)00404-1

PACS numbers: 42.70.Qs, 42.65.Ky

Porous silicon(PS has been the object of intense study in the last ten yeaes,
e.g., the review. The interest in this material is due to the fact that nanometer-size
clusters can form in it under certain preparation conditions. This and the fact that PS
possesses an extended surface make PS a promising material for various technological
applications.

New applications of porous silicon are opening up in connection with the possibility
of using this material to make one- and two-dimensional microstructures and submicro-
structures with a periodically varying index of refractitee reviews®). Specifically, PS
superlattices open up wide possibilities for producing optical filters with controllable
characteristics. The idea of using periodic structures consisting of PS layers with peri-
odically varying porosity as Bragg reflectors and microresonators is discussed in Ref. 4.
In this connection it is important to understand the possibilities of using periodic PS
structures for controlling not only linear but also nonlinear optical processes. As was
shown in Ref. 5, the dispersion properties of periodic structures can be used for this
purpose. An increase in the second-harmonic generation efficiency in structures with
photonic band gaps created from materials with a bulk quadratic nonlinearity has been
observed in a number of experimental worlsge, e.g., Ref.)6 The development of
PS-based structures with photonic band gaps is important in connection with the possi-
bility of solving a variety of important applied and fundamental problems, including the

0021-3640/99/69(4)/6/$15.00 300 © 1999 American Institute of Physics
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FIG. 1. Reflection spectra of the superlattidesa), B (b), andC (c) for normal incidence of light.

control of the parameters of short light pulsethe development of new types of Bragg
reflectors and chirped mirrofsand the development of compact optical delay lihes.

It has been established previously that second-harmonic gene¢atit® in PS is
very inefficient. The second-harmonic signal in PS is at least an order of magnitude
weaker than the signal from the crystalline-silicon substfafnhis fact is explained by
the optical isotropy of PS on scales of the order of a wavelength. Second-harmonic
generation in PS becomes appreciable only after thermovacuum treatment of the silicon,
which is accompanied by the appearance of new surface states and stresses in a subsur-
face layert! The basic idea of increasing the SHG efficiency in PS implemented in the
present work is to decrease the phase detuning for the SHG process by producing a
periodic multilayer structure consisting of PS. As we show in the present letter, this
approach makes it possible to increase the SHG efficiency substantially in superlattices
based on silicon nanostructures as compared with the second-harmonic signals both from
a uniform PS layer and from the single-crystal silicon that serves as a substrate for this
structure.

Porous-silicon-based multilayer structures were produced by electrochemical etch-
ing of single-crystalline silicon wafers in a 1:1 solution of HF in ethanol. The substrate
consisted ofp-type silicon with (100) surface orientation and resistivityy 10 {-cm.
Electrochemical etching was performed by successively applied current pulses. The cur-
rent densities were 5 and 105 mA/&nTThe thickness of layers with different porosity
could be controlled by varying the duration of the pulses. Three multilayer structures
(A,B, and C) with different PS layer thicknesses were produced. Each structure con-
tained 12 pairs of layers with porosities of about 70 and 80%. The samples prepared
luminesce in the region 550—-800 nm, indicating the formation of nanocluste rs in the PS
layers! The superlattices obtained act as Bragg reflectors. The reflection spectra for them
are displayed in Fig. 1. Changing the angle of incidence of light on the sample shifts the
reflection maxima(see Fig. 2. This makes it possible to adjust the dispersion of the
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FIG. 2. Reflection spectra of superlatti8dor light incident in the direction of the normal and at angles of 30°
and 60°(solid lineg. The dotted line shows the reflection spectrum of a uniform layer of porous silicon with
80% porosity for normal incidence of the light. Inset: Schematic diagram of the experimental structure.

structure for the SHG process. Satisfactory agreement between the experimental data and
the computational results obtained by the matrix method was achieved for refractive
indices of the layers;~1.4 andn,~1.2. The thicknesses of the low- and high-porosity
layers wered;=87 nm and d,=95 nm for the A structure, d;=111 nm and
d,=137 nm for theB structure, andl;=178 nm andd,=150 nm for theC structure.

The apparatus developed for investigating SHG in reflection from a multilayer PS
structure consists of a picosecond laser system and an automated detection system. The
picosecond laser system includes a Nd:YAG master oscillator with passive mode locking
and Q switching, and a system for extracting single pulses using an electrooptic shutter
and two amplification cascad&The laser pulse at the exit of the amplifying cascades
has a duration of about 35 ps and energy up to 3 mJ with a Gaussian spatial distribution
of the intensity in the cross section of the beam of amplified radiation. The repetition
frequency of the generation pulses was 1 Hz. Radiation at Amd6s used as the pump
wave in the second-harmonic generation scheme in reflection from a periodic PS struc-
ture. The pump radiation is linearly polarized. The second-harmonic signal was detected
with an FBJ-106 photomultiplier. Acquisition and processing of the experimental data
were performed with a boxcar integrator and a personal computer.

The dependence of the second-harmonic intensity on the angle of rotation of the
sample around the normal to its surface for the superlatticepresented in Fig. 3. The
second-harmonic signal is seen to be virtually independent of the azimuthal rotation
angle. The second-harmonic radiation was complgpehplarized. The SHG efficiency
with pumping by p-polarized radiation is higher than fapolarized radiation at the
fundamental frequency. The intensity of the second harmonic generated in the PS-based
superlattice is more than an order of magnitude higher not only than the second-harmonic
signal from a uniform PS layer of high or low porosity but also than that of the crystalline
silicon, with (100) surface orientation, on which the superlattice was formed.

Figure 4 displays the dependences of the second-harmonic intensity on the angle of
incidence for the superlattices A, B, and C. The superlattice A made it possible to achieve
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FIG. 3. Orientational dependences for second-harmonic signal generated in supekltticdifferent polar-
izations of the radiation at the fundamental and second-harmonic frequemcigg®),p—s(4), and
s—p(A). The orientational dependenc®]) of the second-harmonic signal for tt§@00) single-crystalline
silicon serving as the substrate for the superlattice.

the maximum second-harmonic intensity. The dependence of the second-harmonic inten-
sity on the angle of incidence is nonmonotonic: The second-harmonic intensity is very
low at an angle of incidencé close to normal incidence and reaches its maximum value

at 6=55°. The second-harmonic signal for the superlattices B and C is much weaker, and
the maxima of these signals are reached at larger angles of incidence.

To explain the experimental data we consider first the fact that there is no orienta-
tional dependence when tipepolarization of the second harmonic predomindtgg. 3.
This effect as well as the high SHG intensity for pumping witholarized radiation are
apparently explained by the characteristic structural features of the porous layer. As is
well known, pores grow in thé€100) direction®?i.e., in a direction normal to the super-
lattice. Thus silicon nanoclusters exhibit anisotrgpf/the ellipsoidal typ&®3), and their
linear susceptibility in a direction normal to the structure is much higher than in perpen-
dicular directions. Treating the silicon nanoclusters as an elementary dipole, one would
expect the most efficient excitation and reemission to correspopghtdarization of the
wave. Evidently, the orientational dependence vanishes because of the optical isotropy of
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FIG. 4. Second-harmonic intensity versus the angle of incidence of the radiation at the fundamental frequency
for superlattices A, B, and C.
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FIG. 5. Calculated detuningk of the wave numbers versus the angle of incidence of the radiation at the
fundamental frequency for superlattices A, B, and C.

the experimental structure in directions perpendicular to the normal direction. The dif-
ference of the intensities of the second harmonic for the superlattices A, B, and C attests
to the fact that SHG generation is not associated with stresses that could arise in the
structure or at its interface with the substrate.

The most interesting effect observed is the dependence of the second-harmonic
generation efficiency on the angle of incidence of the pump radiation on the séfiple
4). The dependence of the detuning of the wave numkgendk, of the radiation at the
fundamental and doubled frequencies on the angle of incidence of the radiation was
analyzed taking into account the dispersion of the multilayer periodic stru(taes for
example, Ref. 14and the material dispersion of the PS. Based on the measurements of
the reflection, the difference of the refractive indices at 1.064 and 0.532um was
estimated to be 0.01 for the high-porosity layer and 0.005 for the low-porosity layer, in
agreement with the data presented in Fig. 3. The dependence of the detkwng,
— 2k, of the wave vectors on the angle of incidence of the radiation, calculated for
periodic structures with the parameters indicated above in the direction of propagation of
the pump radiation, is presented in Fig. 5. The deturikgreaches its minimum value
for definite angles of incidence of the radiation. According to the calculations for the
structureA this angle is 50°, which is close to the angle corresponding to the experimen-
tally observed maximum efficiency of SHG. The small difference between the values of
these angles can be explained by the role of Fresnel factors, which decrease the pump
intensity because of an increase in the reflection coefficient with increasing angle of
incidence.

In summary, we have established experimentally that in a multilayer periodic struc-
ture based on porous silicon the SHG efficiency is much higher than in a uniform layer of
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porous silicon and on the surface of single-crystal silicon. The SHG efficiency depends
strongly on the thicknesses of the layers. The radiation at the second-harmonic frequency
is p polarized, and its intensity does not depend on the angle of rotation of the structure
in a plane perpendicular to the normal. The intensity of the second harmonic was found
to be a nonmonotonic function of the angle of incidence of the pump radiation on the
sample. The effects observed are attributed to the fact that at a definite angle of incidence
the phase detuning for the SHG process reaches a minimum value in the structure.

This work was supported in part by the State Scientific and Technical Programs
“Atomic Surface Structures’(Project No. 96-1.3Band “Physics of Solid-State Nano-
structures” (Project No. 1-066/Band by the Russian Fund for Fundamental Research
(Project No. 97-02-17351 We thank |. Ziber and G. M. Ztsev for assisting in this
work.
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Trapping of Langmuir waves inside an extended
inhomogeneity of magnetized plasma
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The trapping of Langmuir waves in a cylindrical plasma resonator with
a negative density perturbation is observed experimentally.1989
American Institute of Physic§S0021-364(19)00504-9

PACS numbers: 94.20.Bb, 41.20.Jb, 94.20.Ww

1. It is well known that a small-scale structure consisting of thermal inhomogeneities
in the form of cylindrical regions with a depressed electron dengity<0) which and
extended along the magnetic fiettl develops in ionospheric plasma in the field of a
high-power radio wave. Such inhomogeneities form as a result of nonuniform heating of
the plasma by the field due to potential oscillations excited by the high-power radio wave
near the upper-hybrid resonandg~Nr=m(w?— wﬁe)/47re2 as a result of polarization
of the perturbation$N. HereN, is the electron density in the undisturbed plashig,s
the resonance value of the electron densityis the frequency of the radio wave, and
wye=€H/mc is the electron gyrofrequency. The mechanism leading to the intensifica-
tion of the local heating of inhomogeneities as a result of the excitation and trapping of
short-wavelength plasma oscillations — upper-hybrid plasma waves which easily give up
their energy to the electrons — in their interior volume was investigated theoretically in
Refs. 1-3. This process appears under conditions such that the electron dk&nadity
+ 6N(r) inside an inhomogeneity at some pointrg crosses the upper-hybrid reso-
nance leveN = Ng (herer is the radial coordinate measured from the axis of the prolate
inhomogeneity. When a plasma wave with frequena>2w,,. is propagating nearly
orthogonally to the magnetic field, then short-wavelength plasma waves propagate
inside the inhomogeneityr&rg, where the densityN<Ng), with a transverse
wave number ky that depends on the electron temperaturg, as
kp. = Vm(w?—40fe) (Ng—N)/3TN. In the region outside the inhomogeneityXr g,
whereN>Ng), plasma waves with high longitudinal wave numbkjs=k-H/H> w/c
can propagate in addition to the longer-wavelength waves of theZatdde, which is
directly excited by a high-power radio wave. Near the upper hybrid resomdsde, the
cold and plasma oscillations with smél} interact with and transform into one another.
The mechanism leading to trapping of plasma waves inside an inhomog@heitie-
pends on the value of the unperturbed electron deijtin the background plasma. For

0021-3640/99/69(4)/4/$15.00 306 © 1999 American Institute of Physics
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of

FIG. 1. Layout of the experiment.

No>Npr=mw?/4we? modes with quite large wave numbees = w/c become trapped
inside the plasma waveguide. These waves are reflected near the plasma resonance level
N=Npr. Wave trapping in a plasma with densi§p<Npg is due to the breakdown

of the geometrical-optics approximatio n for cold oscillations. It occurs for inhomogene-
ities with a_sufficiently small radiusro<kz', where kz, =(wpe/c)(1+kjc?
0?)Y2/Ng/(Ng—NR)=wl/c is the transverse wave number of the cdlanode in the
undisturbed plasma. In this case it can be assumed that a plasma wave is reflected from
the upper-hybrid resonance levidl=Ng (this is the situation realized in ionospheric
experiments We note also that fow<2wye a prolate inhomogeneitgN with a de-
pressed density does not confine plasma waves, i.e., trapping does not (fmrcur
w<2wy the plasma waves, like the as cold oscillations, propagate only in the region
N>Ng).

In the present work the trapping of plasma waves in an initially prescribed cylindri-
cal plasma inhomogeneity with a small radiys<c/w is investigated under laboratory
conditions.

2. The experiments were performed on the lonosfera device, made from a vacuum
chamber 150 cm long and 80 cm in diameter. The plasma was produced in a uniform
magnetic fieldH, directed along the axis of the device, by a pulsed plasma source. The
working gas was helium at pressuPe= 102 torr. The measurements were performed in
a decaying plasma with a characteristic decay tifpe2x 10~ 2 s. The electron and ion
temperatures in the decay stage had equaliEgd,T;~0.5 eV. The characteristic diam-
eter of the plasma column with a nearly parabolic transverse distribution was 40 cm.

The layout of the experiment is shown in Fig. 1. A depressed-density plasma chan-
nel was produced using a dielectric targg® mm long and 10 mm in diameter, with a
dielectric constant= 1), placed at the center of the plasma column. As a result of the
diffusion of the plasma onto the target and subsequent recombination, at the surface of
the dielectric the density along the magnetic field was depleted and a highly elongated
cylindrical inhomogeneity with reduced density was formiede Fig. 2a The relative
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FIG. 2. a Variation of the relative electron density inside the channel;)lresults of measurements of the
radial component of the electric field of trapped waves for various values of the unperturbed dehgjty

variationN(r)/Ng of the electron density in the channel produced remained constant in a
wide range of variation oNg(t).

An electric stub antenna of length=3 mm was placed on the channel axis 1 cm
from the target. The antenna was oriented perpendicular to the magnetic field. An rf
signal with frequencyf=w/27m=2.4 GHz was fed continuously to the antenna. The
transverse structure of the radial compon&ift) of the electric field in the plasma
inhomogeneity was measured at various distarcf®m the emitting antenna using
miniature mobile antenna$engthl~1 mm). The experimental curves presented below
correspond to a magnetic field=420 Oe py;=~0.34 cm), for which the pump fre-
guency was just slightly greater than twice the electron gyrofrequépngy wne/27
=1.17 GHz. The relative density distributioN(r)/Ng in the wave channel is shown in
Fig. 2a. The maximum channel depth at the center of the inhomogeneity Sh{s
=0)|/Ny=0.4, and the channel radiug~1 cm was twice the target radius.

The experiments performed make it possible to conclude that the formation of
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trapped modes of plasma oscillations occurred when the electron density inside the chan-
nel crossed a resonance levgpper hybrid or plasmawhich determined the position of

the reflection poinfN= N, of the plasma wave. The evolution of the structure of the
electric field of the trapped waves, with the electron denft) decreasing in time, at

a distancez=2 cm from the emitting antenna is displayed in Figs. 2b—2e. Figure 2b
shows the structure of the electric field at the moment when the density on the channel
axis isN,¢;. Figure 2¢ shows the distribution of the radial component of the electric field
at the moment when the poift, is 6 mm from the axis of the wave channel. One can
see that the structure of the electric field during this period has the form of a standing
wave with an almost constant amplitude. The displacement of the reflection point of the
wave along the slope of the inhomogeneity in time was accompanied by intensification of
the field at the boundary of the trapping region and weakening of the field at the center of
the inhomogeneityfFig. 2d. Pronounced oscillations d&&(r), which are characteristic

for a standing wave, were not observed in this case. It can be supposed that the suppres-
sion of spatial oscillations and the substantial decrease in the ampiitndar the center

of the inhomogeneity are due to the fact that the wavelength of the plasma oscillations
decreases with distance from the reflection point, and, correspondingly, the plasma os-
cillations are detected less efficiently by a measuring antenna with a finite léngth
~1mm. We call attention also to the sharp decrease in the amplitude of the plasma
waves outside the transparency region, in the vicinity of which their electric field is
intensified. As the densitily(t) decreased further, the amplitude of the trapped waves
decreasedFig. 2e and subsequently approached its background value outside the chan-
nel.

We underscore that the above-described behavior of trapped waves was observed
only for >2wp. As the magnetic field was increased to values suchdhat> w/2,
the amplitude of the electric field inside the channel decreased substantially, in complete
agreement with the theoretical assumption that trapping of plasma waves should not
occur under these conditions.

3. In summary, our experiments have revealed trapping and amplificati on of plasma
oscillations confined inside an elongated inhomogeneity with a depressed electron density
(6N<0), oriented along the magnetic field. The accumulation of energy of plasma
oscillations in the resonator causes additional local heating of the inhomogeneities ob-
served in “active” experiments on the effect of high-power radio radiation on the iono-
spheric plasma.

This work was supported by the Russian Fund for Fundamental Reg&renfit No.
97-02-1780%
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Recent experiments have utilizied high-power subpicosecond laser
pulses to effect the ultrafast heating of a condensed material to tem-
peratures far above the critical temperature. Using optical diagnostics it
was established that a complicated density profile with sharp gradients,
differing substantially from an ordinary rarefaction wave, forms in the
expanding heated matter. The present letter is devoted to the analysis of
the expansion of matter under the conditions of the experiments re-
ported by D. von der Linde, K. Sokolowski-Tinten, and J. Bialkowski,
Appl. Surf. Science 109/110, 1 (1996; K. Sokolowski-Tinten,

J. Bialkowski, A. Cavalleriet al,, Proc. Soc. Photo-Opt. Instum. Eng.
3343, 46 (1998; and, K. Sokolowski-Tinten, J. Bialkowski,

A. Cavalleriet al, Phys. Rev. Lett81, 224(1998. It is shown that if

the unloading adiabat passes through the two-phase region, a thin liquid
shell filled with low-density two-phase matter forms in the expanding
material. The shell moves with a constant velocity. The velocity in the
two-phase material is a linear function of the coordindtew with
uniform deformatiol, and the density is independent of the coordinate
and decreases with time &s!. © 1999 American Institute of Physics.
[S0021-364(09)00604-7

PACS numbers: 52.50.Jm, 65.7Q.

The vaporization of solids by nanosecond and longer pulses of moderate intensity is
described well by a surface-vaporization model based on the assumption that the con-

0021-3640/99/69(4)/7/$15.00 310 © 1999 American Institute of Physics
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densed and gas phases are separated by a sharp boundary — the vaporization front — on
which certain boundary conditions héfd which relate the solution of the heat-
conduction problem for the condensed phase with the solution of the gas-dynamics prob-
lem for the vapor. This model is applicable if the vapor density is much lower than the
condensed-phase density, i.e., if the temperature on the vaporization front is much lower
than the critical temperature of the material. The motion of the vapor is described in this
case by a centered rarefaction wave with a smooth density profile.

Recent experimerits® have made it possible to conclude that the character of the
motion of the vaporized material is qualitatively different for ultrashsttbpicosecond
laser pulses. The density profile becomes nonmonotonic, and sections with large density
gradients form in it. In the present letter the dynamics of the expansion of the matter
heated by an ultrashort pulse is studied, and an attempt is made to explain certain effects
observed in Refs. 4—6.

In metals and semiconductors, which were used as targets in Refs. 4—6, laser radia-
tion is absorbed mainly by the conduction electrons. The absorbed energy propagates into
the interior of the sample by electronic heat conduction and is sldgbdgause of the
large difference between the electron and ion madsassferred to the crystal lattice. At
this stage the hydrodynamic motion can be neglected. The motion of the matter comes
into play at times of the order of the characteristic electron—ion energy transfer time,
when the rarefaction wave overtakes the electronic heat saa for example, Ref.)7
In normal-density metals this time is ordinarily 1-10 ps. On this basis, it is obvious that
by the onset of hydrodynamic motion a surface layer of thickhessax(s,\x 7e;) in the
target is heated to temperaturg~ Q/lcy,, whereé is the skin depthy is the electronic
thermal conductivityr,; is the electron—lattice relaxation tim®,is the absorbed energy
(per unit surface argeaandcy, is the specific heat per unit volume. Under the experimen-
tal conditions of Refs. 4—6, the heated layer was00 nm thick, and the temperature
was of the order of several thousands of degrees. Therefore for ultrashort pulses it is
necessary to solve the problem of the adiabatic expansion of a preheated layer instead of
the standard problem of the propagation of a vaporization front. As will become evident
below, the solution of this problem depends strongly on the equation of state of the
material and the initial entropy of the layer. If the entropy is such that the unloading
adiabat lies in the two-phase region in the phase diagram, the flow becomes qualitatively
different from the standard rarefaction wave in an ideal gas. Specifically, a layer of liquid
with very sharp boundaries, whose thicknesses are much smaller than the optical wave-
length, forms in the expanding matter. Such a flow structure agrees qualitatively with the
experiments of Refs. 4—6.

Let us examine in greater detail a very simple model of the flow. Let a layer of
thicknessl, uniformly heated to temperatuiig,, be deposited on a rigid undeformable
substrate. The initial matter densjiy equals the initial solid-state density, and the initial
pressure is determined by the equation of state. We shall assume that local thermody-
namic equilibrium in the matter is not destroyed during the expansion prd@sesse
remarks about the possible influence of nonequilibrium conditions will made hefmm
estimates and numerical calculations we shall employ wide-range tables of the thermo-
dynamic functions, constructed by the method developed in Ref. 8. The change in the
state of the matter during the expansion process follows an adiabat passing through the
initial point (pg,pg). We shall be interested in the case where the expansion adiabat
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FIG. 1. Stages in the evolution of the profile @fleft-hand columinand of the rarefaction velocitias, or u;,
(right-hand columpin the process of expansion of a heated laygA aarefaction wave with a uniform layer
2-3 that expands in proportaion tas traveling toward the boundary with the substrate-Q). b) The acoustic
characteristic, (t) reflected from the boundany=0 bounds the region of interference of the incident and
reflected waves. The rarefaction in the region of two wavex € X, is greater than in the region of one wave.
¢) The characteristig, (t) overtakes the laye3—2. d) “Freezing” of the expansior(coasting.

intersects the binodal at a certain poipt (p,) in the (p,p) plane and enters a two-phase
region. The most important feature of this case is the sharp decrease in the sound velocity
at the point of intersection of the adiabat and the binodal. Calculating the derivative
v(p)=(dInp/dIn p)g using the tables of thermodynamic functions, it is easy to see that
near the binodal one hagp)>1 in the one-phase region andp) <1 in the two-phase
region. The abrupt decrease in the sound velocity radically changes the structure of the
rarefaction wave.

A qualitative picture of the flow is shown in Fig. 1. Initially, the heated layer
occupied the segment<Ox<<|. The rigid substrate occupies the regipa 0. A self-
similar rarefaction wavéRW) is present on the right-hand edge. The acoustic family of
characteristics moving from right to left through the material form in the)(plane a fan
of straight linesé=(x—1)/cot, wherec, is the initial sound velocity. Matching the
self-similar solutions on both sides of the poipt (p4), at which the functiony(p) has
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FIG. 2. Evolution of the density distributions.

a discontinuity, it is easy to verify that this point is mapped onto the finite segBeht

in the (£,p) plane. The density on this segmentpi&f) =p,=const. All other points of

the adiabap(p) are in a one-to-one correspondence with the points of the fung(ién

The single-valuedness of the mapping at the point of intersection of the isentrope and
binodal breaks down because of the uniformity of the initial data and the degeneracy of
the RW(all lines £= const are characteristicd-or initial data of a general form the strict
uniformity of the flow in the regior2—3 will break down.

At time t,=I/c, the rarefaction wave reflects from the rigid substrate. tFet, a
reflected wave, whose front is located at the pairft) (see Fig. 1k is superposed on
the leftward traveling RW. The arrows in Figs. 1a and 1b indicate the direction of motion
of the fronts. Foit, <t<t; the fronts3 and4 move toward each other. The fradimoves
with a very low velocity relative to the material. At=t; the reflected characteristit
overtakes the poinB (see Fig. 1f and “sticks” to it, since the sound velocity, with
which it moves relative to the material, decreases abruptly to a very low value. For
t>t;(t;~t;) the sound velocity becomes low in the entire material. A “freezing” of the
acoustic disturbances occurs, and a hypersonic expansion regime is established. The
distribution u(m,t) of the velocity over the Lagrangian particles becomes time-
independent. The regidi+3 expands with timey;,>0), and the density in it decreases.
In the layer2-3 (the “shell”) the density remains constant and equab{o since in this
layer u;,=0. Therefore the nonmonotonicity of the density profile first appeats-&t
and then increases with timsee Fig. 1d

The numerical solution of the gas-dynamics equations confirms the flow scheme
described above. The computational results for aluminum are displayed in Figs. 2—4. A
semiempirical equation of state was u$éthe initial thickness of the heated layer was
100 nm, and the initial temperature was 4000 K. Figure 2 shows the evolution of the
density profile fort>t; after the main elements of the structure are forrfegpansion
occurs in the negative direction along tkeaxis). A liquid shell approximately 70 nm
thick moves in front. The density; and the velocity of the shell remain constant for a
long time (much longer than the formation time of the shellhe matter inside the shell
is in a two-phase state, and its dengityis virtually independent of the coordinate and
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FIG. 3. Decrease of the density of the two-phase matter in time.

decreases in time asti(Fig. 3). Figure 4 shows the velocity profiles at various times.
One can see that the shell moves without appreciable deformation with a velocity of
approximately 1.5 km/s, and the matter inside it undergoes uniform expafib®we-
locity depends linearly on the coordinate

The calculation described above was performed under the assumption that local
thermodynamic equilibrium holds in the expanding matter. The equation of state em-
ployed was constructed following Maxwell's rutd In this connection, there arises the
question of the possible effect of the metastable states and their decay kinetics on the
above-described picture of the expansion. In our case, as one can readily appreciate, the
fluctuation-nucleation kinetics of the transition from the one-phase to the two-phase state,
while determining the microstructure of the medium, will not greatly influence the den-
sity and velocity profiles. The reason is that the differences between the equilibrium and
nonequilibrium descriptions become substantial at pressures of the ondgr while the
velocity field is formed at pressures of the orderpgf, several orders of magnitude
greater tharp,. This qualitative reason is confirmed by a direct numerical calculation
similar to that described above but using an equation of state that takes the metastable
states into account. The average density and mass-velocity profiles obtained in this cal-
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FIG. 4. Evolution of the velocity distributions.
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culation are virtually identical to the results of equilibrium calculations. It is interesting to
note that a flow structure similar to that described above is also obtained by molecular-
dynamics simulation of the vacuum expansion of a superheated Lennard-Jones liquid.
Thus, the formation of a structure consisting of a liquid shell filled with a low-density
two-phase material is a characteristic feature of the expansion of a uniform layer of
instantaneously heated liquid.

The Newton’s rings observed in the experiments of Refs. 4—6 are caused by the
interference of waves reflected from the outer boundary of the shell and from the un-
vaporized part of the target. Hence it follows that the shell weakly absorbs the probe
radiation. The calculations show that in the case of aluminum the shell dgnsity
1.5-2 times less, depending on the initial temperaligrethan the initial densityhigher
values ofT, correspond to lower values @f;). If it is assumed that the free-electron
density in the shell material remains proportional to the density, the plasma frequency
under typical conditions is much higher than the frequency of the probe radiation (
=620 nm, w=3x10°s™1). In the example presented in Fig. 2, the shell density is
2 g/en? and the shell thickness is 70 nm. Assuming that in the shell material, just as in
solid aluminum, there are three free electrons per atom, we find that the fraction of the
transmitted radiation is only about 1% of the incident flux. It is well known, however,
that the number of free electrons per atom in liquid aluminum is less than in solid
aluminum and equals 2.45 at the melting point. The expansion of liquid aluminum should
further decrease the number of free electrons and increase the number of bound electrons.
It is natural to suppose that these bound states have a large radius and high polarizability.
Let us estimate the permittivity of such a liquid. The elementary Drude theory gives

2 2 2 2 2

s r_ QP _wp "__ pr (,()p
e=¢g'—ig", &'=1+ 5 5T 5 & _ﬁ_’__S' (1)

wp— 0w © (wg— 0)w1y ©°T

The last terms iz’ ande” describe the contribution of free electrons; all the other terms
correspond to a bound state with binding enefigy,. The plasma frequencies of the
bound and conduction electrons are, respectively,

47rngye’ 47ne’
sz 1 wp: 1
Mo m

where ng,mgy,n, and m are the corresponding densities and masses. In @gst is
assumed thab7o>1 andw7>1, so that’'>¢" (75 andr are the relaxation times of the
bound and free electropsAssuming that the frequenci€3, and w, are of the same
order of magnitude, it can be shown that fom,= 2% w=2.8 eV the refractive index

N~ /e’ becomes real. Of course, this interpretation is only a rough scheme, which must
be refined by further experiments.
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Effect of electron—phonon interaction on the
thermoelectric properties of superlattices
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The electron relaxation time on acoustical phonons, the electrical con-
ductivity, and the phonon-drag thermopower of a semiconductor super-
lattice with quasi-two-dimensional quantum wells are calculated. The
inelasticity of the scattering of charge carriers is taken into account. It
is shown that the phonon-drag thermopower of a superlattice can be an
order of magnitude greater than the corresponding thermopower of a
bulk semiconductor. ©1999 American Institute of Physics.
[S0021-364(99)00704-3

PACS numbers: 73.50.Lw, 63.20.Kr

It is shown theoretically in Refs. 1-3 that the thermoelectric figure of Merfta
superlattice with sufficiently narrow quantum wel@Ws) can be an order of magnitude
greater than the figure of merit of a bulk semiconductor of the same composition as the
QW material. This result is a consequence of the nonzero density of states at the bottom
of the lower subband of the size-quantized electron spectrum. For a fixed chemical
potential the charge-carrier density in the QW and, together with it, the electrical con-
ductivity of the QW are greater than the corresponding parameters of a three-dimensional
semiconductor. The possibility of such a large increase in the thermoelectric figure of
merit has attracted much attention from investigators and has sharply increased the topi-
cality of research on the thermoelectric properties of low-dimensional structures.

In subsequent works® a variety of other features of superlattices were studied.
Specifically, the effect of decreasing the electron relaxation time in nanostructures with
QWs on the thermoelectric properties was investigitddicks and Dresselhaus
assumet that the charge-carrier mobility does not depend on the quantum well width
L. However, it has long been knowthat in the approximation of elastic scattering of
electrons by acoustical phonons the relaxation time and the mobility of the carriers are
proportional toL. The density of states is inversely proportionallto Therefore the
electrical conductivity of a superlattice with a fixed chemical potential should not depend
on the QW width. In other words a decrease in the mobility compensates the prédicted
increase of the thermoelectric figure of merit. Nonetheless, under some conditions certain
features of the electron—phonon interaction in superlattices can still substantially improve

0021-3640/99/69(4)/7/$15.00 317 © 1999 American Institute of Physics
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the thermoelectric properties of low-dimensional structures. Two such possibilities are
examined in this letter.

1. The approximation of elastic scattering of carriers by acoustical phonons, which
was employed in the works indicated above, is not always applicable to superlattices. In
a three-dimensional semiconductor an electron with wave v&atan interact only with
a phonon whose wave vector has a lengthg<2k. In a two-dimensional QW the
componentk, (the z axis is perpendicular to the plane of the QW indeterminate in
accordance with the uncertainty relatidk,~ 1/L. Therefore in a QW elastic excitations
with g,~1/L become involved in relaxation process@ge assume that the acoustical
phonons remain three-dimensional in the superlattise L decreases, the phase volume
of “electronic” phonons, i.e., phonons interacting with charge carriers, increases. This
increases the electron—phonon collision frequency. Moreover, inelastic scattering of car-
riers can occur through an increase in the energy of the electronic phonons.

We considered the inelastic scattering of electrons by the deformation potential of
three-dimensional acoustical phonons in a superlattice with quasi-two-dimensional QWs.
For simplicity, the potential barriers separating the QWs were assumed to be extremely
narrow and high. Only the case of nondegenerate carriers with an isotropic parabolic
spectrume (k) was investigated. The transition probability(k,k’) was assumed to be
an even function of the second argument to the same accuracy with which this is true for
quasielastic scattering in a three-dimensional semiconductor. This made it possible to
introduce the electron—phonon relaxation time

. MD(kgT)?

T, " XI2(t)Ng(X dx, 1
R fy (DONG(X) (1)
where No(x)=(exp&)—1)"L, I(u)=8sin(mu/2)/wu(4—u?), t=kgTL/whs,, y=s(Kk)/
kgT,m is the carrier masd) is the deformation potential constaptjs the density of the
material, ands; is the velocity of longitudinal sound.

Using Eq.(1), it is easy to calculate the in-layer electrical conductivitiP of a
superlattice. The ratio of this electrical conductivity to the electrical conductiviBy of
a three-dimensional semiconductor with the same composition as that of the QW material
has the form

o _ 2

ﬁ—lZW _t ’ (2)
where

(F)eP= fo F(y)e Yydy, 3)

and the dimensionless relaxation tiﬁq) differs from 7, by the absence of the factor in
front of the integral in Eq(1). To calculates°P, and in the calculations presented below,
the average electron—phonon relaxation tifné'g gD of a three-dimensional semicon-
ductor was used. The average. .>2D is obtained from Eq(3) by multiplying the
integrand by 44372 and the relaxation time2p is well known®
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FIG. 1. Reduced thermopower of two-step drag and normalized electrical conductivity of a superlattice versus
the reduced temperatute

The averagefrepﬁ[’ is completely determined by the parametefhe dependence
of the ratio(2) ont is presented in Fig. 1. For large values of the prodticthe electron
scattering is quasielastic, and the ratio of the electrical conductivities is practically unity,
as expected. The use of low-dimensiona | structures makes it possible to increase the
conductivity only fort<1. For example, for a superlattice withb~2 nm ands;
~5 km/s, this inequality holds foTf <50 K. This is the temperature range where the
qualitative results of the Hicks—Dresselhaus theory hofd.

2. Another important consequence of an increase in the electron—phonon interaction
in superlattices with QWs is the intensificati on of phonon drag, which is manifested as
an increase in the phonon component of the thermopower. Such an increase in drag is
observed in three-dimensional semiconductors in a quantizing magneti¢fiéld.

Two drag mechanisms should be distinguished. In pure materials the phonon—
phonon interaction predominates, and at low temperatures drag is a two-step
process:'?12 The thermal-phonon flux drags electronic phonons, which in turn drag
electrons. Scattering by defects and impurities in “dirty” semiconductors as well as
umklapp processes at sufficiently high temperatures suppress the interaction of thermal
and electronic elastic excitations, so that under these conditions only electronic phonons
participate in drag?

The processes described above occur in both uniform semiconductors and superlat-
tices. However, in the latter case the electronic phonons have shorter wavelengths. The
frequency of their collisions with thermal phonons is high. For this reason two-step drag
in superlattices remains dominant at higher defect and impurity densities and at higher
temperatures.

In the general case the indicated processes cannot be separated and the description
of drag becomes much more complicated. We have examined only the limiting cases
indicated above. The calculation of two-step drag was performed in the hydrodynamic
approximation™> The spectrum of elastic oscillations was assumed to be isotropic and
linear. The latter assumption is justified because in the hydrodynamic approximation one
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is considering temperatures that are low compared with the Debye temperature. The
contribution of two-step drag to the thermopower of the superlattice has the form

Sp= 2': Re—2y (4)
eT<Tep>e <VpS >p
Here VE is the frequency of phonon collisions that the total quasimomentum of the elastic

subsystenm(umklapp processes, scattering by impurities, and 9o is the velocity of
sound,e is the electron charge, and

> s f: F;(X)Ng(x)x*dx

(F)p=— -
> sj_sf Ng(x)x*dx
; 0

The indexj enumerates the branches of the phonon spectrum. A prime indicates a de-
rivative with respect tox. The averagérep>§D in Eq. (4) is easy to calculate numerically
using Egs.(1) and (3). It is more difficult to estimate{v,'?s*),). Fortunately, in the
approximations adopted the second average can be expressed in terms of the lattice
thermal conductivityx. Instead of Eq(4) we obtain

®)

- 45mh° K
P 27235 (ke T)* (7ep)2®

(6)

Let us compare the contributions of the two-step drag to the thermopower of a
superlattice and a bulk semiconductor. The expression describing the contribution to the
thermopower of a three-dimensional semiconddétdiffers from Eq.(4) only by the
average electron—phonon relaxation tith&herefore

2D 3D\ 3D 1/2

SL: (Teple _ 2 t @

SgD (Tep>§D 3(277)5/2 |l/2< Tep)éD
wherel=msgL/#x#% is the dimensionless QW width. The right-hand side of this relation
is determined by the two parametdrand|. Its dependence ohis monotonic and is
contained in the factdr 2 The combination*?S;°/S3° | which is a function of only,
is plotted in Fig. 1. This function determines the temperature dependence of th&yatio
For a superlattice with a fixed QW width the maximum increase in the thermopower
obtains forkgT~0.757#s, /L. Therefore the smaller the QW width, the higher the tem-
perature to which the maximum of the temperature dependence of the rélBtisimifts.

The curve presented in Fig. 1 can be used to estimate the effect under consideration.
If m~0.0Img,5~5 km/s, andL~3 nm, then max§ /S;’)~30 at T~30 K. Even at
T=100 K the ratioS;°/S;°~20. It should be noted, however, that in three-dimensional
semiconductors at temperaturesl00 K two-step drag apparently is not the dominant
process, and relatio) can be used only to estimate an upper bound.

It is more difficult to calculate the second limiting process, whose three-dimensional
analog is Herring dradf This type of drag occurs at high temperatures and/or defect
densities. So as not to complicate the problem by taking into account the scattering of
electrons by defects, we studied only one possible variant, specifically, the case of rela-
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tively high temperatures and low impurity-atom densities. This restriction made it pos-
sible, specifically, to use the approximation of elastic scattering of carriers by phonons.
But even after these simplifications were made, a quite simple result could be obtained
only for narrow QWs withL <<% \2mkgT. This inequality guarantees that the phase
volume of the electronic phonons will be highly elongated in the direction of the sym-
metry axis of the superlattice. Phonon drag in a structure with wide QWs, in which the
electronic phonons are localized near the center of the Brillouin zone, is virtually iden-
tical to drag in a three-dimensional semiconductor.

The phonon contribution to the thermopower of a superlattice in our limiting case
can be written in the form

ZD_m_§2 <<T|>2D>£D

P el <Tep>éD .

8

Here 7, is the total relaxation time of longitudinal phonons; the averége. gD is
defined in Eq(3); and

f: (@ EIP(pED(£) dt

<T|>2D:

= , (€)
JO E1%(p£)D(¢) d¢

where £=q/2k,p=2kL/m,D(&)=[K(&)—E(&)]/€? for é<1 and D(&)=[K(1/¢)
—E(1/£)]/ ¢ for £>1, andK(¢) andE(£) are complete elliptic integrals of the first and
second kinds, respectively.

Formula (8) and the formula describing Herring drag in a three-dimensional
semiconductdrdiffer only by the average relaxation times. The average relaxation time
(7,)%P of electronic phonons in a three-dimensional medium is obtained fronf9Egy
replacing in the integrands the produié(p&)D(£) by a unit “step” which vanishes for
£>1. Averages of the typé. ..)3P were discussed above.

Let us once again estimate the ra8gP/S3° . Let 7(q)ecq" (Ref. 17. Simplifying
Eqg. (1) with allowance for the elasticity of the electron scattering and performing the
integration where possible, we obtain

S 2(4-n) (= -
L —VYy,(3—n)/2 3—ny2
s®  @l((5-n)2) fo dy ey JO dg &7 M=(v8oy §)D(§), (10)

whered=kgTL2m/ 7?42 andI'( . . .) is thegamma function. The rati(l0) is a function

only of the single variabl® and of the parametear (<3), which determines the relax-

ation mechanism of the elastic subsystem. The family of curves describing this situation
is displayed in Fig. 2. One can see that in the present limit the ﬁ%SﬁD for the
Simong® relaxation mechanisrm(=1) is quite large but less than for two-step drag. As

we have said above, two-step drag in superlattices, in contrast to the analogous drag in
three-dimensional semiconductors, should be manifested even at quite high temperatures.
For this reason, the data presented in Fig. 2 determine only a lower bound on the ratio of
the phonon contributions to the thermopower.
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FIG. 2. Reduced thermopower of Herring drag versus the reduced tempegaforethree values of the
scattering parameter.

On this basis it follows that at low temperatures the thermopower, the electrical
conductivity, and the thermoelectric figure of merit of a superlattice can be many times
greater than the corresponding coefficients of a three-dimensional semiconductor. The
ratio (2) differs substantially from 1 only fom <100 K. However, phonon drag can
improve the thermoelectric properties of a superlattice at liquid-nitrogen temperatures. In
addition, materials with a high lattice thermal conductivity could be promising in this
case(see Eq.(6)).

An increase in the drag thermopower much greater than that considered above
should be observed in nanostructures with one-dimensional QWs because of the expan-
sion of the phase volume of electronic phonons.

This work was supported by the program “Integratsiya,” Project No. 75.

YThe thermoelectric figure of merit B=S?0/«k, whereS, o, and« are, respectively, the thermopower, the
electrical conductivity, and the thermal conductivity of the material. This parameter determines the thermo-
electric energy conversion efficiency.

ACertain phonon—phonon processes, which are normal in a three-dimensional semiconductor, become umklapp
processes in a superlatti¢eecause of the small size of its Brillouin zgriato umklapp processes and can
increaseﬁ (Ref. 16. However, the additional umklapp processes lead to the relaxation only of the component
of the total quasimomentum of the phonon subsystem that is transverse to the layers.
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Atomic-vacancy ordering and magnetic susceptibility
of nonstoichiometric hafnium carbide
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Experimental data on the magnetic susceptibility of nonstoichiometric
hafnium carbide Hf(0.6<y<1.0) are presented. Anomalies are
found in the temperature dependences of the magnetic susceptibility of
the carbides Hfg,,, HfCy 75, and HfG, g5 in the temperature range
870-930 K. These anomalies are due to the formation of a superstruc-
tural short-range order in their nonmetallic sublattice. It is shown that
the short-range order in the carbides RHf¢and HfG, ;g corresponds to

the ordered phase EIZ,, while in the carbide Hfgg;it corresponds to

the ordered phase K{Es. It is found that the magnetic susceptibility of
the carbide Hf@,g in the temperature interval 910-980 K is zero.
© 1999 American Institute of Physids$0021-364(19)00804-X

PACS numbers: 75.30.Cr

Hafnium carbide HfG (HfC [0, _,) possesseBl-type structure and a wide homo-
geneity range 08 y=1.0,! within which its nonmetallic sublattice can contain up to 40
at. % structural vacanciéd. Hafnium carbide is a highly nonstoichiometric compound,
one of a group of compounds whose characteristic feature is the formation of a large
number of diverse ordered phasdésThe atomic-vacancy ordering of nonstoichiometric
carbides MG(MC,[1,_,) appreciably influences their specific heat, superconductivity,
and magnetic and electric-transport properties. Thus far effects due to ordering have been
found in the structure and properties of all cubic nonstoichiometric carkifi€,,
ZrCy, VCy, NbC,, TaG) except hafnium carbide HfC Even in a recent review,
devoted exclusively to the effects of ordering in nonstoichiometric intercalation com-
pounds, hafnium carbide is mentioned only in connection with theoretical calculations of
order—disorder transitions.

Indeed, the carbide Hfthas never been systematically investigated. What informa-
tion does exist about the composition and temperature dependences of its properties is
incomplete and 30 to 40 years old. There are no published experimental data on ordering
in HfC, .

The lack of experimental proofs of ordering of Hf@ due to the virtual impossi-
bility of studying directly the structure of its ordered phases by diffraction methods: In an
x-ray experiment the relative intensity of possible superstructural reflections is very low
because of the large difference in the scattering amplitudes of the Hf and C atoms, and in

0021-3640/99/69(4)/6/$15.00 324 © 1999 American Institute of Physics
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the case of neutron diffraction the neutron absorption by the massive hafnium nuclei is
very large, as a result of which the total intensity of the diffraction spectrum is low and
the superstructural reflections are impossible to observe. Nuclear magnetic resonance is
inapplicable for investigating the distribution of atoms in the WHf@ttice, since the

nuclei of the most common isotop&&Hf, 178Hf, 17Hf, and'%C possess zero spin.

At the same time, theoretical calculatiSrshow that the disordered state of the
carbide HfG is a thermodynamically equilibrium state only at temperatures above 800 K,
while at lower temperatures the ordered phaseLkHand H§Cy should exist.

Since it is impossible to investigate directly the ordering in nonstoichiometric car-
bide HfC, by structural methods, in the present work the order—disorder transitions were
studied by an indirect method using the magnetic susceptibility.

Samples of the disordered carbide kf@ith different carbon contentsy(0.62,
0.71, 0.78, 0.80, 0.83, 0.87, 0.90, 0.9@ere used for the investigations. The samples
were obtained by solid-phase vacuum synthesis at 2200 K followed by quenching from
2200 to 300 K at a rate of 2000 K/min. All samples were homogeneous and contained a
single phase wittB1 structure. The susceptibility was measured with a highly sensitive
magnetic balance, used for studying weak para- and diamagnets in fields with intensity
7.2, 8.05, and 8.8 kOe in the temperature interval 300—-1250 K in a vacuum no worse
than 0.001 Pa. The sensitivity of the magnetic balance is not less than
2x 10 1% emu/g. The susceptibility of the experimental hafnium carbide samples did not
depend on the magnetic field intensity. This indicates that there are no ferromagnetic
impurities in them. The relative measurement error did not exceed 3%. The measure-
ments were performed with a 1.5—-2.0 h hold at each temperature to establish a constant
value of y, which remained constant in time.

The investigation of the temperature dependendd9 showed that as the tempera-
ture increases, the susceptibility of the carbides d3fC HfCq g9, HfCy g7, HfCq 99, and
HfC, o increases nonlinearly without any effects attesting to phase transformations. An
anomalous decrease gfat 835—860 K, after whicly once again increases with tem-
perature, is observed in the temperature dependegf€}p of the carbides Hfg,q,
HfCy.75, and HfG g3 (Fig. 1). According to the calculation performed in Ref. 3, the
ordered phases KE, and H§Cs, for which the transition temperatur@s.,,s are 600—

800 K, depending on the composition of the disordered carbide, can form in hafnium
carbide. It can be inferred that the observed anomalous decrease, followed by an increase,
of the susceptibility of hafnium carbide are due to the ordering and subsequent disorder-
ing occurring during the measurements.

The typical change in the susceptibility with increasing and decreasing temperature
for samples of the carbide Hf@xhibiting an anomalous behavior gfis shown in detail
in Fig. 2. As temperature increases to 820-835 K the susceptibility of the disordered
carbide HfG ;4 increases monotonically and then decreases abruptly at 833860 K
as a result of a nonequilibrium order—disorder transition, increases rapidly at 900—-950 K,
which corresponds to a transition from an equilibrium ordered state to an equilibrium
disordered state, and once again increases slowlp®&50—970 K(Fig. 2, curvel). The
susceptibility decreases monotonically as the temperature decreases from 1250 K to 900
K. In the region 900-870 K the susceptibilify decreases abruptly as a result of a
transition from an equilibrium disordered state to an equilibrium ordered state; as the
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FIG. 1. Temperature dependences of the magnetic susceptjpitifynonstoichiometric hafnium carbide HfC
in the disordered®) and ordered @) states.

sample is further cooledy decreases. The direct and reverse temperature dependences
x(T) are virtually identical at temperatur&s>900 K, and aff <870-900 K the reverse
dependencg(T) (Fig. 2, curve2) lies below the curve(T) obtained on heatingFig. 2,

curve 1). Thus, the susceptibility of ordered hafnium carbide is less than that of the
disordered carbide at the same temperature. During subsequent heat cycling the suscep-
tibility follows the curve2 (Fig. 1). The abrupt change ip at 870-900 K corresponds to
equilibrium order—disordefon heating or disorder—ordefon cooling phase transitions.

The existence of a small hysteresis in the region of the transformation shows that the
ordering in HfG is a first-order phase transition. The temperature dependeifdgsof

the carbides Hfg,g and HfG, g5 are similar tox(T) of the carbide HfG,,. The inter-
esting experimental result that the susceptibility of the carbide, Hf zero should be
noted. The susceptibility remains zero in the interval from 910 to 98Gi4. 1).

Why does the magnetic susceptibility of the carbides 3¢ HfC, ;5, and HfG g3
decrease on ordering? The measured susceptibility of nonstoichiometric carbides is a sum
of the para- and diamagnetism of the atomic cores, the Pauli paramagngfisand
Landau diamagnetisngy = —(mO/m*)ZX,;(O)/3 of theconduction electronsnf, is the
free-electron massn* is the effective magsand the orbital Van Vleck paramagnetism
Xorb- Of all the terms, only the Pauli paramagnetism is temperature-depenggt)
=X, (0)+bT?, wherey, (0)~N(Eg) andb~#°N(Eg)/JE? (Ref. 4, which gives rise
to the experimentally observed temperature dependence of the suscepgibilifl)
=a(y) +b(y)T? in the interval from 300 K to the onset of the order—disorder transition.
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FIG. 2. Effect of ordering on the magnetic susceptibijtyof the carbide HfG,,: (O) variation of y of the
disordered carbide HfG; on heating, a nonequilibrium irreversible order—disorder transition at 835—-860 K,
and an equilibrium order—disorder transition at 890-910 ®;) (variation of y of the carbide Hf@g,;, on
cooling and an equilibrium disorder—order transition at temperature=999,=890 K.

The susceptibility y can decrease on ordering i} <Mgcorq OF N(Eg)ord
<N(Eg)gisorg- However, analysis of the effects due to ordering on the susceptibility of
the carbides NbCand TaG (Ref. 2 showed that the change in the effective mass and
the decrease in the electronic density of states at the Fermi level on ordering are too small
to explain the observed decreaseyinTherefore the most likely reason for the decrease
in the susceptibility could be a change in the contribution of orbital paramagnetism as a
result of the formation of superstructural short-range ofdemhich always arises on
ordering.

The magnetic susceptibility of nonstoichiometric carbides witBlatype basal
structure is determined mainly by the electronic subsystem of the metal atoms. The
symmetry of the nearest environment of the metal atoms in the ordered carbide is higher
than in the disordered carbide, so that the contribution of the Van Vleck orbital paramag-
netism to the susceptibility of the ordered carbide is smaller in magnitude than the
analogous contribution tg of the disordered carbide. The influence of the symmetry of
the nearest environment on the valueydé confirmed by a calculation of the short-range
order parameters from the experimental data on the magnetic susceptibility by the method
described in Ref. 2.

The crystal lattice of the nonstoichiometric carbide can be represented as a collec-
tion of clusters in the form of Dirichlet—Vorofi@olyhedra(distorted rhombododecahe-
dra in the case of thB1 type structurg which include a metal atom at the center, and six
filled or vacant sites in the nonmetallic sublattice. Such clusters fill the entire volume of
the crystal and they take account of all sites in the crystal lattice. The proba®i(iyy
of a cluster in the disordered carbide depends only on the compogitibthe carbide,
and it is determined by the binomial distribution. If the susceptibijtfy,T)=a(y)
+b(y)T? of the disordered carbide is expressed in terms of the susceptipjlity;
+b;T? of the individual clusters ag(y,T)=2xi(T)\;P;(y), then knowing the prob-
ability P;(y) and the experimental coefficien&fy) and b(y) for several disordered
carbides with different carbon content, the coefficiesmtsaand b; can be calculated for
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each clusterX; is the multiplicity of theith configuration of the clustgrNext, using the
experimental coefficienta(y) andb(y) for the ordered carbide, the values found &r
and b; and the normalization conditions\;P;(y)=1 and=/;\;Pi(y)=y (/; is the
fraction of the sites of a cluster with th#éh configuration that are occupied by carbon
atoms, we can calculate the probabilil?i"rd(y) of clusters in the ordered carbide. We
find the short-range order parameters and «, for the first and second coordination
spheres of the carbon sublattice according to the formula

aj=1-(PEUN)/(PE" ), )
where P?jﬂjz)\cﬂy(l—y) is the binomial probability of the formation of carbon—
vacancy pairs CEI(Ac_5=2) that corresponds to the disordered state of the carbide
MC, and depends only on its composition. We determine the probability of the formation
of C— pairs in anyjth coordination sphere of the nonmetallic sublattice of the ordered
compound as

P?{i’%)=2i nNPPy), ©

whereni(j) is the relative fraction of the pairs T3 in the jth coordination sphere of a
cluster with theith configuration.

Comparing the computed values ®f and «, with the theoretical short-range order
parametersfor all superstructures that can arise in carbides suggests the type and sym-
metry of the ordered phases of hafnium carbide HfC

In the carbides Hfg,; and HfG, ;g the parameters are 0.21<a,<-—0.13 and
a»,=0. This combination ofr; and «, is possible only for an ordered phase of the type
M3C, with orthorhombic(space grougmmm or monoclinic (space groufP2) struc-
tures. For the carbide MC whose composition differs from the stoichiometric compo-
sition of the ordered phasg €Y.y, the limiting value of the superstructural short-range
order parameter in thigh coordination sphePecan be found from the formulas

(Y, Mmad = @ (Yst, Tmad [ Ys( 1= Y)[Y(1—ys) ]} for 1=y=yg, 3
aj(yvnmax):a’j(ystanmax){[y(l_yst)]/[yst(1_y)]} for ys=y=0. (4)

For the carbides Hfg;; and HfG, ;5 upon formation of an MC, superstructure
(Y= 2/3) the maximum possible value of the long-range order paramgtgris 0.87
and 0.66, respectively, and the limiting values of the superstructural short-range order
parameters arev;=—0.204 anda,=0 for HfCy,; and ;= —0.141 anda,=0 for
HfC, 7. Comparing with them the parameters and «, calculated from the data op
shows that the degree of long-range order in the carbide, HfS close to maximum,
and somewhat less than maximum in ifgG.

In the carbide Hf@G g5 the parameters are;= —0.079 anda,= —0.023. The rela-
tion 0> a,> a4 is possible only for superstructures of the typgQ (y=2/3). In the
carbide HfG g3 with the maximum degree of ordemf,.x=0.995) the parameters are
a1=a,=—0.195. The parametes; and a, found from they data are far from these
values, so that the degree of ordering of the carbideyig§@ appreciably less than
maximum.
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The absence of any features in the temperature dependdigeof the carbide
HfCy g3 (Fig. 1) probably signifies that with respect to its composition this carbide lies at
the boundary of the regions of coexistence of the ordered phas€s Hifid HgCs and
therefore does not undergo ordering. To produce the possible short- or long-range order,
HfC, go powder was additionally annealed at 750 K for 20 h and studied by transmission
electron microscopy using a JEM-200C microscope. The electron diffraction patterns of
individual grains of the carbide HfG, showed only systems of point reflections from
reciprocal-lattice planes of the cubic phase of [Hf@nhile in the presence of short-range
order periodic diffuse effects, corresponding to a complicated figure in the form of a
sectioned octahedron, should appeslve note that the electron diffraction patterns of
HfCy g0 did not show any indications of diffuse effects, either in the presence or absence
of inelastic scattering in the form of Kikuchi lines. Thus electron diffraction analysis
confirmed the absence of short- and long-range orders in the vacancy distribution in the
carbide HfG go.

Analysis of the data oy and the estimates of the short-range order parameters show
that a phase of the type k€, forms in the region of compositions from HfG0.62
<y<0.71) to HfG ;, while the existence region of the §@; phase is no wider than
0.80<y<0.87. The temperatures of the equilibrium order—disorder transition
HfC,—Hf;C, for the carbides Hfg7; and HfG, 7gare 870-890 and 970-1000(Kigs. 1
and 2 — these are approximately 100-110 and 220—230 K higher than the coriputed
temperatures of the order—disorder transition for gHCand HfG, ;5.

On the whole, the investigation of the magnetic susceptibility revealed effects that
are characteristic of disorder—order transitions and indicate ordering of the nonstoichio-
metric carbide HfC at temperatures below 1000 K. A calculation of the short-range order
parameters confirms indirectly the formation of;8f and H{Cs; superstructures. Judg-
ing from the data obtained, KT, is the main ordered phase of hafnium carbide.

This work was supported by the Russian Fund for Fundamental Res@anjbcts
Nos. 95-02-03549a and 98-03-3285k5a
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The appearance of a toroidal moment is observed in the magnetoelec-
tric Cr,O3 in a strong magnetic field above the spin-flop transition field.
This conclusion is based on the experimentally established fact that the
off-diagonal components of the magnetoelectric susceptibility tensor of
Cr,0O; contains an antisymmetric part that is dual to the toroidal mo-
ment. Therefore it has been shown that the magnetoelect;io;Gn

the spin-flop phase can be classified as a toroic.1999 American
Institute of Physicg.S0021-364(09)00904-4

PACS numbers: 75.86.q, 75.30.Cr

It is well known that certain magnetic-symmetry point groups admit the existence of
a toroidal momenT — a polar vector that changes sign under spatial inversion and time
reversaft—

The existence of a toroidal moment is possible in many magnets possessing mag-
netoelectric(ME) structure with nonzero off-diagonal moments of the ME tef{sbin
Ref. 7 materials admitting the existence of a toroidal moment were given the name
“toroics”. Although the problem of toroidal ordering in magnetically-ordered crystals
with a definite symmetry has been discussed intensively in the scientific literature in the
last ten years, experimental investigations for the purpose of observing a toroidal moment
are only just beginning®

In Ref. 8 it was proved on the basis of an experimentally established fact — the
asymmetry of the off-diagonal components of the ME tensor — that a nonzero toroidal
moment exists in the magnetic piezoelectric Gafesing neutron diffraction data, the
contributions of the magnetic and toroidal moments to the antisymmetric part of the ME
tensor were distinguished and the toroidal moment was determinedT as
=(24,0,0)ug A per unit cell.

The symmetry of GiO; also admits the existence of a toroidal moment, but it is
difficult to observe because in £ it can appear only in a strong magnetic field, above
the spin-flop transition field. The problem is that in the absence of a field the spins in
Cr,0; are antiferromagnetically ordered along thaxis of the rhombohedral crystal. In
this case the tensor of the linear ME effect contains only diagonal components, and the

0021-3640/99/69(4)/6/$15.00 330 © 1999 American Institute of Physics
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FIG. 1. Magnetic field dependence of the anglef the orientation of the antiferromagnetism vectorfor
0= —5° at a temperature of 150 K.

toroidal moment of the unit cell is zero. In a sufficiently strong magnetic figld axis

the CP* spins “flop” into the basal planéspin-flop transitiop, and off-diagonal com-
ponents of the ME tensor appear. The magnitudes and signs of these components can
yield information about the existence of a toroidal moment.

The dependence of the electric polarization vector on the magneticHigidthe
general case can be represented by the formula

P=aH, )
where according to Ref. 9 the ME susceptibility tensor includes symmetric and antisym-
metric parts

a=aS+ah. )
The toroidal moment is dual to the antisymmetric part of the matebof the ME effect:

aij—aji=aeijka, (3)
wheree;; is the Levi-Civita symbol ané is a constant.

Our study of the linear ME effect in @D crystals in the spin-flop phase made it
possible to reveal the asymmetry of the off-diagonal components of the ME tensor and
thereby to prove the existence of a toroidal moment induced by an external magnetic
field.

Experimental results and discussion

The linear ME effect, induced by an external magnetic field up to 250 kOe, was
investigated in GIO; single crystals using the method described in Ref. 10. The mea-
surements were performed on perfect crystals with no blocks. The samples w&re 3
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FIG. 2. Field dependence of the electric polarizati®nalong thea(x) and c(z) axes for9=—5° at a
temperature of 150 Ksolid lines — experiment, circlets — thegry

X3 mm cubes, whose edges coincided with #hd, andc axes in an orthohexagonal
coordinate systema(is one of the twofold axes in the basal plane perpendicular to the
rhombohedral axis of the crysjallhe crystal was oriented by the x-ray method to within
1°. The accuracy of the orientation of the field with respect to the rhombohedéds

was =2°. The electric polarization componerfeg and P, versus the pulsed magnetic
field H, oriented at an anglé= +5°(6= —5°) with respect to the axis in theac plane

of the crystal, was measured. In this case, as the field increases, the antiferromagnetism
vector L moves away from the& axis, remaining in theac plane and asymptotically
approaching a direction perpendicular to the fididas shown in Fig. 1. This orientation

of the field was chosen because for a strict orientation of the field along dhs, i.e.,

when a pure spin-flop transition occurs, it is impossible to determine simultaneously the
componentse ;3 and a3, and to detect their symmetry associated with the existence of a
toroidal moment.

The experimentally obtained dependences of the electric polarization aloray the
andc axes on the magnitude of the external field are presented in Fig. 2. For a prescribed
orientation of the magnetic field the components of the electric polarization vector are
determined by the formulas



JETP Lett., Vol. 69, No. 4, 25 Feb. 1999 Popov et al. 333
Pa=ayHat+ e, 4

Pc=azHa+ asHc. 5

One can see in Fig. 2 that as the field increases & kOe the componer®, of the
electric polarization increases slightly, and then in fields 65—-85 kOe a sharp increase of
the polarization is observed, followed by a transition to an essentially linear dependence
P.(H). Such a field dependence of the electric polarization is explained by the fact that
in a weak field the first term,4,H,, which makes a small contribution to the polarization
because the projection of the field on thaxis is small, plays a determining role in the
relation (4). The sharp increase of the polarization in fields 65—-85 kOe is due to the
“flopping” of the spins into the basal plan@nore accurately, into a plane tilted 5° from

the basal plane The nearly linear dependenBg(H) in a weak fieldthe CP* spins are
almost parallel to the axis) is due mainly to the first term in Ed5), and the sharp
decrease of the polarization in fields 65—85 kOe is due to the vanishing of the component
a3z of the ME tensor. AH~ 65 kOe an off-diagonal componeat; (second term in Eg.

(5)) appear, but its contribution is small because of the smallness of the projection of the
magnetic field on tha axis. We note that for a given orientation of the magnetic field the
rotation of the spins in a direction perpendicular to the field occurs with the field increas-
ing not abruptly, as in the case of a strict spin-flop transition, but rather over the range
65—85 kOe.

Formula (3), which relates the toroidal moment to the antisymmetric part of the
matrix & of the ME effect, was used to prove the existence of a toroidal moment
Cr,0;. The formulas for the components; follow from the general formula for the
electric polarization vector

NiLy+Asl, Ly oLy
P=aH=x [H-(H-L)L]| Ailx  —AilyFAsby Aol
Naly Naby Nsl,
20 Lyl + (N3 hg)LyLy
+x(H-L)| M(LE= L)+ (Ng+ gLyl 6)
No(LE+L2)+Nsl2

obtained in Ref. 11 from the thermodynamic potenfigiven by

D= — N[ My(LyEy+L,E) +my(LE,+ L E) = No(Lym,+Lym)E,— Ag(Mm,E,
+MyEy)L,— Ngmy(L,E,+ L Ey) — Nsm,LE,. 7

In these formulag andH are the electric and magnetic field intensitissandL are the
weak ferromagnetism and antiferromagnetism vectgraindy, are the longitudinal and
transverse magnetic susceptibilities; ahg,are constant coefficients. Specifically, the
componentsyq 3 and a3, were calculated in this work. These components were used to
estimate the componeiit, of the toroidal moment¢the values 1, 2, and 3 of the indéx
correspond to the coordinate axes/, andzin the direction of the crystallographic axes
a, b, andc). In our case these components are determined by the formulas
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FIG. 3. Magnetic field dependence of the components of the ME susceptibility tensats;, and T~ a3,
— aq3 in arbitrary units at a temperature of 150 K.

Pa=H[sin6[ x, (A= \s5)sing cos @+ x| Sing(\, Sin? ¢+ X5 CoS )
+cos6] x, (As—\2)cosg Sir? @+ x| COS(\, Sir? @+ X5 cos ¢)]], (8)

Pc=H[siNg x, (\3COS’ ¢ —\4Sir? ¢ COS@) + x|(N3+ N 4)SiIF COSe]
+cosO x, (—N3Sing coF o+ Ny sir )+ x(A3+\y)sing cos ¢]],

whereg is the angle between the vectorand thec axis, andé is the angle betweeH
and thec axis. The anglep as a function of the field intensityl is given by

H=Hp+/sin 2¢/sin2(¢— 6), (9)

whereH; is the threshold field of the spin-flop transition with the field oriented strictly
along thec axis (6=0). A plot of the functiong(H) with §=—5° and at temperature
150 K is presented in Fig. 1. The valitig,=72 kOe was taken from our experiments.

The theoretical curves of the field dependenBgéH) and P.(H), obtained from
Ed. (8) with the use of relatior{9) and the valuey, /x| =3.1 taken from Ref. 13, were
compared with the corresponding experimental curves, and the coeffidigratad \ 4
(from the P,(H) curves and\, and\5 (from the P.(H) curves were determined, to
within a constant factor, so as to obtain the best fit. The solid lines in Fig. 2 show the
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experimental curves and the circlets show the theoretical results with the values found for
\¢. The good agreement between the experimental and theoretical results attests to the
adequacy of the theoretical model adopted.

The magnetic field dependences of the matrix elemegtsand a5 and their dif-
ferenceas;— a13~T, (in arbitrary unitg for the angled=—5° are represented in Fig.
3Y It is evident from the figure that the nonzero antisymmetric pag;{ a3 and
togetherwith it the componefit, appear as soon as the spins depart froncthris (this
already follows from the fact that,; and @3, have different signsand remain right up
to the spin-flop phase. This gives a basis for classifying the magnetoelectélg @rthe
spin-flop phase as a toroic.

In summary, we have established on the basis of measurements in a strong magnetic
field up to 250 kOe of the electric polarization of a,0g crystal along thea andc axes
that the off-diagonal componends ; and a3, of the magnetoelectric susceptibility tensor
have different signs. Asymmetry of the components of the ME susceptibility tensor of
Cr,03 in the spin-flop phase attests to the presence of a nonzero toroidal moment, ad-
mitted by the symmetry of these crystals.

We thank Yu. V. Kopaev for a helpful discussion and H. Schmid for his steady
interest. This work was supported by the Russian Fund for Fundamental Research
(Grants Nos. 98-02-16848 and 96-15-96429
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DWe note that when the sign of the tilt angle of the field changes;— 6, so does the sign of the ang}e and
at the same time the signs of both componentsand a3, also change, as one can see from ). The
relative difference of the signs of the componeats and a3, i.e., the asymmetry of the ME tensor is, of
course, maintained.
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The problem of the skin effect in a finite-width barrier structure of the
type conductormetal or semiconductpr— barrier (specifically, tun-
neling — conductor is solved. It is shown that the excitation of special
“barrier” plasma polaritong BPPS, which are localized in the barrier
and the near-barrier region and possess a 2D spectrum, is possible in
this regime. An analytical relation between the BPP spectrum and the
linear dynamical impedance of the structure as well as its rectifying
characteristics is found. The excitation of BPPs greatly increases the
nonlinear response of the structure. It is shown that the linear and
nonlinear response of the typical semiconductor tunneling structures in
the THz frequency range is determined by the excitation of BPPs.
© 1999 American Institute of Physids$0021-364(109)01004-X

PACS numbers: 73.25i, 71.36+c, 73.40.Gk

At high frequencies current is expelled from a conductor and flows along the surface
in a skin layer. The solution of this problem is presented in textbddkst us now
consider a structure of the type conductor — poorly conducting barrier — finite-cross
section conductor, through which a quite high-frequency current fil@esoss the bar-
rier). It is obvious that far from the barrier the current is concentrated in the lateral skin
layer. However, the spatial distribution of the current near the barrier is not understood,
even qualitatively; specifically, it is not known whether or not the current flows along the
barrier. This problem arises, for example, in the investigation of the impedance and
nonlinear response of semiconductor tunneling structures at frequencies 100 GHz and
higher. For definiteness, in the present letter we shall examine this specific situation. The
problem is nontrivial because it is necessary to take account of the special gapless mode
of surface plasmorss,® which propagates along the barrier. Electromagnetic retardation
is important under skin-effect conditions, so that we shall call this mode a barrier plasma
polariton (BPP. Thus the initial aim of this work is to solve the problem of the skin
effect for the above-indicated conducting structures with a barrier.

The BPP is the analog of an ordinary TEM mode in a flat, non-simply-connected
waveguide(or a strip liné). In our case, however, the BPP fields penetrate into the
conductor to a depth which is large compared with the barrier thickness. At the frequen-
cies of interest to us, which are low compared with the volume plasma frequgnoy

0021-3640/99/69(4)/7/$15.00 336 © 1999 American Institute of Physics
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the conductor, the effective permittivity is large in absolute magnitude, and if the barrier
thickness is sufficiently small, the BPP velocity is small compared with the velocity of
light in the barrier material. Therefore it should be expected that the excitation of BBPs
by an external source can become nonnegligible even at frequencies such that the wave-
length of the source radiation is large compared with the dimensions of the structure.

The BPPs have a two-dimensional dispersion &afm), whereq=(qy,qy,0) is the
2D wave vector in the barrier plane. They can be excited only under the influence of a
lateral irregularity. In the situation under study, such an irregularity arises when the skin
depth becomes less than the lateral dimensions of the structure.

This letter is organized as follows. First, the BPP spectrum in a semiconductor
tunneling structure is derived and analyzed. Then the contribution of BPPs to the linear
dynamical impedance is studied. Finally, the rectification coefficient due to the BPPs in
the THz range is studied.

BPP spectrum. Consider a barriera<d/2) with differential conductanc& and
surrounded by a semiconducta=d/2). The conduction mechanism in the barrier can
be arbitrary. For definiteness we shall assume that it is due to tunneling. Then, a smooth
(gqd<1) fluctuation of the currerjt(x,y,t)=(0,0j1) through the barrier is related with
G by Ohm’s law

jt(x,y,t)=—G[ &(x,y,d/2+0,t) — &(x,y,—d/2—0,1)], 1

where(r,t) is the local electrochemical potential. We shall solve the linearized system

of Maxwell's equations, containing the contributi@h), and the hydrodynamic equation

of motion with the standard boundary conditions on the electromagnetic field and conti-
nuity of the current at the barrier. The BPP spectrum consists of two branches, in which
the charge distribution is symmetric and antisymmetric relative to the central plane
z=0. We shall confine our attention to the dispersion relation for the lowest-frequency
(antisymmetri¢ mode:

* 5 w,zJ ) o(w+ivy)

(otiv)(wtiv)k=ow K _p(w-i-iv)_ o7 ,

37 Rex>0, (2

whered* =d+ 2r¢¢ is the effective barrier thickness;g is the Thomas—Fermi screen-
ing length,vr=47Gd* /¢ is the reciprocal of the RC tunneling relaxation timeis the
reciprocal of the momentum relaxation timeg,is the lattice permittivity(it is assumed
that €,(z) =const), c* = ¢/ \/¢ is the velocity of light in the barrieres= €[ 1— w5/ (o
+iv)] is the permittivity of the semiconductor in the Drude modelis the complex
damping rate of the BPP fields into the interior of the semiconductor, and

K’>=0%— eqw?/c?. 3
Equation(2) was derived under the conditions

max|v7|,w,v}<w, and g<max1/d,l/e}. (4)
We introduce the skin depth(w)

1_wa | o .
__C_* € w+iv ®
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Analysis of Eq.(2) shows that the BPP velocityw{q) is indeed low compared with the
velocity of light in the barrier €*), if 1(w)>d*. We shall present an asymptotic
expression for the BPP spectrum and the damping #ate

a) In the long-wavelength limit|glg<1)

15 2¢* [w+iv|V4 "

0= oy , (6)
_o [ @

K c* Yotiv @)

An upper limit onw follows from the condition of applicability of these expressions:

2
{a)gd*wp
< - =

o(w+iv)d

V4

G ®

This limit is characterized by a large retardation contribution to the BPP spectrum.

b) In the short-wavelength limit|¢l|>1) x~q, retardation is negligible and the
dispersion relation

(w+iv)(w+iVT)K:w,23d7|Q| 9

agrees with the results obtained in Refs. 3 and 4.

Dynamic impedance. Let us consider the following structure: metat<{—L
—d/2) — semiconductor of finite dimensions\({2along thex axis, along they axis,
andL along thez axis) — barrier (z|<d/2) — semiconductor (@/X % XL) — metal
(z=L+d/2). In the case of a strong skin effe¢t(w)<<W,L) the total impedance of the
structure(per unit length along thg axis) has two contributions

z2=2,+7,. (10)

Here Z is the ordinary impedance of the skin layer on the lateral surface of the semi-
conductor

Z=47iksL/weg, (1

where K§=—esw2/cz, andZ; is the desired impedance of the near-barrier regian (
|=d*/2).

Switching to calculations of the impedanZgof the tunneling junction, we note that
the field and charge distributions near the barrier correspond to those in a BPP, since this
is the only mode that can penetrate from the edge of the structure alomxgathie to a
depth greater thah,. Therefore it is necessary to solve the problem of finding the BPP
with a prescribed real frequenay (the wave number of the BPP becomes complex
d(w)=q’+iq"”) and definite boundary conditions at= =W. In the present case the
charge distribution is symmetric relative to tke-0 plane, so that as boundary condi-
tions we take a definite value of the voltage drop across the bawieM(+W)=V
(=W)). Then the tunneling current density forms a standing wave
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FIG. 1. Graphical determination of the regiofis5 in which various BBP excitation regimes operdthe
parameters are given in the tgxThe corresponding frequency ranges are determined by the intersection of
these regions with the horizontal straight lin&\VE const(here the width of the structurev2=10um).

cogQgx)
cogqW)’

From the preceding section we find the BPP current defg(i®;z) and match it with the
total currentd (per unit length on the direction flowing toward the barrier along the
lateral surfaces witk==W: J/2=[j,(W,z)dz. A calculation of the impedance gives
the result

100 =](W) (12

i qw
Clow+ivy) tanlqW)’
whereC= e W/27d*.

The frequency dependene(w) is, generally speaking, of a multiresonance char-
acter. But at low frequencies, whejg@W| <1, expressior(13) reduces to the standard
expression for the impedance of a barrier:

Z=ilC(w+ivy). (14)
In the case of very high frequencies, wheféVv>1, the expression faZ; likewise
simplifies
2maqd*

Z;=VI3= (13)

In the case the function tag{V) stops oscillating, and;(w) behaves monotonically.

There exists a definite range of values of the signal frequencisd the quantities
W for which the nonuniform field distribution along the barrier must be taken into ac-
count and at the same time the results obtained are applicable. It is convenient to repre-
sent this region graphically using the pldtg )|,q"(w), and 1f{(w) (see Fig. L The
horizontal straight line IW=const can intersect five regions, each of which should
satisfy the inequalitie$4).
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In region1 (unshaded in Fig. )1the skin deptH is large compared t@V, and the
field and current distributions in the barrier plane are uniform. In this region there is no
skin effect and the standard E{.4) for the impedance of the junction can be used.

In region?2 (vertical hatching in Fig. Lthe skin effect is nonnegligible, but the field,
current, and charge distributions at the semiconductor—barrier boundary are uniform,
since

lglw<1. (16)

The current flows along the skin layer along the barrier. In this region BPPs are not
excited, and the impedance is determined by expre<gidn

In region3 (horizontal hatchingthe inequality(16) breaks down, and the excitation
of BPPs plays the determining role. Expressi@f) holds for the impedance. The cur-
rents in the near-barrier region are concentrated in the skin layer and along the barrier
they penetrate to depthdl/ from the lateral boundary of the structure.

In region 4 (oblique hatching with positive slopehe condition for a strong skin
effect no longer holdgthe BPP wavelength becomes less than the skin geptAP
excitation by the current flowing in along the skin layer should be less efficient than in
region3. BPPs should still be excited, but Ed.3) is not valid. The penetration depth of
the currents into the semiconductor from the barrier jg|1/and along the barrier cur-
rents penetrate to depthgt/from the sides of the structure.

In region5 (oblique hatching with a negative slop#he current flowing up to the
barrier along the lateral surface of the semiconductor along the skin layer does not
penetrate along the barrier into the interior of the structure, diggge>1. An accurate
calculation is likewise difficult to perform in this region, but qualitatively the impedance
should be described by E(l4), wherel, plays the role ofWw.

In this work specific calculations were performed for a structure based®aAs
(ng=3x10" cm™3,¢=13.5, mobility u=2x 10> cn?/V - s) with a nonconducting bar-
rier (d=30 nm, ¢, =13.5). The thickness of the “top” semiconductor layer is assumed
to be large compared with the thickness of the skin layer at frequencies such that BBPs
determine the response of the structure.

Figure 2 shows the effect of BPP excitation on the impedahp{a))=zl-’(w)
+iZ}’(w) of barrier structures with different widths. At THz frequencies the impedance
differs qualitatively and quantitatively from the classical impedance of a capéiittre
BPP approximation these impedances should be the)s#sé¢he width of the structure
decreases, BPPs start to appear at higher frequencies, as exjgeetédg. 1

The results can be easily extended to the case of structures with a Schottky barrier.
Since a BPP is antisymmetric relative to the barrier center, the plarieis an equipo-
tential and it can be assumed to be ideally conducting. For this reason, the doubled
impedance of the Schottky barriénetal—barrier—semiconducjaequals the impedance
of the structure considered above, but with a barrier whose thickness and resistance are
two times greater than for a Schottky barrier.

Weak-signal nonlinear responseWe shall now consider the effect of BPPs on the
rectification of an ac current on a semiconductor structure with a barrier whose conduc-
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FIG. 2. Frequency dependence of the impedaipes unit length along thg axis) with BPP excitation taken

into account, for barrier structures of widtalong thex axis) 20 um (a) and 10um (b). The parameters are
given in the text. The impedanééwC of a classical capacitor is presented for comparison. Insets: Schematic
diagram of the current distribution near the barrier.

tivity is weakly nonlinear. We give the dependence of the local voltaget) across the
barrier on the local current density(x,t) as

V(X,1) =j(Xx,1)/G+aljr(x,t)[2. (17

The smallness of the nonlinearity coefficientmakes it possible to use an iteration
procedure to calculate the nonlinear contributio{a,t). Using Eq.(12) and averaging
expressior(17) overt andx, we obtain the rectified voltage at zero frequency

V=VigHo)fla(w)], (18)
where

Vclassi _ 1 @ I ( 1 ) - 19

rect Tw)_E(ZT)ﬂ |1+ 5we (19

f(w)
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FIG. 3. Gain of the rectified voltage for two barrier structures differing in the width (Zhe parameters are
given in the text
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is the standard expression for the rectified voltage neglecting BR®the amplitude of
the rf current through the structure per unit length in yhairection. The factor

qw ‘2 sin(29’W)  sinh(2q"W)
: +
singW)| | 4q'w 4q"W

is the gain of the rectified voltage as a result of excitation of BPPs with a complex wave
number. It follows from Fig. 3 that the factdé(w) is different from 1 at high frequencies
(lglw>1), which for the parameters employéske abovecorresponds to THz range.

The gain is progressively greater for wider structures and higher frequencies. BPP exci-
tation can increase by an order of magnitude the rectified voltage on the barrier structure.

f(a)= (20)

This work was partially supported by the Russian Fund for Fundamental Research
(Project No. 99-02-17592the INTAS—RFFI(Projects Nos. 95-0849 and 97-114,7a8nd
the Interdisciplinary Science and Technology Program “Physics of Solid-State Nano-
structures” (No. 96-1019.

*This paper is dedicated to the celebration of the 70th birthday of V. B. Sandomintki was a teacher of one
of the authorgV. V.).

Ye-mail: misha@mail.cplire.ru

Ye-mail: Vova@mail.cplire.ru

L. D. Landau and E. M. LifshitzElectrodynamics of Continuous MedRergamon Press, New YofRussian
original, Nauka, Moscow, 1949

27. Szentirmay, Prog. Quantum Electrdr§, 175(1997).

3V. I. Tal'yanskii, Zh. Eksp. Teor. Fiz101,1846 (1992 [Sov. Phys. JETH4, 986 (1992)].

4S. A. Mikhailov and V. A. Volkov, JETP Lett61, 524 (1995.

5N. A. Savost'yanova and V. B. Sandomirsky, Semicond. Sci. Tect®dl85(1993.

L. A. Vainshtdn, Electromagnetic Wavesn Russiaf, Radio i Svyaz’, Moscow, 1988.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 69, NUMBER 4 25 FEB. 1999

Observation of a hybridization gap in cyclotron
resonance spectra of semimetallic InAs/GaSb
guantum wells

Yu. B. Vasil'ev,* S. D. Suchalkin, S. V. Ivanov, P. S. Kop'ev,
and B. Ya. Mel'tser

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences,
194021 St. Petersburg, Russia

K. von Klitzing
Max-Planck-Institut fu Festkaperforschung, 70569 Stuttgart, Germany

(Submitted 20 January 1999
Pis’'ma Zh. Kksp. Teor. Fiz69, No. 4, 313—-317125 February 1999

Splitting of the cyclotron resonand€R) line is observed in the elec-
tron CR spectra of InAs/GaSb heterostructures containing tunneling-
coupled electron and hole layers. This splitting is interpreted to be a
manifestation of a hybridization gap arising as a result of anticrossing
of the Landau levels of electrons and holes when their wave functions
overlap. The energy splitting of the CR lines is correlated with the
magnitude of the overlap and agrees with theoretical estimates of the
hybridization gap width. ©1999 American Institute of Physics.
[S0021-364(99)01104-4

PACS numbers: 76.46b, 73.40.Kp

Effects due to overlapping of the wave functions of the conduction-band states of
InAs and valence-band states of GaSb are observed in InAs/GaSb quantum wells con-
taining close-lying two-dimensional electroniin the InAg and hole(in the GaSh
layers®? Alterelli has showAthat a gap, called a hybridization gap, should appear in the
energy spectrum of the system at places where the electron and hole dispersion curves
intersect. In a perpendicular magnetic field, a hybridization gap will appear when the
Landau energy levels of the electrons and holes for which resonance tunneling conditions
are satisfied, are equal to each oth&xperimental confirmation of the presence of such
a gap in the electron density of states in semimetallic INnAs/GaShb quantum wells has been
obtained recently in magnetotransport and magnetocapacitance measurgauits,
there have been no published reports of the observation of a hybridization gap by optical
methods. The present work is devoted to an investigation of the hybridization gap in the
energy spectra of electrons in binary electron—hole systems by far-IR spectroscopy in a
magnetic field.

The main experimental results were obtained for two sam(giasples 1 and)2n
which strong oscillations of cyclotron absorption, attesting to hybridization of the
conduction-band states of InAs and valence-band states of GaSb, were observed
previously’ The samples, grown by molecular-beam epitaxy, consisted of a single InAs

0021-3640/99/69(4)/5/$15.00 343 © 1999 American Institute of Physics
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FIG. 1. Absorption spectrum of an InAs/AISb/GaSb quantum well with different values of the magnetic field
and two values of the AISb barrier thicknes$:be=0 A and b b=6 A.

quantum well 200 A thick, placed between two GaSb layers. In sample 1 the InAs and
GasSh layers directly adjoined one another. In sample 2 an AISb barrier 6 A thick was
placed between the InAs and GaSb layers. The results obtained for two samples with
barriers 20 A and 100 A thicksamples 3 and 4, respectivglyhich were previously
shown not to exhibit hybridization effectswere used for comparative analysis. The
experiments were performed in a 2—10 T perpendicular magnetic field at temperature 2.2
K using a Fourier spectrometer.

Detailed investigations of the cyclotron resonan@R) spectra of electrons in
samples with tunneling-coupled electron—hole layesamples 1 and )2showed that
together with strong cyclotron absorption oscillations, which were reported previously,
splitting of the CR line is also observed in a certain range of magnetic fiElgs 1. In
sample 2(Fig. 1b an additional peak appears on the high-energy side of the main CR
line and is seen only after the sample is illuminated with a red LED, which decreases the
electron density in the well. In sample 1 an additional peak appears on the low-energy
side of the main peak, and additional illumination with an LED does not affect the form
of the spectra. We note that in both samples additional peaks appear in magnetic fields in
which the electron CR lines are strongly broadened. Figure 2 shows the energy of the
cyclotron absorption line versus the magnetic field. Strong oscillations of the position of
the peak as a function of the magnetic field and the appearance of a second peak are
observed more clearly in sample 1, even though the amplitude of the peak in this sample
is much smaller. It is evident that in both samples oscillations of the effective cyclotron
mass occur nean=0.04n*. The smallest splitting of the CR line is approximately 3.5
meV for a sample with no barriers and 1.3 meV for a samplé ai6 A barrier.

Splittings of the CR line are also observed in structures where the degree of admix-
ing of the electron and hole states is negligible and hybridization effects do not appear.
Figure 3 shows the magnetic field dependence of the energy of the CR peak for samples
3 and 4. In these samples the appearance of splittings of the CR line is periodic as a
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FIG. 2. Spectral positions of the CR lines measured for two samples with tunneling-transparent barriers: a
b=0A and h b=6 A. Inset: Qualitative behavior of electrgsolid lines and hole(dotted liney Landau levels

under electron—hole hybridization conditiof@e level crossing is showrand possible cyclotron transitions

that can be used for observation of a hybridization gap.

function of the reciprocal of the magnetic field and is due to the filling of Landau levels,
i.e., it is correlated with the position of the Fermi level.

To explain the difference in the character of the splitting of the CR lines for samples
1, 2 and 3, 4 it is necessary to examine the behavior of the Fermi level in both cases.
When the layers are separated by barriers which have a substantial thiknesscase
20 A and morgand are not tunneling transparent, any interlayer carrier transitions and,
correspondingly, changes in the carrier density in the layers produce a change in the
interlayer electric field and an additional voltage drop across the barrier. As the magnetic
field changes, the Landau energy levels change, which results in carrier redistribution
between the layers. Estimates show that a negligible change in the dénsibyr
samples, it does not exceed several percent of the carrier density in eaghidastefi-
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FIG. 3. Spectral positions of CR lines measured for two samples with no hybridizajidr=20 A and b
b=100 A. Inset: Qualitative behavior of the Fermi level and possible cyclotron transitions.
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cient to compensate, on account of the voltage drop across the barrier, the shift of the
Landau levels relative to one another. This means that the upper filled Landau levels in
neighboring layers become aligned, i.e., their energies coincide with one another and with
the Fermi level irrespective of the magnitude of the magnetic field. Then, to a good
approximation, the charge carrier density in the layers can be taken as constant. If there
is no barrier between the layeier if the barrier is tunneling-transpargnthere can be no
adjustment of the Landau levels in the neighboring layers on account of the voltage drop
across the barrier. Then it is not the electron density in the well that is constant but rather
the Fermi energy level relative to the well bottom. In this case, as the magnetic field
varies, the electrons alternately escape from the well into the GaSb valence band and
return back into the well as the Landau levels cross the Fermi level. On account of the
high density of states in the valence band, the change in the carrier density accompanying
interwell recombination results in a negligible relative change in the position of the Fermi
level in the GaSb valence band and, correspondingly, in the InAs conduction band. Since
the change in the Fermi energy is negligible against the background motion of the Landau
levels of the electrons in the well, the Fermi level can taken as stationary.

The above-noted features in the dynamics of interlayer carrier transitions can ac-
count for the differences in the cyclotron resonance spectra. Cyclotron transitions in a
system with a constant carrier density, as in samples 3 and 4, occur both from a partially
filled level, which coincides with the Fermi level, and into this letigket in Fig. 3a If
the nonparabolicity of the subband is large, as in the case of InAs, then splitting of the
CR line can be observed. This splitting correlates with the position of the Fermi level; It
exhibits features at integer-valued filling factors, which is observed for samples with 20
and 100 A thick barriergFig. 3b. If the Fermi level is pinned, such splitting is very
difficult to observe, since such transitions can occur only in a very narrow range of
magnetic fields for which the Landau level passes through a stationary Fermi level.
Indeed, the splitting of the CR line is of a different nature in the samples 1 and 2. In
sample 1 an additional peak in sample 1 appears on the low-energy side of the CR line as
the magnetic field increases. This cannot be explained by the nonparabolicity of the band.
We prove below that the characteristic features observed in the CR spectra in samples 1
and 2 can be explained by the presence of a hybridization gap, formed as a result of
mixing of electron and hole states, in the carrier spectrum.

A schematic diagram of the Landau levels of electrons and holes under conditions
such that they are hybridized and cyclotron transitions leading to the observation of a
hybridization gap are possible is shown in the inset in Fig. 2. Even though this scheme is
gualitative, it can account for all the experimental results. First, the appearance of an
additional peak in the CR spectrum is correlated with the broadening of the CR line and,
correspondingly, it is associated with the anticrossing of electron and hole Landau levels,
since the electronic CR line is broadened because of mixing of the states of high-mobility
electrons with low-mobility holes as a result of their tunnelfrgecond, the appearance
of an additional peak in the CR spectrysee Fig. 2, ins¢tdepends on the position of the
Fermi level relative to the hybridization gap. If the Fermi level lies inside the gap, then no
additional peak will be present in the CR spectrum. If the Fermi level lies alimlew)
the hybridization gap, then an additional peak should appear on théhigh) energy
side of the main CR line. In sample 1 an additional peak appears on the low-energy side,
which suggests that in this case the Fermi level lies above the hybridization gap. In
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sample 2 an additional peak is seen only after the sample is illuminated with a red LED.
Since the illumination substantially decreases the electron density, such behavior agrees
with a shift of the Fermi level as a result of illumination from a position inside the
hybridization gap into a position below the gap. The third and strongest argument in
favor of the interpretation of the observed splitting of the CR line as a hybridization gap
is the agreement between the theoretical estimates of the hybridization gap&dth

the energy splitting in a sample with no barriers. Moreover, measurements performed on
two samples showed a substantial decrease in the gap width with increasing barrier
thickness, in complete agreement with the expected change in the gap width with de-
creasing overlap of the wave functions. The energy splitting decreases from 3.5 to 1.3
meV as the barrier thickness increases frono & tA .

It should be underscored that the diagram in the inset in Fig. 2 is of a qualitative
character and does not reflect the real structure of the Landau levels. For example, the
theoretical investigations in Ref. 4 showed that at the point of intersection the electron
and hole Landau levels do not show pronounced anticrossing, but rather they are approxi-
mately parallel to one another. Indeed, as one can see from Fig. 2, the behavior of two
CR modes near the anticrossing of the electron and hole Landau levels does not have the
characteristic features typical of anticrossing.

In summary, in the present work we have made direct measurements of the energy
gap formed as a result of the hybridization of states in binary electron—hole systems.
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Cherenkov trapping of waves and discreteness
of 6 ar-kink motion in a long Josephson junction
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The phenomenon of Cherenkov trapping of generalized Swihart waves
by a moving vortex is established using an analytically solvable model.
The quantization of the structure of the field of the trapped waves is
manifested as quantization of the values of the velocity of the vortices.
© 1999 American Institute of Physids$0021-364(09)01204-9

PACS numbers: 74.5@.r, 85.25.Cp

In the standard model description of vortices in steady-state motion in a long Jo-
sephson junctiorid) on the basis of the nondissipative sine-Gordon equatiankifiks
do not arise. At the same time, experiments have long attracted theorists to search for
multikink structure. In this connection it is important to study vortices in a JJ on the
basis of a theory in which the standdfdr local Josephson electrodynamissibstitution
of a delta functions(z) for the Macdonaldmodified Besselfunction Ky(|z|/\) is not
made(see, for example, Ref)3The subject of the present letter is to take into account
effects due to the finite value of the London lengthAn indication of the existence of
a 67 kink in a JJ can be seen in the results of numerical investigations of a model with
a “sine” nonlinearity, which, first, generalizes the sine-Gordon model by taking into
account the fourth spatial derivatftzand, second, takes into account the exact nonlocal
kernel in the form of the Macdonald functidfo(|z|/)).> In those papers a monotonic
67 kink in steady-state motion with a definite velocity was obtained in Ref. 4, and, for a
6 kink depending monotonically on the coordinate, a plot of the velocity of thdik
as a function ol was constructed in Ref. 5. In Ref. 5 the question of the existencerof 6
kinks with a more complicate¢chonmonotonig structure was raised and left open. It is
shown below that taking the finite value &finto account, in the first place, yields a
description of a set of 6 kinks in steady-state motion in a long JJ; in the second place,
it makes it possible to show that the trapping of Cherenkov radiation by generalized
Swihart waves plays a determining role; and, in the third place, it yields a relation
between the discrete values of the kink velocity and, generally speaking, the nonmono-
tonic structure of &r kinks.

We shall employ an equation for the phase difference of Cooper pairs on different
sides of a J&(z,t) = ¢(z—vt) = ({) corresponding to a vortex structure traveling with
constant velocity >®7

0021-3640/99/69(4)/5/$15.00 348 © 1999 American Institute of Physics



JETP Lett., Vol. 69, No. 4, 25 Feb. 1999 Malishevskil et al. 349

v?d?y 1 d (= (=] de
F(¢)+w_jzd_§2_;d_§food{l<o( X )dg”’_o’ @

where w; is the Josephson frequench/,:)\jz/)\, and \; is the Josephson length. To
establish the physical properties ofr&inks, in contrast to Refs. 4 and 5, which employ
F(y)=siny, we shall employ below the analytically solvable model of Refs. 8 and 9 and
we shall assume that

M_FE’ (2)

F()= () —2m| 5+

wherel[x] is the integer part of the number We note that such a dependence of the
Josephson current density on the phase difference is possible at low tempefstares
Fig. 10 of Ref. 10.

Following the instructions given in Refs. 8 ands®e also Refs. 11 and )}l 2ve take
for the 67 kink: ¢(—)=0, ¢(—¢1)=m, ¥(0)=3m, y(+1)=5m, Y(+x)=67.
Then [ (4/27)+1/2]= 6({+ £1) + 6(L) + 0(L—¢41), where 8({)=0, {<0;6(0)=1/2;
0()=1, {>0. According to Refs. 8, 9, 11, and 12 Ed) can be solved directly by
Fourier transforming. We obtain

WO =3m+[m—1({+ ) ]sign({+ {y) +[7— (L) ]signd
+[7m—1({—{)]sign({— 1) +2C{cos ko({+ 1) 10(—¢—¢1)
+co8 Kol 160(—¢)+cogko({—¢1)]10(— L+ )} )

Here sign{=+1 for (>0, 0 for {=0, and —1 for {<0, which corresponds to the
properties of the Fourier transform, and

c 2(1+1\%k5)3"?
NPKE[2(v/v )X (1+N2k5)¥2—2—\2K3]’

2(1-\2k5)%2exp( —ky/Z])
NKI[2—N2ki—2(v/v)A(1—-N2%k)3?

. ZAZJM drryr2—1exg—r|Z|/N)

Nt (- DN R (ur o) 7P

f()

wherev = wj\; is the Swihart velocity. Finallyk, is the real root of the equation

2

wi(K)= 0 [1+K (k) |=wf| 1+ =v2K?, (4)

k2+N"%

andk; is the modulus of the imaginary root of this equation. We underscore thadEq.
for realk is the condition for Cherenkov excitation of generalized Swihart waves with the
spectrumw(k) by a source moving uniformly with velocity (see Refs. 13 and 14

Bearing in mind the definition of the points=0 and{= = ¢, used above, we obtain
from Eq. (3) the two conditions
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1 1 1 _
coskol1=— §:>§1:7r(n+ §+(—1)“6)[k0(v)] 1 n=01.2..., 5)

f({)+1(24)=C. (6)

The last two equations determine a discrete spectr(my of velocities of 67 kinks and
discrete values of(n).

When Eq.(5) is taken into account, the term proportional t6 & Eq. (3) assumes
the form

C[Z4({)coskol + (—1)"\3Z,({)sinkol], (7)

whereZ,({)=—6(—{— 1) +26(= )~ 6(—{+ 1) andZy(0)=—0(—{—{)+0(=¢
+¢4). Expression(7) is nonzero in the region-{,<{<({;. It describes the field of
generalized Swihart waves emitted and trapped by a movingkk. Both the size
2¢,(n) of the trapping region and the wavelength/Xy(v (n)) of the trapped waves are
determined by the number of the corresponding mode of ther6kink. The analytical
relations obtained on the basis of E¢s. and(6) for the motion of Gr kinks to a certain
degree approximate the results of a numerical investigation of a discrete edgth
revealed the discreteness of the velocities of kinks in connection with their structure.

We shall now discuss some simple consequences of Ggsand (6). We shall
assume that <\;. We examine first the case where the velooiig close to the Swihart

velocity, so thaty 1—(v/vg)®<1 andko(v) =N~ ¥+ ¥*+ 2\ \F]Y2 andk,(v)
=N -2+ .y +2)\2/)\2]1’2 The equatior(6) reduces to

xﬁzexpl’—Zw +exp{—

wherex, =k, /ky. Correspondingly, we have for E()

Xﬁ 21/4 ’
= k -
C 1—|—Xﬁ' O(v(n)) \/XHT)\]-, n(g) |€|

and for the discrete velocity(n) and width of the trapping region

1 nl
n+ §+(_1) 5 Xn

1 nl
T n+§+(—1) E Xn (s

2 2 2
v ve(n 1-x5 A
—= (2)=1— S, 2¢(n)=2%7
Vg Ug V2X, Aj

The characteristic scale of the spatial variation of the nonoscillatory part of the solution
(3) is ~ VAN /x,, and the period of the trapped waves-is/\\jx,. We have for the first

few modes of a @ kink x,=0.603,x,=0.434,x,=0.298,x3=0.262,x,=0.213, and
X5=0.196 and for the high-order modes n31)x,=(2m)[n+(1/2)
+(—1)"(1/6)] n{(w/2)[n+ (1/2)+ (— 1)"(1/6)]}. Therefore the trapping region for
the high-order modes is large compared with the wavelength of the trapped waves.

n+1+( )= )\/x_n\/ﬁ 9

In the limit of very high-order modes the velocity of artkink differs substantially
from Us. We present the asymptotic results in the I|n1’ln n>\;/\, so thatv <vs. Then
ki=\;*, f(Q)=exp(=|ZliN) andC=2\%?(n)/\{vs. In this case
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vz_vz(n)_ )\jl mAn| ) _an)\vz(n)_ K _1 Vs 10
U_g_ Ug - AN 2\ ’ gl(n)_ vg ’ O(n)_xvz(n ( )

As the mode number increases, the velocity ofalénk decreases, the wavelength
27/kq of the trapped waves decreases, and according t¢18gthe width 2;(n) of the
trapping region of the waves increases logarithmically. We note that the highest velocity
of a freely moving Gr kink is given by Eqg.(9) with n=0, i.e., vpa=vdl
—0.746(\/\))]Y2

With regard to the experimental realization of the predicted phenomenon of
Cherenkov trapping of Swihart waves and the resulting discreteness of the motian of 6
kinks, we note first that the single condition we have imposed in this letter on the London
and Josephson lengths has the forrd); and is satisfied in JJs with critical Josephson
current density less than 4@/cm?. Therefore the physical realization of our theoretical
prediction is possible in most real JJs. However, for us it is important that the dynamics
of vortices be determined by the capacitive and not the resistive influence in the JJ. This
is our main condition. On this avenue of research there has been no significant progress
in recent years for the case of a single long junction. We underscore that we are discuss-
ing the manifestation of nonlocality not in a pronounced nonlocal limit but rather in the
standard limit for the electrodynamics of JJs, viz., for a characteristic scale of the non-
uniformity of the vortex structures much greater than the London length. It is shown in
this letter that under such conditions nonlocal electrodynamics is necessary for describing
the short-wavelength excitations with wavelength greater than the London length but
nonetheless very small compared with the Josephson length. The case of excitation and
trapping of short-wavelength excitations which we considered comprises the fundamental
essence of the phenomenon discussed in this letter. It is this advance of ours in the theory
of moving Josephson vortices that is worth noting. Our new physical prediction of the
trapping of Swihart waves is due to waves with wavelengtki\\;, and the trapping
region is distinct from the wavelength in terms of the number of trapped starfoirig
traveling together with the kinkwaves that fit into if see Eq(7)].

We underscore once again that we are reporting in this letter the theoretical predic-
tion of a new phenomenon due to short-wavelength excitations, emitted and trapped by
vortices, that has not been studied for a long JJ. Nonlocal electrodynamics is required to
describe such short-wavelength disturbances. However, the predicted phenomenon can be
realized in standard Josephson junctions. According to(H3).the large structure of a
slowly moving vortex(moving with velocity much lower than the Swihart velogityas
a spatial scale-\;, and the wavelength of the Cherenkov-trapped waves is much shorter
than the Josephson length.

We believe that our prediction can be realized by experimenters working with ordi-
nary JJs. This refers both to the case of vortices traveling with velocities both close to and
less than the Swihart velocity. The latter case requires a junction with low dissipation,
both in the contact layer and due to the normal electrons in the superconductors. In this
letter we are predicting a physical phenomenon that is “in sight” and will be discovered
in ordinary JJs once the phenomenon attracts the attention of experimenters.

In closing, we underscore that the simple model of Refs. 8, 9, 11, and 12 has enabled
us to establish the laws of discrete motion af &inks in long dissipation-free JJs. We
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have established the Cherenkov trapping of generalized Swihart waves moving together
with a 67 kink. This phenomenon determines the form and velocity of the kink.

We shall report in a different journal the fact that this phenomenon determines the
form and velocity of other types of kinks, for exampler &nd 8 kinks.
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The results of measurements of spin correlations and magnetonuclear
cross-correlation$MNCCs) in the system™®‘Smy _,Sr,MnO; with the
perovskite structure x=0.25,0.4) in the low-temperature phase in
magnetic fields 82H<1 kOe are presented. These are the first mea-
surements performed by the small-angle polarized-neutron scattering
method (SAPNS. It is shown that ferromagnetic correlations with a
scale of 180—250 A and MNCCs characterizing the intercoupling of the
magnetic and lattice subsystems on this scale exist in the system. It is
found that in the low-temperature phase the system exhibits spin-glass
properties. ©1999 American Institute of Physics.
[S0021-364(99)01304-3

PACS numbers:; 75.50.Lk, 75.30.Vn, 61.12.Ex

Interest in the systems §R,A2*)MnOj; with the perovskite structure has increased
in recent years in connection with the presence of colossal negative magnetoresistance
(CMR) in these materials near the magnetic phase transition temperature and the possi-
bility of technical applications of this phenomenon. Investigators have always called
attention to the magnetic inhomogeneity of these syst@pgarently first in Ref. Jland
have conjectured that magnetic inhomogeneities are an inherent and fundamental feature
of these materials and give rise to the CMg$ee, e.g., the review by Nag&eand the
paper by Goodenough and Zhpuln recent years this has led to a growing number of
investigations on small-angle neutron scattering in search of magnetic inhomogeneities
due to phase separation according to the electrical conductivity, primarily, in La
perovskites:®

In the present letter we report investigations of spin correlations and magnetonuclear
cross-correlation$MNCCs) in the system™®‘Smy, _,Sr,MnO; by small-angle polarized-
neutron scatteringSAPNS, which makes it possible to perform measurements of the
magnetonuclear interferen¢INI). The latter, in our view, is the most important advan-
tage of using polarized neutrons to investigate systems with CMR, since it presents the
experimental possibility of studying the intercoupling of the magnetic and lattice sub-

0021-3640/99/69(4)/8/$15.00 353 © 1999 American Institute of Physics
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systems on a scale of 10—1D@ . The interference term, which is proportional to the
product of the nuclear and magnetic scattering amplitudes, can be identified by analyzing
the difference of the intensities of scattered neutrons polarized parallel and antiparallel to
the magnetization vector of the sample. As was shown in Refs. 7 and 8, interference
analysis makes it possible to study very weak magnetic effeotsespondingly, nuclear
effectg in the presence of a dominant nuclear or magnetic term.

In the present letter it is shown that ferromagnetic correlations with a scale of
180-250 A and MNCCs of the same scale exist in the Sm system at low temperatures.
The intercoupling of the magnetic and lattice subsystems on this scale must be taken into
account in the interpretation of the electronic and transport properties of the system.

1. Description of the experiment.The SAPNS measurements on the Sm system
were performed using the small-angle polarized-neutron scattering setups %ektor
(VVRM-M reactor, Gatchingand PAPOL? (LLB, Saclay, France The Vektor setup
has a working wavelength=9.2 A andAX/\ =0.25; it is equipped with a multichannel
analyzer, which makes it possible to measure the scattering and to perform a complete
polarization analysis in the range of scattering wave numberg€93x10 *A~tina
slit geometry =k—k’, wherek and k' are the wave vectors of the incident and
scattered neutrons, respectivelst sample withk=0.25 was investigated in the tempera-
ture range 1&T=<300 K in magnetic fields & H,<150 Oe(the z axis is directed par-
allel to k). For the PAPOL setup.=8 A and AN/A=0.1; the neutron scattering is
measured in a point geometry with the scattering detected with an X-Y detector; a
sample withx=0.4 was investigated at temperatufles 12.5, 53, 85, 100, 150, and 300
K in magnetic fieldH ,<1 kOe. The measurements were performed in DisfPOL)
and RNK-100-30@Vektor) cryorefrigerators with temperature stabilizatier®.1 K. The
samples were placed in an atmosphere of helium gas, which was used as the heat-transfer
gas.

We studied powder samples bf'sm; _,Sr,MnO; completely enriched with>Sm.
The samples, with dimensions ok&5 mm by 2 mm thick, were synthesized by ceramic
technology. The grain size was 5—1M. The results of the structural investigations by
neutron diffraction, and the investigations of the magnetic and transport properties of
these samples are presented in Ref. 11. The neutron-diffraction measurements established
that the system possesses a distorted perovskite structure. Refinement of the structural
parameters showed that the sample with0.25 is described better by a monoclinic
structure P112,/a,N14), while for x=0.4 an orthorhombic structurePfimaNG62)
gives a better description. According to the magnetic and neutron diffraction measure-
ments, a transition into the magnetically ordered phase=at10—130 K is observed in
the x=0.4 sample and rapid growth of the magnetic susceptibilityf &90—100 K,
attesting to a change in the magnetic ordering, is observed ir=t#®25 sample. Sub-
stantial broadening of the diffraction peaks was noted in Ref. 11. This broadening could
be due to small nuclear or magnetic formations which are compared with the grain size.
According to the data on the temperature dependences of the resistivity=t0e5
sample does not transform into the “metallic” state at low temperatures, in contrast to
the x=0.4 sample in which a change in the type of conductivity to “metallic” is ob-
served afT=<125 K. The magnetic and electric properties of the experimental samples
correlate well with the properties of the Sm system described in Ref. 12.

2. Results of SAPNS measurements and discussidrigure 1 shows the typical
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FIG. 1. Temperature dependence of the polarization and intensity of scattered neutrons in the sample
1%451m 7651, ,MNO; .

temperature dependence of the scattering inten§ify and polarizationP(T) in the x

=0.25 sample in the measured rangegdbr a weak guiding magnetic field ~2 Oe,

which ensures adiabatic motion of the polarization vector, and allgt130 Oe. The
background, for which measurementsTat 300 K were used, was subtracted from the
intensitiesl (T). As one can see from Fig. 1, the transition start§atl15 K (onset of
variation of P(T) and I(T)) and is extended in temperature. The magnetic fléld

=130 Oe does not promote homogenization of the system, as happens in magnetically
soft materials? but rather intensifies the inhomogeneity of the system. Moreover, as the
temperature decreases, the polarization does not drop to zero but rather reaches a certain
minimum level. At the same time, estimates show that when ferromagnetic ordering
appears on the scale of a grain the polarization WithO should equal zero for a given
sample thickness.

Analysis of the dependencééq) at temperature3 <115 K showed that they are
described well by the quadratic Lorentzian

1(q)= (1)

(q2+K2)2’

whereA and k= 1/R; are free parameters ai} is a characteristic correlation radius. In
the coordinate representation the functi@n corresponds to scattering by the correlator
of the spinsS; andS; that decays exponentially with distance

(SiSj)xexp —r/R). (2

The values of the parameteksandR. obtained as the convolution of expressi@hwith
the resolution function of the setup are shown in Fig. 2. The figure also displays the
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FIG. 2. Temperature dependence of the correlation ragjuand the parameteh in Eq. (1) in the system
154Sm, _,Sr,MnO; under various measurement conditions.

values of the parameters for tike=0.4 sample for various measurement conditions. The
scattering by this sample is likewise satisfactorily described by expreg$joat tem-
peraturesT <130 K.

Figures 3—-5 shows the differenad (q)=17(q)—1"(q) of the scattering intensity
for neutrons polarized parallet{) or antiparallel () to the magnetic field as a function
of T andH and the conditions of cooling of the samE-C — cooling in a zero guiding
magnetic field followed by the switching on of a fieltf and FC — cooling and mea-
surement in a fieldd). The typical three-dimensional plot dfl (q) is displayed in Fig.
3. Figure 5 displays data averaged over the radius g#tltonst in the detector plane. In
the experiment the relative magnitudé/(1 * -+17) is of the order of 1%. As was shown
in Ref. 7,A1(q) is proportional to two terms

A|M2R€{<¢O¢*m>+<¢n¢*m>]1 (3)
f Al(q)dg=0. 4

The condition(4) follows from the optical theorem. The first term in E§) corresponds

to interference of the direct beam and magnetic scattering, while the second term corre-
sponds to interference of the nuclear and magnetic scattefipg/,, and ¢, are the

wave functions of the neutrons that have not undergone scattering, the neutrons that have
been scattered by the nuclear potential, and the neutrons that have been scattered by the
magnetic potential, the sign of which depends on the orientation of the neutron polariza-
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FIG. 3. Three-dimensional representation &f(q)=1"(q)—17(q) in a ¥*Sm, SK, MnO; sample atT
=85 K andH =140 Oe. The measurements were performed in the PAPOL setup with a position-sensitive X-Y
detector with 12& 128 channels. One detector channel corresponds=t0.001 A~1.
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FIG. 4. Temperature dependencedif(q)=17(q)—17(q) in a %Smy ;55K ,gMnO; sample under different
measurement conditions. The data are normalized to the polarization of the transmitted neutron beam.
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1545 m, ¢Stp MNO; sample under various measurement conditions. The data are normalized to the polarization
of the transmitted neutron beam.

tion relative to the fieldl It follows from Eq.(4) that the terms in expressidB) should

have different signs, which is seen in the experin{€igs. 3 and bas a different sign of
Al(q) in the rangeq<gpm, (i-e., in the region of the direct beam, wheyg,, is the
limiting momentum resolution of the setuand in the range> g, (in the region where
scattering predominatg$ It follows from the observation of a change in sign that the
resolution of the setup makes it possible to distinguish scattering by MNCCs from the
direct beam. This gives the upper limit on the characteristic correlation radius detected in
the experimentR,,<Rax, WhereRy.~ 1/gmin, the limiting resolution of the setup. In

the present experimem,,,,~400 A.

The magnetonuclear cross-correlation funct@g,(r) can be writtefr** as

1 I — ’ — !
Gmn(r):vf (pm(r ) —pm)(pa(r+r1)—pp)dr, ®)

whereV is the sample volume angl,, and p,, are the magnetic and nuclear scattering
length densities, respectivels ,,,, due to MNI(second term in Eq.3)), corresponds to

the Fourier transform o6, (r). Further analysis requires a model and measurements
with a good data sample dfl (q) in order to distinguish and descrildd ,,, (Ref. 7). In

the present letter we confine our attention to estimates and qualitative conclusions. As
one can see from Figs. 3-5, the interference effect is observed well in the low-
temperature phase for both samples. It increases with the magnetic field and, on the
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whole, with decreasing. Moreover, it depends on the method of cooling — ZFC or FC.
According to Eq.(5), the observed sign afl,, corresponds to a change of the magnetic
and nuclear densities that is in-phase with respect to the’sfgn.

On the whole, the magnetic state of the Sm system witt0.25 at temperatures
T<115 K can evidently be characterized as an unsaturated ferromagnet in which ferro-
magnetic fluctuations of the forit2) are developed. The density of such fluctuations is
proportional to the parametéx and increases quite strongly @sdecreases, while the
radiusR,; most likely decreases somewhat with decrea3irigig. 2). This is also true of
the x=0.4 sample, which, according to the neutron diffraction measurements, exhibits
long-range magnetic order, apparently of the percolation type. The r&yius it is
greater than for thg=0.25 sample, and the concentration does not depend as strongly on
T. The MNI observed in the samples indicates a quite strong intercoupling of the mag-
netic and lattice subsystems on the scal@.. Rough estimategestimates according to
the minimum show that to explain the observed interference inxked.25 sample the
relative change in the density of the nuclear amplitude in synchronization with the mag-
netic amplitude in the correlated regions should be greater than(Ib%making this
estimate it was assumed that the size of the correlated regidRs, Aly,,~4(pm
—pm) (Pn—pr) I m* (Pm—pm) %, andl (T=300 K)x(p,)2.) The statistical accuracy ob-
tained for the correlation parametdfHg. 2) does not permit analyzing them as a func-
tion of the cooling regime§ZFC—FQ, but a dependence on the magnetic history of the
sample is observed ihAl(q), and there is noticeable hysteresis R{T) for the x
=0.25 sample, as is typical for spin-glass systéMm@ur overall estimate of the low-
temperature magnetic state of the Sm system agrees with the magnetic and neutron
diffraction measurements, in which broadening of the diffraction peaks was obsérved.
However, to explain the magnetic properties of the experimental and similar systems and
to understand the intercoupling of the magnetic and lattice subsystems, further investiga-
tions of the magnetic correlations in both Sm samples and other perovskites, preferably,
in poly- or single-crystalline samples are required.
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In a recent article by Artamonov, Pogorelov, and Shagirlytirg restructuring of
the quasiparticle distributiom, at temperatureT=0 was studied for the model
“Hartree—Fock” energy functional

E(np) =2 enp+1/2> V(p1—p2)ng Ny,
p P1.P2
Fermion condensatiofiFC) — a phase transition associated with the nontrivial solutions
of the equation of the minimurdE/ én,= u, where is the chemical potential, was also
considered. The authors stated that when the opekatand all of its derivatives are
continuous, solutions of the the equation of the minimum, having the form

¢(p)=fV(p—p1)npldTl, Pi<P<Ppr, D

where¢=u— eg, do not exist, and therefore fermion condensation is forbidden. If their
arguments were correct, the entire field of modern mathematics concerning the so-called
ill-posed problems(see, for example, Ref.)2would be closed. For this reason, the
situation requires comment.

Equation (1) (written symbolically as¢=Vf) is an example of the inverse-
scattering problem, which is encountered in different fields of physics. For example, if
is a coordinate and,, a density, then Eq(1) is the equation of equilibrium of a system
of particles with the interaction potenti®(r) in an external electrior gravitational
field.

In all known models of fermion condensation the interact\ns singular, the
inverse operatorV~! exists, and the solution of the inverse-scattering problem
f=V~1¢ is stable against small perturbations. In the paper addressed here the ogerator
is completely continuous.e., the operatoW ! is singular). The authors give the fol-
lowing arguments. The integralf and the function¢ are identical on the segment
[pi,p:] if fis an exact solution of Ed1). If this is so, then by virtue of the continuity of
V and its derivatives, the left and right sides of Ef).must coincide on the entire straight
line. But this is impossible, since the functigh~ 68~ p? diverges ap—, while the
integral Vf remains finite. Therefore solutions of EJ) do not exist at all, and there is
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no fermion condensation. We note that by this token not only is fermion condensation
impossible but, for example, the equilibrium of a nucleus in the field of an electronic
shell is also impossible — after all, according to gauge theories a nucleon is an extended
object and therefore the nucleon—nucleon poteifial) in Eq. (1) is completely con-
tinuous.

In reality the situation is completely different. Since the inverse opedidr is
singular, the computed solutions of Ed) are unstable against small perturbations. They
are “filled with noise.” These components change sign and amplitude chaotically and
therefore do not correspond to any physical reality — physical reality is described by
quite smooth functions, because nature knows how to suppress noise. One noise suppres-
sion mechanism is this: In a real system there always exist fluctuations. Being a func-
tional of n,, the interactiorV also fluctuates — from one sample to another, from one
experiment to another. These comparatively small variationsfahdamentally reshape
the noise distribution without influencing the smooth components of the solutions. On
averaging over the fluctuations &, the noise inf is suppressed while the smooth
component(called the quasisolutidh remains unchanged. On the segment under study
the quasisolutions reproduce the left side of Eg.with an error that is on the scale of
the amplitude of the fluctuations W, but outside this segment the discrepancy increases
rapidly. In the fermion condensation problem, a smooth quasisolution describes the fer-
mion condensate, provided, of course, that the Pauli principtel is not violated. This
is feasible if the coupling constant is sufficiently large.

To summarize, | think that in the near future the fermion condensate will be found
even in the specific model witl(p)~ (p?+ p3) ~*, where in the opinion of the authors
of Ref. 1 there can be no such states.

1S. A. Artamonov, Yu. G. Pogorelov, and V. R. Shaginyan, JETP 168942 (1998.
2A. N. Tikhonov and V. Ya. ArseninSolutions of Ill-Posed ProblemdHalsted Press, New York, 1977
[Russian original, Nauka, Moscow, 1974
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In our articlé commented on by V. A. Khodel’, we showed for the example of a
model energy functional that in certain cases there is no Fermi-condensate state. We shall
discuss here a mathematical aspect of this question, following Ref. 1. For the reader’s
convenience we shall employ notations used in the comment, which are different from
those adopted in our paper. Let us consider the equation

¢(p)=f V(p,p1)Nnppidp;, (1)

where¢=,u—sg, with u being the chemical potential. In our case the kekf(g,p,) is

a symmetric analytic function of its two arguments in a sflipf finite width along the
real axis of the complex momentuBhplane. The kernel of Eq1) is positive-definite,
V(p,p1)>0, and acts on functionsOn,<1. It is easy to see that under these conditions
the right-hand side of Eq1) is zero only ifn,=0, whence it follows that the equation

0= f V(p,p1)Nppidpy )

does not have nontrivial solutions. Therefore Et). possesses a nonsingular inverse
operator. This is not surprising: E€L) is an example of an integral equation of the first
kind, a class of equations which are closely related to integral transforms, e.g., the
Fourier transform. As is well known, these transforms are given by nonsingular direct
and inverse operators. The functio#isare representable in terms of the kerkelSince

the integration in Eq(1) is over a finite interval and,, possesses only a finite number of
discontinuities, the functiongb, which are representable in terms of the kernel, are
analytic functions inQ) and cannot be constafjust as any derivative o) in a finite
interval, provided, of course, that the kernel is not constant, as is the case for the kernel
studied in Ref. 1. However, the function describing a Fermi-condensate state certainly
includes a region wheré (or some derivative o) is constant. We can now conclude

that Eqg.(1) does not admit Fermi-condensate states or, equivalently, the solutions can
only be functions constructed from Fermi stepg:=1.0. We note that it does not at all
follow hence that Eq(1) does not have solutions that are stable against small distur-
bances: In Ref. 1 these solutions were found and determined to correspond to topological
phase transitions. In truth, the class of these solutions is relatively sparse, but it should be
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kept in mind that we seek solutions satisfying the Pauli principle and corresponding to
minimum energy. For example, we note that under these strict conditiond)Hg.not a
linear equation: I, is a solution, then after it is multiplied by a constant it is no longer

a solution.

It is aproposto recall that in Ref. 1 we underscored that the single-particle quasi-
particle potential in a real system cannot be an analytic function, i.e., the right-hand side
of Eq. (1) will not be an analytic function i¥ is a real effective interaction. Therefore in
a real system the topological phase transitions will be “absorbed” by a Fermi-condensate
transition. We have replied to all the remarks made in the omment, and we affirm the
correctness of the results obtained in our pdper.

1s. A. Artamonov, Yu. G. Pogorelov, and V. R. Shaginyan, JETP 168t942 (1998.

Translated by M. E. Alferieff
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