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Abstract—The wavenumber-resolved radar backscattering diagnostics in the upper hybrid resonance (UHR)
region was used to study low-frequency short-scale turbulence in the FT-1 tokamak. The scattered spectra were
measured for different delay times of the scattered signals. It is shown that the width of the spectrum of
enhanced scattering by spontaneous fluctuations is proportional to the delay time. Possible mechanisms for the
formation of the scattered spectra are proposed and discussed. The results of simulations and additional exper-
iments were used to determine the dominant mechanisms governing the formation of the scattered spectra in
the FT-1 tokamak. These mechanisms are related to the effect of multiple small-angle scattering of both the
probing wave and the waves backscattered in the UHR region by long-scale density fluctuations and to the Dop-
pler effect caused by the entrainment of short-scale fluctuations by the long-scale turbulent flow. © 2004 MAIK
“Nauka/Interperiodica”.
1 1. INTRODUCTION

The problem of anomalous heat and particle trans-
port in tokamaks has stimulated great interest in devel-
oping new methods for local measurements of plasma
turbulence. An advanced method for local measure-
ments of short-scale density fluctuations is microwave
scattering diagnostics in the upper hybrid resonance
(UHR) region [1–3]. With this method, it is possible to
study lower hybrid, ion Bernstein, and ion-acoustic
waves, as well as electron-temperature-gradient (ETG)
driven drift modes and the short-scale component of the
ion-temperature-gradient (ITG) driven turbulence and
trapped-electron-mode (TEM) turbulence. In UHR
scattering diagnostics, the probing extraordinary wave
is launched from the high-field side and detectors
receive the radiation backscattered by low-frequency
electron density fluctuations in the UHR region. The
position RUH of the UHR region in the equatorial plane
is defined by the relation

(1)

where ωi is the probing frequency and ωce and ωpe are
the electron cyclotron and electron plasma frequencies,
respectively. In the UHR region, the projection of the
wave vector of the probing wave onto the gradient of

the plasma permittivity ε = 1 – /(  – ) sharply
increases to values far exceeding its vacuum value k0 =
ωi/c. This makes it possible to measure small-scale
fluctuations. The amplitudes of the probing and back-
scattered waves also increase as the UHR region is
approached; as a result, the backscattered signal is con-

1 This article was submitted by the authors in English.

ωi
2 ωce

2 RUH( ) ωpe
2 RUH( ),+=

ωpe
2 ωi

2 ωce
2

1063-780X/04/3010- $26.00 © 20807
siderably enhanced. Since the effect of enhanced scat-
tering takes place in the narrow UHR region, the diag-
nostics provides high spatial resolution. An important
advantage of this method is that the same antenna can
be used both to launch the probing wave and to receive
the scattered radiation. The scanning of the plasma vol-
ume is performed by shifting the UHR region through
varying the probing frequency or the magnetic field.

Since the wavenumbers of the probing and scattered
waves (kiR and ksR, respectively) vary strongly in the
vicinity of the resonance point RUH, the Bragg condi-
tion for backscattering by the low-frequency fluctua-
tions, kiR(Rs) – ksR(Rs) ≈ 2kiR(Rs) = –qR, is satisfied over
a wide range of fluctuation wavenumbers qR. As a result,
all of these fluctuations contribute to the scattered sig-
nal; this significantly simplifies the diagnostics, since, in
this case, a smaller amount of prior information about
the turbulence under study is needed. On the other hand,
because of the poor resolution in wavenumbers caused
by the integral contribution from fluctuations with dif-
ferent spatial scales to the scattered signal in the UHR
region, information on density fluctuations in the plas-
mas of linear devices or high-temperature tokamak plas-
mas [3] has long remained only qualitative.

In [4], it was pointed out that this drawback of
enhanced-scattering diagnostics can be overcome by
employing the effect of the slowing down of extraordi-
nary waves in the UHR region. It was shown in [4, 5]
that the delay time of the backscattered signal in the
UHR region depends on the wavenumber qR of the scat-
tering fluctuations:
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where tw is the delay time related to the propagation of
the probing wave through the waveguide transmission
lines and through the plasma far from the UHR region.
Expression (2) was derived under the assumption ε ~
(R – RUH), which is valid in the immediate vicinity of
the UHR point for fluctuations satisfying the condition

2k0 ! qR ! , where ρce is the electron cyclotron
radius. For fluctuations satisfying the condition

2kconv ! qR ≤  (where kconv ≡ k0  is the wave-
number corresponding to the point of linear conversion
of the probing wave into a slow electron Bernstein
wave), linear dependence (2) breaks down. The reason
is that, under the latter condition, the scattering point
gradually shifts away from the UHR point. We took this
effect into consideration by numerically calculating the
delay time with allowance for thermal corrections to the
dispersion relation for extraordinary waves. Depen-
dence (2) was verified in model experiments [6–8], and
the time-of-flight modification of the enhanced-scatter-
ing diagnostics was used to study short-wavelength
ion-acoustic oscillations and lower hybrid waves in lin-
ear plasma devices [9] and to investigate the propaga-
tion of lower hybrid waves in the plasma of the FT-1
tokamak [10]. In this paper, we present the results from
experimental studies of the short-scale component of
spontaneous turbulence in the FT-1 tokamak with the
use of the above diagnostics.

2. EXPERIMENTS ON ENHANCED
RADAR SCATTERING

The experiments were carried out in the FT-1 toka-
mak [11] with a major radius of R0 = 62.5 cm and minor
radius of a = 15 cm. The operating parameters in the
quasisteady phase of a discharge were as follows: the
toroidal magnetic field at the chamber axis was BT ≈ 1 T,
the plasma current was IP ≈ 30 kA, the electron density
was ne(0) ≈ 1013 cm–3, and the central electron temper-
ature was Te(0) ≈ 400 eV.

In measurements, we used the radar scheme [12–
14], which allowed us to determine the fluctuation
wavenumber qR from the delay time of the scattered
pulse relative to the probing pulse. The probing wave at
a frequency of 28 GHz was amplitude-modulated by a
sequence of short pulses with a full width at half-max-
imum of 3.5 ns and a repetition period of up to 70 ns.
The probing wave was launched into the plasma
through a horn antenna. When the modulation was
switched off, the output power of the antenna was no
higher than 20 W. The component corresponding to a
certain delay time could be separated from the scattered
signal by gating the received radiation by a similar
sequence of pulses. The delay time was determined
from the shift between the modulation and gate pulses;
this shift was set at zero when the scheme was cali-
brated in the absence of a plasma in order to compen-
sate for the delay time tw, related to the propagation of

ρce
1–

ρce
1– c/VTe
the probing wave far from the UHR region. After super-
heterodyne reception and amplification, we studied the
frequency spectra of the separated spectral component
with the help of a spectrum analyzer with an analyzing
time of 2 ms.

The probing wave was launched and the scattered
radiation was received with identical horns placed
alongside each other on the high-field side in the equa-
torial plane of the tokamak. The fraction of ordinary-
polarized waves in the emitted and received extraordi-
nary radiation was less than 1%. The antenna beam
width at a level of 3 dB in the vertical direction was
16° (±8°).

The noise level in our experiments was determined
by electron cyclotron radiation.

When the scheme was calibrated in the absence of a
plasma, the frequency of the received signal, which was
reflected from the tokamak wall, was equal to the prob-
ing frequency. The difference-frequency spectrum of
the received signal contained one narrow line at the fre-
quency fs – fi = 0, where fi and fs are the frequencies of
the probing and scattered waves, respectively. In the
presence of a plasma, the spectrum of the received sig-
nal was broadened due to scattering by low-frequency
plasma fluctuations.

Curve 1 in Fig. 1a shows the spectrum of a backscat-
tered signal received without resolution in wavenum-
bers (continuous reception) at BT = 1 T (rUH = RUH –
R0 ≈ 13 cm). The central narrow line at a frequency of
fs – fi = 0 corresponds to the direct coupling of the
launching and receiving antennas. The scattered spec-
trum itself consists of wide wings extending from 0.3 to
4 MHz on both sides. When studying the spectrum with
the delay-time resolution method, it turned out that the
wings were very narrow at td = 0 ns (Fig. 1a, curve 2).
At td = 5 ns (curve 3), the wings became broader, while
the amplitude of the central line decreased substan-
tially. The central line, which remained unsuppressed at
td > 5 ns, corresponds to the continuous incident radia-
tion attenuated by 20 dB by the gating modulator. For a
delay time of td = 10 ns (Fig. 1b, curve 4), the spectrum
width increased and the intensity of the wings grew to
a maximal level. Here, by the spectrum width we mean
the full width of its wings at a certain fixed level (e.g.,
at –3 dB) relative to the peak of the scattered spectrum.
Note that the peak of the spectrum is usually masked by
the central line at the probing frequency; the maximum
spectral intensity of the scattered signal can be found by
extrapolating the wings of the spectrum to their inter-
section at the probing frequency. It can be seen from
curve 5, which corresponds to td = 20 ns, that, at longer
delay times, the scattered signal decreases. In this case,
the central part of the spectrum is substantially lowered,
so its width increases even more.

From the measured frequency spectra, we deduced
the dependence of the intensity of the signal backscat-
tered in the UHR region on the delay time (or, accord-
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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Fig. 1. (a, b) Spectra of enhanced radar scattering (1) at continuous reception and with gating at (2) 0, (3) 5, (4) 10, and (5) 20 ns;
(c) the scattering efficiency (in arbitrary units) vs. wavenumber of scattering fluctuations (curve 6) and the time dependences of the
spectral components of the scattered signal: (7) 330 kHz, (8) 600 kHz, (9) 1 MHz, (10) 1.5 MHz, and (11) 3 MHz.
ing to formula (2), on the radial wavenumber of the
scattering fluctuations). This dependence is shown in
Fig. 1c for different frequencies fs – fi within the range
from 0.3 (curve 7) to 3.0 MHz (curve 11). For wave-
numbers of up to qR ≈ 100 cm–1, the signal amplitude
rapidly increases by more than 10 dB. For larger wave-
numbers, the intensity of the scattered signal gradually
decreases. The presence of the maximum in the inten-
sity of the scattered signal as a function of the fluctua-
tion wavenumber can be explained by the theoretically
predicted dependence of the scattering efficiency
ρBS(qR) on the radial wavenumber [3] (Fig. 1c, curve 6).
This dependence has a maximum at qR = 2kconv; in this
case, the backscattering occurs near the point of linear
conversion, where a slow “warm” mode is generated
[3]. For the measured value of the electron temperature
Te(rUH) = 70 eV, we easily find the wavenumber corre-
sponding to linear conversion, 2kconv = 96 cm–1; this
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
value is in good agreement with the wavenumber qR =
104 cm–1, corresponding to the maximum intensity of
the scattered signal at td = 10 ns. Hence, to determine
the wavenumber spectrum of short-wavelength fluctua-
tions by the data from Fig. 1c, it is necessary to make a
correction for the wavenumber dependence of the scat-
tering efficiency ρBS(qR). Note that there is no need to
do this when determining the frequency spectra of fluc-
tuations with a given wavenumber qR from Fig. 1a,
because, for the observed small frequency shifts, the
frequency dependence of the scattering cross section
can be ignored [3]. Note that the spectra in Fig. 1a differ
substantially from the backscattered spectra observed
previously with the time-of-flight technique in linear
devices [6]: they do not demonstrate any appreciable
dispersion. Thus, as the delay time increases and,
according to formula (2), the radial wavenumber of
fluctuations also increases, the frequency shift of the
scattered spectrum varies insignificantly. This shift
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always remains much less than the spectrum width,
which increases with wavenumber. Possible mecha-
nisms for such behavior of the scattered spectrum with
increasing fluctuation wavenumber are discussed
below in Section 3.

At a lower magnetic field (BT = 0.69 T), the UHR
region (rUH ≈ –13.9 cm) is screened by the cutoff sur-
face (rc ≈ –14.9 cm) and is inaccessible to the probing
wave. In this case, the observed signal is caused by the
reflectometric backscattering by density fluctuations. A
specific feature of this experiment is that the cutoff sur-
face is located very close to the antenna. The intensity
of the scattered signal in this case was higher by 10 dB
than for the UHR scattering. Figure 2a shows the reflec-
tometric spectra for measurement delay times of
20 (curve 1) and 30 ns (curve 2). It can be seen that the
spectra differ slightly from one another and are consid-
erably narrower than those in Fig. 1. The dependences
of the intensity of the scattered signal on the delay time
for fs – fi from 0.3 (curve 3) to 1.5 MHz (curve 6) also
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Fig. 2. (a) Reflectometic spectra at delay times of (1) 20 and
(2) 30 ns and (b) the time dependences of the spectral com-
ponents of the scattered signal: (3) 330 kHz, (4) 600 kHz,
(5) 1 MHz, and (6) 1.5 MHz.
differ strongly from the case of backscattering in the
UHR region. When the diagnostics operated as a reflec-
tometer, the intensity of the signal gradually decreased
with increasing delay time (Fig. 2b). At frequency
shifts of fs – fi > 0.3 MHz, the response from the probing
wave was observed for 40 ns, which was more than two
orders of magnitude longer than the time required for
the wave to propagate once from the antenna to the cut-
off surface and back. This means that, in this case, the
probing and scattered waves pass multiply between the
cutoff and the antenna horn (as is in a high-Q cavity)
and the scattered signal is formed over a quite long
time.

3. SIMULATIONS OF ENHANCED-SCATTERING 
SPECTRA

The key feature of the frequency spectra of the sig-
nals backscattered from the UHR region is that they are
rather broad and that their width increases with wave-
number qR. In a first approximation, the spectrum width
is proportional to qR; as a result, different spectra
become similar to one another after scaling the abscissa
by a factor equal to the ratio of the corresponding delay
times or wavenumbers.

To explain the revealed features of the spectra, we
performed simulations of the signal backscattered from
the UHR region. In accordance with the aforesaid, we
assumed that the intensity of the observed signal is pro-
portional to the product of the three factors: pBS ~
ρBS(qR)S(qR)F(Ω/qR), where ρBS(qR) is the enhanced-
scattering efficiency (Fig. 1c, curve 6); the factor S(qR)
describes the radial-wavenumber spectrum of short-
scale fluctuations; and the factor F(Ω/qR) (where Ω =
2π( fs – fi)) describes the observed features of the fre-
quency spectrum of the signal. The wavenumber spec-
trum of short-scale fluctuations was taken as a power

function S(qR) = 1/  with an exponent α that is not
known a priori and should be found by fitting the mea-
sured spectra by a model dependence. Several physical
mechanisms were proposed to describe the frequency
dependence F(Ω/qR).

The first mechanism for the broadening of the fre-
quency spectrum is related to the Doppler shift caused
by the motion of short-scale density fluctuations in the
poloidal direction in the course of plasma rotation: Ω =
qθVθ, where qθ is the poloidal component of the wave
vector of the scattering fluctuations and Vθ is the plasma
poloidal rotation velocity. Since the antennas oriented
along the equator have finite beam widths, the sign of
qθ is different on the different sides from the equatorial
plane. The spectrum contains both positive and nega-
tive frequencies Ω, and its width depends on the spot
size of the antenna beam on the UHR surface. The mis-
alignment of the antenna patterns relative to the equato-
rial plane should result in a shift of the frequency spec-
trum as a whole.

qR
α
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The second mechanism is similar to the first but
takes into account the poloidal motion of fluctuations
(rather than the plasma rotation) with the phase velocity
determined by the dispersion of drift waves: Ω = qθVθ,
where Vθ is the electron diamagnetic drift velocity. A
specific feature of the second mechanism is that the
measured frequencies are interpreted as the eigenfre-
quencies of the drift turbulence, which is responsible
for scattering.

In both cases, the increase in the spectrum width
with increasing qR can be attributed to the increase in
the poloidal component of the wave vector of the prob-
ing wave kiθ in the UHR region [13, 14]. Such an
increase is typical of toroidal systems, in which the
UHR surface does not coincide with a magnetic surface
because the magnetic field is nonuniform along the
major radius (Fig. 3a). In these systems, the projection
of the wave vector onto the gradient of the permittivity

tensor component ε = 1 – /(  – ) increases
sharply in the vicinity of the resonance; as a result, the
wave vector of the probing wave is oriented almost per-
pendicular to the UHR surface (Fig. 3a, curve 7). The
projection of the wave vector onto the magnetic surface
(curve 8) also increases considerably. Figure 3b shows
the ray trajectories for an extraordinary wave launched
from the high-field side in the equatorial plane at differ-
ent angles θ: from 4° to 20° (curves 1–5) and from –4°
to −20° (curves 1'–5'). These trajectories were calcu-
lated for an equilibrium configuration of a toroidal dis-
charge (in particular, with allowance for the Shafranov
shift of the magnetic surfaces). The positions of the
UHR surface and the limiter are shown by curves 7 and
6, respectively. The angles ±8° for rays 2 and 2' corre-
spond to a decrease in the antenna directional pattern by
3 dB. Solid lines in Fig. 3c show the dependences
kiθ(kir) calculated by ray tracing for the same launching
angles. Far from the UHR region, the absolute value of
the radial wavenumber does not exceed its vacuum
value k0 ≈ 6 cm–1 and the poloidal wavenumber
increases toward the discharge axis to a value of about
k0 and then decreases. The poloidal wavenumber
increases again near the UHR surface; simultaneously,
the radial wavenumber kir increases sharply. It can be
seen from Fig. 3c that the dependence kiθ(kir) is almost
linear for different initial values of kiθ0 and is described
by the following analytic expression for the projection
of the resonance component of the wavenumber on the
normal to the UHR surface:

(3)

where x and y are the coordinates of the intersection
point of the ray trajectory with the UHR surface, R =

x + R0, r2 = x2 + y2, and  = ∂ /∂r. The depen-
dences calculated by expression (3) (dashed lines) and
by ray tracing (solid lines) coincide not only qualita-
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Fig. 3. (a) Scheme of projecting the wave vector of the prob-
ing wave in the UHR region on the poloidal direction;
curves 7 and 8 show the positions of the UHR region and
magnetic surface, respectively. (b) Ray trajectories for
launching angles of (1, 1') ±4°, (2, 2') ±8°, (3, 3') ±12°,
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the limiter. (c) The poloidal wavenumber as a function of
the radial wavenumber for the same launching angles; the
solid lines show the ray tracing trajectories, and the dashed
lines correspond to calculations by formula (3).
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tively, but also quantitatively. The ordinate of the inter-
section point of the UHR surface with a ray launched
from the equatorial plane at a small angle is a linear
function of the launching angle; as a result, according
to formula (3), the poloidal wavenumber of the probing
wave in the UHR region is proportional to both the
radial wavenumber and this angle, kiθ ~ βkiRθ. Since the
Bragg scattering conditions qR = –2kiR and qθ = –2kiθ
are satisfied, one can expect that the spectrum of the
scattered signal with allowance for the Doppler broad-
ening will be determined by the directional patterns
pi(θ) of the launching and receiving antennas, which
are assumed to be identical, and the backscattered sig-
nal will be proportional to

(4)

Using this expression and taking into account the
actual antenna directional pattern, we approximated the
spectra measured for different magnetic fields (for xUH

from 12.0 to 14.8 cm). The approximation procedure
consisted of choosing the parameters Vθ and α at which
model dependence (4) best fitted the measured spectra
(Figs. 1a, 1b). The approximation quality can be judged
from Fig. 4, in which one of the measured spectra (for
td = 10 ns) is shown by circles and the dependence cal-
culated by expression (4) is shown by curve 1. The val-
ues of the poloidal velocities required to adequately
describe the spectra lie within the range from Vθ =
(2.2 ± 0.5) × 106 cm/s (at x = 12 cm) to Vθ = (4.5 ± 0.5) ×
106 cm/s (at x = 14.8 cm). These values are substantially
larger than the plasma poloidal rotation velocity Vrot ≈
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Fig. 4. Approximation of the measured spectrum for a delay
time of 10 ns (circles) by the (1) poloidal and (2) radial
models.
(1–2) × 105 cm/s, which was measured previously by
the spectroscopy of impurities in the FT-1 tokamak
under similar discharge conditions [15]. This might
seem an important argument in favor of the assumption
that the observed frequencies are the fluctuation eigen-
frequencies. However, the velocity Vθ also exceeds the
electron diamagnetic drift velocity |Vdr| = |cTe[—ne ×
BT]/(nee )|UHR, which varies from 3 × 105 (for x =
12 cm) to 3 × 106 cm/s (for x = 14.8 cm) under the FT-1
conditions. Of course, short-scale density fluctuations
propagating in the radial direction (it is these fluctua-
tions to which the enhanced-scattering diagnostics is
sensitive) do not necessarily satisfy the simple linear
dispersion relation Ω = qθVθ, which holds for large-
scale drift fluctuations. In particular, the dispersion
relation for small-scale fluctuations can be modified
due to the presence of instabilities related to the elec-
tron and ion temperature gradients [16]: these instabil-
ities can increase the poloidal phase velocity of fluctu-
ations. On the other hand, such abnormally high poloi-
dal velocities can be evidence of an additional
mechanism for spectrum broadening.

The third mechanism for the formation of the
observed frequency spectrum [17] is related to the fact
that the scattering occurs in a layer with developed tur-
bulence. The signal backscattered from the UHR region
is caused by the short-scale turbulent component with a
wavelength of ~0.05 cm, whereas the tokamak turbu-
lence primarily consists of intense large-scale perturba-
tions with typical wavenumbers of qθ ~ 0.3ρci, corre-
sponding to centimeter wavelengths (here, ρci is the ion
cyclotron radius). Plasma motion caused by these
large-scale perturbations results in the Doppler broad-
ening of the signal scattered by small-scale fluctuations
that are entrained by the long-scale turbulent flow: Ω =
qRVR, where VR is the equatorial projection of the turbu-
lent flow velocity in the UHR region. The velocity VR is
a random quantity; this allows us invoke the concept of
the velocity distribution function of the turbulent flow
f(VR). The fact that, in this model, the spectrum width
increases with increasing measurement delay time fol-
lows naturally from the proportionality between the fre-
quency shift and the wavenumber qR, whereas the shape
of the spectrum is determined by the distribution func-
tion of the turbulent flow over radial velocities, f(VR) =
f(Ω/qR). In this case, we used an approximation proce-
dure similar to that described above. In particular, the
following expression for the enhanced-scattering signal
was used:

(5)

In simulations, we considered different types of distri-
bution functions. An example of the best fit of the spec-
trum (for td = 10 ns) with the use of an exponentially
decaying (on the linear scale) function f(Ω/qR) is illus-

BT
2

pBS

ρBS qR( )
qR

α------------------- f Ω/qR( ).∼
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trated in Fig. 4 (curve 2). The r.m.s. velocity that pro-
vided the required broadening of the spectra increased

from  = (1.5 ± 0.5) × 104 cm/s to  = (3 ±
0.5) × 104 cm/s as the magnetic field BT was increased
so that the UHR region shifted to the plasma periphery.
Unfortunately, it was impossible to perform direct mea-
surements (say, with probes) of the radial-velocity dis-
tribution function of the turbulent flow at the plasma
periphery in this experiment. A comparison of the

quantity  at the plasma periphery with the devi-
ation of the velocity Vturb from its mean value measured
with the help of probes located behind the limiter edge
in an ohmically heated plasma in the FT-2 tokamak
[18], which is similar to the FT-1 in many parameters,
shows that the former quantity exceeds the latter by a

factor of 2 to 3:  ≈ 2.5Vturb.

The fourth mechanism for the formation of back-
scattered spectra is related to the broadening of the fre-
quency spectrum due to the multiple small-angle scat-
tering of the probing and backscattered waves by long-
scale fluctuations before and after scattering by short-
scale fluctuations in the UHR region. In [19, 20], it was
shown that small-angle scattering, as well as backscat-
tering, is enhanced in the UHR region. For this reason,
small-angle scattering switches to the regime of multi-
ple scattering first of all in the vicinity of the UHR sur-
face, where long-scale plasma density fluctuations
causing the slow motion of the UHR surface and the
distortion of its shape result in the deep phase modula-
tion of the probing and backscattered waves; in the
broadening of their spectra; and, eventually, in the
broadening of the backscattered spectrum. It is worth
noting that, as for the mechanisms discussed above, the
broadening of the signal backscattered from the UHR
region turns out to be proportional to the wavenumber
of the short-scale scattering fluctuations:

(6)

where the quantities ρBS(qR) and α were defined previ-
ously, δn2 is the mean square of density perturbations,

 is the spectral width of turbulent density pertur-
bations at a level of –3 dB, and l is the scale of plasma
inhomogeneity in the UHR region. The physical reason
for the width of the scattered spectrum depending lin-
early on the wavenumber of backscattering fluctuations
is that the residence time of the probing and backscat-
tered waves in the UHR region increases linearly with
wavenumber. A comparison of formula (6) with the

experimental data shows that, for  ≈ 200 kHz
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(an estimate for the spectral width of long-scale turbu-
lence obtained from the results of reflectometric mea-
surements; see Fig. 2a), relative density perturbations
of δn/nUH ≈ 4 × 10–2 are sufficient to explain the
observed spectral width of the signal backscattered
from the UHR region. This level of turbulent density
perturbations is typical of the core plasma in tokamak
discharges [21]. An argument in favor of this mecha-
nism is also that the measured spectral width of the
backscattered signal increases substantially (almost
twofold) when the UHR region shifts to the plasma
periphery, where the level of long-scale turbulence is
usually higher [22] and reaches a value of δn/nUH = 10–1.

As the UHR region shifts outward, the second
approximation parameter decreases (irrespective of the
model used) from α = 3 ± 0.5 (at x = 12 cm) to α = 2 ±
0.5 (at x = 14.8 cm). This can be interpreted as an
increase in the fraction of short-scale fluctuations in the
edge plasma. Such behavior can be explained by a
decrease in the temperature toward the plasma periph-
ery and by the related decrease in the characteristic spa-
tial scales (say, the Larmor radius). Extrapolating the

dependence 1/  to large scales and assuming that the
turbulence is isotropic in a plane perpendicular to the
magnetic field, we obtain a rough estimate for the rela-
tive level of density fluctuations, δn/nUH ≥ 10–2, which
is appropriate for explaining the characteristic features
of the backscattered spectrum by the action of the
above mechanism of multiple small-angle scattering.

Another interesting feature of the measured spectra
(Figs. 1a, 1b) is their slight asymmetry. The left wing of
the spectrum is always higher than the right wing; this
can be interpreted as a leftward shift of the spectrum as
a whole. This feature can be explained in different
ways, depending on the adopted mechanism for the for-
mation of the backscattered spectrum.

In the frameworks of the first and second models,
the small shift of the spectrum toward negative differ-
ence frequencies fs – fi can be explained by the mis-
alignment of the antenna directional pattern relative to
the equatorial plane. The misalignment angle of ϕ ≈
1.5° ± 1°, which was determined from the measured
spectra, turned out to be less than the error in the posi-
tioning of the antennas in the tokamak chamber; i.e.,
this misalignment is quite realistic.

When explaining the asymmetry of the spectra by
invoking the third mechanism, it is necessary to assume
that the turbulent flux has a nonzero average velocity
V0R = (1.5 ± 0.5) × 104 cm/s. In our case, the velocity
V0R is directed from the center to the edge of the plasma
column; this gives a small red frequency shift of the
spectrum.

It follows from the results of our simulations that the
first and second mechanisms for the formation of the
backscattered spectrum, which are related to the poloi-
dal rotation of fluctuations, lead to more problems in
interpreting the characteristic features of the scattered

qR
3
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spectra observed in the FT-1 tokamak; hence, it is
unlikely that these mechanisms are dominant. This is
also confirmed by observing backscattered spectra with
the help of horns positioned in the opposite (along the
torus) minor cross section and having a twice as wide
directional patterns. The operating conditions were
chosen such that they were very similar to those in the
first cross section. Figure 5 shows the spectra (unre-
solved in qR) obtained in these two cross sections. The
spectrum for antennas with wide directional patterns
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Fig. 5. Enhanced-scattering spectra for opposite minor
cross sections of the tokamak for two antenna beam widths:
(1) ±8° and (2) ±15°.
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Fig. 6. Scheme of an experiment with the off-equatorial
launching of the probing wave: (1) the central ray trajectory
and (3) the position of the UHR region for BT ≈ 1 T and

ne(0) ≈ 1013 cm–3 and (2) the central ray trajectory and
(4) the position of the UHR region for BT ≈ 0.85 T and

ne(0) ≈ 2 × 1013 cm–3.
are shown by the dashed line (curve 2), and the spec-
trum for antennas with a half as wide patterns is shown
by the solid line (curve 1). It can be seen that the spectra
are very similar to one another; this allows us to con-
clude that the mechanisms related to the poloidal rota-
tion do not play a governing role in the broadening of
the backscattered spectrum in the FT-1 tokamak.

At the same time, these mechanisms can be used to
interpret the asymmetry of the backscattered spectra, as
was shown by an additional experiment in which the
same antenna was used to both launch the probing wave
and receive the scattered radiation. The antenna was
displaced by 45° in the poloidal direction relative to the
equatorial plane (Fig. 6). For the parameters typical of
our experiments, the central ray of the directional pat-
tern reached the UHR region (surface 3) in the equato-
rial plane (trajectory 1). In a sense, this is equivalent to
the conventional scheme of equatorial probing. At a
lower magnetic field (BT = 0.85 T) and a higher density
(ne(0) = 2 × 1013 cm–3), a stronger refraction resulted in
the displacement of the central ray upward from the
equatorial plane (trajectory 2). In these experiments,
the scattered spectra unresolved in wavenumbers qR

(i.e., with continuous probing and reception) were mea-
sured. For probing, we used a standard 20-mW oscilla-
tor; for this reason, the valid-signal range in the spectral
intensity at | fs – fi | > 0.3 MHz was only two orders of
magnitude (Fig. 7). For typical experimental parame-
ters, the scattered spectrum (curve 1) was similar to that
for the case of equatorial probing. Since a ferrite circu-
lator was used for reception and the signal was received
by the same antenna, the received signal at the probing
frequency was much higher (in comparison to that in
Fig. 1). For this reason, the spectra in Fig. 7 contain a
high line at –0.3 < fs – fi < 0.3 MHz, which is cut by the
upper frame of the figure at a level of –30 dB. In exper-
iments with a higher density, the left wing of the spec-
trum grew substantially, whereas the right wing shrank
somewhat (curve 2).

If the formation of the spectrum were governed by
first two mechanisms considered in the previous sec-
tion, then, in view of such a high skewness of the direc-
tional pattern, one could expect a substantial frequency
shift of the scattered spectrum. In the presence of an
intense line at –0.3 < fs – fi < 0.3 MHz, it difficult to
identify the maximum of the scattered spectrum; how-
ever, the strong transformation of its wings can be inter-
preted as a frequency shift. The direction of the shift
should depend on the direction of the poloidal velocity
Vθ. Taking into account the direction of the toroidal
magnetic field, we can conclude that, in our case, the
directions of the diamagnetic drift velocity Vdr (Fig. 5)
and velocity Vθ coincide, which results in a red fre-
quency shift.
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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4. CONCLUSIONS

Time-of-flight enhanced-scattering wavenumber-
resolved radar diagnostics has been used to perform
local measurements of low-frequency short-scale tur-
bulence in the FT-1 tokamak. It has been shown that the
width of the scattered spectrum increases with increas-
ing radial wavenumber of the scattering fluctuations.
Several possible mechanisms for the formation of such
spectra have been proposed. The results of numerical
simulations of the scattered signals and the data from
additional experiments have been used to reveal the
dominant mechanisms for the spectral broadening
under the FT-1 experimental conditions. These mecha-
nisms are related to the effect of multiple small-angle
scattering of both the probing wave and the waves
backscattered in the UHR region by long-scale density
fluctuations and to the Doppler effect caused by the
entrainment of short-scale fluctuations by the long-
scale turbulent flow. The analysis of these two mecha-
nisms makes it possible to obtain information about the
amplitude of long-scale turbulent density fluctuations
and to estimate the velocity distribution function of this
turbulence, which is one of the most important prob-
lems of plasma turbulence diagnostics.
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Abstract—This paper completes a series of reviews devoted to the physics of complex plasmas, in which one
of the components (dust) is in a crystalline or liquid state, while the others (electron, ions, and neutral atoms)
are in a gaseous state. This review is devoted to the theoretical approaches used to describe complex plasmas
so far. The main theoretical developments have been concentrated in the gaseous and weakly nonideal states of
complex plasmas. Here, we describe the achievements in the new kinetic and new hydrodynamic approaches
to complex plasmas. At present, only generalizations of the van der Waals approach for complex plasmas have
been used to describe phase transitions and plasma condensation in complex plasmas. Here, criteria for transi-
tions are described and compared with the existing experimental observations. Theoretical and numerical
results for nonlinear structures, such as dust layers, dust voids, dust sheaths, and dust convective vortices,
obtained by solving the stationary balance equations, are also discussed and compared with state-of-the-art
experiments. At present, experiments in this field are progressing very fast, while theory is not advancing at the
same rate of development. To further develop new theoretical models, one can use the elementary physical pro-
cesses in complex plasmas described in the previous parts of the review. However, the detailed comparison of
theory and experiments also needs more detailed experimental diagnostics of the phenomena observed. In the
concluding part of our review, the trends in experiment and theory, as well as some existing applications, includ-
ing industrial, environmental, and astrophysical ones, are described. © 2004 MAIK “Nauka/Interperiodica”.
11. THEORETICAL APPROACHES
IN COMPLEX PLASMAS

1.1. Introduction

In the previous parts of our review, we described in
detail the processes of dust charging in complex plas-
mas [1]; the elementary processes in complex plasmas
[2], including the external forces that act on dust grains
and dust–dust interactions; and state-of-the-art experi-
ments [3].

We recall here the notation used in the previous
parts of our review and used in this part as well. The
quantity P = ndZd/ni is the so-called Havnes parameter,
showing the relative number of charges on the dust
grains (here, nd is the dust density, ni is the ion density,
and Zd is the dust charge in units of elementary charge).
In state-of-the-art experiments, the parameter P (which
is always less than unity) is on the order of unity (the
minimum value of P in state-of-the-art experiments is
0.5 × 10–2. The dimensionless ion and electron densities
are denoted as n = ni/ni, 0 and ne  ne/ni, 0 (ni, 0 is a cer-
tain characteristic ion density, either the density far
from the structures or the density corresponding the
basic state, the parameters of which are determined by

1 This article was submitted by the authors in English.
1063-780X/04/3010- $26.00 © 20816
both the charge and power balance (see [2])). The small
parameter τ = Ti/Te is on the order of 10–2 in state-of-
the-art experiments. The sharpness of a dust structure
boundary is determined by another (much smaller)
parameter τd = Tde2/  (where a is the dust size and
Td is the dust temperature). In state-of-the-art experi-
ments, τd is no larger than 2 × 10–3, but it is usually on
the order of 10–6. The ion Debye radius is determined

by the expression λDi = .
To estimate the contributions from the various pro-

cesses, we used in [3] expressions for the elementary
processes in complex plasmas given in [2]. For simplic-
ity, these processes were described by some average
quantities, such as the electron, ion, and dust densities;
the temperatures; and the ion drift velocity. The
description of elementary processes in this form is very
useful in applications. However, even in such a descrip-
tion, some processes are determined by the particle
velocity distributions. For example, this is true for the
charging currents [1], the ion drag force, and the dust–
dust interactions [2], which depend strongly on the ion
velocity distribution. For simplicity and to be able to
perform some estimates, we have already given (see
[2]) the results for the case of thermal distributions of
electrons and ions. More general is a kinetic approach

Te
2
za

Ti/4πni 0, e
2
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using velocity distribution functions for all of the com-
ponents. This requires the use of a kinetic description of
complex plasmas. A general kinetic theory of complex
plasma should be more sophisticated than the standard
plasma kinetic theory because of the openness of the
system and the dust charge variability (see [4–8]). In
general, even the foundations of the kinetic approach
should be changed in complex plasmas [4]. We start
here with showing the necessity of kinetic description
using simple estimates for the thermalization time of
the particle distributions, and will show that the kinetic
description is indeed dictated by the parameters of the
state-of-the-art experiments. We shall then recall briefly
how the kinetic description is formulated in ordinary
plasmas and emphasize the important role of fluctua-
tions in such a description. It becomes obvious that, to
formulate a basic description in the kinetic theory of
complex plasmas, it is necessary to develop a more
complicated description of fluctuations in complex
plasmas as compared to that in ordinary plasmas. In
particular, these fluctuations should take into account
the variability of dust charges, the openness of the sys-
tem, and the presence of external sources. The basic
kinetic description in ordinary plasma theory is based
on deriving equations containing collision integrals.
The same needs to be performed for complex plasmas;
above all, generalized collision integrals must be found.
Thus, the ordinary kinetic approach cannot be used for
complex plasmas and new kinetic equations must be
found as the basic equations for the kinetic description
of complex plasmas. This is one of the major problems
in the theory of complex plasmas; the solving of this
problem will lay the foundation for other methods for
describing complex plasmas. If we take the velocity
momenta of these equations, a hydrodynamic equation
should be found. The hydrodynamic description of
complex plasma will thus be based on a new set of
equations. These, in turn, can be used for other theoret-
ical models and for the numerical simulation of dust
structures. The first steps toward the foundations of the
new kinetic description of complex plasmas with sev-
eral simplifying assumptions (see below) were made in
[4–8], and the first hydrodynamic description with the
elementary processes in complex plasmas taken into
account was made in [9]. In [9], the new hydrodynamic
equations were not derived from the general kinetic
equations. This was performed in [8] and led both to the
generalization of the coefficients used in [9] and to the
description of new effects related to heat transport.

1.2. The Kinetic Approach in Complex Plasmas

1.2.1. Estimates for the thermalization of ion and
electron distributions. Before discussing the first
results of the theoretical approach to the kinetic
description of complex plasmas, let us make some sim-
ple estimates of the thermalization processes for the
parameters of the existing laboratory experiments and
try to answer the following questions:
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
(i) Is changing the foundations of the kinetic theory
only a superficial exercise in which one can use simple
considerations for practical applications, or is an appro-
priate theoretical consideration dictated by the experi-
ments?

(ii) Is it indeed necessary to reformulate the basic
kinetic approach?

The first question can be reformulated as follows:
Are the plasma particle distributions indeed thermal in
state-of-the-art experiments, or can they be nonther-
mal? Is it possible to answer the question as to whether
the particles are able to form a thermal distribution
under experimental conditions when direct measure-
ments are not performed? If the distributions are not
thermal, then all of the coefficients describing the ele-
mentary processes should be modified and their value
for the thermal distribution can serve only as a very
rough estimate. The need for the development of the
kinetic approach in complex plasmas then becomes
obvious.

At this point, it should be remembered that complex
plasmas have several components: electrons, ions, neu-
tral atoms, and dust. Estimates will be different for dif-
ferent components. We can expect that the dust compo-
nent should more often be found to be thermal due to
strong dust interactions. For Coulomb dust–dust colli-
sions, this is, in a certain sense, unimportant. Generally,
however, when screening and collective interactions are
taken into account, the theoretical problems of whether
the dust can be distributed as thermal and what is the
time scale of dust thermalization should be resolved. In
some expressions for the processes in complex plas-
mas, there are integrals over the velocity of the electron
and ion distribution functions and these integrals are
typically only slightly sensitive to the details of these
distribution functions (for example, the numerical coef-
ficients change by a factor on the order of unity). How-
ever, we have examples [2] where, in some cases, these
integrals can be very sensitive to the ion distribution
function (as is the case with the presence of ion drift).
If the particle distribution is not thermal, the estimates
of the criteria of transition to a strongly coupled state
using thermal distributions can be considered only as a
rough first approach to get some intuitive conclusions
for the processes determining this transition. In princi-
ple, the kinetic approach provides not only a detailed
description of the transition to a strongly correlated
state but can be checked experimentally on the kinetic
level, since any dust grain motion can be detected dur-
ing the transition. Such a full kinetic description that
includes the transition to a strongly correlated state of a
complex plasma does not as yet exist.

The first steps toward the description of the gaseous
states of complex systems were made in [4–8] and in
[10, 11]. The gaseous states will have many unusual
kinetic features that can precede the conversion into a
strongly correlated state. These can be investigated very
simply on the kinetic level. The approaches of [4–8]
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and [10, 11] are different, and the final equations, while
formally similar, are also different. The difference is the
starting points of the theory in [4–8] and [10, 11]. The
authors of [4–8] use two-step averaging, where the first
step deals with averaging with respect to the discreet-
ness of the plasma components (electrons, ions, and
neutrals) and the second step deals with averaging with
respect to the dust component discreetness. There is no
obejection to this two-step averaging; it can be used as
a starting point in deriving the averaging kinetic equa-
tions describing the change in the distributions of elec-
trons, ions and neutrals in the course of the charging
process by introducing the corresponding cross sec-
tions for charging. The approach of [10, 11] introduces
the charging process into the equations where all of the
components are discreet. This is possible in principle,
but difficulties are encountered in describing the charg-
ing process self-consistently. Therefore, it seems that
the results of [10, 11] can be applied to the further the-
oretical treatments only for the cases where they coin-
cide with the results of [4–8]. This coincidence does not
always exist. For example, in both cases, the dust
charge enters into the kinetic equations as a new vari-
able, which leads to collision integrals that also
describe diffusion with respect to dust charges, but the
diffusion coefficients are different. The authors of [4–8]
consider the average charge as changing self-consis-
tently over time as the average distribution function
varies over time. These equations are similar to quasi-
linear equations, and only the deviations from the regu-
lar change in the dust charge are considered as fluctua-
tions. In the approach of [10, 11], such a division is not
made and the equilibrium charge is not varying. It
seems that it is not possible to exclude the division of
the dust charge variation into the regular part and fluc-
tuations, which is obvious from the approach of [4–8]
and is not done in [10, 11]. Therefore, when speaking
about fluctuations, the two approaches deal with differ-
ent values. It is reasonable here to devote our attention
primarily to the results obtained in [4–8].

We start with giving some theoretical estimates to
help the reader understand whether we can expect the
electron and ion distributions in complex plasmas can
or will be nonthermal. This estimate is easy to perform
using the approach of [4–8]. As was mentioned in the
previous parts of this review, complex plasma systems
with energy input into the system and with the injection
of particles having nonthermal distributions are open
systems. In particular, ionization by an RF field always
creates nonthermal distributions of electrons and ions.
Therefore, the question as to whether the plasma parti-
cles are distributed thermally or not is related to the
question of the rate of the mechanism making the dis-
tributions thermal. It is well known from ordinary
plasma treatment that, in plasmas, binary particle colli-
sions can indeed thermalize the particle distributions.
In complex plasmas, there are not only binary collisions
between charged particles but also their collisions with
neutrals and dust grains. We need to estimate the rates
of both kinds of collisions to find whether they can ther-
malize the electron and ion distributions. It is obvious
that electrons and ions are created in the ionization pro-
cess with nonthermal distributions. Indeed, we men-
tioned that the plasma particle distributions are usually
formed under conditions of a balance between ioniza-
tion (ion–electron pair creation) and the absorption of
electrons and ions by the dust grains. When discussing
the elementary processes in complex plasmas [2], we
wrote the corresponding two terms for ionization and
losses in the continuity equation for the ion density.
These terms describe an effect integral with respect to
the particle distribution in velocities. To describe these
effects kinetically, we should write the corresponding
term in the equation for the particle distribution func-
tion. It will contain cross sections for ionization that are
velocity dependent. We should multiply these cross
sections by the electron distribution function instead of
the electron density, as was done in [2]. Thus, electron–
ion pairs with different velocities are created with dif-
ferent efficiencies and, therefore, the source does not
create thermal electron and ion distributions. The pro-
cess of the absorption of electrons and ions by dust is
also selective in velocities: the fast electrons are mainly
absorbed because the low-energy electrons are reflected
by the dust grains. Since the cross section for absorp-
tion increases with decreasing ion velocity, the low-
energy ions are mainly absorbed. As a result, the distri-
butions of the ions and electrons that remain unab-
sorbed by the dust turn out to be nonthermal [6, 11].
The question arises as to whether electron–electron,
ion–electron, or ion–ion collisions can thermalize the
particle distributions. In estimating the effect of the
thermalization of electrons and ions by ion–ion and
electron–ion collisions, it is necessary to consider in
more detail the values of the impact parameters in
ion/electron–dust collisions. As in [2], we will consider
only singly ionized ions. The electron–ion collision fre-
quency νei and the electron–electron collision fre-
quency νee are of the same order of magnitude. We give
an exact expression for the former and an approximate
estimate that follows from elementary considerations:

(1)

where Λ = ln(pmax/pmin) is the so-called “Coulomb log-
arithm” and pmax and pmin are the maximum and the
minimum impact parameters in Coulomb collisions.
The exact expression given by the present theory and
the approximate result (1) differ by the numerical factor
on the order of unity in the expression for the Coulomb
Logarithm. For estimates, we will use expression (1)
with the Coulomb logarithm in its standard form. In
state-of-the-art low-temperature experiments with a
complex plasma, the Coulomb logarithm is not large and
is on the order of 2–3, and approximate expression (1)
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gives a reasonable estimate. The exact and approximate
expressions for the ion–ion collision frequency are

(2)

The collision frequencies νee, νei, and νii determine
the rate at which electrons and ions are thermalized.
The ion–dust and electron–dust collisions were consid-
ered in [2] by taking into account the dust charge factor

 in Coulomb interactions and using the Coulomb
logarithm with the maximum impact parameter equal
to λDi (the value of the minimum impact parameter was
not specified). In this case, the Coulomb logarithm can
differ from the standard one and needs a more detailed
consideration. As a first step, we will consider the Cou-
lomb logarithm for electron/ion–dust collisions to be
on the same order of magnitude as that for electron/ion–
electron/ion collisions. We will then consider in detail
the difference between these Coulomb logarithms. Let
us compare the elementary expression for the ion–dust
collision frequency with the ion–ion collision fre-

quency. Note that it will contain the factor  instead
of ni; thus, we have [2]

(3)

Therefore, ion–dust collisions are dominant for

(4)

which is satisfied in all of the state-of-the-art experi-
ments for the gaseous state of complex plasma and for
the transition to a strongly coupled state. Thus, ion–ion
collisions are not able to restore the thermal ion distri-
bution. The same is true for the thermalization of the
electron distribution. Inequality (4) was first derived in
[12] and further used in [4, 13].

We should also consider the difference between
Coulomb logarithms in ion/electron–dust collisions
and in ion/electron–ion/electron collisions. Note that
ion/electron–dust collisions are somewhat more com-
plicated, since one must also determine the smallest
value of the impact parameter in the Coulomb loga-
rithm. As was mentioned in [1, 2], in describing the
orbit limited (OL) approach, there can be significant
(depending on the particle energy) absorption on the
grains or elastic Coulomb scattering by the grains.
Thus, the smallest impact parameter can be related to
absorption on the grains. However, there is also the pos-
sibility of small-angle and large-angle (say π/2) scatter-
ing. Usually, large-angle scattering makes the greatest
contribution to the scattering process, and the Coulomb
logarithm contains a minimum impact parameter corre-
sponding to the scattering by the angle π/2. The ques-
tion is whether there is a “space” between the impact
parameter for scattering by the angle π/2 and the impact
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parameter for absorption. The electron absorption cross
section averaged over the thermal distribution (see OL

cross sections in [1]) is πa2exp(–z) =  =

πa2z/  (with µ = mi/me) or pe, abs ≈ aexp(–z/2) ≈
/(τµ)1/4, while for the ion absorption, we have

pi, abs ≈ /τ. The impact parameters corresponding to
the scattering by π/2 can be estimated from the condi-
tion that the kinetic particle energy is on the order of the
grain electrostatic energy: pe, min = Zde2/Te = az,
pi, min = Zde2/Ti = az/τ. Therefore, for electrons, there is

large-angle scattering only when  > µτ1/4 (which is
usually not the case), while there is large-angle scatter-

ing for ions when /τ < p < z/τ. Thus, we need be con-
cerned with the problem of large-angle scattering only
for ions. The ion–dust collision frequency for scattering

by the angle π/2 is νid =  and can be
found from the frequency of multiple scattering by sub-

stituting  for lnΛ. The effect of charging on
electron scattering by grains can be considered as scat-
tering by the enhanced ion density in the vicinity of a
grain (this effect should be classified as a nonlinear
effect related to the influence of nonlinear screening on
collisions). One may consider the electron scattering as
being caused by the excess of ions in the Debye cloud.
The excess of the ion density can be estimated as δni ≈

3Zd/4π , and the mean size of the Debye cloud is

. The collision frequency related to the multiple
Coulomb scattering during the passage of an electron
through many such Debye clouds is νei, d ≈

3π3/2ndvTeZde4/  = (8/9π )νei; therefore, these
additional nonlinear ion–electron collisions can exceed

the usual ones only for P > 8/9π  ≈ 0.2. Since P < 1
and since, for P on the order of unity, condition (4) is
satisfied with a large margin, ion–dust collisions are
dominant under the conditions of state-of-the-art exper-
iments.

Thus, neither large-angle scattering nor nonlinear
scattering can change the important estimate (4), show-
ing that, for P on the order of unity, ion–ion collisions
cannot provide sufficiently fast thermalization and the
ions must be nonthermal in complex plasmas.

We can worry that ion–neutral collisions can proba-
bly serve as a mechanism for the restoration of the ion
thermal distribution since the neutral atoms come into
contact with the walls and, therefore, have a thermal
distribution with a temperature close to the wall (cham-
ber) temperature. We write the condition for the ion–
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dust collision frequency to be larger than the ion–neu-
tral collision frequency:

(5)

Let us recall that, in comparing the friction force due
to ion–dust collisions with the friction force due to ion–
neutral conditions, one should use λDi/τ as the effective
collision length, not because the real collision length in
ion–neutral collisions is larger by τ but because the real
length in ion–dust collisions have an additional factor,
z/τ. For the existing experimental data and P on the
order of unity, ion–dust collisions are dominant at a >
0.003 µm, which is also satisfied in experiments on
strong correlation in which larger dust grains usually
have a larger dust charge and stronger dust–dust inter-
actions. Thus, there are no efficient mechanisms that
restore the thermal distributions of electrons and ions.
The kinetic description can also be important for
describing in a more exact way the conditions for the
conversion of the system to a strongly coupled state.

1.2.2. Role of fluctuations in the general kinetic
approach. Before starting to outline the kinetic
description of processes in complex plasmas, we must
recall the description of kinetic processes on ordinary
plasmas. Let us briefly describe the derivation of colli-
sion integrals in ordinary plasmas and point out the
important role of fluctuations. Several aspects of the
procedure often used to obtain the kinetic description of
various systems are important. The general approach in
plasmas is to start from the Klimontovich approach
[14], which in fact is to use a microscopic description
of each particle moving along the trajectories changed
by the fields produced by all other particles. Here, we
will illustrate the role of fluctuations using a simpler but
equivalent approach [15]. The evolution of the micro-
scopic distribution, which depends on the momenta and
coordinates of all the particles of the system, is deter-
mined by the Liouville theorem. Integration of the
microscopic distribution over the momenta and coordi-
nates of all particles except for one yields an equation

for the one-particle distribution  (each plasma
component is marked by the superscript α):

(6)

This equation is not very informative, since the elec-
tric field depends on all of the other particles and a great
deal of information is lost after integration with respect
to other particles. Nevertheless, at relatively low colli-
sion frequencies (in fact, the collision frequency should
be much less than the corresponding plasma fre-
quency), we can consider the influence of the other par-
ticles as fluctuations and can prove that the fluctuations

a
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are weak. We then introduce the averaged distribution
〈 f α〉  and the fluctuating part of the distribution δf α

(7)

By averaging Eq. (6) in the absence of an averaged
field (the generalization for the case in which the latter
is present is unimportant), we get the equation for the
averaged distribution, which we write in the form

(8)

The right-hand side can be expressed through the
averaged particle distribution using the first linear
approximation for fluctuations. The linear approxima-
tions for these are proven to be the first approximations

in 1/ND, where ND = (4πn )/3 is the total number of
particles in the Debye sphere. The equation for fluctua-
tions is obtained by substituting Eq. (8) into Eq. (6), and
the fluctuating part of the distribution is assumed to
consist of the independent particle fluctuations δf α, (0)

and the induced part δf α, ind. For the independent parti-
cle fluctuations, standard averaging is used:

(9)

and the field-induced part is given by a simple expres-
sion

(10)

The independent particle fluctuations were dis-
cussed in [2] in connection with dust charge fluctua-
tions, and the fluctuations induced by the electric field
created by the independent particle fluctuations (see
[15]) are determined by the fluctuating electrostatic
field and the electrostatic dielectric function ek, ω. The

right-hand side of Eq. (8), , is called the Landau–
Balescu collision integral. This integral describes the
particle collisions and leads to the exact expressions for
the electron–electron, ion–electron, and ion–ion colli-
sion frequencies. The most important properties of this
integral is that, for thermal distributions, the collision
integral is exactly zero and that the deviations from the
thermal distributions relax to thermal distributions with
rates equal to the above frequencies. We here recall all
of these moments (which are well known in general
plasma theory) to demonstrate the fundamental role of
fluctuations, and to describe the role of the new effects
that appear in complex plasmas as compared to ordi-
nary plasmas.
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For completeness, we write out the Landau–Balescu
collision integral:

(11)

where

(12)

Λ is the Coulomb logarithm, and ek, ω is the plasma
dielectric constant describing the response to electro-
static perturbations. After averaging over the fluctua-
tions, kinetic equation (8) contains only the average
distribution function. This equation is used to describe
the evolution of the averaged distribution function (it is
this function that is usually detected); the price of this
simplification is the appearance of collision integrals in
the right-hand side of the equations. Averaging over
fluctuations is sometimes called averaging over the dis-
creetness of the correspondent component.

Note that kinetic equations (8) with collision inte-
gral (11) is the foundation of the present theoretical
description of ordinary plasmas. Taking the momenta
of these equations with respect to velocities leads to the
present hydrodynamic equations of ordinary plasmas.
Thus, to develop a basis for describing complex plas-
mas, one must not only generalize this approach for all
of the components, but also consider the new effects
related to the openness of complex plasmas and the
charging process [1] and take into account the esti-
mates of the new elementary processes in complex
plasmas [2].

1.2.3. New effects in collision integrals in complex
plasmas. To generalize the above averaging procedure
to complex plasmas, it is necessary to focus on several
specific aspects of the problem. We will list several new
physical points that are important for the procedure of
averaging used in obtaining collision integrals in com-
plex plasmas [4–8]:

(i) In general, the starting equations should take into
account the discreteness of all of the components, and
the averaged equation obtained should describe the sys-
tem in terms of continuous functions (as was mentioned
above, the averaging can be considered as averaging
with respect to the discreetness of each component).

(ii) The discreetness of the dust component is the
largest. This circumstance can be used to construct a
simplified kinetic approach [4] in which dust discreet-
ness is taken into account, while the other components
are described by continuous distribution functions. In
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fact, this procedure uses a two-step averaging, the first
step being the averaging over the electron and ion dis-
creetnesses (leaving dust to be treated dynamically),
with the second step being the averaging over the dust
discreetness.

(iii) The complete averaging procedure has not been
performed so far because of complications related to
the need for a detailed description of the dust charging,
which ultimately turns out to be more sophisticated
than in the simplified models discussed in [1].

(iv) In the first stage, averaging should lead to some
equations for electrons and ions with collision integrals
describing the charging process. A constructive
approach to the averaging procedure is to use in these
equations the charging models described in [1], namely,
the OL, radial drift (RD), or diffusion limited (DL)
models, and, in the second stage, to perform averaging
only over the dust discreetness.

(v) Fluctuations caused by dust discreetness will
play a major part in the consideration of collision inte-
grals, and the averaged description of all of the compo-
nents of a complex plasma will contain the collision
integral modified by the charging processes [4].

(vi) This procedure of averaging over dust discreet-
ness has been performed so far only for the OL model
for a gaseous state. It resulted in a new type of collision
integrals for complex plasmas [4–8]. We will describe
only the main new qualitative features of these:

(vii) Up to now, an experimental check of the first
stage of the averaging procedure for ordinary plasmas
has not been performed because of the very small scales
on which the discreetness of electrons and ions is
important.

(viii) In complex plasmas, the discreteness of the
dust component can be directly measured (one can
observe each single dust grain); hence, any averaging
procedure for the dust component can be checked
experimentally.

(ix) In the dust component, not only the fluctuations
of the positions and momenta of particles but also the
fluctuations of dust charge are important; they can
induce fluctuations of the electric field and, therefore,
can lead to additional fluctuations of electrons and ions.

(x) Fluctuations related to dust discreetness have
much lower frequencies than fluctuations related to
electrons or ions; therefore, two-stage averaging can be
justified by the presence of a physically simple small
parameter: the ratio of the two characteristic time scales
of fluctuations.

1.2.4. A new type of dust distribution function.
For dust grains, it is useful to introduce new kinetic
variables such as the dust charge Q, the dust angular
momentum W, and the dust surface temperature Tds.
These new kinetic variables describe the “inner” degree
of freedom of the dust grains which, in other aspects,
behave like point charges (if, as is usual, the dust size a
is much less than the screening length λscr). The dust
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distribution function should depend not only on the
translational variables (such as the position and
momentum of the dust grain), but also on the inner
degrees of freedom. The angular momentum of dust
spinning plays an important role in the kinetic descrip-
tion of complex plasmas in a strong magnetic field, and
the dust surface temperature plays an important role in
the case of an inhomogeneous plasma flux onto the dust
particles and in the case where thermophoretic forces
are important. There are also certain cases where the
variables related to the inner degrees of freedom are not
so important. However, one of these—the dust charge
Q—is always important. For simplicity, we restrict our
consideration by introducing only one new variable
into the distribution function for dust grains, namely,
the dust charge. The microscopic distribution function

of dust grains will then be the function , where
the dust charge Q should be treated as a new indepen-
dent variable. The equation for the total (not averaged)
distribution function should take into account the
charging process

(13)

where I = Ie + Ii is the total current on a dust grain
(which can include the photoeffect current, secondary
emission current, etc.). In averaging this equation, the
fluctuations of the charges are important. In the
approach of [4–8], only the dust discreteness was taken
into account, while the electrons and ions were described
by the average distribution function Φe, i(v, r, t). In this
case, the interaction with dust grains was taken into
account by the collision integral related to the OL
charging process, and the binary electron–electron, ion-
ion, and electron–ion collision integrals were ignored
in accordance with relation (4). The dust discreteness
creates dust fluctuations that, in turn, create fluctuations
in the electron and ion distributions. In the first approx-
imation, these induced fluctuations are proportional to
the dust density. All of these fluctuations contribute to
the effects averaged over the fluctuations, and their
influence is described by collision integrals on the
right-hand sides of the equations for electrons, ions,
and dust. These collision integrals, found in [4–8],
serve as one basis of the kinetic theory of complex plas-
mas. Only the gaseous state of complex plasma was
treated in [4–8]. In deriving collision integrals, an addi-
tional small parameter 1/Zd ! 1 (apart of other param-
eters already mentioned above) was used.

1.2.5. Main features and results of the new
kinetic theory of complex plasmas. Here, we list the
main results of such a kinetic approach [4–8]:

(i) The free particle fluctuations in the presence of
charging are described by expressions more compli-
cated than Eq. (9). They contain singular functions that,
in some cases, are not simple to treat; however, in all
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cases, the values averaged over charges can be found
explicitly [4].

(ii) The fluctuations and the collision integral are
determined not only by the plasma dielectric response

function, which is proportional to  for each species,
but also by other response functions containing the par-
ticle charge eα and either the cross section of charging

(Q) or its derivatives with respect to the dust charge.
This result seems to be natural since the change in the
dust charge influences the electric fields in complex
plasmas [4]. This effect was noticed for the first time in
[12]. In the simplest case, this means that collisions
depend not only on the screening length (such as the
Debye length) but also on the charging length, which is
shown in [2] to be longer than the screening length by
approximately λDi/a.

(iii) The collision integrals for electrons and ions
with dust are changed due to the inelasticity of colli-
sions and the possible transfer of energy and momen-
tum to the dust grains [4, 6]. Along with the averaged
charging equation, they present a self-consistent system
of equations for the spatiotemporal evolution of the
dust charge and the electron and ion distribution func-
tions. This system of equations is similar to the known
quasilinear equations in ordinary plasmas, which
describe the excitation of waves and their inverse effect
on the particle distribution. In the equations of [4, 6],
the dust charge is considered instead of waves and,
simultaneously, the particle distribution is changes due
to the charging process. The numerical solution of these
equations [6] shows how the charging process reduces
the low-energy part of the ion distribution and the high-
energy part of the electron distribution, which, in turn,
changes the rate of charging.

(iv) The ion/electron–dust collision integral
describes the influence of the charging process on elec-
tron–electron, electron–ion and ion–ion collisions. It is
found that the charging frequency (as well as the Cou-
lomb logarithm, which is important for elastic colli-
sions) is “renormalized” (modified). These values start
to be dependent on the dust size, the dust charge, and
the frequencies related to dust charging ion–dust colli-
sions [4]. The equation for the distribution function

averaged over fluctuations,  =  (α = e, i), is

(14)

where νd, α = (Q, pd)dQdpd/(2π)3 is the

electron/ion–dust collision frequency without allow-

ance for collective effects and  is the electron/ion–
dust collision integral, which accounts not only for dif-
fusion in momentum space but also for the collective
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renormalization of the electron/ion absorption rate [4]
and can be symbolically written as

(15)

The renormalized frequency of electron/ion absorption

is  = νd, α – . The renormalization of the Cou-
lomb logarithm is described by the part of the diffusion
coefficient (the first term of the right-hand side of Eq.
(15)) that corresponds to elastic electron/ions–dust col-
lisions. The table for the changes in the Coulomb loga-
rithm is given in [5].

(v) In the kinetic theory [4–8] for electrons/ions, the
terms describing absorption on dust and ionization are
present but separate from the collision integrals. Con-
sideration of these effects together with collisions
proves the statement that electron and ion distributions
in complex plasmas should be nonthermal.

(vi) The dust charge distribution has a sharp maxi-
mum close the average dust charge Zd, and the fluctua-
tions around this value, as was mentioned in [7] (see
also [2]), are determined by the dust density (in the
experiments performed so far, they have exceeded the
fluctuations due to electron/ion discreteness).

(vii) The equation for the average dust charge found
in [4] contains the averaged distribution functions of
electrons and ions, for which equations with collision
integrals taking into account the charging process are
derived [6].

(viii) The dust–dust collision integrals obtained
depend on the average distribution containing the
charge variable and describe diffusion not only in
velocity (momentum) space but also in charge space.
These dust–dust collision integrals contain all of the
collective attraction effects described qualitatively in
[2]. The symbolical form of the dust–dust collision
integral for 〈 fd(Q, p)〉  = Φd(Q, p) is [4]

(16)

(ix) It follows from Eq. (16) that the distribution
functions diffuses not only in momentum space but also
in charge space. This is due to the change of the dust
charge in each dust–dust collision event. In principle,
this effect is natural, since the dust charge is not fixed
and, as was mentioned in [2], its value changes when
two dust grains approach one another. Therefore, after
their interaction, the grain charges can differ from their
values before the interaction. They can even gain or
lose their kinetic energy, taking the difference from the
energy of interaction during the collisions. This means
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that dust grains can be accelerated or decelerated dur-
ing collisions. On a qualitative level, this effect was first
mentioned in [16]. It is described by Eq. (16) and, in
particular, by the terms that have derivatives with
respect to both momentum and dust charge. This new
qualitative effect needs further investigation. It seems
obvious that, in the case of deceleration or acceleration
during collisions, the dust distribution function cannot
be a product of two distributions, one in the dust
charges only and another in the momenta of dust grains
only.

(x) One can find equations for the distribution func-
tion integrated over dust charges

(17)

The result obtained in [7] is that, in the equation for
this distribution function, the collision integral on the
right-hand side describes diffusion and friction in
momentum space. In the first approximation in 1/νch,
this integral contains δ(k · (vd – )) as in the usual
expression (12). As in Eq. (12), this δ function
describes energy conservation in the course of a colli-
sion event between two dust grains. This is natural
since, after we integrate over all of the possibilities of
changes in charges for given changes of momenta, the
dust particles exchange only energy. In the next approx-
imation in 1/νch, there appear terms describing varia-
tions in the kinetic energy caused by the change of the
grain charge due to collisions.

(xi) The most important point is that the effective
dielectric constant entering in the collision integrals
describes the full complex plasma response, taking into
account all of the charging processes, i.e., all of the
responses, including the charging cross sections and
their derivatives. These responses lead to collective
dust–dust interactions and to the collective dust attrac-
tion discussed in [2, 17].

(xii) In the model used in [4], the ionization source
was assumed to be independent of the electron distribu-
tion. The difference between [7] and [2, 17] is that, in
[2, 17], a case where the ionization rate is proportional
to the electron density was considered, while in [7], the
ionization rate was assumed to be independent of the
electron distribution. The case considered in [2, 17] is
closer to the experimental conditions. It should be
emphasized that collective attraction was first derived
in [7]. The collective attraction found in [17] is greater
than that found in [5]; therefore, the dependence of the
ionization rate on the electron density is rather impor-
tant. As was mentioned above, the model of [17] is
closer to the state-of-the-art experiments than the
model of [7]; however, both of them illustrate the pres-
ence of similar cosinusoidal terms in the collective
attraction potential. Undoubtedly, if the ionization term
in the model of [4–8] is taken to be proportional to the
electron density, it will lead to a more detailed descrip-

Φd p( ) Φd p Q,( ) Q.d∫=

vd'
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tion of the effect found in [17]. This is left to future
research.

(xiii) An important point is that the collective attrac-
tion is included in the dust–dust collision integrals.

(xiv) Another important point is that the dust–dust
collision integral is zero for thermal dust distributions.
This result includes collective interactions (attraction)
and the nonthermal electron and ion distributions,
which, after integrating over ion/electron velocities,
enter into the coefficients in front of this integral. This
means that, even starting from a nonthermal distribu-
tion, the dust distribution will relax to a thermal one,
independently of whether the ion/electron distributions
are thermal or not. Only the characteristic time of
relaxation to a thermal distribution will depend on the
electron and ion distributions; this dependence is not
strong, however, since these distributions are integrated
over the electron/ion velocities.

(xv) The kinetic treatment depends strongly on the
type of source existing in an open complex plasma sys-
tem and on the charging model used.

(xvi) The kinetic theory was developed only for a
gaseous state. A great deal of research remains to be
done in the rest of the field, particularly on fluctuations
and dust pair correlations in transitions to strongly cor-
related states. 

1.3. The New Hydrodynamics and Thermodynamics
of Complex Plasmas

1.3.1. Hydrodynamic equations derived from
kinetic equations. The usual procedure for deriving
hydrodynamic equations from kinetic ones is to con-
sider the values averaged over particle velocities (or
momenta), i.e., to integrate the kinetic equation over
particle momenta with certain weights. For complex
plasmas, this procedure is modified since a new vari-
able—the dust charge—is present in the kinetic
description. On the other hand, the electrons and ions
usually have nonthermal distributions. Therefore, this
integration over particle momenta should be performed
for distributions satisfying the initial balance of ioniza-
tion and absorption on dust grains, as was described in
detail in [1, 2]. The new hydrodynamic equations for
complex plasmas with allowance for elementary pro-
cesses in complex plasmas described in [2] were first
obtained in [9]. They can serve as the first approxima-
tion [18] to a self-consistent description of complex
plasmas, since they use thermal distributions for all of
the components of a complex plasma. In particular, it
was shown in [18] that the boundary between the dust
region and the dust-free region should be sharp with a
jump in the dust density. The first kinetic proof that
sharp boundaries can be present in complex plasma was
made in [19]. However, it was not clear from [19]
whether this is a general phenomenon in complex
plasma, since in [19] a particular particle distribution
was used. In a certain sense, the hydrodynamic proof of
the presence of sharp boundaries made in [18] is more
general, since it is independent of the distribution and
uses only the continuity equations and Poisson’s equa-
tion. We will return to this problem when discussing the
problems of dust voids.

In complex plasmas, the deviation of the equilib-
rium distribution from a thermal one does not in fact
create many complications if the hydrodynamic equa-
tions have the form of a closed set of equations contain-
ing only the values integrated over the particle
momenta. For plasma particles (electrons and ions), the
usual weights should be used: 1, p, and (δp)2 = (p – )2;
i.e., the number density (the factor (2π)3 determines the
normalization of the distribution functions) is

(18)

the hydrodynamic velocity is

(19)

and the internal energy is 

Ue, i = (1/me, i) .

Note that all of these quantities contain the distribu-
tion functions Φ averaged over the fluctuations; i.e.,
they are described by equations with the collision inte-
gral on the right-hand sides. The kinetic equations for
electrons and ions contain terms in their right-hand
sides (see Eqs. (14), (15)) that describe ionization and
absorption on dust grains due to the charging process
[4]. For average distributions, collision integrals
appear. For the electron/ion density (see Eq. (18)), we
obtain a continuity equation with two terms on the
right-hand side: the ionization rate averaged over the
distribution and the effective absorption on dust grains,
which is reduced due to the collective effects (the first
two terms in Eq. (15) do not contribute to the continuity
equation, since they contain the derivative with respect
the momentum and because they conserve the number
of particles). The equation for the directed electron/ion
velocity will have the standard form of a force balance
equation in which the term on the left-hand side
describes the dust inertia with the so-called ram pres-
sure term (u · —)u and, on the right-hand side, the elec-
tric field force and the force related to friction on dust
with the renormalized Coulomb logarithm appear (in
[18], a simple estimate of the Coulomb logarithm as
ln(λD/a) was used). In the equation for the internal
energy (the equation for heat transfer), the contribution
from inelastic electron/ion collisions is important.

The distribution function of the dust grains contains
new variable Q, over which moments must also be

taken. Besides the already mentioned integral ,

it is necessary to calculate the moment containing the

p

ne i, Φe i, p/ 2π( )3
,d∫=

ue i,
1

me i, ne i,
----------------- pe i, Φe i, p/ 2π( )3

,d∫=

δp( )e i,
2 Φe i, p/ 2π( )3

d∫

f Q
d

Qd∫
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004



COMPLEX PLASMAS IV: THEORETICAL APPROACHES TO COMPLEX PLASMAS 825
additional factor Q. The dust density is defined by the
relationship

(20)

which contains the integration of the distribution func-
tion over charges. The dust continuity equation has the
standard form, since the number of dust grains is con-
served in collisions. Besides this equation, the hydrody-
namic equation for the dust average charge

(21)

appears thus:

(22)

where  is the renormalized values of the elec-
tron/ion currents on the dust grain in units of the elec-
tron charge (being negative) per unit time. The equation
for the dust averaged velocity

(23)

contains the usual convective dust inertia term on the
left-hand side (in most cases, it is small) and the electric
force, the ion drag force, the thermophoretic force (in
the presence of temperature gradients), and the force
due to friction on neutrals on the right-hand side. When
the friction on neutrals is much larger than the dust iner-
tia term, the right-hand side describes the force balance
equation for dust grains [2].

The next averaging momenta, apart from (vd – ud)2,
enter into the heat transfer equations, but in complex
plasmas, there exist two additional equations. The first
of these describes the transfer of fluctuations of the dust

charge,  + eZd)2f d(pd, Q)dQ (in experiments, Q is

usually negative and Zd is positive). Moreover, in com-
plex plasmas, there is a new average quantity contain-
ing the dust charge fluctuations and the velocity fluctu-

ations, such as  + eZd)(vd – ud)dQdpd/(2π)3. It

should be emphasized that, in most cases, the dust dis-
tribution can be thermal, which simplifies the averaging
procedure. Thus, in a certain approximation, some sort
of “thermodynamics” can be introduced for the dust
component, but it cannot be introduced for the electron
and ion components, which are, as a rule, nonthermal.

The kinetic and hydrodynamic descriptions also
depend strongly on the source. The new hydrodynamics
not only operates with new renormalized coefficients, it
operates with new averaged quantities such as the aver-
aged product of dust and velocity fluctuations. In a
rough approximation, the new hydrodynamic equation
in complex plasmas (without heat and fluctuation trans-
fer taken into account) was first found in [9].

nd Φd p Q/ 2π( )3
,dd∫=

eZd–
1
nd

----- QΦd p Q,( ) p Q/ 2π( )3
,dd∫=

∂Zd

∂t
--------- vd

∂Zd
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---------⋅+ Ie
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Ii
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,–=

Iα
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1

ndmd

------------ pdΦ
d p Q,( ) p Q/ 2π( )3

dd∫=

(Q∫

(Q∫
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1.3.2. Hydrodynamic equation for the case where
the ion–dust collisions dominate and heat transfer is
ignored. It is useful to write the hydrodynamic equa-
tions in the dimensionless units [18]:

(24)

The ion–dust mean free path is /aP; therefore
the electric field strength E and the distance r will be
normalized as follows:

(25)

where a is the size of the dust grains, which are

assumed to be spherical;  ≡ Ti/4πn0e2 is the ion
Debye length for a homogeneous system in the absence
of hydrodynamic motions; and Te and Ti are the elec-
tron and ion temperatures, respectively (in energy
units). The reason for the normalization of the distance
and electric field is that the nonlinear equations in these
units will not have any free parameters except for

(26)

where vTi ≡  is the ion thermal velocity. The
normalization of the electric field has a simple mean-
ing: the electric field unit corresponds to a constant field
in which an electron acquires the energy Te over a dis-
tance determined by the unit of distance given by the
first expression in Eqs. (24). The electron and ion tem-
peratures will be considered constant in the plasma vol-
ume, and the heat transfer effect will be ignored.

We also introduce the quantity z as a dimensionless
characteristic of the dust charge

(27)

We start with the hydrodynamic equation for the
dust component. Ignoring the terms with the dust pres-
sure and dust inertia (which can easily be restored), we
obtain the force balance equation for the dust grains
(here, ui @ ud):

(28)

where αdr is the renormalized drag coefficient (see [2]
and the discussion in the previous section). The force
balance E – αdrznu = 0 takes place only in the regions
where the dust exists P ≠ 0. The condition for ignoring
the dust pressure is Zd @ Td/Te.
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The force balance equation for electrons contains
only the electric field force and electron pressure force,

(29)

In the ion force balance equation, the ion inertia and
ion pressure forces are relatively small because they
have the additional factor τ ! 1. Ignoring them and, as
well, the friction on neutrals, we obtain another simple
equation (we used Eq. (29) to exclude the electric
field):

(30)

Assuming that the ionization is proportional to the
electron density, we find the ion continuity equation in
the form

(31)

where αch is the renormalized charging coefficient (see
[1, 2] and the discussion in the previous section).

The charging time is usually very small compared to
the hydrodynamic times, so that we can use the local
charging equation containing the same charging coeffi-
cient as in Eq. (31). In the OL approach, we have

(32)

In solving the hydrodynamic equations, it is useful
to find the dust charge at a certain point and differenti-
ate Eq. (32) to follow the charge evolution in time and
space using this equation. Finally, Poisson’s equation
closes the whole system (no quasineutrality is assumed
ad hoc):

(33)

We will use this set of equations to describe the dust
structures with sizes much less than the ion–neutral
mean free path λin.

1.3.3. Hydrodynamic equation for the case where
the ion–neutral collisions dominate and heat trans-
fer is ignored. Here, the distance will be normalized to
the ion–neutral mean free path λn divided by τ and,
accordingly, the electric field will be normalized to the
value at which an ion acquires the energy Ti over the
distance equal to the ion–neutral mean free path:

(34)

The drift velocity will be normalized in the same
way as in the previous section, but the densities n and
ne and the parameter P will be normalized to the quan-
tity n∗ , which differs from n0 by a factor equal to the

E
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rτ
λn
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------------.≡ ≡
ratio of the ion–dust mean free path to the ion–neutral
mean free path:

(35)

where

(36)

The second equality is written in units often used in
state-of-the-art experiments. In these units, the equa-
tion of force balance for dust can be written in the same
form as in the previous section (see Eq. (28)), but also
including for a more general description the thermo-
phoretic force FT:

(37)

The small parameter τ is intentionally introduced in
Eq. (37) to illustrate that, for FT on the order of unity,
the thermophoretic force can be ignored. For the ther-
moforetic force, we have the equation (for simplicity, it
is written here in one-dimensional form) [20]

(38)

This equation represents a simple neutral temperature
conduction and depends on the boundary conditions
(for example, different temperatures of the electrodes in
the experimental setup). The right-hand side of the
equation contains internal sources of heat related to ion
drift, qi , and a heat source related to the absorption of
energy by dust grains and its transfer to neutrals via
dust–neutral collisions, qd:

(39)

where F fr is the force describing the friction of ions by
neutral gas. As was mentioned above, the thermo-
phoretic force created by the sources qi and qd in the
absence of external temperature gradients is relatively
weak. The friction force arising due to ion–neutral col-
lisions has the form [20]

(40)

where the coefficient αfr is on the order of unity and
depends weakly on the sort of gas and other complex-
plasma parameters.
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The force balance equation for electrons survives in
the same form as Eq. (29), but the force balance for ions
takes the form

(41)

As before, the ion continuity equation will contain
the ionization and absorption on dust, but the total par-
ticle flux Y consists of the convection flux nu and the
diffusion flux, which is proportional to the density gra-
dient:

(42)

(43)

where αdif is related to the diffusion coefficient and is
on the order of unity.

Poisson’s equation takes the form

(44)

This set of equations is used below to construct the the-
ory of dust structures.

1.3.4. Role of heat transfer. Heat transfer can play
an important role in the formation of dust structures and
can serve as a force acting together with the gravity
force or substituting for the gravity force [21]. The ther-
mophoretic force can play an important role at high ion
drift velocities even in the absence of temperature gra-
dients in the neutral gas. An important point is that, in
the presence of a temperature gradient, the fluxes of
energy and momentum onto a dust grain are different
on opposite sides of the grain [22, 23]. The heating of
the dust surface by the heat flux was investigated in [24,
25], where it was shown that the difference between the
temperatures of the neutral gas and the dust surface
temperature is rather small (the relative difference is
10–3–10–2. The difference in the temperatures at the
opposite sides of a dust grain caused by the anisotropy
of the heat flux is on the same order of magnitude. It
was proved in [22, 23] that this anisotropy, as well as
the difference in the absorbed momentum, can increase
in the case of large dust charges. This can lead to an
additional force acting on dust grains. This effect was
first treated in [22, 23]. On the whole, the problem of
heat transfer in a complex plasma is still far from being
resolved from the theoretical point of view because, as
was mentioned above, the corresponding heat transfer
equations should be found explicitly for all of the com-
ponents interacting with one another. The equations for
the transfer of dust charge fluctuations and the equa-
tions for the mixed product of the velocity and charge
fluctuations have not yet been investigated (approaches
to this problem were discussed above). Moreover, as
was mentioned in [22], the heating of the dust surface
can lead to secondary electron emission. Also, the ultra-
violet radiation present in some gas-discharge experi-
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ments can influence the type of structures that can be
created in complex plasmas [26]. This radiation can
also heat the dust surface and take part in heat transfer.

1.4. Theory of Dust Structures

1.4.1. General remarks on structures in complex
plasmas. The formation of structures is one of the most
general phenomena in complex plasmas. Ordinary
plasmas are very unstable in many experiments, due to
the low rate of binary collisions. Long-term investiga-
tions of ordinary plasmas have shown that, as a rule,
only binary particle collisions lead to the thermaliza-
tion of particle distributions (if contacts with certain
thermal surfaces are not important). In ordinary plas-
mas, even small deviations in the particle distributions
from the thermal ones result in instabilities. A complex
plasma is a very dissipative system that, however, needs
a constant supply of energy and particles, which opens
the door for universal instability related to the forma-
tion of structures and self-organization processes [27].
One of the puzzling observations in a complex plasma
is that not only different structures are formed quite
often, but also that the boundary between the dust-con-
taining region and the dust-free region is very sharp.
The regions where the dust is completely absent are
referred to as dust voids. At the void surface (where the
dust density changes abruptly), all of the other plasma
parameters (such as the electron and ion densities and
temperatures) are continuous. Therefore, the virtual
dust charge is also continuous at the void boundary. By
the term virtual dust charge, we mean the charge that a
dust grain acquires when one puts this grain onto the
surface separating the dust-containing region and the
dust-free region. These surfaces can exist only for cer-
tain distributions of the electric field and the degree of
ionization and are really virtual surfaces for dust
grains. On these surfaces, the force balance equations
for a single grain should be satisfied independently of
whether this grain exists on this surface or does not
exist. This virtual balance depends on the virtual charge
of a virtual grain. This means that, if we put only one or
several grains onto these surface, then they will stay on
these surfaces, because the force balance for the grains
is satisfied at this surface. We note that the force bal-
ance is satisfied for a single grain, and this is enough for
it to stay at this surface. This is a general statement that
has been verified experimentally. Such surfaces often
arise in the presence of ionization, and their appearance
in complex plasma systems was first confirmed by
numerical computations [18]. One usually finds that a
finite plasma flux created by ionization is present on
these surfaces. Thus, for such surfaces to exist in a dis-
charge, one does not need many grains be present on
each side of the surface. Let us consider now a case
where there are many grains on, say, the right side of
this surface and no grains on the left side of this surface.
The distribution of the grains to the right of this surface
will be determined by the equations that describe vari-
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ations in the plasma flux, dust charge and density,
plasma particle densities, and other parameters of a
complex plasma. If the parameters at the surface are
known, then the stationary distributions in the structure
are determined by the balance equation. If there are no
dust grains on the other side of this surface, we call this
structure a virtual dust void structure. The distribution
of dust on the dust side of the surface can be different
and depends on the boundary conditions far from the
virtual surface. For free boundary conditions and plain
geometry, we call this structure a dust layer. In the case
of a spherical geometry, when natural conditions at the
center of a dust cloud (such as the absence of fluxes, an
electric field, and drift velocities) are satisfied, we call
this structure a spherical dust cloud or, for astrophysi-
cal purposes, a dust star. In the case where the surfaces
are plane and the dust-free region is surrounded by two
dust layers, the structure is called a plain void, and, in
the case of a spherical dust-free region, it is called a
spherical void. In cases where the dust is in contact
with a wall and the boundary conditions at the wall can
be satisfied, we call this structure a dust sheath (plane
or spherical, respectively). The structures can also be
classified in terms of the ratio of the structure size to the
mean free paths. When the size of the structure is on the
order of or less than the ion–dust mean free path and is
less than the ion–neutral mean free path, we call it a
collisionless structure (although dust–ion collisions are
important). When the size of the structure is larger than
the ion–neutral mean free path, we call it a collision-
dominated structure. This terminology was taken from
the theory of plasma sheaths, which are referred to as
collisionless sheaths when the sheath size is less than
the ion–neutral mean free path and are called collision-
dominated plasma sheaths when the size of the plasma
sheath is larger than the ion–neutral mean free path.
The above structures were investigated by numerically
solving the set of balance equations for the electron and
ion densities, the ion drift velocity, the dust density, and
the dust charge. Obviously, the surface separating the
dust-containing region and the dust free-region can be
more complicated than a simple spherical or plane sur-
face; however, simple numerical solutions for rather
complicated balance equations are available only for
the 1D case. These solutions can, nevertheless, be used
to demonstrate the possible types of structures.

1.4.2. Sharpness of the void boundary. Before
dust voids were discovered experimentally, first in [28]
and then under microgravity conditions in [29] (these
experiments were discussed in the previous part of this
review [3]), one important feature was predicted in [18,
19]: In the case of 1D geometry (plane or spherical), it
is possible to find an exact solution to Poisson’s equa-
tion inside the dust-containing region. This was already
mentioned in [1, 2], but we can now show this explicitly
by using the hydrodynamic equations written in the
previous section. In a steady-state case, the above bal-
ance equations allow one to obtain expressions for the
spatial derivatives of the density, the drift velocity, the
charge, etc. On other hand, the ion balance equation
expresses the electric field through these quantities.
Formally, substituting the derivatives of the mentioned
quantities into Poisson’s equation, we obtain an alge-
braic equation relating the parameter P in the dust
region to the charge density, the drift velocity, etc. If
these quantities are known on the above surface, the
parameter P can be calculated to the right of this sur-
face. The balance equation are also satisfied at P = 0.
This solution should be valid to the left of the surface,
while to the right of the surface, P is nonzero. Thus, a
jump in the parameter P should occur at this surface.
Poisson’s equation does not allow any other solutions
without such a jump. Since the dust charge is continu-
ous at this virtual surface, the jump in the dust density
should be present. Thus, the boundaries of the struc-
tures should be very sharp. This conclusion was made
in [18] before sharp dust surfaces were discovered
experimentally, just as a general consequence of solu-
tions to Poisson’s equation in complex plasmas.

The conclusion about the sharpness of the surface
was drawn only for stationary structures. Only station-
ary structures were investigated numerically with the
dust pressure effect ignored, because estimates showed
the smallness of the latter. Nevertheless, further inves-
tigation of the role of the dust pressure has shown that
it determines the thickness of the boundary and that the
relative thickness δx/xstr (the ratio of the surface thick-
ness to the size of the structure) is on the order of (see
[30, 31])

(45)

In state-of-the-art experiments, the right-hand side
of Eq. (45) is indeed very small and the observed thick-
ness of the boundary should be very sharp.

Another important finding in investigations of the
structures is that, in many cases, the parameters at the
boundary can be found with the help of the integrals of
motion in the dust-free region by expressing the elec-
tron density through the ion density from the balance
equation and representing the first integral of Poisson’s
equation as the sum of the electron and ion pressures,
the ram pressure of the ion flux, and the electric stress
pressure. One needs to define certain parameters far
from the boundary, for example, the value of the ion
flux velocity, which is usually directed either to the
region occupied by the dust or to the boundary surface.
Having found the parameter values at the surface from
the conditions of the electric-field and dust-charge con-
tinuity at the surface, one can then numerically find the
distance from the surface at which the required value of
the plasma drift velocity is reached. The answer is
unusual: it is reached at rather short distances as com-
pared to the size of the structure. The conclusion is that
the structures are always surrounded by voids of finite
and rather small size.

δx
xstr
-------

Td

TeZd

-----------.≈
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Fig. 1. Structures observed in the PKE–Nefedov experiment.
After these introductory comments, we show in
Fig. 1 an actual complicated structure with void layers
and vortices that was observed in the recent PKE–Nefe-
dov experiment on board the International Space Sta-
tion [32].

All of the structures that can be seen in Fig. 1 were
obtained when dust grains with two sizes were injected
into the discharge, one with a size of a = 9.6 µm and
another one with a size twice smaller, a = 4.8 µm. One
can see the central void with a sharp boundary, a sharp
boundary between the regions occupied by grains with
different sizes, thin void regions between these regions,
a plasma crystal at the bottom (see also Fig. 62 given in
[3], where this part is enlarged), and dust vortices at the
side edges. Dust convection creating dust vortices on
both sides of the observed structure is clearly seen. We
note that the formation of structures is the main prop-
erty of complex plasmas and that the first microgravity
experiments fully confirm this statement. Dust convec-
tion in the structures also seems to be a general phe-
nomenon, as was pointed out in [33] (the threshold for
convection will be discussed below). We will also dis-
cuss 1D numerical solutions to the set of the above
hydrodynamic equations that describe these structures
in the collisionless and collision-dominated cases. We
will present only several examples of such numerical
calculations (for more details, see the literature cited
below).
PHYSICS REPORTS      Vol. 30      No. 10      2004
1.4.3. Dust plasma layers. Flat dust layers were
previously investigated numerically both in the colli-
sionless case [18] and the collision-dominated case
[34]. In general, in the absence of ionization, any struc-
ture of grains should create a plasma flux toward the
structure. This is a simple consequence of plasma par-
ticle (electron and ion) absorption on each dust grain [1,
2]. The collection of grains in a certain domain of space
will, therefore, form a collective plasma flux toward it.
In fact, it does not matter how this flux is produced far
from the structure. The simplest model is the presence
far from the structure of a localized ionization source
creating the necessary number of electrons and ions
that further will be absorbed by the collection of grains.
However, a plasma flux far from the structure can be
created in any other manner. The simplest possibility
for a dust structure to be created is ionization at large
distances from the structure, but there could also exist
more complicated conditions such that the ionization
exists close to the structure or is homogeneous and
operates inside the structure. Different virtual bound-
aries of structures have been found. Investigations into
the collision-dominated case include ion–neutral and
neutral–dust collisions. We will consider here only the
case of stationary structures, when the all of the elec-
tron/ion pairs created in a given volume are absorbed by
the grains in the structure [18, 30].
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Fig. 2. Dependence of the parameters at the surface of a collisionless dust layer on the temperature ratio τ (0.02 < τ < 1) and on the
Mach number M0 (0.005 < M0 < 0.03) for a/λDi = 0.1: (a) the ion density n(0), (b) the dust charge z0, (c) the ion drift velocity u(0),
and (d) the jump in P(0).
In the absence of ionization inside the structure, the

drift velocity u0 = M0  far from the structure deter-
mines the flux toward the structure (in the collisionless
case, M0 is equal to the Mach number of the ion flow far
from the structure) [18]. This flux is not dissipated in
the collisionless case, where ion–neutral collisions are
absent. The plasma parameters at the virtual boundaries
(the electron and the ion densities, the virtual dust
charge, and the ion drift velocities) can be found using
only the conservation laws and the boundary conditions
at the virtual boundaries (the continuity of the electric
field and the dust virtual charge). Generally [8, 18], all
of the structures have sharp boundaries with the dust
density jump depending on M0. The flux at the surface
produces ram pressure, so that the structure can self-
confine dust grains. The number of dust grains that can
be confined in the structure is finite (for flat structures,
it is the number of grains per unit surface area and, for
spherical structures or finite-volume structures with
other shapes, it is the total number of grains in the struc-
ture). In fact, it is possible to invert this statement and

2τ

say that the number of particles in the structure defines
completely the flux and therefore the initial value of M0.
The structures can be almost quasineutral with a small
dust jump at the surface or can be charged when this
jump is large. Figure 2 shows the dust density n(0), the
dust charge z(0), the ion drift velocity u(0), and the
jump in the parameter P(0) at the surface of the struc-
ture as functions of the parameters M0 (in the range
0.005 < M0 < 0.05) and τ (in the range 0.02 < τ < 1).
These dependences where found by numerically solv-
ing equations obtained from the conservation laws in
the dust-free region, namely, the conservation of flux
nu = u0 (the ion density is normalized to its value out-
side the structure, so that n0 = 1) and the conservation
of pressure

(46)
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These equations, together with the solution to the elec-
tron density equation in the dust-free region,

(47)

and the dust force balance equation E = αdrnuz, lead to
the following two relationships that must be satisfied at
the virtual dust boundary:

(48)

and

(49)

The dependences presented in Fig. 2 were found by
numerically solving these equations. It can be seen
from Fig. 2d that the jump in the parameter P at the sur-
face of the structure can be rather large for certain val-
ues of M0 and τ. The virtual boundary becomes a real
boundary of the structure if the solutions in the dust
region can be found by numerically solving the set of
hydrodynamic equations in the dust-containing region
and if the boundary conditions can then be satisfied. It
was found in [18] that, in all cases, the distributions are
symmetrical about the point at which the drift velocity
changes its sign (this point can be called the center of
the structure) and can reach the other surface where all
of the plasma parameters are the same as those at the
initial surface, but the direction of the drift velocity is
opposite. If we also assume that, at the other side far
from the structure, there exists an equal and oppositely
directed plasma flux, then the whole structure will be
symmetric. It has been found that such symmetric

structures can exist for u < ucr = 1/ . An example of
the distribution of the parameters in the structure
(where the drop of the potential φ ≡ eφ/Te is also shown)
is given for the whole structure in Fig. 3 for a hydrogen
plasma for conditions far from critical (Fig. 3a) and for
half of the structure for conditions rather close to criti-
cal (Fig. 3b). The drop of the potential is seen to be
much larger in the second case [18].

In [18], one can find a detailed discussion of sym-
metric structures, the conditions of their quasineutral-
ity, the influence of ion–neutral collisions, the struc-
tures with large jumps in the parameter P(0) at the sur-
face (these structures can be charged and can be both of
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the soliton type and of the antisoliton type with a
decrease in the density toward the center), etc. The
symmetry is lost if the plasma flux at one side of the
structure is not opposite in direction and is not equal in
magnitude to the plasma flux at the other side of the
structure. The difference appears on the other side of
the structure if there exists a wall that is under the float-
ing potential; in this case, however, the problem con-
verts into the dust sheath problem. This means that the
ionization sources far from the structure can be differ-
ent. The difference is also present when an ionization
source operates inside the structure and, especially,
when it is inhomogeneous. New void regions can then
appear inside the structure. Qualitatively, similar distri-
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Fig. 3. Spatial distributions of the parameters in collision-
less hydrogen structures: (a) the distribution of the parame-
ters in a dust layer located between two dust-free regions
(τ = 0.1, a/λDi = 0.1, u0 = 0.2, the total number of dust grains
per unit surface area is Nd = 0.493) and (b) the distribution
of the parameters in half of the structure (from the center
x = 0 up to the surface) for parameters often encountered
under astrophysical conditions: the external plasma flux is
close to the critical flux, τ = 1, and a/λDi = 10–5.
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butions have been found in the collision-dominated
case [34] for a single sheath between the electrode and
the structure, but again they were a combination of
voids and sheaths. We will restrict ourselves here only
to some simplest examples.

1.4.4. Dust voids. Dust voids were first observed in
laboratory experiments using small-size dust grains
[28], then in microgravity short-time experiments in
parabolic flights [29], and recently in space station
PKE–Nefedov experiments [32]. All of these structures
had rather sharp boundaries with an almost 100%
absence of dust inside the void (see Fig. 1), and the
voids corresponded to the collision-dominated struc-
tures in all cases, since the sizes of the observed voids
were larger than the ion–neutral mean free paths. The
theory of voids was first developed for collisionless
voids [35] and then for collision-dominated voids [36].
In both [35, 36], only virtual surfaces were found. In
void creation, an important role is played by ionization
processes. Let us assume that, in some region, which
we shall call the central region, the ionization rate is
sufficiently high. The produced ion–electron pairs
propagate from this central region and create an ion flux
(ions are the most important element for momentum
transfer, and the ion drift velocity enters into the equa-
tion for the void surface). We assume that there initially
exists a dust cloud that is approached by the ion flux. An
important feature of the evolution of the dust distribu-
tion and void creation is that, in the vicinity of the void
surface, the drag force acts mainly on the first dust layer
the ion flow meets, and the drag force moves this layer
faster than the subsequent layers, where the drag force
is depleted due to ion absorption by the first layer. This
creates a large dust density gradient, and, due to the
steepening of dust density profile with time, rather
sharp edges are created, giving rise to the formation of
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Fig. 4. Size of a collisionless void xv  as a function of the
coefficient of ionization αi = 1/τi for different values of τ.
a void in the final stationary stage [18, 35, 36]. Station-
ary void structures were first observed in experiments
[28] and then in microgravity experiments in ballistic
flights [29], and in space station experiments [32]. The
dynamics of the void formation was not considered
experimentally and serves only as a reasonable physical
and theoretical model. The theory in [35] is based on a
set of hydrodynamic equations in which ion–neutral
collisions are ignored, but the ionization rate is
assumed to be proportional to the electron density and
is homogeneous over the entire volume. In the dust
region, the ionization rate is lower because the electron
density is reduced by absorption on dust grains. The
theory developed in [35, 36] gives not only the size of
the voids as a function of the degree of ionization and
the ion and electron densities in the void region, but
also the dust charge, the jump in the dust density, and
the ion drift velocity at the surface of the void. It fol-
lows from the form of the ionization term ne/τi ≡ neαi in
the continuity equation for ions (31) that the size of the
void in the collisionless case depends on the degree of
ionization. In [35], the problem was solved in plane
geometry. Figure 4 [35] shows the dependence of the

size of the void xv (in units of ) on αi . We note
that, according to computational results shown in
Fig. 4, voids cannot be formed at a low degree of ion-
ization (small αi). This is natural from the physical
standpoint.

In the collision-dominated case, the size of the void
is obtained in units of λin/τ (see the set of hydrody-
namic equations written above for this case). The colli-
sion-dominated case corresponds to the experiments in
[28, 32]; observations confirm the theoretical results of
[31, 36–38], according to which the size of the void
increases with increasing ionization rate. Figure 5
shows the dependence of the collision-dominated void
size xv (in units of λin/τ) as a function of the ion–neutral

mean free path (xn ≡ λina/ ). The theory is in reason-
able agreement with the observations.

Dust voids do not exist as separate structures but
always surround dust clumps (layers). In the above the-
ory of dust layers, after the parameters of the virtual
surface have been found, it is possible to solve the dust-
free hydrodynamic equations and to find at which dis-
tances from the surface the initial flux values n = 1 and
u = u0 are reached. The answer is that these distances in
the dimensionless units are much less than unity. In
turn, this means that finite-size voids exist on each side
of the structure (layer) and that the sizes of these voids
are much less than the size of the structure. The forma-
tion of voids is usually accompanied by dust clumping.
A homogeneous dust distribution has been shown to be
universally unstable against clumping and the forma-
tion of void structures. This instability can also result in
the formation of a single void or a set of dust layers sep-
arated by dust voids, as was observed in [27]. The pres-
ence of sharp boundaries was found directly from the
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force balance equation using Poisson’s equation [18].
Thus, one can say that this is a direct consequence of
the electrostatic balance in complex plasmas. Although
the whole time evolution of the complex plasma (start-
ing from the onset of instability to its nonlinear stage)
was not fully analyzed, one can suppose that the devel-
opment of universal structurization instability [36] can
result in the complete structurization of complex
plasma, i.e., its division into dust structures and voids.
The sizes of the structures and voids are determined by
the threshold obtained in [20, 32], which is minimal at
P0 and on the order of unity. In the collisionless case, it
is on the order of the charging length (more exactly, the

charging length divided by ), while in the collision-
dominated case, it is on the order of λin/τ. For collision-
dominated voids, the ion drift velocity at the void sur-
face is larger and is on the order of ion thermal velocity
u(0) ≈ 1–2 (see [36, 38]). This computational result also
agrees with observations [28].

1.4.5. Collision-dominated dust plasma layers.
When the size of the region in front of the plasma layer
is larger than the mean free path for ion–neutral colli-
sions, the flux created far from the structure will be dis-
sipated without reaching the dust surface. Thus, the
ionization should be substantial near the layer. The sim-
plest case is that where ionization is homogeneous,
which corresponds to most RF experiments. Let us
assume that the level of ionization is sufficient to form
a void at the center. As before, we can find the void vir-
tual boundary and then solve the collision-dominated
equations written above in the dust region to find the
distribution of all of the parameters of the structure and
to find whether this distribution corresponds to a dust
layer of finite size. This kind of investigations, per-
formed in [34], indeed show the possibility of the exist-
ence of a collision-dominated dust layer with a param-
eter distribution somewhat similar to that discussed
above, but the difference is in the scale length: in the
collisionless case, it is a distance on the order of the

mean free paths for ion–dust collisions λdi = /aP,
while in the collision-dominated case, the size is on the
order of λ in /τ [34]. We present here only the results for
the more complicated case also considered in [34],
where the system contains two types of dust grains, one
of them twice as large as another, and is bounded by
plane electrodes at both sides. This corresponds exactly
to the observations shown in Fig. 1, where the central
part, in a certain approximation, can be regarded as flat.
In the collision-dominated case, the possible structures
were investigated both in the presence of mono-dis-
perse dust grains of size a and in the presence of two-
size grains with sizes a and 2a. The main conclusion
from the balance equation found in the theoretical
model is that, in stationary (time independent) struc-
tures, dust grains with different sizes should be sepa-
rated in space by a thin void that is similar to the inter-
face region observed in experiments [32] (see Fig. 1).

P0
3/2
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2
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The difference between the computational results and
the observations is due to the simplifying assumption
about plane geometry. This qualitative agreement with
the observations of the spatial separation of dust grains
of different sizes and the presence of a sharp interface
surface between them is quite impressive. Calculations
also show that, for certain parameters, the void separat-
ing dust grains of different size can be much larger, but
its size is always less than the size of each layer. Under
certain conditions, such that the flux created in the void
region is strongly dissipated by the first layer of smaller
dust grains, computations show that the flux can be
insufficient to support the next layer of larger grains. It
can be seen in Fig. 6 that the distribution of the param-
eters in the first dust cloud with smaller dust grains dif-
fers radically as compared to the case considered above
[34]. The simplest types of dust layers and dust voids
are schematically drawn in Fig. 7.

1.4.6. Dust sheaths. Dust sheaths are dust structures
formed close to a wall. The structure of the electric field
in these sheaths is quite different from that in the well-
known dust-free plasma sheaths. They also can be col-
lisionless and collision-dominated. Numerically, the
hydrodynamic equations for dust sheaths where solved
in [30, 39]. Dust voids also appear for dust sheaths, and
two voids can be present simultaneously: one void in
front of the sheath and another void between the dust
region and the wall [30, 39]. A dust sheath is drawn
schematically in Fig. 7. Numerical computations were
performed by the scheme described above. The param-
eters of the first surface, as in the case of dust layers,
were calculated using the boundary conditions. The dif-
ference between the dust sheath and the plasma sheath
is that the flux created far from the sheath should be
superthermal (in most cases, even supersonic; i.e., its
velocity should be higher than not only the ion thermal
velocity but also the sound velocity, which is higher by

11.52

0

0.02

0.69

0.74

xn
0.10 τ

xv

Fig. 5. Size of a collision-dominated void xv  (in units of
λin/τ) as a function of xn = λin/λid and τ (λin is the ion–neu-
tral mean free path, λid is the ion–dust mean free path).
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1/ ). Since in experiments τ ≈ 0.01–0.02, the sound
velocity exceeds the thermal velocity by one order of
magnitude. Therefore, in the boundary conditions, the
expression for the drag coefficient should be used for

τ

Dust
Dust Dust

Dust layer Dust void

Dust Wall

Dust sheath 

Fig. 7. Sketch of a dust layer, dust void, and dust sheath. The
arrows show the direction of the ion flux.
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grains. The second layer, consisting of grains 100% larger
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is not shown in the figure. The two dust layers are separated
by a thin dust void.
drift velocities substantially exceeding the thermal

velocity (M0 = , so that, for M0 ≈ 1, one usually
has u0 @ 1). After the parameters of the first boundary
have been found, the calculations continue to the sec-
ond boundary and to the void separating the second
boundary and the wall. At the wall, the floating poten-
tial (zero current) condition was used in [29, 39]. This
condition determines the possibility of the void exist-
ing. The parameters inside the void in front of the dust
sheath should be also calculated. For any sheath struc-

ture, the number of grains per unit area Nd = 

is determined by the value of the initial flux and can be
calculated numerically. In dimensionless units, it is on
the order of unity. Two conditions were found under
which a stationary dust sheath cannot be created for
certain initial Mach numbers: (1) the boundary condi-
tions at the first surface are not satisfied and (2) the
boundary conditions at the wall are satisfied only inside
the dust region, which means that, under these condi-
tions, the dust will come into contact the wall. As a
result, they will fall out onto the wall and the number of
grains in the sheath will be lower, so that the flux also
will be lower, which will correspond to another initial
Mach number. The possible Mach number for which
the sheath exists can be found using the boundary con-
ditions at the first surface. These Mach numbers are
arranged in several bands (two or three), which looks
like the “quantization” of Mach numbers. The thick-
ness of a collisionless sheath is on the order of the ion–
dust mean free path, and the thickness of a collision-
dominated sheath is found to be on the order of ion–
neutral mean free path divided by τ. After calculating
all of the parameters inside the dust region, it is possible
to calculate the ion density virtual curve for which the
boundary conditions at the wall are satisfied. When this
curve inside the dust region intersects the real curve for
the ion density, the dust sheath cannot exist in view of
the second mentioned restriction. Figure 8 shows the
distribution of the parameters inside a sheath in which
the virtual ion density curve inside the dust region does
not intersect the real density curve and the sheath exists,
and Fig. 9 gives an example where such intersection
occurs.

The first restriction gives the bands of the allowed
Mach numbers (M0 is on the order of 1–3). In this case,
the Mach number increases continuously in the dust
region and in the void regions surrounding the dust
sheath and reaches its maximum value (up to M ≈ 5) at
the wall. Another important property of the dust sheath
found by numerically solving the hydrodynamic equa-
tions is that almost the entire drop of the potential
between the plasma and the wall (which is several times
the electron temperature Te) occurs in the dust part of
the sheath, and only a small part of the total drop of the
potential is left for the surrounding voids. The dimen-
sionless size of the dust voids surrounding the sheath is
substantially less than the dimensionless size of the

2τu0

P/z( ) xd∫
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dust part of the sheath. The value of the drift velocity at
the entrance to the sheath in the collision-dominated
case is on the order of the thermal ion velocity. In many
cases, the Bohm criterion is, therefore, violated.

1.4.7. Dust convection in the structures. In [33,
40], the stability of plain and spherical structures was
investigated against the creation of convection vortices
and the threshold for the onset of convection was found.
The nonlinear stage was analyzed only for plane struc-
tures [41] by the method of the maximum unstable
mode in the direction perpendicular to the plane of the
structure. Computations show the presence of two line
vortices rotating in opposite directions and similar to
those observed in microgravity experiments [32]. Dust
convection in the dust region was observed, which
seems to be a general phenomenon for most of the pos-
sible combinations of voids and structures. In [40, 41],
the linear stage of dust convection was explained by
convection instability in which mainly the dust takes
part while the other plasma parameters change slightly.
It seems that the phenomenon of dust convection is also
a new phenomenon, since it differs from the usual con-
vection in gases. The dust charging processes and the
noncolinearity of the drag and the flux play a most
important role in the formation of dust convection cells.
Only one component of complex plasma, namely, the
dust, is convected, while the perturbations of other
components (such as the electron and ion densities) are
small [33, 40, 41]. The further investigation of convec-
tion for most structures by numerically solving hydro-
dynamic equations is quite feasible.

1.4.8. Numerical investigation of the possibility of
the formation of strongly coupled dust structures in
microgravity experiments. To create a strongly cou-
pled structure in microgravity experiments, it is neces-
sary to form inside the chamber a structure surrounded
by a void and a wall (preferably spherical in shape). It
is also desirable to obtain a rigid structure in which the
dust grains are located in a deep potential well, as was
emphasized earlier. The dust crystal found in the last
PKE–Nefedov experiment [32] was located close to the
wall, where the presence of ion drift does not allow a
rigid structure to be created. Therefore, it is necessary
to discuss the results of numerical investigations show-
ing the possibility of creating dust crystals at the center
of the chamber. The theoretical possibility of the exist-
ence of such nonlinear structures was investigated in
[20, 34] in 1D spherical geometry. Such a structure is
shown schematically in Fig. 10, where a spherical dust
cloud (structure) located at the center is surrounded by
a spherical void and a spherical wall at the floating
potential.

The problem was to prove the possibility of the
existence of such a stationary dust structure by numer-
ically solving the collision-dominated hydrodynamic
equations and to optimize the number of dust grains
that can be confined by the system. The necessary con-
ditions of for the existence of such structures were
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
found. We will not reproduce them here and only note
that the ionization rate at the center of the structure
should be lower than a certain critical ionization rate,
that the ion and electron densities at the center of the
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structure should be higher than a certain critical value,
and that the direction of the ion flux in the void region
should be inverted (close to the wall, it should be
directed toward the wall and, close to the surface of the
structure, it should be directed toward the structure). It

Wall Dust VoidVoid Wall

Fig. 10. Sketch of a spherical dust structure in microgravity
experiments with spherical walls.
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Fig. 11. Distribution of the parameters in the dust compo-
nent of a spherical structure computed numerically from the
balance equations under microgravity conditions. The
parameters are optimized so that the main flux at the center
of the structure is convective.
was found that the ionization power and the pressure
must be chosen so that, at the center of the structure, the
diffusion flux is minimal and the convective flux is
maximal (both of these vanish exactly at the center of
the structure, so these conditions must be satisfied in
the vicinity of the center). The maximum possible num-
ber of grains that can be confined was found. The
restrictions found in [20] are related to the ionization
rate, since it is necessary to avoid the formation of a
void at the center of the chamber. It was found that the
total number of dust grain cannot be larger than several
million for the ion–neutral mean free path usually
encountered in experiments. The criterion of crystalli-
zation is found to be satisfied throughout the entire
structure. Thus, if a liquid layer occurs at the surface of
the structure, it will be very thin. However, the void
between the central structure and the wall cannot be
made very thin. The difficulties in obtaining these
structures are obvious. To obtain them numerically, it is
necessary to tune the parameters very fine, which
means experimentally a very accurate adjustment of the
ionization rate and the pressure (this, nevertheless, was
achieved in [32] in an actual installation with a rather
complicated geometry). The alternative—a dust struc-
ture or a dust void—is one of the important problems to
be resolved in microgravity experiments on dust crystal
formation. In Fig. 11, one can see the distribution of the
structure parameters inside the optimized dust cloud
and, in Fig. 12, the distribution of the parameters of the
optimized structure in the void region between the
structure and the wall.

Further optimization can be achieved by placing a
UV source close to the wall [26].

1.4.9. Further steps in numerical investigations
of dust structures. Although the computations show
good qualitative agreement with the observations, it is
obvious that a deeper collaboration between the theo-
retical and the experimental work is desirable. From the
theoretical standpoint, state-of-the-art experiments do
not allow one to determine enough details (such as the
spatial distributions of different components, the ion
drift velocity, etc.) that can be directly compared with
computations. The drift velocity is usually not mea-
sured, and one can only guess its value indirectly, not to
mention the measurements of the spatial distributions
of drift velocities inside the structures and voids. The
problem is, of course, with unperturbing measure-
ments. Even the ion velocity distribution in plasma
sheaths without dust remained not very well known for
a long time. Recent measurements [42] yielded rather
unexpected distributions with anisotropic temperatures
in the direction of the ion flow. The plasma density dis-
tribution is much easier to measure, but inside the struc-
tures, such measurements still present problems.
Experiments are often aimed at demonstrating new
phenomena rather than a deeper understanding of them;
this can be achieved only by the complex use of theory,
experiments, and numerical computations. From the
experimental point of view, a theory should be devel-
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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oped for geometries closer to the experimental ones
rather than for the 1D geometry simply treated in
numerical computations. To perform even 2D computa-
tions, detailed knowledge of the boundary conditions is
required and it is desirable that these conditions be as
close to the experimental ones as possible. It seems to
be natural to use the heat transfer equation and charge
fluctuation transfer equation in future computations, as
well as to use a more exact “renormalization” of the
drag and charging coefficients. The new hydrodynam-
ics should be developed with the treatment of many dis-
continuities, including the new one related to sharp dust
boundaries. As concerns the “thermodynamics” of
complex plasma, the corresponding equations can be
used only for the dust component, since its distribution
can be often thermal. Therefore, not only the dust “ther-
modynamics” but also the dust motions should be
included in numerical investigations of the dust struc-
tures. The new aspects will be related to dust structures
in a strong external magnetic field; these experiments,
which have now only started, will certainly bring new
qualitative unexpected results. Thus, one can foresee
the need for numerical investigations of structures in a
strong magnetic field.

1.4.10. Self-organization in complex plasmas.
Open dissipative systems [43, 44] such as complex
plasma structures are most favorable for self-organiza-
tion. According to [20, 38] self-organization can start
with the formation of dust structures surrounded by
voids, with a subsequent complication of the structures
due to competition between them for the plasma flux as
a necessary element of their survival. Further develop-
ment of these structures can lead to the formation of the
simplest crystal states in their centers and the “memo-
rizing” of the result of the best competition for the flux.
There is no indication so far that this process can
develop either under laboratory or space conditions,
even though it is a very interesting problem, since it can
allow investigations into some processes similar to
those in biological systems. As a start, it is possible to
investigate the evolution of two dust structures due to
the competition for the external plasma flux [38]. 

1.5. Theory of Structures with Small Numbers 
of Grains and the Theory of Dust Clusters

1.5.1. Introductory remarks. The continuum
description used in kinetic theory and hydrodynamic
theory cannot be used for structures with a small num-
ber of grains. Such structures are usually called dust
clusters. In the absence of all of the complications
related to specific dust behavior, the investigation of
clusters formed in ordinary matter is a wide field of
research. Clusters have been investigated theoretically
for 2D and 3D purely Coulomb systems in ordinary
matter. In the 2D case, a parabolic confining potential is
usually used to confine the charges in the plane.
Detailed theoretical investigations can be found in [45].
It was found that, at a low kinetic energy, the clusters
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
have a shell structure and that, as the kinetic energy
increases, instability develops that leads to intershell
rotation. A further increase in the number of particles in
the shells, as well as an increase in the kinetic energy,
results in the increase in the intershell diffusion, which,
in the 3D case, leads eventually to the formation of a
Wigner lattice. These clusters in ordinary matter are
usually confined in certain traps. When the particle
interaction is a simple Coulomb interaction, such clus-
ters are called Coulomb clusters. Three-dimensional
Coulomb clusters consisting of ions were observed
experimentally in Paul and Penning traps [46, 47], and
2D clusters in colloidal suspensions were observed in
[48] (for the theory of such clusters, see [49]). Liquid
colloid suspensions are not suitable for the investiga-
tion of the dynamic processes because of the great over-
damping caused by the interaction with the electrolyte.

In ordinary matter, Coulomb interactions in clusters
can be considered as the sum of all of the possible
binary interactions. In [1, 2], we demonstrated that this
is not always true for an ensemble of dust grains; i.e.,
collective interactions become important for a large-
size ensemble of grains when the size of the dust cloud
exceeds the mean free part for ion–dust collisions [1,

2], L > Lcr = . For small numbers of grains in the
clusters, L < Lcr, the interactions between the grains can
be considered as the sum of binary dust–dust interac-
tions. Of course, the difference is that these binary
interactions differ substantially from pure Coulomb
interactions because they include noncollective shadow
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Fig. 12. Distribution of the parameters in the void between
the spherical dust structure and the floating-potential wall
for the conditions of Fig. 11.
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attraction, long-range repulsion, and nonlinear screen-
ing. In [1, 2], the screening was shown to differ from
ordinary exponential screening and the interaction to
differ from the so-called Yukawa interactions [1, 2].
Dust clusters represent the limits in which the collective
interactions do not operate, but the binary interactions
should operate. Therefore, dust clusters open up new
possibilities for investigating binary dust interactions.
Clusters have their own oscillation frequencies, damp-
ing rates, and equilibrium conditions. All of these can
be used to detect binary dust interactions. The simplest
dust cluster is a dust molecule, which was investigated
for the first time in [50].

Dust clusters differ from clusters in ordinary matter
not only in new types of interactions but also in the
presence of dust–neutral collisions. The latter can alter
the properties of clusters in two aspects:

(i) The collisional damping of dust motion can sta-
bilize some cluster configurations that are unstable in
the absence of dust–neutral collisions.

(ii) The damping can be much weaker than in col-
loids; therefore, the eigenmodes of clusters can be
investigated much more easily, both theoretically and
experimentally.

1.5.2. Analytic results for the simplest 2D clus-
ters. In [49], a general theory accounting for arbitrary
types of interactions was developed for 2D clusters
confined to a plane by an external parabolic potential
well. This theory allows one to analyze the experimen-
tal data (the global modes of the clusters, their stability,
and the oscillation frequencies) for arbitrarily charged
particles in clusters in the presence of both attraction
and repulsion interactions and to experimentally evalu-
ate the type of the intergrain forces. This opens up bet-
ter possibilities for investigating binary dust–dust inter-
action in complex systems than in experiments on the
scattering of one grain by another grain (see [1]). The
reason is that, in the course of scattering, a test particle
has also a nonlinear shielding cloud that can be modi-
fied during the collision, while for clusters, the value of
the potential of interaction can be measured directly.

Let us consider a 2D cluster consisting of N grains
confined by external parabolic potential Vconf =

 for an arbitrary pair dust interaction poten-
tial V(r) = f(r2) that defines the function f(x), through
which all of the results can be expressed. It is found
that, for an equilibrium stationary polygon to exist, the
following condition must be satisfied:

(50)

where f '(x) is the derivative of f(x) with respect to its
argument x and N = 2, 3, 4, … is the number of grains
in the cluster. Equation (50) can be used to determine
the equilibrium size R of the polygon in the given trap-
ping field. For equilibrium to exist, it is necessary that
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the right-hand side of Eq. (50) be positive. The criterion
of the stability of the equilibrium state against small
perturbations is described by the equation

(51)

where

(52)

For a given N, criterion (50) should be met for all pos-
sible l ranging from 0 to N/2. For example, for the sum
of noncollective attraction and Yukawa interaction,

(53)

and in the case of a small cluster with N = 4, the crite-

rion of the existence of equilibrium  > 0 takes the
form

(54)

where R is normalized to λscr and  is normalized to

. From Eq. (54), one can clearly see
that, by changing the confining potential, one can reach

a point at which  = 0 and equilibrium is lost. By
measuring this point, one can determine the coefficient
αncoll for noncollective attraction. A similar procedure
can be used for clusters with other numbers of grains N.
If the results for different N coincide, then the type of
interaction used is correct. However, if there is no coin-
cidence, one cannot say whether it occurs because the
attraction potential is different or because the Yukawa
interaction is not applicable. One can also check the
above complete nonlinear potential, which includes the
influence of charging on the interaction. Figure 13 [49]

shows the quantity YN =  as a func-
tion of R (in units of λscr) for different numbers of grains
N in the cluster for the case where the dust grains inter-
act by the pure Yukawa potential and noncollective
attraction is ignored (see Eq. (53) with αncoll = 0), while
Fig. 14 shows the square of the equilibrium frequency
YN, ncoll(R) for the interaction potential, including non-
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collective attraction (normalized in the same way as in
Fig. 13) for different numbers of grains in the cluster N
and for the ratio αncoll /αscr = 0.3.

Collective interaction does not operate for a small
number of grains; however, there exists a condition
under which grains with a large size (and a large
charge) are embedded in an almost continuous “sea” of
small grains that affect the balance between ionization
and absorption. This is similar to collective interaction
in the sense that the interaction potential of large grains
is of the same type as collective interaction,
∝ (1/r)cos(r/λcoll), where λcoll is the length determining
the first minimum of the attraction potential. The corre-
sponding equilibrium frequency CN(R) =

 as a function of R (in units of λcoll)
for N dust grains interacting by the potential VC =

( )αcollcos(r/λcoll) is shown in Fig. 15 [51].

It can be seen that, in the case of noncollective inter-
action or collective interaction for each frequency, there
exist at least two values of R where the cluster can be in
equilibrium, while for the Yukawa potential, there
exists only one such value of R. 

The noncollective interaction can be measured by
finding the condition where the equilibrium will be lost.
The presence of several equilibrium values of R opens
the possibility of the theoretical treatment of clusters
with several shells, as has been observed experimen-
tally. However, a detailed analysis should be first made
of the frequencies and the stability of the simple poly-
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Fig. 13. Square of the normalized equilibrium frequency of
a 2D cluster YN as a function of the cluster size R for differ-
ent values of the number N of grains in the cluster. The
binary interactions of the grains are assumed to be Yukawa
interactions, R is in units of the screening length λscr.
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Fig. 14. The same as in Fig. 13 but with the additional non-
collective dust–dust attraction for αncoll/αscr = 0.3 taken into
account.
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gon clusters described by dispersion relation (51). Also,
the problem of frequencies and the stability of the shell
clusters should be examined. To compare theory with
experiments, it is necessary to include the damping due
to ion–neutral collisions, which can not only lead to the
damping of oscillations of clusters but can also change
the criteria of their stability.

1.5.3. Molecular-dynamics computations of dust
clusters. In several numerical simulations already per-
formed, the KARAT code [52] was used to solve prob-
lems of charging, attraction interaction, and the forma-
tion of plasma clusters. One advantage of the KARAT
code is that it takes into account not only electrostatic
phenomena but also electromagnetic processes, the
presence of beams, nonthermal distributions, and mag-
netic fields, and is suitable for both particle-in-cell
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x, mm

z, mm0.8

0.8

Fig. 16. Initial random dust distribution in the computation
box for MD computations with allowance for long-range
noncollective attraction and repulsion.

 
Table

2D 3D

Ti, eV 0.03 0.03

Te, eV 3 3

n, cm–3 3 × 109 3 × 109

a, µm 2 1

N 50 200

Zd 5200 2600

λD, µm 23.4 23.4

λM, µm 228 228

vnd, s–1 100 280

md, g 5 × 10–11 6.3 × 10–12

Note: N is the number of grains in a cluster, n is the plasma density,
λD is the Debye length, and λM is the dust molecule size cor-
responding to the minimum of the potential for noncollec-
tive attraction and Yukawa repulsion.
(PIC) and molecular-dynamics (MD) simulations. PIC
simulations were used in [52] to check the OL theory
for kinetic effects in charging and to check the noncol-
lective attraction forces. One should note that, in the
KARAT code, the input and output can be done in phys-
ical units, for instance, in µm for the dust size.

MD simulations of the transition from a random
dust distribution to a plasma cluster were first per-
formed in [53], where the dynamics of electrons and
ions was not considered, but it was assumed that they
were responsible for the shielding of grains and long-
range repulsion and noncollective attraction. Grain fric-
tion in neutral gas was also taken into account. Only
binary pair dust–dust interactions were taken into
account. This excluded collective interactions,
although, in principle, MD calculations can be per-
formed with large numbers of grains such that the size
of a dust cloud exceeds the length Lcr, at which collec-
tive interactions start to operate. But any extension to
such sizes will be inconsistent under the assumption
that only binary pair interactions are taken into account.
Computations were performed together with a check
that the applicability limit of pair dust interactions was
not exceeded. This can be done by controlling the initial
size of the dust cloud, the cloud evolution, and the final
size of the dust cloud. The interaction coefficients were
calculated in dimensional units using the theoretical
expressions and parameters often encountered in state-
of-the-art experiments. These coefficients were used in
the MD code to trace the dynamics of the grains that
were initially distributed randomly in the computation
box. Two- and three-dimensional MD simulations were
performed with about 105 grains in the computation
box. The parameters of the MD computations are
shown in the table.

The grains start to move from their initial random
positions (Fig. 16) due to the forces acting between
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Fig. 17. Final stage corresponding to the 2D boundary-free
cluster observed in MD computations.
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them (including the friction on neutrals) and finally
take new positions corresponding to a crystal structure
shown for the 2D case in Fig. 17 and for the 3D case in
Fig. 18 (in the latter case, the crystal is regular; Fig. 18
presents the projection of the 3D configuration on a
plane and, therefore, the observed irregularities are
related to the visualization problems).

One can clearly see the hexagonal structure of the
plasma cluster lattice obtained numerically. The binary
correlation functions (the definition will be given
below) found in computations are shown for 2D and 3D
simulations in Figs. 19 and 20, respectively. The final
size of the dust cluster was 5000 and 3000 µm for 2D
and 3D computations, respectively. This satisfies the
condition L < Lcr.

15
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0 0.05 0.10 r

2D

g(r)

t = 0.2 s

Fig. 19. Pair correlation function g(r) obtained in MD com-
putations of a 2D boundary-free cluster.
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Fig. 18. Final stage corresponding to the 3D boundary-free
cluster observed in MD computations. A projection of the
distribution onto a plane z = 260 µm is shown.
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The observed cloud contraction to a cluster is due to
only the attraction forces and thus, in contrast to the
above case of the presence of an external confinement
potential, the clusters obtained in numerical MD simu-
lations are boundary-free clusters. It seems inappropri-
ate to use a larger total number of grains in these MD
simulations, since the size of the crystal structure
obtained will exceed the distance at which the collec-
tive effects will be significant.

So far, no simulations have been reported in the lit-
erature that self-consistently treat charged grains and
the ion and electron dynamics, i.e., all of the compo-
nents of a complex plasma [54]. An interesting devel-
opment in this important field is the NRL dynamically
shielded dust (DSD) simulation code, used also for the
problem of particle shielding [55, 56]. This code uti-
lizes MD techniques [57], PIC methods [58], the parti-
cle–particle/particle–mesh (P3M) technique [59], and
the dresses particle regression (DPR) [59]. The self-
contraction of a dust cloud in the initial stage of simu-
lations [53] is satisfactorily described by electrostatic
instability, which is similar to gravitational instability
and is caused by noncollective attraction [60, 61].

One aspect of the transition to a strongly correlated
state should be emphasized: the most important indica-
tion of such transition is the behavior of the pair corre-
lation function g(r) obtained by averaging of the prod-
uct of the dust densities with respect to the discreteness
the dust component,

(55)

In this expression, the dust density is assumed to be sta-
tionary (time-independent) and the dust cloud to be
almost homogeneous, in which case the correlation
function depends only on the difference of the coordi-
nates of two positions at which the dust density is con-
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40

20

0 0.02 0.04 r

3D

g(r)

t = 0.2 s

Fig. 20. Pair correlation function g(r) obtained in MD com-
putations of a 3D boundary-free cluster.
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sidered. Expression (55) can be used in slightly inho-
mogeneous systems if the characteristic length of the
inhomogeneity is much larger than the correlation
length. Correlation function (55) can be measured in
the gaseous state of complex plasmas, in transitions to
liquid and crystal states, and in a crystal state. The the-
ory of correlations can be developed in the gaseous
state, where the correlation function can be expressed
through the dielectric function of complex plasma.
Such a dielectric constant for a fully homogeneous state
assumes that L @ Lcr and, therefore, the expression for
the dielectric function should be used with collective
effects included (see [2, 7, 62]). For clusters with L <
Lcr, the correlation length should be much smaller that
Lcr for expression (55) can be used to describe pair cor-
relations. When this requirement is satisfied, the corre-
lation function is determined by noncollective attrac-
tion in binary dust interactions. The general theory of
dust correlations in the gaseous complex plasma state
was developed in [4–8], where the correlation function
was described in terms of electrostatic plasma
responses (see also [62]).

In [62], the dielectric function for noncollective dust
pair interactions found in [60] was used to theoretically
describe the pair correlations for noncollective dust–
dust attraction. The applicability of expression (55) is
related to the smallness of the ratio of the dust size to

the Debye length (a2/  ! , as follows from the
condition Lcorr ! Lcr with allowance for the estimate of
the correlation length found from MD simulations [53]
and theoretical analysis [62]). The pair correlation
function for collective interaction has not yet been
investigated. The investigations in [62] indicate that the
correlation function can be oscillatory in character even
in the gaseous state. As the dust temperature decreases,
the amplitude of oscillations increases. The theory of
correlations for phase transitions is still not developed.
One can expect that the appearance of deep oscillations
in r decaying on short scales is an indication of the con-
version into the liquid state, and the appearance of deep
spatial oscillations on large scales is an indication of the
conversion into a crystal state. In ordinary matter, the
criteria for conversion into the liquid and crystal states
are found experimentally: the second minimum should
be at least about two-thirds of the first one. In the gas-
eous state, the correlation function in ordinary matter
has no oscillations. It is a very surprising and interest-
ing result of the theory of correlations in complex
plasma for the cases of both noncollective and collec-
tive interactions of the dust grains that these correla-
tions show the presence of oscillations, i.e., that the
complex plasma in its gaseous state is, in a certain
sense, “prepared” for the phenomenon of plasma con-
densation. The latter can occur when the dust tempera-
ture is lowered.

There are many problems of the behavior of dust
correlations in the gaseous state that remain to be ana-
lyzed theoretically and compared with experiments.

λDi
2 τ
The kinetic consideration of the correlations, including
the change in the electron and the ion distributions in
the charging process, has not yet been considered.

Developing the theory of correlations should be
done in several stages: a more detailed theoretical
investigation of (1) the collective correlation function
in the gaseous state, (2) correlations in phase transi-
tions, and (3) correlations in a strongly correlated crys-
tal state. All of these developments should studied in
future theoretical investigations of complex plasmas.

1.6. Theoretical Approach for Phase Transitions
in Complex Plasmas

1.6.1. Transitions in systems with large and small
numbers of grains. There are many problems related
to phase transitions in complex plasmas. Among these,
the most important are the following two:

(i) The openness of the complex plasma system and
the possibility of using the thermodynamic approach to
describe such transitions. One can hope only to
describe the dust component thermodynamically.

(ii) If under certain conditions the thermodynamic
description can be applied to the dust component, the
problem is that the number of grains is usually not very
large and, for the number of grains less than a certain
critical one, the thermodynamics of small finite number
of particles should be used. The latter problem remains
to be developed (see, nevertheless, [63]), and, in gen-
eral, further development of the thermodynamics of
systems consisting of a finite number of particles is
needed.

One may hope that 3D crystals can be described in
terms of the existing thermodynamics applicable to sys-
tems consisting of a large number of particles, but there
is no hope of describing 2D monolayer crystals or 3D
clusters consisting of a few dust grains. Obviously, for
a small number of grains, noncollective interactions
operate, including the noncollective attraction
described above, while for 3D crystals, collective inter-
action should operate.

The theoretical criterion for the collective interac-
tion to dominate is

(56)

For existing observations [64–69] of plasma con-
densation, L is on the order of one centimeter, while λDi

is about 30–50 µm, a is about 10 µm, and P0 is about
0.3–0.5. In this case, Lcr is about 0.01–0.1 cm, which
means that the theory should be based on the collective
interaction of dust grains. Such interaction has been
investigated only for large distances; for short dis-
tances, it is known that the screening is nonlinear.
Hence, we should operate with a certain screening
length that does not coincide with the linear Debye
length. In state-of-the-art experiments, the collective
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parameter is neither large nor small: 1 < ηcoll < 4, if
there is no ion drift present. But some experiments are
performed in plasma sheaths in the presence of an ion
flow, which substantially decreases the ion drag and the
ion charging coefficients to the product of which ηcoll is
proportional. Therefore, for some 3D systems, collec-
tive interaction can be weak; i.e., ηcoll ! 1. When the
experiments are performed not in the plasma sheath
but, for example, in the striations of a glow discharge
[68], the electric field is also present and this field also
creates an ion drift. To reach a large collective effect, it
is possible either to exclude the ion drift or to increase
the size of dust grains. In ground-based experiments,
the grain size cannot be made large since the grains will
not levitate in the plasma sheath and can fall onto the
lower electrode. Of course, there is the possibility of
using hollow bubble-type grains, whose mass is suffi-
ciently small for them to levitate in the plasma sheath.
This is a subject for future experiments. Under micro-
gravity conditions, one should be able to produce
plasma crystals far from the wall, since the wall, often
being at the floating potential, will create an ion flow
toward itself and therefore decrease the efficiency of
the collective interactions. We note that, at present,
crystals under microgravity conditions are created
close to the wall. But there still exists the possibility of
optimizing the attraction between the grains and creat-
ing more rigid crystals far from the wall. There are also
two limits of the possible experimental conditions: col-
lisionless and collision-dominated. Experiments can be
performed for both cases. In the collision-dominated
case, the collective coefficient is less sensitive to the
presence of the ion drift but the interaction always cor-
responds to weak collective interaction, as has already
been pointed out. Therefore, in what follows, we focus
our attention on the case of weak collective interaction
for both collisionless limit and collision-dominated
limits. Due to the validity of condition (57), the interac-
tions should be considered as collective interactions.
We also leave the case of a small number of grains,
where the problem of phase transitions is much more
complicated than for large system in which condition
(57) is satisfied.

1.6.2. About the equation of state in complex
plasmas. It is desirable to describe the complex plasma
state and the process of condensation by some form of
the van der Waals equation [70], which was very help-
ful in describing phase transitions in ordinary matter. It
has already been emphasized that the complex plasma
is an actually an open system and there exists a question
of whether it is even possible to define the equation of
state for such a system. Obviously, this can only be
done with some limitations. First of all, it is desirable to
write an equation only for the dust component and, in
particular, for the dust pressure pd (which, in the case
where the dust is considered an ideal gas, is determined
by the relationship pd = ndTd). It has also been empha-
sized that, in experiments, electrons and ions are not
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
thermal since the characteristic time of ion–ion, ion–
electron, and electron–electron collisions, which can
only make their distribution thermal, is much larger
than the times of ion–dust collisions and ionization–the
processes that make the ion and electron distributions
nonthermal. The condition that the ion–dust collisions
dominate over the ion–ion collisions is

. (57)

This condition is satisfied in most of the experiments
with complex plasmas performed so far. The electron
and ion distributions become nonthermal due to the
charging process, which depletes the high-energy part
of the electron distribution and the low-energy part of
the ion distribution [6]. Ionization also produces non-
thermal distributions. Then the question arises about
the dust distribution: it is thermal or not? It is possible
that this distribution is thermal because of the very high
rate of dust–dust collisions due their large charges. The
dust charge also depends strongly on the electron and
ion distributions. Therefore, strictly speaking, one can-
not apply the concepts of thermodynamics and of free
energy to the dust component to derive the equation of
state. We are speaking here about the problem of find-
ing the equation of state for the dust component exclu-
sively. Nevertheless, we can try to introduce the dust
temperature, since the dust distribution itself can be
thermal due to the high rate of dust–dust collisions. It
was found theoretically in [7] that these collisions
indeed thermalize the dust distribution. Also, the mea-
sured dust distributions are often found to be close to
thermal distributions (see [71]).

Another effect operating in the presence of many
grains is the charge reduction of an individual grain by
collective effects (the presence of other grains). It can
be estimated that this effect is small if the number of
grains in the Debye sphere times the ratio of the dust
size to the Debye length is small. In most experiments,
this factor is indeed not large and is often small. Thus,
for simplicity, we will ignore this effect. With all of
these uncertainties and ignoring charge variations, one
can try to write the van der Waals equation for the dust
component in the form already known in statistical
physics [70]. 

In [72], the case most applicable to state-of-the-art
experiments, that of collective dust–dust interactions, is
considered, and the critical value of the coupling
parameter Γcr is estimated. We then shall consider non-
collective interactions and will point out the restrictions
for its applicability to the case of a small number of
grains and find for this case Γcr, which depends on the
size of the system. Finally, we will show that, for the
Yukawa interaction, phase transitions are not possible
in the van der Waals approach.

ZdP0 @ 1
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1.6.3. Van der Waals equations in complex plas-
mas: Collective interactions. Using prescriptions of
statistical physics for the dust component only, we
write [70, 72]

(58)

where the pressure correction term (containing the new
quantity p0) and the density correction term (containing
the new quantity 1/n0) are defined in statistical mechan-
ics through the partition function [70]

(59)

The last two terms in Eq. (59) are due to the approx-
imate division of the integration region with respect to
r into the region of strong interaction, Vdd(r)/Td @ 1 (the
first term), and the region of weak interaction,
Vdd(r)/Td ! 1 (the second term). We simply rewrote the
known van der Waals equation, making the subscripts d
in expressions for the density and temperature. In
Eq. (59), Vdd is the dust–dust interaction energy, which
depends on the interdust distance r, and integration is
performed with respect to interdust distances. The first
part of the integral determines the density corrections
and appears from integration over the region where the
interaction energy is much larger than the temperature
and the exponential term can be ignored, while the sec-
ond term is determined by integration over the region
where the dust energy interaction is small as compared
to the dust temperature and the exponential term can be
expanded. Thus, we have

(60)

where  is the distance at which the interaction energy
is on the order of the dust temperature (it will be
assumed that  > a, otherwise one must substitute the
dust size a for  in the density correction term). If  !
λscr, we can use the approximate dust Coulomb interac-

tion to obtain the estimate  ≈ Γd/ . It is easy to esti-
mate that, with all of the nonlinearities in the screening
taken into account,  is larger than the screening
length. For both cases ηcoll ! 1 and ηcoll @ 1, we have

 ≈ rlinZdTi/Td @ rlin (where rlin is the distance at which
the linear approximation used before for collective
dust–dust interactions start to be valid). Because of the
high number of collisions with neutrals, the dust tem-
perature cannot differ greatly from the ion temperature
and Zd is very large. Even during phase transitions
where the dust temperature can increase by one or two
orders of magnitude, it cannot reach ZdTi for the usual
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values of Zd ≈ 103–104. Thus, to estimate , we can use
the collective interactions already found by using the
linear dielectric permittivity. This gives for ηcoll ! 1 the
density correction term as

(61)

and the pressure correction term as

(62)

The applicability condition of expression (62)
(namely  > a) can be written as Td < Teηcollz. In state-
of-the-art experiments, 3 < zηcoll < 10 and the maximum
dust temperature during the melting of a plasma crystal
does not exceed the electron temperature by an order of
magnitude, which means that the finite dust size correc-
tion in the density (volume) term can be on the order of
the interaction correction only exclusively (probably
under conditions close to the melting point). Expres-
sions (61) and (62) were obtained by integrating the
collective dust–dust interaction potential

( )cos(r/λcoll) from  up to infinity, assuming

that  ! λcoll (the distance at which the first collective
attraction minimum is located is πλcoll) and that weak
damping due to ion–neutral collisions suppresses the
interaction at very large distances. The first assumption

 ! λcoll means that, in the collisionless limit, we have

approximately (a/ )z0 (Ti/Td) ! 1.
Although the first factor Zd is large, all other factors are
rather small due to the assumption ηcoll ! 1 made in the
derivation of this inequality. Therefore, it can easily be
satisfied. One usually defines the volume Vd occupied
by the dust and the total number of grains Nd in this vol-
ume such that the dust density is nd = Nd/Vd. The depen-
dence of the volume correction and the pressure correc-
tion on Vd is quite different for complex plasmas and
ordinary gas. For example, in ordinary gas, n0 is inde-

pendent of V, while in expression (60) n0 ∝  . The

ratio p0/  in ordinary gas is independent of V, while in
expression (62) it is inversely proportional to Vd. This
makes the van der Waals equation for the dust compo-
nent in complex plasma quite different from the van der
Waals equation in ordinary gas [70].

Note that most laboratory experiments are per-
formed in plasma sheaths in the presence of an ion flow,
which changes the collective interactions as described
above. Unfortunately, in this case, it is difficult to
obtain an analytical expression for the interactions
because there is anisotropy, but the above types of inte-
grals, which determine the density and pressure correc-
tions in the van der Waals equations, can be calculated
numerically. There remains a great deal of work to be

r

r
Zde

2

Td

-----------ηcoll;
1
n0
-----≈ 2π

3
------

Zd
2
e

2

Td

----------- 
 

3

ηcoll
3 Γd

3ηcoll
3

2nd

----------------= =

p0 nd
2πZd

2
e

2λDi
2

P0τ
-----------------------.=

r

Zd
2
e

2ηcoll/r r

r

r

Zdηcoll
3/2 λDi τ P0

Vd
6

nd
2

PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004



COMPLEX PLASMAS IV: THEORETICAL APPROACHES TO COMPLEX PLASMAS 845
performed in the future: it is necessary not only to cal-
culate the set of interaction curves at different angles to
the flow but also to interpolate between these curves in
order to calculate the corresponding integral numeri-
cally. A similar situation arises in the of presence of a
strong magnetic field. The calculations performed here
are given for purposes of illustration and also to point
out the remaining problems for the procedure that
should be performed in future theoretical efforts (along
with experimental efforts to measure the potential of
dust–dust interactions and the distributions of ions in
velocity space in the ion flow), and even to prove the
possibility of using the van der Waals equations for
complex plasmas.

1.6.4. Estimates of collective Gcr for phase transi-
tion in complex plasmas. As soon as one finds the
dependence of the dust pressure on Vd from Eq. (58),
the critical temperature for a phase transition can be
found from two relations

(63)

Since the dependence of the dust pressure on Vd dif-
fers from the usual one, the expression for the critical
temperature has a slightly different numerical coeffi-
cient which, in the collisionless limit, is 15/22 instead
of 8/27 in [70]. This coefficient enters into the expres-
sion

(64)

After substituting expressions (61) and (62) into
Eq. (64), the latter gives a threshold value for Γ for the
phase transition

(65)

Due to the presence of the small quantities  and

 in the denominator of expression (65), the critical
value of the coupling constant Γcr for phase transitions
is rather high. In the collision-dominated case, only the
numerical coefficient changes from 15/11 to 2/3, but
ηcoll is different and is determined by expression (75)
in [2]. 

For ηcoll @ 1, the potential well for collective attrac-
tion is rather deep,

(66)

and this can be reached in the regions where the ion
flow is absent and the coefficients αdr and αch are on the

order of unity; i.e., at ηcoll @ 1, we have a/λDi  @ 1
and, therefore, Uwell @ ZdTi , which, in most cases, is
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much larger than Td. Hence, the van der Waals
approach, assuming the opposite inequality, apparently
cannot be applied. Assuming that, in the course of
phase transition, the dust separation is on the order of
the width of the potential well and the dust temperature
is on the order of its deepness, we obtain the rough esti-
mate

(67)

Such plasma crystals will be very rigid since, after
dust cooling by dust–neutral collisions, each dust grain
in the crystal will be sitting in a very deep potential
well. Such crystals are unknown in ordinary matter and
they can probably be obtained only in microgravity
experiments, where the dust cloud that is to be con-
verted to the crystal state is created at the center of the
experimental chamber, far from the chamber wall. The
melting temperature of such a crystals should be very
high. This is the greatest demand for future plasma
crystal experiments under microgravity conditions.

1.6.5. Van der Waals equation in complex plas-
mas: Noncollective interaction. A peculiar aspect of
the concept of noncollective dust–dust interaction is
that it can be applied only to finite systems (see Eq.
(56)). On the other hand, noncollective interaction
allows the existence of a single attraction well that is
located at

(68)

When only the shadow effect of ions is important
(see [2]), the sticking coefficient ηst is equal to the ion
sticking coefficient ηst, i , which is on the order of unity,
and expression (56) indicates that the range in which
the noncollective interactions in the van der Waals
equation can be used is determined by the inequality
P0 ! 1. When the neutral flux dominates, the effective
sticking coefficient in Eq. (68) is expressed through the
neutral sticking coefficient ηst, n by the expression ηst =

ηst, nnnTnTi/  (see [2]) and, for high dust pressures,
can be much larger than unity. In this case, condition (56)
can be less restrictive, allowing P0 ≈ 1. In any case, the
size of the system cannot be larger than Lcr. We will
assume that L > rwell. The quantities n0 and p0 can be
found using the noncollective potential of interaction
containing long-range repulsion and attraction terms
[2]. The integration over small r gives expression (60)
with

(69)

where ηncoll is the coefficient of noncollective interac-
tion (see [2]). The integration over large r should be
restricted by the size of the system L. This assumes that
the inhomogeneity of the distributions inside the sys-
tem is not great. This is partially supported by numeri-
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cal MD computations with noncollective interactions
(see Figs. 17, 18). Due to the accepted condition that
the size of the system is larger than rwell, the integral
over large r is determined by the noncollective attrac-
tion term. We then obtain

(70)

The critical parameters for the phase transition are
determined by Eqs. (63). We find

(71)

From here, we obtain the dependence of the critical
dust temperature on L/Lcr:

(72)

The two factors entering into this expression, Zd @ 1
and ηst /P0, are large (see inequality (20)), while the
numerical coefficient and the factor (L/Lcr)2 are small.

1.6.6. Absence of phase transitions for the
Yukawa potential. Physically, the absence of phase
transitions follows from the fact that B(Td) is always
positive and, as a result, p0 < 0. Calculations similar the
above calculations yield all of the coefficients, and the
result is that phase transition conditions (63) can be sat-
isfied only if nd < 0, which is obviously impossible.

1.6.7. Comparison of Gcr with experimental data.
It is only possible to make some estimates, since the
real value of the ion drift velocity is unknown, at least
for the experiments performed so far. For experiments
on plasma crystals in RF and glow discharges, we
obtain Γcr ≈ 103–104 and, for dense plasmas (such as
combustion plasma), we have Γcr ≈ 1, which is in qual-
itative agreement with observations (see a detailed
description of experiments in [3]). Expression (72) can
be used in the future when 3D dust clusters are
observed. Up to the present, only experiments on 2D
clusters have been performed, for which the staring
expressions that were used to derive the van der Waals
equations are not valid.

2. RESEARCH TRENDS AND APPLICATIONS

2.1. Trends in Experimental Investigations
of Complex Plasmas

2.1.1. Charging of dust grains. Two aspects are
important for the dust charging problem: the first is
direct measurements of the dust charge, and the second
is to check the existing theoretical models to be able to
estimate dust charges under the conditions where direct
measurements of dust charges is impossible. The
planned experiments should deal with simple single
dust grain charging, which is important for noncollec-
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tive dust interactions, and with the collective effects in
dust charging. It is desirable to clarify many of the
aspects of the existing models of dust charging, partic-
ularly the dependence of the charges on the grain mate-
rial and the grain structure. The checking of different
charging models such as described in part one of the
review [1] for spherical grains, namely, the OL model,
the RD model, or the DL model as described in [1], is
one of the first steps in this kind of research. The depen-
dence of the charges on the ratio of the grain size to the
Debye screening length a/λDi and the ratio of the latter
to the ion–neutral mean free path is also an important
subject for investigation. In practice, the attachment
coefficient of both electrons and ions can be different
for different materials and, therefore, the electron and
ion currents can be modified. One of the most important
phenomena to be investigated in detail is the depen-
dence of electron and ion attachment on the structure of
a grain, especially for the case where the grain surface
is rather irregular. This occurs for grains growing up to
the cauliflower shape caused by grain agglomeration
[73–76]. It is believed (but not yet proven) that such
agglomerate structures are fractal. The sticking coeffi-
cient for irregular-shape grains is virtually unknown.

Grains of specially designed shapes can be used in
experiments, particularly cylindrical grains (microrods)
or even fractal-shaped grains. Another important prob-
lem is the dependence of the grain charge on the parti-
cle distributions; the simplest problem of this kind is
the charging in the presence of an ion flow or an elec-
tron beam. The process of charging (especially in the
presence of beams or flows) can change the surface
properties (and, therefore, the attachment coefficients)
and raise the secondary electron emission. Unfortu-
nately, the large amount of data from probe measure-
ments cannot be used in solving these problems, since
the size of the probes is usually larger than the screen-
ing length, while the size of the dust grain is usually
smaller than the screening length (only such grains are
used in the present experimental research of complex
plasmas).

Collective effects in grain charging are another sub-
ject for future investigations. The simplest experiment
could be the testing of a decrease in the grain charge
when two grains become closer to one another. This
would be the first step in testing the influence of other
grains on the charges of an individual grain. In the pres-
ence of many grains, this effect will be enhanced. Also,
an insufficient number of plasma particles (for example
electrons) in the vicinity of the grain (caused, e.g., by
the presence of other grains) can reduce the grain
charge. It is important that all of these questions be
investigated experimentally.

An important factor is the nonlinear shielding of the
grain charges and the presence of the nonscreened part
of the potential. This long-range potential could be
important in grain interactions. Although the Yukawa
model is used in many experiments to compare the
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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observed results with theoretical findings, this type of
screened potential is not predicted by the theory, due to
both nonlinearities and the long-range part of the poten-
tial. Therefore, experiments to check the screening of
dust grains is of great importance. These cannot be per-
formed only as colliding experiments, as was done in
the pioneering work of [77, 78], because the problem
needs a complex approach. Above all, collisions should
be investigated between dust grains of different size
where the smaller grain can serve as a test grain. This
would allow one to avoid nonlinearity in screening,
which can change the screening during a collision. Sec-
ond, nonintrusive methods of dust grain measurements
should be developed; among these are the scattering of
radio waves by grains and the experimental use of the
properties of grain clusters.

2.1.2. Dust–dust interactions. Among the pro-
cesses that should be investigated is the influence of the
ion drag, dust friction, and thermophoretic force on the
interaction of two isolated dust grains. The presence of
the noncollective dust attraction forces can be checked
by varying the neutral pressure for the known neutral–
dust attachment coefficient by using specially designed
dust materials with large attachment coefficients. This
investigation opens up a whole new field of research on
dust agglomeration and has promising future applica-
tions for the problems of etching.

The manipulation of dust grains by both gravity and
thermophoretic forces under laboratory conditions will
be used in future experiments on the investigation of
dust–dust interactions. These investigations will have
direct applications for dust clusters, in which the dust–
dust interaction is usually noncollective. One of the
methods for the detection of intergrain interactions is
the investigation of small clusters of grains embedded
in a parabolic potential well. A cluster of N grains has
2N oscillation modes, the frequency of which for a
small number of grains depends only on the pair inter-
grain interactions. Thus, by measuring the frequencies
of the cluster normal modes, it is possible to make some
conclusions on the pair interdust interactions. By
increasing the number of grains in a cluster, one can
check whether the binary interactions depend on the
number of grains in the cluster and, therefore, detect the
critical number of grains at which collective interac-
tions start to operate.

Of most interest for future experiments is the detec-
tion of collective dust–dust interactions. The experi-
ments can be performed in 3D dust clouds, dust crys-
tals, dust monolayers, and dust linear chains. The grains
chosen for the detection of the interaction can differ
from other grains by some parameters such as the grain
size or grain shape. The experimental problem is to
determine the pair grain interactions as a function of the
average density of other grains. Such experiments can
provide answers to many problems of collective grain
behavior and to the problem of the threshold conditions
for plasma condensation. As the number of grains in a
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
3D cluster increases, the pair interaction between
grains changes until the cluster acquires properties sim-
ilar to those of a crystal and the collective interaction
will be similar to that in crystals. This is a long-term
experimental program. Three-dimensional clusters can
be investigated under microgravity conditions; thus, all
of the experiments can be performed using micrograv-
ity facilities.

2.1.3. Strong magnetic fields. There are several
critical magnetic field strengths that are of importance
for the plasma particle motion and for the operation of
experimental setups. The first is the ratio of electron
and ion gyro-radius to the size of the installation L.
When this ratio is small, one can speak about magne-
tized electrons and ions. There is always friction
between ions and dust grains, and even when the ion
gyroradius is much less than L, their orbiting on the
gyroradius will be interrupted by collisions with dust
grains. If the frequency of these collisions is larger than
the ion gyrofrequency, the ions will remain unmagne-
tized, although their motion along curved trajectories
between subsequent collisions will result in the transfer
of angular momentum to the dust grains, thus causing
their rotation. The second restriction is related to the
ratio of the gyroradius to the effective size at which the
ions and electrons are collected on the grains during the
charging process. When the electrons are magnetized in
the sense that their gyroradius is less than the electron
collection radius, the fast electrons will still reach the
grain, while the slow electrons will be reflected. This
reduces the electron current by a factor of 4 and
decreases the grain charge. Even if the magnetic field is
much stronger and the ion gyroradius is much less than
the ion collection radius, the ions are magnetized in the
charging process and the ion current is reduced, thus
leading to an increase in the grain charge. The theoret-
ical predictions about the change of the dust charge
with increasing magnetic field are presented in [79].
Experiments in this field are expected to be performed
soon.

Another new effect introduced by the magnetic field
is dust rotation, which in the simple model is related to
the E × B drift.

The rotation of plasma in the magnetic field was
experimentally observed in [80, 81].

The condition that the ion gyrofrequency in a mag-
netic field be higher that the ion–dust collision fre-
quency is [2]

(73)

where we recall that a is the grain size, λDi is the ion
Debye length, P0 = ndZd, 0 /ni, 0, z0 = Zd, 0e2/aTe, and Λ is
the Coulomb logarithm. Note that criterion (73) is
derived for continuous dusty plasmas for which the
parameter P0 can be introduced. In the experiments in
[80], a dust monolayer was used and the friction force

B kG[ ] 94
a

λDi

-------P0z0Λ
0.02

τ
---------- 

  n

10
9
 Òm

3–
---------------------,>



848 TSYTOVICH et al.
was substantially lower than that used in derivation of
condition (73). The presence of an inhomogeneous
electric field can cause the azimuthal E × B drift and the
rotation of the dust cloud in the plane perpendicular to
the magnetic field, as was first observed in [82] in dc
glow discharge plasmas and in [83] in RF plasmas.

The first experiments on complex plasmas in a mag-
netic field [80, 81] indicate a direction in which future
experiments can be extended. Therefore, we shall
briefly describe these results.

The magnetic field strength used in [80] was 140 G
but the ratio a/λDi was about 1/50, which gives a critical
field of about 1 kG. The ion friction on dust grains is
obviously much less in the case of a dust monolayer
and is absent for ions far below the layer. Thus, estimate
(73) does not operate well under the conditions of the
experiment [80]. In [80], the ions simply drift in the
magnetic field and the radial electric field confines the
dust layer. The dust rotation velocity is determined by
the balance between the ion drag force produced by the
ion drift and the dust friction on neutral gas. Thus, the
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Fig. 21. Typical configuration of a dust cloud rotating in a
magnetic field. The vectors indicate the particle displace-
ments in 20 consequent frames, N is the number of grains,
p is the pressure, and Upp is the peak-to-peak RF voltage:
(a) Upp = 47 V, p = 0.40 mbar, N = 250; (b) Upp = 82 V, p =
0.3 mbar, N = 450.
effect of rotation depends strongly on the neutral pres-
sure and on the peak-to-peak voltage Upp, which deter-
mines the dc electric field at distances where the grain
rotation is observed. Figure 21 illustrates the depen-
dence of the rotation of a dust cloud on Upp and the gas
pressure, and Fig. 22 illustrates the dependence of the
angular velocity of rotation on the distance from the
center of rotation. It was observed that, under certain
conditions, the dust clouds contracts to a small size due
to dust spiraling toward the center (Fig. 23).

These figures illustrate what kind of new effect one
can expect to observe in complex plasma in an external
magnetic field. Above all, the contraction of the dust
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Fig. 22. Angular velocity Ω of a dust grain moving in a
magnetic field vs. distance ρ from the center of rotation.
Positive values of the angular velocity correspond to coun-
terclockwise rotation. Each figure shows a set of curves
taken at a fixed RF voltage and total number of dust grains
N and for different pressures p: (a) Vpp = 47 V, N = 250
(curves 1, 2, 3, 4, and 5 are obtained for p = 0.3, 0.4, 0.5,
0.6, and 0.7 mbar, respectively); (b) Vpp = 82 V, N = 850
(curves 1, 2, 3, 4, 5, 6, 7, and 8 are obtained for p = 0.25,
0.3, 0.5, 0.7, 0.8, 0.9, 1.1, and 1.2 mbar, respectively);
(c) Vpp = 93 V, N = 700 (curves 1, 2, 3, 4, and 5 are obtained
for p = 0.4, 0.6, 0.7, 0.9, and 1.0 mbar, respectively).
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cloud perpendicular to the magnetic field is also an
effect that is expected from the theory of collective
dust–dust interaction in a strong magnetic field
described in [2, 30] (see below). It is also expected that
the melting temperature of the plasma crystal in a mag-
netic field will increase with increasing magnetic field
strength, since, as was demonstrated in [2, 30], the
potential well of the collective attraction increases with
magnetic field strength.

In [81], in which a much stronger magnetic field
(from 0.4 to 40 kG) was used, the ratio of the dust size
to the Debye radius was on the same order of magni-
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Fig. 23. Three consecutive graphs showing the (a) initial,
(b) intermediate, and (c) final stages of contraction of a dust
cloud toward the center after a sudden increase in Vpp from
100 to 300 V for a pressure p = 3 mbar. The vectors indicate
the grain displacements in 20 consequent frames. The con-
traction happens on a time scale of a few seconds.
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tude as in [80]. In this case, the critical field can be esti-
mated using expression (73), since all ions are subject
to friction on dust for the dust cloud configuration
shown in Fig. 24.

The observed rotation of the cloud was almost a
solid body rotation (see Fig. 25). The observations of
[81] are interesting because they indicate what new
kinds of dust structures can be encountered in future
experiments in a magnetic field. In simulations involv-
ing only screened grains (charged negatively), the par-
ticles exhibit an azimuthal E × B drift (say, in a clock-
wise direction). In the experiments, it was surprisingly
found that sometimes the grains rotate in the opposite
direction (anticlockwise). The explanation for this is
the interaction with other plasma components. The
ions, being charged positively, drift opposite to the neg-
atively charged particles. It is the drag by ions that may
finally force the grains to drift in the opposite direction.
Obviously, the grains, having a large mass, are not mag-
netized and, therefore, do not experience the drift force.

Of course, these observations are only the first steps
in the direction of investigating the role of strong mag-
netic fields in complex plasmas.

One important question is the rotation of dust grains
produced by charging of nonspherical grains [79]. The
particles absorbed by the grain usually should lose their
angular momentum before they are attached to the
grain, thus forming the accretion disk that is very well
known in astrophysical investigations of accretion
problems. A similar accretion disk can be formed
around a dust grain. The angular momentum will be
transformed partially to the grain causing its rotation. A
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Fig. 24. Typical column-shaped dust cloud in a magnetic
field.
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new kinetic approach is necessary to describe the spin-
ning angular magnetic moment and its interaction with
an external magnetic field [84]. The consequences of
this angular momentum transfer to the dust grain will
be very important. It can cause collective grain rotation
and, therefore, create regular collective magnetic
moments of aligned grains in the magnetic field, which
would lead to the creation of a self-consistent magnetic
field by the dust clouds. This field of research opens up
completely new possibilities for investigating the role
of external and self-generated magnetic fields in com-
plex plasmas. One important problem is investigating
the change of collective dust–dust interactions in the
presence of a strong magnetic field. The examples dis-
cussed in [2, 85] show that a strong magnetic field can
increase the potential well for dust–dust interaction and
can decrease the distance between the grains at which
the collective attraction determines their interaction.

Another approach using strong magnetic fields is
related to magnetic grains, i.e., grains with an initially
large magnetic moment. To describe their interaction
with the magnetic field in complex plasmas, both the
kinetic and the hydrodynamic approach can be used
[84]. Ordinary magnetic materials have a domain struc-
ture with different orientations of the magnetic field in
different domains. The size of a domain is several µm,
and when a single grain represents a single magnetic
domain, the magnetic moment of the grain can be rather
large, and the magnetic field at the surface of such a
grain can also be very large. With these magnetic dust
structures, one can perform many experiments includ-
ing dust plasma condensation, plasma crystals, mono-
layer crystals, etc., i.e., the entire spectrum of experi-
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Fig. 25. Rotation speed vd as a function of the radius r at a
vertical magnetic field strength of B = 0.12 and 0.39 kG, gas
pressure of 220 mtorr, and discharge current of 0.5 mA.
ments performed so far with dust grains without mag-
netic moments. Experiments with dust grains having
different nonspherical shapes are of special interest. An
important problem is the investigation of the alignment
of dust grains along a strong external magnetic field,
especially in the case of strong dust–dust interactions.
Obviously, these grains can produce a large magnetic
field themselves and change the external magnetic
field.

2.1.4. The boundary between the dust structure
and the dust-free plasma. In all structures investigated
so far, the surface between the dust-containing region
and the dust-free region was rather sharp. Future exper-
iments should be performed to answer the following
question: When such a sharp surface can be destroyed,
what could the distribution of grains in the surface
region be, and what is the value of the surface tension?
In the simple description given above, the dust density
can have a jump at the surface, and the surface tension
is simply determined by the product of the dust density
jump and the dust temperature. An interesting problem
is to find how the sharp density profile is formed in time
and the conditions where this happens. It seems that the
sharp surface could be related to the ion drag produced
by the ion flow, which acts stronger on the first dust
layer it encounters and weaker on the subsequent dust
layers; as a result, the first layer moves with a higher
velocity and the dust layers at the surface are com-
pressed to form a sharp boundary. The force that acts
against these compression forces is the dust pressure.
But the dust pressure is rather weak and, therefore, the
boundary should be sharp. The thermophoretic forces
can work in an opposite way and, therefore, the combi-
nation of drag and thermophoretic forces at the dust
boundary can create boundaries of different sharp-
nesses. This effect could be the subject of experimental
investigations.

2.1.5. Waves, shocks, solitons, and moving dust
structures. The difference between complex plasmas
and ordinary matter is the high rate of dissipation.
Shocks and solitons in ordinary matter are nonlinear
waves without large dissipation: solitons exist in the
case of weak dissipation, while in shocks, the dissipa-
tion is present only at their front region. In complex
plasmas, the dissipation is usually present in the main
part of the nonlinear wave; therefore, the general con-
cept of nonlinear waves is cardinally changed: for a
nonlinear wave to propagate, it usually must be main-
tained by an additional external source of energy. Note
that this is not surprising, since the complex plasma is
an open system and even its ground state needs to be
maintained by external ionization. For this reason, it is
necessary to carry out more sophisticated experiments.
Another important point could be related to the pres-
ence of an external magnetic field: The ion and electron
gyrofrequencies can often be much less than the charg-
ing frequency; therefore, all of the collective magnetic
modes known for ordinary plasmas are changed. We
definitely need to fix the external sources on which the
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linear responses of complex plasma depend, as well as
to develop a theory of linear modes for these external
sources. Nonlinearities should be determined by non-
linear responses, which also depend on external
sources. At present, no advanced theoretical description
of linear modes propagating in the background com-
plex plasma in a magnetic field is available. Experi-
ments should be developed together with an appropri-
ate theoretical description of the modes and nonlinear-
ities. The first attempts to investigate experimentally
nonlinear structures in a complex plasma were
described in [3], and the first efforts to show that non-
linear structures in complex plasma are highly dissipa-
tive and need an external source to be supported was
made in [3]. In [85], one finds examples of numerical
solutions for highly dissipative structure moving with a
constant Mach number M = 1.

2.2. Trends in Theoretical Investigations

2.2.1. Development of the theory of waves and
instabilities. In contrast to ordinary plasmas, in which
the waves and instabilities have been investigated in
detail and are summarized in textbooks, a proper list of
waves and instabilities in complex plasma is still
unavailable. This is related first of all to the greater
complexity of the ground state in which, in addition to
the charge balance condition, the balance of ionization
and absorption should also be used [86]; this was real-
ized only recently. Second, it is related to the depen-
dence of the linear dispersion relation for waves and
instabilities on the source of ionization. Third, due to
universal structurization instability [27], the ground
state for waves can be highly inhomogeneous. At
present, it is realized fully that the presence of dust in
plasma can change the linear dispersion relation in a
broad range of frequencies (below, the charging fre-
quency or the charging frequency times P = ndZd/ni)
and in a broad range of wavenumbers (below, the
inverse charging length or the charging length is
divided by P). The work required to prepare a list of
waves and instabilities in complex plasmas has not yet
been performed. For example, there are several calcula-
tions for the damping of Langmuir waves in complex
plasmas. But even for such a simple problem, several
answers exist in the literature that contradict one
another or take into account only part of the effects that
can cause damping and do not take into account other
effects (which in fact can be larger than those that are
taken into account). Even a full hydrodynamic descrip-
tion of waves and instabilities in homogeneous com-
plex plasmas is not yet available. A major effort should
be made to systematize the work that has already been
performed, in order to clarify the limits of their applica-
bility, etc.

2.2.2. Weakly nonlinear theory in complex plas-
mas. Here, we have in mind the known quadratic and
cubic nonlinearities. To describe quadratic nonlinearities,
efforts should be made to find the analogy of (v · —)v
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terms used in the Kordeveg–de Vrees equations for
ordinary liquids and plasmas. Obviously, in the pres-
ence of the charging damping of ion motions, addi-
tional terms of this type can be present in complex plas-
mas. Their role is still waiting to be analyzed. Both the
Kordeveg–de Vrees and the Boussinesq equations will
be different in complex plasmas as compared to ordi-
nary plasmas. A full analysis of this problem is still
lacking. In ordinary plasmas, cubic nonlinearities
describe the modulational interactions. In the future,
the full cubic responses in complex plasmas should be
found and analyzed. At present, the only fragmentary
investigations in this field cannot provide a full under-
standing of the effects that can be encountered in cubic
complex plasma responses.

2.2.3. Development of the theory of complex plas-
mas in strong magnetic fields. The theory of a com-
plex plasma in a strong magnetic field has only started
to be developed. The first major problems are related to
the charging and screening of grains in a magnetic field.
In [81], only some estimates for the charging cross sec-
tion in the presence of a magnetic field are given for the
limit in which the electron gyroradius is much less than
the electron collection radius and for the case in which
the ion gyroradius is much less than the ion collection
radius. All intermediate cases should be investigated
numerically. Further development is related to a more
detailed investigation of the collective dust–dust attrac-
tion in the presence of a strong magnetic field. This will
give an indication of the possible change of crystal
structures by the magnetic field and will be one basis
for the investigation of collective self-organized struc-
tures in a strong magnetic field.

2.2.4. Scaling invariance and phase transitions in
complex plasmas. It is well known that, in the transi-
tion to the strongly correlated state in ordinary matter,
fluctuations increase substantially and the scaling laws
describing them can be obtained theoretically and have
been confirmed experimentally [87]. One could expect
that, for complex plasmas, fluctuations close to the
transition will also substantially increase, but the possi-
bility of using scaling lows is questionable since the
system is open and the free energy concept is inapplica-
ble. The whole problem must be reconsidered, and this
has not yet been done. The lack of a concept of free
energy was clearly demonstrated above in calculating
the collective attraction forces. Also, the Landau
approach for phase transitions using the expansion of
the free energy close to the transition point is question-
able. If one finds some parameter similar to the param-
eter of order in the Landau concept, then this parameter
in complex plasmas should depend on the type of the
source. The new trends can be seen from the universal
instability of DAWs found in [86]. The investigations in
[86] were made only for the linear stage of instability.
This instability has a peculiar property of exciting an
almost singular mode. Since the excited “structure” is
simply sinusoidal, one can expect that, on the nonlinear
stage, it will correspond to a single nonlinear mode.
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The amplitude of this mode can probably serve as a
Landau parameter for the phase transition. Investiga-
tions can then proceed by the scheme of the scale-
invariance approach. The final aim of these investiga-
tions is to study the pair correlation function.

2.3. Applications

2.3.1. Technological and industrial applications.
The treatment of surfaces using plasmas is very much
developed in industrial applications. These include the
coating of surfaces with thin films and plasma etching
for the production of computer chips. The physical pro-
cesses in these different experiments can be quite simi-
lar.

We consider here plasma RF etching, which seems
to be one of the processes with the greatest practical
importance.

(i) Dust Clouds in Etching Devices

Investigation of the formation of dust clouds in the
processes of plasma etching was begun in [74, 88–92]
(originally in [89, 90]), where laser scattering from dust
in the etching chamber was used to detect dust clouds
levitating above the etching wafers. It was soon con-
firmed that these clouds are an inevitable consequence
of the etching procedure, where the etching material
forms droplets or dust grains at the surface of the wafer.
They become charged at the surface of the etching sam-
ple, and the electric force of the sheath then lifts the
dust grains above the surface and the grains start to lev-
itate in the electric field of the sheath close to the sur-
face. The density of dust grains in the levitating cloud
increase continuously until the interaction between
them becomes strong and they often form a dust liquid
cloud. The first proof that such a dust cloud can in fact

Fig. 26. Dust structure observed in etching experiments.
be plasma–dust liquid drops was given in [76]. The
cloud levitating above the etching sample can have a
rather complicated shape (see Fig. 26).

The size of the grains in the cloud continuously
increases during the etching process [91]. It was shown
in [92] that the etching products injected into the
plasma volume during etching can also form layered
structures in which each layer is similar to some kind of
a 2D plasma crystal. The structure and the particle sep-
arations, however, may vary from one layer to another
so that the size of the dust grains decreases with height.
The difference between the conditions for etching and
dust experiments on plasma crystals is that the dust
cloud is composed from grains with different sizes and
that the dust density (at least at first stages of etching)
is several orders of magnitude larger that in plasma
crystal experiments. The dust is formed in etching by
natural processes, and, in view of specific practical
aspects, there are only a few possibilities for changing
devices and performing diagnostics. The dust can
finally fall on the etching sample and spoil the product.
In [92] it was observed that the fall of the dust grain can
be catastrophic in a sense that the dust cloud, after con-
tinuously growing, suddenly falls as a whole on the
sample. Sometimes the largest grains start to be con-
centrated on the lowest layer and form a continuous
“rain” of dust grains on the sample surface.

The formation of these structures is inevitable and
undesirable as natural contamination in the production
procedure. We will give only a general description of
the problem and briefly discuss some important princi-
pal points, not only for etching, but also for many other
experimental devices in which low-temperature plas-
mas come into contact and interact with the surfaces
surrounding the discharge volume.

(ii) Formation of Dust Grains in Etching Devices

The formation of dust grains in low-temperature
plasmas appears to be a common phenomenon. The dis-
covery of the presence of dust grains in the low-temper-
ature plasmas of gas discharges was made as early as
1924 in the pioneering work by Langmuir [93]. The
most detailed and recent investigation on the role of
dust grains in the positive columns of gas discharges
was performed in [94]. At present, it has been con-
firmed that most low-pressure plasma discharges con-
tain a relatively large, well confined dust component.
This confinement is due to the appearance of negative
charges on dust grains having the floating potential, as
well as to the presence of negative charges on the wall
of the discharge chamber. The appearance of the latter
has the same cause. The potential barrier between the
volume and the wall for electrons is approximately Te

(in energy units), but for dust grains with a charge Zde,
this potential barrier will be ZdTe. As a rule, the dust
grains quickly lose their kinetic energy in collisions
with neutrals, the density of which in a low-temperature
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plasma is usually five to six orders of magnitude larger
than the density of electrons or ions. The condition for
dust confinement, ZdTe > Tn ≈ Ti, is rather well satisfied
in gas discharges. The source of dust grains is the evap-
oration of macroparticles from the surface of the dis-
charge chamber. This serves as a source of dust grains
in any discharge, not only those invented for etching,
though for etching, this source is much more efficient.
Let us describe in a very rough and simple manner the
principle of the etching mechanism used in most indus-
trial installations for the formation of computer micro-
circuits. As was mentioned above, the double layer
formed in a gas discharge close to the wall (and also
close to the wafer used for etching) repels the electrons
and accelerates the ions. The ions traversing the double
layer cross the potential difference on the order of the
electron temperature, which is much higher than the ion
temperature; i.e. the ions receive energy comparable to
the electron temperature. The sample for etching has a
mask, and the ions (of the naturally appearing ion flux)
approaching the sample and bombarding it should cre-
ate a local temperature on the order of that necessary
for melding the material of the sample. This inevitably
leads to evaporation and the injection of nonspherical
fragments of the etchant into the plasma volume. The
physics of the appearance of the ion flux is the same as
that leading to the formation of the double layer and the
levitation of dust grains. Also, the processes of elec-
trode erosion contribute to the injection of macroparti-
cles into the plasma volume.

This makes a huge difference with ordinary gas dis-
charges. The rate of dust injection depends substan-
tially on the properties of the surface, e.g., on its chem-
ical composition and temperature. These parameters
can change during the discharge. In etching, chemical
processes and the chemical formation of dust clusters
also play an important role [91].

In the process of etching, there exist two sources of
dust grains. The first of these is related to the oversatu-
ration of vapors of the materials used for etching within
the discharge volume. This results in the creation of
microdrops. As a rule, in chemically active mixtures,
dust grains may be born by chemical reactions. The
other source of dust grains is the process of etching
itself.

(iii) Stages of Dust Growth

Laser scattering [95, 96] can be used to detect dust
grains from a size of 0.01 µm, but the more practicable
and most widely used methods for detecting dust grains
start to operate from a size of 0.1 µm. Starting from this
size, one can follow the evolution of the dust grains and
answer the question of whether they are growing or not.
The general answer is that they are almost always grow-
ing, but the stage of growth depends on the rate of injec-
tion of new dust grains and the agglomeration of
smaller grains into larger ones. The etching time is usu-
ally much longer than the agglomeration time, and the
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dust grains can grow during the etching up to a size vis-
ible to the naked eye.

The mechanism for the growth of dust grains is not
well understood, but obviously consists of several
stages. The first is the simple Brownian motion of
chemical fragments and the formation of clusters of,
say, about 100 molecules. This stage was investigated
in detail experimentally [96, 97]. The process then con-
tinues as grain agglomeration [97]. As the dust grain
size increases, the charging process begins and the
Coulomb repulsion prevents further agglomerations
[97]. The first stage of agglomeration of small dust
grains with small dust charges can be described in
terms of noncollective dust attraction [98], although
estimates show that the role of collective attraction can
be also important [2]. The collective attraction is pro-
portional to the parameter P = ndZd/ni squared. In the
stage of the agglomeration of small grains, it is more
convenient to use another parameter, P' = ndZd/ne ,
which is usually estimated to be 103–104. Since
P' = P/(1 – P), the parameter P in this stage of dust
growth is very close to unity; this certainly indicates
that collective attraction dominates. It is therefore very
probable that the collective attraction of dust grains is
responsible for the observed first stage of dust agglom-
eration. More detailed investigation of this problem still
need to be performed. As was mentioned above, an
increase in the dust size and, therefore, an increase in
the dust charge stops the agglomeration and the dust
starts to grow rather slowly due to the recombination of
electrons and ions on the grains, which leads to the dep-
osition of the material onto the surfaces of dust grains.
This process is an inevitable factor related to the ion
and electron fluxes appearing from the adjustment of
the potential of a dust grain to that of the floating poten-
tial; this leads to the appearance of charge on the dust
grains. According to the OL approach, the ion thermal
flux is larger than the geometrical ion flux by approxi-
mately 2.1Te/Ti ≈ 102, which is sufficient to explain the
observed growth rate of dust grains in the stage in
which the agglomeration has already become ineffi-
cient. The characteristic time of dust growth is on the
order of a few seconds, which is rather short compared
to the duration of the etching processes. The observa-
tions indicate that, at these times from the start of the
etching process, the measured dust density is already as
high as 108 cm–3 and the grain size is about 0.1 µm. This
value of the dust density is at least four orders of mag-
nitude larger than in the experiments of plasma–dust
crystals. Therefore, the ratio of ndZd to ne is much
higher than that in the previously discussed experi-
ments on plasma–dust crystals, P ≈ 104–102, so the col-
lective effects introduced by the dust are much stronger.
The subsequent growth of dust grains can appear as an
interchange between the processes of material deposi-
tion and dust particle agglomeration. A detailed physi-
cal understanding of these processes is still lacking. It
is only known that dust grains always continue to grow
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and that they can become, in some stages, perfectly
spherical, starting from completely nonspherical
shapes, and can, in other stages, form fractal-like struc-
tures, probably due to dust agglomeration. After the
growth of dust grains due to the deposition of material
on their surfaces, another agglomeration stage can
often occur. In this stage, the grains often form fractal
structures and look like cauliflowers (see Fig. 27).

Most experiments find the appearance of such struc-
tures in the final stages of etching. When dust grains are
large, both the collective and noncollective attraction of
grains can become larger than the Coulomb repulsion.
Noncollective attraction was used in [98, 99] to obtain
a criterion for dust agglomeration. One of the most
important effects in noncollective attraction is that
related to the bombardment of dust grains by neutral
atoms [100], but collective attraction [85] can also be
very efficient. Both effects are proportional to the
square of the dust size and, as soon as this size exceeds
the threshold value (dust grows for example due to the
material deposition process), collective agglomeration
can start to operate. Thus, agglomeration can occur
either for small dust charges, when the Coulomb repul-
sion is not able to compete with chemical forces, or for
large charges and large sizes, when collective attraction
starts to dominate the Coulomb forces.

(iv) The Computer Industry

We should mention one practical aspect of the prob-
lem of dust agglomeration: it is the main obstacle to the
production of high-quality computer microcircuits. For
a long time, this was the main problem hindering the
further miniaturization of computers. A review of the

Fig. 27. Cauliflower dust grain observed in etching experi-
ments.
results concerning the struggle with this problem until
1994 is given in [101]. In 1999, some progress was
made by using the physical properties of dust clouds,
namely, the increase in dust–dust interaction with
increasing grain size. One could hope that, as soon as
this interaction converts the dust cloud into a liquid
state and the cloud becomes a liquid drop, the dust
cloud can be taken away by inclining the installation,
i.e., in the same way as water can be taken off a plate by
inclining it. This means the use of the gravity force in
an intermediately (not very strongly) coupled state.
Another possibility is to use the thermophoretic force,
which can be comparable to the gravity force. Finally,
a very efficient method is the use of electrostatic clean-
ers devised in [102]. For microelectronics, the contam-
ination by dust in the etching industry is now under
control only for relatively large dust grains (a > 0.1 µm)
[103]. However, computer technology is developing
fast in the ways of miniaturizing computers, and the
electronics industry will require in the future that
smaller and smaller dust grains be removed from the
processing region to avoid the contamination of etching
wafers. For dust production and wafer contamination
during etching, a crucial role is played by the inhomo-
geneity of influx from plasma to the substrate, as was
pointed out in [104].

2.3.2. Powder production and materials science.
Dusty plasma technology allows one to produce pow-
ders of very small size grains (in the range of nanome-
ters) that can be rather uniform in size and can have the
desired chemical properties [103]. These grains can be
used in active surface catalysis. Surface catalysis is a
very efficient process because the larger the total sur-
face in the given volume, the larger the catalytic effect.
An increase in the surface area can be achieved by dis-
persing the material into a large amount of small dust
grains. This technology is very efficient and promising
for industrial applications. Dust grains can also be used
in the modern technology of composite materials [105].
The coating of grains with desired materials can have
many applications, in the perfume industry among oth-
ers [103]. Dust grains can be used to produce thin films
on the surfaces. The growth of diamonds as dust grains
in plasma is a rapidly developing technique [106]. This
leads to problems in the surface processing of dust
grains [107, 108] and in producing grains with desired
surface properties. For these purposes, the industry
requires a good understanding of dust–plasma interac-
tions, particularly of the heat exchange between plasma
and dust. Ferromagnetic iron dust grains can be used to
coat surfaces. Nanostructured composite films can only
be produced using dusty plasma technology. Another
method for producing nanostructures is the coating of
surfaces with plasma monolayer crystals. Carbon nan-
otubes can be exposed in plasma to implant atoms into
nanotubes and form new materials [109]. Thus, the
physics of dusty plasmas and complex plasmas has
started to play a key role in materials science and sur-
face processing technology [103, 108].
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2.3.3. Dust in fusion devices. The wall conditions
in fusion devices differ from those in devices for
plasma etching; however, near the wall, the temperature
can still be sufficiently low for long-term dust survival.
The thermal flux onto the wall is rather high, which can
lead not only to the evaporation of the thin films coating
the wall, but can destroy them and create a flux of flakes
from the wall. The temperature at the wall can even be
lower than in low-temperature industrial devices due to
the radiation cooling of plasma. In particular, this
occurs in the so-called detached regions, where the
thermal flux onto the wall is almost completely con-
verted into a radiation flux. In these near-wall regions,
the temperature can be as low as 0.5 eV. One should
expect under these conditions not only survival of the
dust produced by the wall but also its levitation in the
electric field of the wall sheath. The wall conditions in
fusion devices, the temperature profiles, the influence
of a thin film covering the wall (the so-called boroniza-
tion and carbonization of the wall surface) is described
in detail in [110] (see also [111]).

Thus, the question arises as to whether dust is really
produced at the walls of fusion devices, how long it sur-
vives, and what are its characteristics? It was found that
dust grains are present in any fusion device and that
they can be collected after many discharges. Their size
ranges between a few nm to 0.1 µm. For several hun-
dred discharges, their total mass is estimated to be
about 100 g [112]. Recent investigations have shown
that, in fusion devices, dust is created in every dis-
charge and is produced in especially large amounts in
the so-called disruption phases, where the plasma flux
onto the wall is rather high—on the order of the flux
that is expected in future fusion devices such as the
ITER [113]. Dust grains collected after many dis-
charges differ in size, and one can often find dust
agglomerates (see Fig. 28). It is unlikely that these
agglomerates could be formed in a single discharge
since the estimated time of the formation of an agglom-
erate is much larger than the discharge duration. This
indicates that dust grains can grow from discharge to
discharge, being attached to the wall between the dis-
charges and levitating in the sheath field during dis-
charges.

In existing fusion devices, dust does not play a
major role, although it can influence the start-up phase
of a discharge and control the rate of impurities injected
into the discharge. Dust can play a more important role
close to the limiters and in the detached regions. In
future fusion devices such as the ITER, dust can be a
major problem because of the much larger flux onto the
wall due both to the much longer time of operation to
the radioactivity of the dust grains [112]. Wall erosion
is well-established phenomenon and is directly related
to dust formation. Unipolar arcs at the surface are also
well known in fusion devices; in principle, they can
produce dust structures of certain complicated shapes,
such as the well-known carbon nanotubes. It has been
claimed that such nanotubes were observed in toka-
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maks [114]. It is known that nanotubes are efficiently
produced in arc discharges and that unipolar arcs oper-
ate in fusion discharges. Thus, the presence of nano-
tubes as dust grains during a discharge is quite possible.
The observations of [114] are indirect, and nanotubes
were not collected after discharges; thus, they could
somehow be destroyed at the end of a discharge. Obser-
vations show that many dust grains collected after a dis-
charge have strong magnetic properties, although no
magnetic materials were used to coat or treat the sur-
face. This means that magnetic dust is created during
discharges. On the other hand, high-power loading dur-
ing disruptions or in the edge localized modes leads to
the evaporation of wall films, and the dust grains are
known to efficiently grow from such oversaturated
vapors. These grains can coagulate due to the collective
or noncollective attraction described in [2]. The average
size of the agglomerates of grains observed in fusion
devices after coagulation is about 0.1 µm. The mecha-
nism for the dust growth in the case of high-power load-
ing can be checked by repeatedly exposing a carbon
material using high-power electron gun as in [85]. The
average power to which the carbon material was
exposed was about 1 GW/m2 and the evidence of the
formation of fullerene-like materials was fixed, as well
as the formation of dust agglomerates. It is known that
fullerenes (at the periphery) and carbon nanotubes (at
the center) can be produced in the same arc discharge.
Therefore, this observation serves as an independent
argument for the possible presence of nanotube dust
structures close to the wall of a fusion device [114]. The
formation of magnetic dust close to the wall is of spe-
cial interest both from the general physical point of

0.1 mm

Fig. 28. Dust created by many shots in tokamak fusion
devices.



856 TSYTOVICH et al.
view and for the problem of the start-up phase of fusion
discharges, when the magnetic dust collected in mini-
mum-B regions can act as an impurity source raising
the emission rates. In future fusion devices, the main
concern is the radioactivity of dust [111–113]. This
result in many safety problems for future fusion
devices. A new technique of dust removal during a dis-
charge should probably be used [108, 113].

2.3.4. Dust cluster laser fusion. After plasma con-
densation into cluster and grains, the material can be
exposed to a very strong laser radiation. The same can
be performed for single-layer plasma crystals or dust
clusters confined externally in a parabolic potential
well [115–118]. After irradiating by a laser, each grain
explodes, evaporates, and forms a fast expanding cloud.
Electrons heated up to 0.5 MeV act on ions by ambipo-
lar force, thereby increasing their energy above the
nuclear reaction threshold. Each expanding cloud,
being initially packed closely, has a nuclear density
large enough to produce nuclear reactions. The laser
absorption rate is larger for the material formed by clus-
ters or plasma crystals than for ordinary dense matter.
This method is being considered for the creation of a
future fast neutron source and a new table-sized fusion
device.

2.4. Environmental Applications

2.4.1. Dust exhausts. Environmental applications
for the new field of complex plasmas are related to the
possibility of removing dust from industrial exhausts.
Most exhausts are dust injected into the atmosphere.
Before injection, the dust can be charged by applying a
high voltage and initiating a glow discharge at atmo-
spheric pressure. If one succeeds in making this dust
interact strongly to form a strongly correlated state, one
has the opportunity to use dust cleaners to remove the
dust. For industry, it is possible to use the newly found
dust properties to cleanse exhausts. Such applications
are rapidly developing [119]. However, real success is
not yet foreseen in the near future for this to be an effi-
cient industrial technique.

2.4.2. Atmospheric physics. Many physical phe-
nomena in the atmosphere are related to dust. We list
only some of them:

(i) The physics of thunderstorms are related to vapor
condensation on dust grains.

(ii) Lightning is mainly related to the charges
appearing on dust grains.

(iii) Tornados appear as large air vortices with the
significant inclusion of dust grains.

(iv) Dust in the upper atmosphere (at altitudes of
about 80–90 km) was first observed long ago by radar
echoes. This phenomenon, which was named PMSE
(Polar Mesopause Summer Echoes) [120], was proven
to be related to the reflection of signals by dust clouds
[121]. At present, it has been proven by direct rocket
measurements that these clouds are dust clouds [122]
(referred to as noctilucent clouds). The source of dust
can be of meteoric, volcanic, or pollution origin. The
most worrying observation is the continuous increase
of dust density in these clouds; this could indicate that
pollution is the main source of dust in these clouds. The
most intensive formation of these dust clouds in sum-
mer is related to the appearance of a temperature mini-
mum at these altitudes during the season. In [121], the
enhanced scattering by a dust cloud was explained by
the formation of an electron cloud shielding dust
grains. This mechanism was believed for a long time to
be the major mechanism for the enhancement of
reflected radar signals. The latest data [122] indicate
that an instability related to dust can create a large-scale
electron inhomogeneity. A recent approach to treating
this instability was made in [123].

(v) Ozone layer physics are closely related to dust in
the upper atmosphere because the depletion of hetero-
genic ozone on the surface of dust grain is much more
efficient than the volume depletion. Ozone depletion
occurs mainly on the surface of agglomerates of ice
with the inclusion of chlorine molecules. The ozone
layer is rather wide: its density is maximal at an altitude
of 30 km, and it spreads up to 50–80 km, where ioniza-
tion plays an important role. Physics and chemistry, as
well as complex plasma physics, should be applied in a
self-consistent manner to treat the problem of ozone
layer depletion.

(vi) There are indications that the global warming
effect is related to solar cosmic ray activity. Cosmic
rays produce the seeds that start chemical chains ending
with molecule agglomerates. The latter serve as seeds
for water vapor condensation, which determines the
level of clouds in the atmosphere and, therefore, the
global warming effect.

The above list shows that the complex plasma phys-
ics can play an important role in crucial environmental
problems.

2.5. Astrophysical Applications

2.5.1. Dust in interstellar media. Dust in space is a
very old subject for investigation. The physics of inter-
stellar media are mainly the physics of the emission and
scattering of light by dust grains [124, 125]. Very
important information about interstellar media can be
obtained from the line emission of the solid material of
grains. Scattering by grains of different shapes also
gives important information about the structure of mag-
netic fields in interstellar media since it is believed that
nonspherical grains are aligned in the direction of the
interstellar magnetic field. From the line emission of
interstellar dust, it is possible to find the material com-
position of the dust grains. This also provides informa-
tion on the chemical processes occurring in the inter-
stellar medium. Not only minerals but also many
organic materials have been found to be present in
interstellar gas. Interstellar gas is very inhomogeneous
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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in density and temperature: there are the so-called HII
regions with large electron temperatures (5–10 eV) and
a gas density of about 0.01–0.1 cm–3 and the so-called
HI regions with much lower temperatures (about
10−5 eV, or 5–10 K). It is believed that the hot regions
are related to the remnants of supernova explosions.
The many shocks related to these explosions heat the
gas. The product of the temperature and the gas density
in both regions is almost the same. In the cold regions,
so-called dust–molecular clouds exist. In these clouds,
hydrogen is in the atomic state (not ionized). It recom-
bines on the dust surfaces, forming molecules, which is
why these clouds are called dust–molecular clouds.
This recombination is most efficient not in the volume
but on the surface of dust grains. The molecules pro-
duced as a result of the recombination process either
leave the grains or are attached to the grains, thereby
increasing their size. Thus, the process of recombina-
tion has two important aspects: the growth of dust
grains with increasing recombination efficiency and the
existence of a source of molecules in the clouds. The
conventional view of grain growth in dust–molecular
clouds is one based on the effect of accretion: the con-
densation of nuclei containing a small number of atoms
being bound together by the van der Waals and chemi-
cal forces. They grow via the sticking of atoms and their
attachment to the surface [125]. This first stage of the
Brownian motion–driven dust growth has been consid-
ered in detail both theoretically and numerically [126–
128] and was recently confirmed by microgravity
experiments [129]. This model was also used to explain
the slow growth of dust grains in dust–molecular clouds
to a size of about 0.1 µm on time scales of 106–
109 years. The further growth of dust grains by accre-
tion is hampered by a number of effects, including the
decrease in the sticking probability with increasing
grain size, the density and temperature of the ambient
neutrals and plasma, and the temperature of the dust
grains themselves. The high temperature of grains pre-
vents their further growth. This point of view has been
accepted by the majority of the astrophysical commu-
nity and has long been an astrophysical paradigm, ever
since the detailed investigation made in [130] on the
attachment and detachment probabilities in a low-tem-
perature molecular neutral gas. The concept of slow
dust growth has also been accepted for other astrophys-
ical problems, such as the formation of stars [126].
Note that recent astrophysical observations contradict
this paradigm.

2.5.2. Dust agglomeration in space. Important
recent observations [127] of circumstellar dust shells
around long-period variables [131] demonstrate that
dust formation takes place on a time scale of tens of
years. The winds of these C-stars so efficiently pro-
duces dust that the circumstellar dust shell totally
obscures the central object (star). Multiple dust shells
in the form of circumstellar structures are also
observed. Given the rate of production of multiple
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
shell-like structures, one can propose a new process of
dust formation, namely, agglomeration in space. An
important feature of the light curve from supernova
SN1987A is a break at about 500 to 600 days, coinci-
dent with an increase in the infrared flux and an
increase in the absorption of the red-shifted emission
lines [132]. These observations confirm the formation
of dust within the supernova ejection after about
500 days. The dust in interstellar space can be studied
using telescopes. Small particles of solid matter tend to
polarize light reflected and scattered by their surfaces.
Particles of about micron size appear brighter in for-
ward-scattered light than in back-scattered light.

Dust agglomeration due attraction shadow forces in
neutral gas [2] can be used to explain the observed phe-
nomenon. The conditions for outbursts, stellar winds,
and supernova explosions are different than those in
molecular clouds; in particular, the charged plasma
component can play an important role. In molecular
clouds, the collective and noncollective attraction of
dust grains [2] can also be important. The main differ-
ence between the conditions in outbursts and molecular
clouds is the absence of plasma heated to 3 × 104 K (the
degree of ionization by cosmic rays or radioactivity is
lower than 10–7, except for the boundaries illuminated
by UV radiation, resulting in the rapid growth of the
plasma density in certain stages). The presence of
plasma can considerably change the growth processes.
The dust grains in molecular clouds are not highly
charged (Zd is about 2–3), while in outbursts, the dust
charges can be large. The shadow attraction force can
be estimated in the same manner as in [2, 133]:

(74)

where a2/r2 is the solid angle, a is the dust size, r is the
distance separating dust grains, nT is the pressure of
either neutrals or ions (we can ignore electrons because
of their smaller mass), and A is the numerical factor
called the sticking coefficient. The value of the latter
depends strongly on the dust surface properties and can
vary from 10–4 to 1 (on average, 10–2). In the calcula-
tions, we previously [2] assumed for simplicity that the
dust grains have equal sizes. This is not true under
astrophysical conditions. The dust distribution over
sizes can be estimated as dnd(a)da ∝  1/aαda; observa-
tions indicate that α is about 3. In this case, we should
bear in mind that shadow force (74) is determined by
the largest size particles (since F ∝  a4). Equation (74)
is written for equal dust sizes and for the shadow pro-
duced by the neutral gas flux. Attraction can occur even
when the sticking coefficient is zero but the dust surface
temperature differs from the neutral gas temperature. If
a neutral atom during its contact with the surface has
sufficient time to be thermalized to the dust surface
temperature Tds and is emitted with the energy corre-
sponding to the dust surface temperature, the factor A in
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Eq. (74) is 1 – , where Tn is the neutral gas tem-
perature. Under the conditions often encountered in
space (when the dust is cooled by emission of radiation

with a rate πa2σSB , where σSB is the Stefan–Boltz-
mann constant), the value of A is close to unity. The
force given by Eq. (74) operates both in the presence
and absence of plasma. In the presence of plasma, the
force due to the ion and neutral flux should be com-
pared to the Coulomb force between two dust grains:

(75)

where (as before [1–3]) z = Zde2/aTe is the dimensionless

dust charge on the order of 1–2 and λDe = 
is the electron Debye radius. A comparison of Eqs. (74)
and (75) demonstrates that, for r ! λDe, the bombard-
ment force by ions is lower than the Coulomb repulsive

force by a factor of 4 . For r @ λDe, the Cou-
lomb force is screened, while the attractive shadow
force is not; this can lead to the contraction of the dust
cloud until the intergrain distance is comparable to ten
Debye radii. For distances larger than the Debye radius,
the ion noncollective bombardment attraction [2] can
dominate the Coulomb repulsion and should be added
to the effect related to gas particle bombardment
attraction.

For outbursts of carbon-rich stars, where nn .
1010 cm–3, ni is on order of nn, and Te ~ 1 eV (which cor-
responds to the Debye radius between 100 and 1000 µm,
attraction can occur between two equally charged
grains. For r ~ λDe, the repulsive force can overcome the
attractive force, thus forming an attractive potential
well with a potential given by

. (76)

A dust molecule is formed if

(77)

where Td is the dust kinetic temperature (not the dust
surface temperature). In the regions where dust is
cooled by emission of radiation, this condition can eas-
ily be satisfied. For ni ~ 1010 cm–3, λDe ~ 10–2 cm (i.e.,
r ~ 103 µm and a ~ 1 µm), Eq. (77) results in Td < Tez2 ~
10Te, which is easily satisfied in carbon-rich star out-
bursts [131].

In dust molecular clouds, λDe is very large and the
degree of ionization is very low; however, cosmic rays
produce ionization such that ni/nd ~ 10–6–10–8. The lat-
ter ratio is only about one order of magnitude less than
in laboratory experiments. In most laboratory experi-
ments, the neutral and ion shadow forces are of the
same order of magnitude and give rise to second and
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fourth stages of agglomeration. In dust–molecular
clouds, if the dust is not radioactive, the main attraction
force is determined by the neutral flux, and Eq. (74) can
be used when the dust surface temperature is lower than
the gas temperature due to radiative cooling. The phe-
nomenon of dust agglomeration caused by dust attrac-
tion due to the neutral particle flux (especially, the for-
mation of dust–molecular clouds) has not been much
investigated, but it can apparently operate efficiently in
the range of temperatures above the critical temperature
(10–80 K). For higher temperatures, this serves as the
main mechanism for the dust growth. The agglomera-
tion time can be estimated by taking into account the
relative number of particles in phase space with ener-
gies lower than the attraction potential well:

(78)

Since the force acting between two dust grains is
directed along the straight line connecting this grains,
the characteristic agglomeration time can be estimated
as the time needed for the dust grain to cover the inter-
grain distance. Then, as a direct consequence of
Eq. (78), we have

(79)

For a ~ 1 µm, Td ~ 100 K, nd ~ 10–3 cm–3, we find that
the time τaggl is about 109 s .30 years.

2.5.3. Protostars: Star formation. The regions
where stars are formed are usually regions with
enhanced gas density in which gravitational collapse
can start to form a protostar. Theoretical investigations
and observations show that the gas density in galaxies
is inhomogeneous and often forms spiral arms with an
enhanced gas density [125, 134–137]. However, this
enhancement is no larger than 5%. Therefore, at
present, the model of star formation in galaxy arms is
attributed to shocks propagating in a dust cloud. Stars
are formed in dust-reach regions and mainly from the
dust material. The primary gas condensation that is
important for star formation and for the initiation of
gravitational collapse could be due to the attraction
shadow forces discussed in the previous section. The
shadow force also creates a gravitational-like instabil-
ity. The dispersion relationship for the agglomeration
instability of the dust component can easily be written
using the dispersion relationship for the Jean’s instabil-
ity, in which the gravity force is replaced with the
shadow force:

dmd

dt
---------- 2mdv dnd

1
3
--- V

Td

----- 
 

3
2
---

, v d

Td

md

------.= =

1
τaggl
---------  . 

Td

md

------nd

1
3
--- Tenia

2λDez
2

Td

----------------------------- 
 

3/2

.

ω2
k

2
v s

2
Geff ndmd,–=
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004



COMPLEX PLASMAS IV: THEORETICAL APPROACHES TO COMPLEX PLASMAS 859
where according to Eq. (75),

(80)

and

if nnTn @ ndTd. Although the attraction forces act only
on dust grains, the expression for v s corresponds to the
sound speed at frequencies much lower than the dust–
neutral collision frequency [138]. The corresponding
Jeans length is determined by the relation

(81)

For a ~ 1 µm and nd ~ 10–3 cm–3, we have L ~
1011 cm; i.e., dust clumps with a size on the order of
1011–1012 cm are formed.

Since these clumps are much smaller than the Jeans
length for gravitational collapse, they should precede
stellar and planetary formation. It could be envisaged
that a clump forming through this mechanism will
evolve to larger and larger scales up to the Jeans length,
the structures being similar and scale invariant at each
stage. These structures are a result of the self-organiza-
tion found in complex physical systems. They can col-
lapse, forming structures from asteroids to stars, the
formation of which still can be related to additional
compression produced by shock waves. The character-
istic time for a Jeans-like instability to develop is the
same as the agglomeration instability time scale [133]

(82)

which, for nd ~ 10–3 cm–3, nn ~ 103 cm–3, Tn ~ 50 K, and
a ~ 1−3 µm, is

τag.inst ~ 10–100 years.

This time is three orders of magnitude shorter than
the Jeans gravitational collapse time, and the Jeans
length is larger by 103. The result is the a clumpy struc-
ture that is often observed in dust–molecular clouds.
Investigations similar to those sketched here can be the
subject of future, more detailed models of star forma-
tion.

2.5.4. Planetary rings. The physics of planetary
rings is a broad field of research. The dust grains in the
rings have a wide size distribution. The previous theory
and the estimates of the elementary processes in dusty
plasmas were given for monosize dust grains. Future
theoretical investigations in their application to astro-
physical problems and especially to the problems of
planetary rings should proceed to the generalization of
the theory of the elementary complex plasma processes
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for the case of grains distributed over sizes. The first
efforts in this direction were already made in [139,
140], but the whole problem is far from the stage of
being applied to astrophysical problems. The problem
of planetary rings serves as a rather good illustration of
the trends in this field and the investigations that need
to be performed (see [119, 140–142]).

The largest rings of Saturn and Jupiter consist of
stones with a maximum size on the order of 3 m. From
the point of view of complex plasma physics, these
stones are dust grains, since their size is much less than
the Debye length, which here is on the order of 0.1–
1 km. However, the main question is whether these
“grains” are ruled by gravity forces or by the self-con-
sistent forces in complex plasmas, such as the drag
force, ram flux force, etc. An important point is that
each planetary ring consists of grains of different sizes
and different rings are characterized by different maxi-
mum grain sizes. Thus, for some of the tiny and rather
thick outer rings of Saturn, the complex plasma effects
could dominate, while for large inner rings, the gravity
forces could dominate. Unfortunately, the present-day
theory of complex plasma is still not generalized for the
case where the complex plasma contains a spectrum of
dust grains of different size, which is actually needed
for studying the planetary ring problems as well as
many other astrophysical problems. The first efforts in
this direction were already made in [142]. The role of
gravity in the problems of planetary rings is somewhat
similar to the problems of the Earth’s gravity in labora-
tory experiments with complex plasmas. However,
even in cases where the gravity effects are large, they
can be cancelled out due to the balance between the
gravity forces and the centrifugal forces acting on a sin-
gle dust grain in a planetary ring. This balance of forces
is analogous to the balance of the gravity and electrical
forces in ground-based laboratory experiments with
complex plasmas. As in laboratory experiments where
the forces in the direction perpendicular to the gravity
are not much affected, the forces perpendicular to the
ring plane in a planetary ring can be determined by the
collective complex plasma effects such as the ram flux
pressure, drag force, etc. To investigate these effects in
future, it will be necessary to find the forces averaged
over the circular Keplerian motion of grains, which to
some extent plays a role of an effective magnetic field.
Such a program has not yet been started, but only inves-
tigations like these can lead to a deeper physical under-
standing of the reasons why the observed planetary
rings are so thin, what the collective waves are that can
propagate in the rings, etc. The latter is very important
from the point of view of the interpretation of the Mach
cones produced by large stones in the rings [119],
which are expected to be used as a tool for investigating
ring properties. These investigations will be similar to
those in laboratory observations of Mach cones [3];
however, one difference could be in the type of modes
that will be excited. The conclusions that could be made
in the future from these kinds of observations will
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depend strongly on the type of the mode excited in a
ring. If the wavelength of the excited modes is compa-
rable to the thickness of the planetary ring, these modes
will be closer to the surface modes, and their dispersion
could be quite different from the dispersion of the DAW
modes.

2.5.5. Cometary tails and cometary interactions
with the atmospheres of planets. Comets emit large
clouds of dust that interacts with the solar wind. At
present, it is not clear whether dust drift instabilities are
the main subject of interest in this area or if other types
of collective instabilities are also important. The pene-
tration of a comet’s substance into planetary atmo-
spheres creates dust clouds, which then produce enor-
mous structures that emit and scatter light [143].

2.5.6. Acceleration of grains in space: Relativistic
dust grains as cosmic rays of the highest energies.
Grain acceleration can be produced by subsequent col-
lisions with shocks in the interstellar media only in
cases where the grains do not lose their charge while
being accelerated to high velocities [144–149]. The
accelerated grain will then propagate in the dilute inter-
stellar plasma (with a density of no higher than 1 cm–3).
However, in the course of acceleration, a dust grain
should cover a rather large distance. It is easy to solve
the charging equation for fast moving grains and find
that, for a grain with a size of 2 µm and velocity higher
than 0.1c (where c is the speed of light), electrons can-
not be attached to the grain since the stopping length of
these electrons in the frame of the grain is larger than
the grain size. A charge balance will be impossible and
grains with velocities higher than 0.1c will be not
charged (see also [150, 151]. Therefore, if one accepts

Fig. 29. Sharp dust boundary cloud of the Eagle nebula in
space.
the shock wave acceleration mechanism, one must con-
clude that the grains cannot be accelerated to relativis-
tic velocities because they will lose their charge before
their velocity becomes close to the speed of light, and
they will not interact with the magnetic field of the
shock, which is necessary to produce further accelera-
tion. The only mechanism that can produce relativistic
grains in space is one that is not related to their charges:
This is radiative pressure, which can be large in the
regions close to supernova explosions. It is known that
supernovas occur in dust-rich regions. Therefore,
supernovas can produce bursts of relativistic grains.
The theory in [145] shows that the γ factor of a grain

(γ = ) can reach a value of 102–104. When
penetrating into a planetary atmosphere (particularly
into the Earth’s atmosphere) these grains can produce
cosmic ray showers. There have been attempts to
explain the observation of cosmic ray showers with the
highest observed energies on the order of 1021 eV as
being produced by relativistic grains. The main ques-
tion raised in [148] is whether such grains can even
reach the vicinity of the Earth in view of the influence
of solar radiation on their charges. When approaching
the Earth, these grains should be neutral. However,
solar radiation in the frame of these grains will be
X radiation and will efficiently produce photoelectrons.
The grains will be charged positively until the charge of
the grains disrupts it. The main problem is estimating
the distance to which a relativistic grain will be able to
approach the Earth from the side opposite the Sun
before disruption occurs. The numerical solution of this
problem given in [146] shows that grains with γ up to
104 will be able to reach the Earth. The spatial distribu-
tions of showers produced by such grains will be quite
different from those produced by a single proton with
the same energy. Specific features of the shower distri-
butions for these two cases can be observed by measur-
ing the showers from above with detectors installed on
a system of satellites.

Cosmic rays of the highest energies are the one of
the biggest puzzles of the universe because it is quite
difficult to find a mechanism for their acceleration in
near space (on the other hand, they cannot come from
large distances due to the cutoff caused by black-body
radiation).

2.5.7. Dust boundaries in space. It is of great
importance that dust clouds observed in space have
sharp boundaries, as they often have in laboratory
experiments. An example is the boundaries of planetary
rings or the noctilucent clouds that produce PMSE
radar scattering; this is important for ozone layer inves-
tigations. Most amazing are the recent observations of
the dust clouds that obscure a large part of the sky (Fig.
29); these clouds have very sharp boundaries and there
are indications of the process of star formation close to
these boundaries. The major theoretical problem is
understanding the physics of the formation of sharp
boundaries for clouds consisting of grains with the
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broad size distribution typical of dust clouds under
astrophysical conditions.

3. CONCLUDING REMARKS

In this review, we have tried to give a comprehensive
description of the present state of the art of a new, rap-
idly developing field of science: the physics of complex
plasmas. The first part of the review, “Complex Plasmas
as Unusual State of Matter” [1], was devoted to the
main physical differences of this state of matter from
ordinary matter. The aim of the second part, “Elemen-
tary Processes in Complex Plasmas” [2], was to give a
qualitative description and estimates that could be used
both in theory and in experiments and to derive explicit
expressions for the fundamental processes that occur in
complex plasmas. The third part, “Experiments on
Strong Coupling and Long-Range Correlations” [3],
described the recent experimental discoveries in this
field, while the fourth (present) part, “Theoretical
Approaches to Complex Plasmas: Applications,” is
devoted to the achievements in the theory and applica-
tions. We have concentrated mainly on the new physics,
with the applications being listed only at the end,
although from a practical point of view, the latter are
more important. A somewhat formal review of the
observed phenomenon in complex plasmas was pub-
lished recently in [152], where one in fact cannot find a
detailed analysis of the main new physical processes in
complex plasma (which, as we have explained in the
present review, was recently recognized as a quite
unusual state of matter). Thus, we have here placed the
main stress on the new physics involved.

In this review, we have shown that complex plasma
is not only an unusual state of matter with quite differ-
ent (from ordinary matter) physical properties and a
rather large area of application, but also that it is one of
the most rapidly developing fields of research in phys-
ics. The most important conclusion of this review is that
the parameters of state-of-the-art experiments on
plasma condensation and the formation of plasma crys-
tals correspond to those at which the new collective
interaction between grains operates. This interaction
not only provides the attraction potential minima that
result in the formation of molecules, but also explains
qualitatively the value of the critical parameter Γ for the
experimentally observed phase transitions. This classi-
cal binding is a completely new phenomenon since, in
ordinary matter, the chemical binding that leads to crys-
tal formation has a quantum nature (exchange interac-
tions). Future development of this field promises new
and important achievements in physics and applica-
tions.

We can also hypothesize that the formation of dust
structures with sharp boundaries has long occurred in
space and astrophysical plasmas and that these struc-
tures, being isolated and self-organized, compete for
food (i.e., for plasma). Plasma and dust are everywhere
in space. Competition between structures will inevita-
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
bly occur and become more and more sophisticated, in
which case it can be memorized. Plasma crystals are a
necessary element for starting the memorizing process.
If these structures have a crystal component in the cen-
ter (which is very probable), then memorizing will lead
to the evolution of and mutations in the structure much
faster than any biological evolution. In the event this
happens, this new “life” could have the “intention” of
miniaturizing itself down to the molecular level (as we
are at present miniaturizing computers) and should dis-
cover a biological life. The first step toward experimen-
tally checking these predictions is to investigate the
time dependence of dust structures in microgravity
experiments, to form several structures, and to observe
their evolution and possible competition when one
structure “eats” the other. If such a discovery is really
made, it could have great consequences for our future
life. The path of research in this direction must be
related to the interaction of different self-organized
structures in complex plasma and to the search for pos-
sible processes that are analogous to the competition in
and evolution of biological systems.
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Abstract—Results are presented from numerical investigations of the potential of a test charge in a plasma–
wall sheath. It is shown that like charges that are at the same distance from a floating electrode can attract one
another. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interaction between dust grains, which is
among the key issues in the physics of dusty plasma,
has been studied for many years. This interaction is
largely governed by the properties of the surrounding
medium. Thus, many laboratory experiments carried
out under terrestrial conditions are aimed at studying
ensembles of macroparticles (dust grains) levitating
above a horizontally positioned, negatively charged
electrode. In such experiments, the grains acquire a
negative charge, so that the gravity force is counterbal-
anced by the electric field in the plasma–wall sheath.
The details of different experiments and the discussion
of theoretical models can be found, e.g., in [1].

The first question that needs to be asked in studying
the interaction between the grains in the sheath is how
the potential is distributed around a fixed test charge. In
a linear approximation, this distribution is determined
by the static response function. In most of the models
used in the theory of dusty plasma, it is assumed that
the electrons in the sheath obey a Boltzmann distribu-
tion and the ions form an electrode-directed flow,
whose velocity is comparable to or higher than the ion
acoustic velocity. The potential of a test charge in an
infinite uniform plasma sheath has been studied both
analytically and numerically by many authors (see, e.g.,
[2–8]). This research has resulted in the following pic-
ture, which has been confirmed experimentally [6] and
is now generally accepted: in the horizontal direction
(i.e., across the ion flow) and upstream of the flow, the
potential decreases exponentially, whereas, down-
stream from the test charge, a Mach cone forms, within
which the potential oscillates in a complicated manner.
It should be noted that, although most of the theoretical
papers in this area have been aimed at studying super-
sonic ion flows, the dispersion law for ion acoustic
waves ensures that the Mach cone can also be formed
by subsonic flows (as in the case of waves on deep
water [9]). For a slightly nonuniform distribution of the
plasma parameters, an analogous pattern of the poten-
tial distribution has been recently obtained by Hou et
al. [10], who used the geometrical-optics approxima-
tion.
1063-780X/04/3010- $26.00 © 20865
It is clear that models in which the medium is
assumed to be infinite and uniform (or a slightly non-
uniform) can provide at best only a qualitative descrip-
tion of the plasma–wall sheath. The question about the
effect of the metal wall on the interaction between test
charges in a semi-infinite plasma was discussed in my
earlier paper [11], where the Green’s function of a point
charge was calculated for a plasma with an ion flow
directed perpendicular to the conducting wall. It was
shown that, in the case of a subsonic ion flow, the poten-
tial of a test charge that is at a certain distance from the
wall oscillates in the direction perpendicular to the ion
flow. These oscillations can be interpreted as the elec-
trostatic image of the Mach cone. Kourakis and Shukla
[12] carried out a more detailed numerical study of the
response function obtained in [11] and investigated the
influence of the related effect on the oscillations of a
dust plasma crystal.

The main drawback of the studies performed in [11,
12] is that, in those papers, the ion flow velocity and the
distance from the conducting wall were assumed to be
independent of one another. In fact, however, the ion
flow velocity at the position of the test charge is a well
defined function of its distance from the wall. In the
present work, an attempt is made to abandon the uni-
form medium approximation, thereby making it possi-
ble to investigate the potential of a test charge in a non-
uniform plasma sheath. The hydrodynamic model used
for this purpose is described in Section 2. Section 3
gives a typical example of an unperturbed distribution
of the plasma parameters near the wall. Linearized
equations for calculating the response function are
derived in Section 4, where the method for solving
them is also discussed. The results of numerical calcu-
lations are presented in Section 5. The analytical and
numerical results are compared in the Conclusion.

2. MODEL

Here, a weakly ionized plasma sheath near a con-
ducting wall is described by the following hydrody-
namic model, which is widely used in the theory of
004 MAIK “Nauka/Interperiodica”
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dusty plasma. The ions are described by the continuity
equation

(1)

Here, n(r) is the ion density; v(r) is the ion flow veloc-
ity; ne(r) is the electron density; and Z is the electron-
impact ionization rate, which is assumed to be indepen-
dent of the coordinates. The ion momentum balance
equation has the form

(2)

where ν is the ion–neutral collision frequency, which is
also assumed to be constant, and m is the mass of an
ion.

Equations (1) and (2) are supplemented with Pois-
son’s equation

(3)

where ρ(r) is the external charge density. The electrons
are assumed to obey a Boltzmann distribution, ne(r) =
N0exp(eφ(r)/Te), where Te is the electron temperature
and N0 is the electron density at the point at which
φ(r) = 0. Using continuity equation (1), we can readily
convert ion momentum balance equation (2) into the
time-independent Euler equation

(4)

The last term on the left-hand side of this equation
shows that, when the ionization in the sheath, where
ne(r) ≠ n(r), is taken into account, the coefficient of
friction of the ions against neutrals becomes dependent
on the coordinates.

For further analysis, it is convenient to switch to
dimensionless variables. Let the spatial scale be the

electron Debye length λD = , the veloc-

ity scale be the ion acoustic velocity cs = , and
the density scale be the plasma density N0. In explicit
form, all the quantities are written as r = λDr', v = csv',
n = N0n', φ = Te/eφ', and ρ = eN0ρ', the collision fre-
quencies being normalized to the ion Langmuir fre-
quency: Z = ωpiZ ' and ν = ωpiν'. Hence, the basic set of
equations has the form

(5)

where we omit the primes for the dimensionless vari-
ables for simplicity.

— n r( )v r( )( )⋅ Zne r( ).=

∇ j mn r( )v i r( )v j r( )( )
+ en r( )∇ iφ r( ) mνn r( )v i r( )+ 0,=

∆φ r( ) 4πe n r( ) ne r( )–[ ]– 4πρ r( ),–=

v r( ) —⋅( )v r( ) e
m
----—φ r( ) Z

ne r( )
n r( )
------------ ν+ 

  v r( )+ +  = 0.

Te/ 4πe2N0( )

Te/m

— nv( )⋅ Zeφ,=

v —⋅( )v —φ–
Z
n
---eφ ν+ 

  v,–=

∆φ eφ n– ρ,–=
3. UNPERTURBED PLASMA

We assume that the plasma occupies the half-space
z < 0 and that the conducting wall, which is held at a
floating potential, is in the plane z = 0. In the absence of
external charges (ρ = 0), the dependence of all the
quantities with the zero subscript on the z coordinate is
described by the set of equations

(6)

where u = v z0 is the z component of the unperturbed ion
velocity.

Although the problem of the smooth matching of the
equations for the sheath with those for quasineutral
plasma has a long history, it is still a subject of discus-
sion in the literature (see, e.g., [13] and the subsequent
discussion in [14]). The essence of the problem lies in
the fact that the solutions to Eqs. (6) depend on two rad-
ically different spatial scales: near the wall (z ≈ 0), all
the quantities vary on a scale of order unity (or on the
order of the electron Debye radius), whereas, far from
the wall, the characteristic scale of variations is much
longer and is determined by collisions as well as by the
dimension of the system. This difficulty is aggravated
by the fact that, in analyzing perturbed equations (5)
numerically, it is necessary to model the processes
occurring deep within the quasineutral plasma. In the
present paper, the matching problem is overcome in the
following way:

First, let us write out the solution to Eqs. (6) in the
region where the plasma is quasineutral. Setting n0(z) =
expφ0(z) yields the following solution to the first two of
Eqs. (6):

(7)

where E0 = –dφ/dz – z is the z component of the electric
field.

Since the coefficients in Eqs. (6) are coordinate-
independent, the ion density, potential, and electric
field can be assumed to be functions only of the local
value of the velocity u, which can thus be treated as a

d n0u( )
dz

---------------- Zeφ,=

u
du
dz
------

dφ0

dz
--------–

Z
n0
-----e

φ0 ν+ 
  u,–=

d2φ0

dz2
---------- e

φ0 n0,–=

n0 1 ν/Z+( )u2 1+

2Z ν+
2 Z ν+( )
---------------------–

,=

φ0 n0,ln=

E0 2Z ν+( ) u

1 u2–
--------------,=
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new independent variable. Replacing the variable,
z  u, in Eqs. (6) gives

(8)

where

(9)

In the plasma region under consideration, we have
u'(u) > 0. The above two different spatial scales of the
problem are in fact hidden in the dependence of the
velocity on the coordinates; this dependence is deter-
mined from the solution to a single equation du(z)/dz =
u'(u). As functions of u, the solutions to Eqs. (8) turn
out to be much smoother.

Equations (8) were solved numerically in the veloc-
ity range umin < u < umax. The velocity umin should be
sufficiently low. In practice, it turned out that the final
results are weakly sensitive to the value of the mini-
mum velocity in the range umin < 0.1. The boundary
conditions at u = umin were given by relationships (7).
As for the maximum velocity, it can only be determined
by invoking some additional conditions. In simulations,
the maximum velocity was found from the condition
that the electron and ion currents at the wall be the
same. In dimensionless variables, this condition has the
form

(10)

where me is the mass of an electron. Hence, Eqs. (8)
were integrated from u = umin and the integration proce-
dure was interrupted when condition (10) was satisfied.
In the numerical calculations that will be discussed
below, the ion-to-electron mass ratio was chosen to cor-
respond to argon.

An example of a numerical solution to Eqs. (8) with
Z = 10–4, ν = 10–2, and umin = 0.1 is shown in Fig. 1. In
this case, the maximum ion flow velocity at the wall is
umax = 3.08 and the Bohm boundary of the sheath (i.e.,
the boundary at which the ion flow velocity is equal to
the ion acoustic velocity) is at a distance |z| = 21.4 from
the wall.

4. RESPONSE FUNCTION

Let us now consider how an external charge of den-
sity ρ(r) perturbs the plasma. In this case, each of the
unperturbed quantities in Eqs. (5) contains a correction
that is denoted by subscript 1 and is of the same order

u' u( )
d un0 u( )( )

du
------------------------ Ze

φ0 u( )
,=

u' u( )
dφ0 u( )

du
---------------- E0 u( ),–=

u' u( )
dE0 u( )

du
----------------- n0 u( ) e

φ0 u( )
,–=

u' u( )
E0 u( )

u
--------------

Z
n0 u( )
-------------e

φ0 u( )
– ν .–=

un0 u( ) e
φ0 u( ) m

2πme

-------------,=
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of magnitude as ρ(r). For example, we have n(r) =
n0(z) + n1(r), where n1(r) ~ ρ(r). We linearize Eqs. (5)
and take the Fourier transformation in transverse coor-
dinates; i.e., we represent all the quantities in the form
exp(ikr⊥ ), where r⊥  = (x, y) and k is the two-dimen-
sional wave vector. As a result, we arrive at a set of lin-
ear equations in which the coefficients depend on the z
coordinate. However, since the unperturbed quantities
n0, φ0, and E0 were represented as functions of the
velocity u, their perturbations also can be sought as
functions of u. Hence, simple but somewhat laborious
manipulations yield

u' u( ) d
du
------ n0 u( )v 1 u( ) un1 u( )+[ ]
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E
0
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Fig. 1. Example of the dependence of the (a) density,
(b) potential, and (c) electric field on u and z.
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(11)

Here, we have introduced the perturbed longitudinal
velocity v 1(u) = v z1(u). It follows from Eq. (4) that the
curl of the perturbed transverse velocity is conserved;
consequently, it is equal to zero. Accordingly, in
Eqs. (11), the transverse velocity components are
expressed in terms of the velocity potential, v⊥ (u) =
ikg1(u). It should be noted that, in a homogeneous
plasma, an ion flow perturbed by an external charge is
purely potential; i.e., in the notation adopted here, the
relationship v 1(z) = dg1(z)/dz is satisfied for a homoge-
neous plasma. In our case, because of the above coordi-
nate dependence of the friction coefficient in Euler
equation (4), the ion flow is more complicated and non-
potential. In other words, ionization gives rise to vortic-
ity, as can be readily seen from Eq. (4).

In what follows, we will study the potential of a
point charge at the point r0 = (0, 0, z0), in which case the
charge density in Eqs. (11) is equal to ρ = δ(z – z0) =
u'(u)δ(u – u0), where u0 (umin < u0 < umax) is the unper-
turbed ion flow velocity at the position of the charge.
For a point charge, it is sufficient to solve Eqs. (11) with
zeros on the right-hand sides and then to match the
solutions for u > u0 and u < u0 using the continuity con-
ditions for the quantities n1, v 1, g1, and φ1 and also the
condition E1(u0 + 0) – E1(u0 – 0) = 1.

Equations (11) are supplemented with the following
boundary conditions at u  0 (z  –∞). For suffi-
ciently low ion flow velocities, the solution to Eqs. (11)
should transform into the relevant solution to the homo-
geneous (or slightly inhomogeneous) problem. An
analysis of the linear dispersion relation for ion acous-
tic waves without allowance for ionization and colli-

sions, ε(ω, k) = 1 – /(ω + i0 – kzu)2 + 1/(k2 ) = 0
(see, e.g., [11]), shows that, for ω  0, there are four
roots kz, two of which are real, kz1, 2 = ±q(k), and the
other two are complex conjugates, kz3, 4 = ±iκ(k). When
ionization and collisions are taken into account, each of
the real roots kz1, 2 acquires an imaginary correction,
which is in the upper half-plane of the complex variable

– k2n0 u( )g1 u( ) Ze
φ0 u( )

φ1 u( )– 0,=

u' u( )
d uv 1 u( )( )

du
-------------------------- Z

n0 u( )
-------------e

φ0 u( )
ν+ 

  v 1 u( )+

+
Z

n0 u( )
-------------e

φ0 u( )
u φ1 u( )

n1 u( )
n0 u( )
-------------– 

  E1 u( )– 0,=

uu' u( )
dg1 u( )

du
---------------- Z

n0 u( )
-------------e

φ0 u( )
ν+ 

  g1 u( ) φ1 u( )+ + 0,=

u' u( )
dφ1 u( )

du
---------------- E1 u( ),–=

u' u( )
dE1 u( )

du
----------------- k2 e

φ0 u( )
+( )φ1 u( ) n1 u( )–+ ρ u( ).=

ωpi
2 rDe

2

kz, and the fifth root arises, which corresponds to the
vorticity wave and also lies in the upper half-plane of
this variable. Consequently, for z  –∞, the only
physically reasonable solution is the solution that
decreases exponentially according to the law
exp(κ(k)z). When collisions are ignored, the undamped
solutions kz1, 2 are excluded from consideration with the
help of the emission condition (it can be readily verified
that, at ω  0, the group velocities of the ion acoustic
waves are positive).

In order to solve Eqs. (11) numerically, it is conve-
nient to introduce the five-dimensional vector f =
(φ1, E1, n1, v 1, g1), in terms of which the solutions are
written as f '(u) = A(u) f (u), where A(u) is a matrix
dependent on u. To single out the solutions that go to
zero as z  –∞, the eigenvectors of the matrix A(umin)
and its eigenvalues λ are calculated for u ≈ umin. Of the
five eigenvalues, only one is chosen, namely, that whose
real part is positive, Reλ > 0. Let the corresponding
(arbitrarily normalized) eigenvector be denoted by f0,
and let the solution to Eqs. (11) with the boundary con-
dition f(umin) = f0 be denoted by f (p)(u). The solution
obtained in this way is proportional to the Green’s func-
tion in the interval between the plasma volume and the
test charge, i.e., in the range umin < u < u0.

In the interval between the test charge and the wall,
it is necessary to solve the boundary-value problem.
The natural boundary condition at the conducting wall
(u = umax) is that the potential of the perturbation van-
ishes there, φ1(umax) = 0. At the other end of the interval
(u = u0), the quantities φ1, n1, v 1, and g1, whose values
are determined by the solution f (p)(u0), should be con-
tinuous. These five boundary conditions in the interval
u0 < u < umax are used to solve boundary-value problem
(11). We denoted the solution so obtained by f (w)(u).
Hence, in the interval umin < u < umax, we have arrived at
a solution that consists of two branches, f (p)(u) and
f (w)(u), and for which the electric field at the point

u = u0 is discontinuous, (u0) – (u0) = ∆E, while
the other quantities at this point are continuous. In this
solution, the value of the jump ∆E in the electric field is
arbitrary. However, Eqs. (11) are linear; consequently,
in order to calculate Green’s function, it is sufficient to
divide the solution obtained by ∆E.

The main difficulty in solving the problem by this
numerical method is that, in the interval umin < u < umax,
the eigenvalues of the matrix A(umin) can differ consid-
erably (by several orders of magnitude), giving rise to
large computational errors. The larger the transverse
wavenumber k, the greater the difference between the
eigenvalues. This is why the only perturbations that can
be investigated by the above algorithm are those with
sufficiently long wavelengths, k ≤ 1. We note that this
range of wavenumbers is of primary interest because it
is in this range where like charges are expected to

E1
w( ) E1

p( )
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attract one another and the dust layer in a plasma–wall
sheath may become unstable (see [11, 12]).

5. RESULTS

Characteristic examples of the dependence of the
perturbation potential on u and z are shown in Fig. 2
(the unperturbed distribution of the plasma parameters
is illustrated in Fig. 1). For sufficiently small transverse
wavenumbers (k = 0.01), the potential of a point charge
located in the region where the ion flow is supersonic is
always positive (Fig. 2a, curve 1). At larger transverse
wavenumbers (k ≈ 0.1), a region with a negative poten-
tial arises downstream from the point charge (Fig. 2b,
curve 1). In the case of a subsonic ion flow, the potential
of a test charge exhibits a qualitatively different behav-
ior: at small k values, it changes sign in the immediate
vicinity of the charge (Fig. 2a, curve 2).

Let us introduce the notation w(u0, k) = φ1(u .

If the Green’s function for the sheath in coordinate
space is equal to G(z, z0, r – r0), then the function
w(u0, k) is the Fourier transform of G(z0, z0, r) in trans-
verse coordinates. The squared frequency of the oscil-
lations of a monolayer of the dust grains levitating in
the sheath is proportional to w(u0, k) [11, 12]; conse-
quently, it is of interest to search for the parameter
ranges in which the function w(u0, k) is negative.

) u u0=
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Fig. 2. Dependence of the perturbation potential on the ion
flow velocity for u0 = (1) 1.4 and (2) 0.71. Figure 2a refers
to k = 0.01, and Fig. 2b refers to k = 0.1.
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Fig. 3. Dependence of the potential w(u0, 0) on the velocity
u0 for α = (1) 0.01 and (2) 0.1. Figure 3b shows a portion of
curve 1 in the range of subsonic velocities.
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Figure 3 shows how the function w(u0, 0) (or, as it is
virtually identical, the potential of a uniformly charged
sheath) depends on the velocity u0. Both of the curves
in Fig. 3 were calculated for the ionization frequency
Z = 10–4. Curve 1 in Fig. 3a was obtained for the colli-
sion frequency ν = 0.01, and curve 2 was obtained for
ν = 0.1 (in this case, the maximum flow velocity at the
wall is equal to umax = 2.15).

We can see from Fig. 3 that, for low collision fre-
quencies in the case of a subsonic ion flow, the function
w(u0, 0) is negative in certain intervals of the flow
velocity (and, accordingly, in the corresponding inter-
vals of height z0). In other words, a dust monolayer at
these heights is unstable against long-wavelength per-
turbations. This instability is suppressed as the collision
frequency increases (Fig. 3, curve 2).

Figure 4 shows the dependence of the potential
w(u0, k) on the transverse wavenumber. This depen-
dence was plotted from several thousand calculated
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w(u0, k)

k

3.0

3.5

2.5

1.0

Fig. 5. Dependence of the potential w(u0, k) with u0 = 1.4
on the transverse wavenumber. The dashed curve corre-
sponds to the Coulomb potential.

10 15 20 25 30

–0.0005

w
(u

0,
 ρ

)

ρ

–0.0010

–0.0015

–0.0020

–0.0025

Fig. 6. Bessel transform of the dependence shown in
Fig. 4a.
points. The value u0 = 0.71, which was chosen for sim-
ulations, corresponds to the minimum in curve 1 in
Fig. 3a. In the long-wavelength range (such that k ≤
0.03), the potential is negative. As was noted above, for
k ≥ 1, the numerical solution of Eqs. (11) may accumu-
late large errors. Nevertheless, in Fig. 4, the curve in the
range of intermediate wavenumbers is surprisingly
smooth. In the range of large wavenumbers (k > 3), the
dependence w(u0, k) essentially coincides with that of
the Bessel transform of the Coulomb potential (see the
dashed curve in Fig. 4); under the above normalization
conditions, this transform is equal to 1/(2k). For a
supersonic ion flow, the function w(u0, k) becomes pos-
itive as the distance from the test charge to the wall
decreases; moreover, the deviation from the Coulomb
potential is substantial only for long wavelengths (see
Fig. 5).

Figure 6 shows the dependence of the interaction
potential of two test particles that are at the same dis-
tance from the wall on the distance between the parti-
cles in the case of a subsonic ion flow (u0 = 0.71). The
dependence is determined by the Bessel transform

w(u0, ρ) = dkw(u0, k)J0(kρ). In the range k < 3, the

integral was calculated using the dependence shown in
Fig. 4a. In the range k > 3, it was assumed that w(u0, k) =
1/(2k). The presence of small-scale oscillations in the
interaction potential shown in Fig. 6 seems to be an arti-
fact: they are associated with a slight discontinuity in
the integrand at k = 3.

6. CONCLUSIONS

In the present paper, some results have been pre-
sented from calculations of the static response function
of a plasma–wall sheath. It is very difficult to make a
comprehensive comparison between the numerical
results and the results of analytical theory [11, 12]
because this would require a great deal of computation.
Qualitatively, however, the numerical analysis devel-
oped here is shown to correlate reasonably well with an
analytic theory in which the plasma inhomogeneity is
ignored. The calculations have confirmed the existence
of the parameter range where the potential of a test par-
ticle changes its sign; this, in turn, indicates that a gas-
eous or a crystalline dust monolayer above the Bohm
boundary is unstable. This instability can develop only
when the collision frequency is sufficiently low to let
the ion mean free path be as long as about one hundred
electron Debye radii.

At the same time, it worth noting that there is a dif-
ference between the analytically obtained (see [11])
and the numerically calculated (see above) dependence
of the response function on the transverse wavenumber
in the long-wavelength range. The analytical theory
implies that, in the limit k  0, the potential w(k)
behaves as w(k) ~ 1/(k2 + a2), where a is a certain num-
ber that depends on the ion velocity. On the other hand,

k
0

∞∫
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for the curves shown in Figs. 4 and 5, the derivative
dw(u0, k)/dk does not vanish as k  0, despite the fact
that w(k) is an even function of k. Based on the above
numerical results, one may conclude that, over a wide
range of variation of u0, the response function behaves
according to the law w(k)|k → 0 ~ a + b|k|, where a and b
are certain numbers. In principle, the appearance of
such nonanalytic terms is quite typical in the descrip-
tion of semi-infinite systems; this is exemplified by the

dispersion law for waves on deep water, . This
dependence of the response function on the wavenum-
ber can manifest itself in the dispersion relation for dust
acoustic waves: in the long-wavelength limit, the dis-
persion relation should have the form ω ~ ak + bk2.
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Abstract—Examples of solutions to transcendental equations that arise in mathematical problems of plasma
physics are considered. Earlier, such equations were solved only by approximate methods. The use of a new
function—the Lambert W function—has made it possible to obtain explicit exact solutions that can help to
refine the existing relevant theories. As examples, the following problems from different branches of plasma
physics are considered: the equilibrium charge of a dust grain in a plasma, the structure of the Bohm sheath, the
diameter of the separatrix in a Galathea–Belt system, the transverse structure of an electron beam in a plasma,
the energy loss rate of a test charged particle in a plasma, and the structure of the Sagdeev pseudopotential for
ion acoustic waves. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A function that is convenient for solving transcen-
dental equations of the type x expx = const or x + lnx =
const was introduced into plasma physics in the late
1980s by Corless et al. [1]; they called it Lambert W
function. Since the Lambert W function, which may
arise in a wide scope of practical problems in mathe-
matics and mathematical physics, received little atten-
tion in Russia, it is expedient to illustrate how to use it
in practice. This is the subject of the present paper, in
which specific examples will be given of mathematical
problems in theoretical plasma physics that can be
solved completely and in explicit form only with the
help of the Lambert function.

The function is defined by

(1)

The fact that the Lambert W function is inverse to
the function F = xexpx makes it possible to easily plot
it (see Fig. 1) and to determine its simplest properties.

The Lambert W function is neither even nor odd. It
is defined on the interval [–1/e, ∞), takes on values from
–∞ to ∞, and is two-valued for negative x. Point A with
the coordinates (–1/e, –1) separates two branches of the
function—the upper branch W0(x) and the lower branch
W–1(x). Both branches have a common vertical tangent
at point A. The upper branch W0(x), which is often
called the main branch, passes through the coordinate
origin and behaves everywhere in a regular manner. As
for the lower branch W–1(x), it has an inflection point B
with the coordinates (–2/e2, –2) and a vertical asymp-
tote at x = 0.

Other integer values of the index of the function
Wk(k), namely, k ≠ 0, –1, refer to the complex-valued

W x( ) W x( )( )exp x.=
1063-780X/04/3010- $26.00 © 20872
branches [2]. In what follows, the indices of the
branches of the function will be omitted when all of
them possess common properties and when this can be
done without causing confusion.

From definition (1), it is an easy matter to derive the
following simple identities:

(2)

The rules for differentiation and integration of the
Lambert W function are as follows: The derivative of

W x( )( )exp
x

W x( )
-------------, W x( )ln xln W x( ).–= =

1

321–1

–1

W0(x)

A

B

W(x)

W–1(x)

–2

–3

–4

x

Fig. 1. Plot of the Lambert W function.
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the function can readily be obtained from the rule for
differentiating inverse functions:

(3)

The latter equality is valid for x ≠ 0. At zero, the deriv-
ative is defined in the form of the limit

(4)

The indefinite integral of the Lambert W function
can be obtained from the rule for integrating inverse
functions [3]:

(5)

Inserting the Lambert W function into this rule
yields

(6)

where the integration constant is omitted.
Other properties of the Lambert W function are

described in [1], and the issue of how to use it in the
problems of mathematical physics is treated in review
[4]. Particularly noteworthy among the problems con-
sidered in [4] are the classical problem about the elec-
tric potential distribution within a plane capacitor of
finite size (the Rogowsky problem) and the accurate
derivation of Wien’s law from Planck’s formula for
thermal radiation.

Other examples of successful application of the
Lambert W function in mathematical physics are also
known. Among these are exact solutions to problems
such as the distribution of electrons in a storage ring
(with allowance for space charge) [5] and the phase
boundary in a medium under steady-state heat conduc-
tion conditions [6]. The exact solution to the problem of
the discharging of a capacitor to a resistor with a tem-
perature-dependent resistance is presented in [7]. This
solution describes the initial stage of the current flow in
an exploding wire. The number of such successful
applications is expected to increase in the future.

An analysis of the familiar examples makes it possi-
ble to guess what problems would have solutions con-
taining the Lambert W function. First of all, this con-
cerns solutions of the transcendental equations that
include exponentials and logarithms, along with alge-
braic polynomials. These may be differential equations
and nonlinear dispersion relations. Such equations can
also arise, e.g., in solving boundary-value problems
with involved boundary conditions, in analyzing the
extremes of complicated functions, in representing
implicitly defined functions in explicit form, etc.

W ' x( ) 1
1 W x( )+( ) W x( )( )exp

-------------------------------------------------------
W x( )

x 1 W x( )+( )
------------------------------.= =

W0' x( )
x 0→
lim 1.=

f x( ) xd

x

∫ xf x( ) g y( ) y.d

f x( )
∫–=

W x( ) xd∫ x W x( ) 1– 1
W x( )
-------------+ ,=
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In what follows, examples of the use of the Lambert
W function will be considered for some mathematical
problems in plasma physics.1 The problems in question
are taken from well-known papers whose authors
arrived at transcendental equations and, without being
aware of the Lambert W function, solved them either
numerically or by approximate methods.

The question arises of whether it is expedient to
introduce the Lambert W function into plasma physics.
The objection is that, in practice, it is often sufficient to
know the numerical values of the quantities, which can
be calculated to any desired degree of accuracy. In other
words, the sought quantity can be obtained without
using the new function. This objection can be answered
by saying that an explicit exact solution to a particular
problem may deepen the understanding of the problem
itself and even provide the basis for a new precise the-
ory.

2. ELECTRIC CHARGE OF A TEST BODY
IN A MAXWELLIAN PLASMA

The problem about the equilibrium electric charge
accumulated by a test body (particle) at a floating
potential in a gas-discharge plasma occupies an impor-
tant place in plasma physics because its solution, on the
one hand, is related to the single probe theory and, on
the other, serves as a basis for the theory of dusty
plasma.

This problem is most simply formulated for a Max-
wellian plasma (i.e., for a plasma in which the electrons
and ions obey Maxwellian distributions with tempera-
tures Te and Ti , respectively) in the so-called orbit-lim-
ited approach. The formulation of the problem can be
found in a great number of papers on probes and dust
grains in plasmas.

Here, the problem is formulated using the notation
of [10]. The electron and ion currents to a spherical par-
ticle of radius R have the form

(7)

(8)

1 To avoid misunderstanding, it should be stressed that the nota-
tion W(x) is also sometimes used for other functions that have
found wide applications in mathematical plasma physics: the

Dawson function W(x) = exp(–x2)  (see, e.g., [8])

and the closely related Kramp function W(x) =

exp(−x2)  (see [9]).
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where

ne and ni are the electron and ion densities, m and M are
the masses of an electron and ion, k is Boltzmann’s con-
stant, and ε0 is the permittivity of free space. The equi-
librium electric charge accumulated by the particle is
determined by an exact balance of the electron and ion
currents to the particle’s surface:

(9)

This is a transcendental equation. Earlier, it was
solved either numerically [11] or by approximate meth-
ods. Thus, for q < 0, Matsoukas and Russel [10]
obtained the approximate solution

(10)

where C is a constant.

However, it can readily be verified by substitution
that Eq. (9) has the following exact solution:

(11)

Hence, the solution to the problem about the equi-
librium electric charge of a spherical particle in a Max-
wellian plasma is given by exact expression (11), which
contains the Lambert W function and can be used in
probe theories and in the theory of dusty plasma. The
example just considered refers to a variety of problems
in which the differential equation describing the charg-
ing of a particle reduces to a time-independent tran-
scendental equation like Eq. (9).
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Fig. 2. Shape of the separatrix in a planar model of a
Galathea–Belt system. Myxines are shown by closed cir-
cles.
3. STRUCTURE OF THE ELECTRIC POTENTIAL 
IN A BOHM SHEATH

In order to determine the profiles of the normalized
electric potential χ(x) = –eU(x)/kTe and normalized ion

kinetic energy y(x) = /2kTe in a Bohm sheath in a
collision-dominated plasma, Riemann [12] formulated
and solved the following problem:

(12)

(13)

where x = z/λ is the coordinate normalized to the mean
free path. He obtained the potential profile in an
implicit form:

(14)

With the Lambert W function, however, the potential
can be represented explicitly as

(15)

Thus, this example shows that the Lambert W func-
tion can be used to convert implicitly defined functions
into an explicit form.

4. SIZE OF THE SEPARATRIX
IN A GALATHEA–BELT SYSTEM

For the purposes of magnetic plasma confinement,
A.I. Morozov proposed devices in which the current-
carrying conductors are immersed in the plasma (see
[13]). Such devices were named Galatheas, and the
conductors were called myxines. One of such
devices—the Galathea–Belt system—is a toroidal qua-
drupole configuration with two myxines. For a planar
analogue of this configuration, Morozov and Murzina
[14] obtained an analytic solution to the Grad–Shafra-
nov equation for the dimensionless magnetic flux func-
tion ψ:

(16)

where ξ and η are dimensionless coordinates (see
Fig. 2) and µ and λ are constants. In particular, they
determined the size ξS of the main separatrix in the ξ
plane. The equation for the separatrix, ψ = 0, reduced to
the transcendental equation

(17)

In [14], Eq. (17) was solved exactly for λ = 0 and
numerically for λ = 2 and –1/2. However, using the
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Lambert W function, it is possible to obtain a solution
for any λ value:

(18)

5. EQUILIBRIUM CONFIGURATION 
OF A NEUTRALIZED ELECTRON BEAM

Different models of equilibrium configurations of
neutralized relativistic electron beams were considered
by Lawson [15]. The general equilibrium condition that
expresses the balance between the centrifugal force
experienced by an electron at the radius r1 and the
Lorentz force exerted on the same electron by the self-
magnetic field of the beam has the form

(19)

where γ is the Lorentz factor of the electron and β0, βθ,
and βz are its total, azimuthal, and axial relative veloci-

ties, which satisfy the equality  +  =  = const.
In a model in which the electron density is uniform over
the beam cross section, n(r) = const, the solution to
Eq. (19) reduces to (see [15–17]

(20)

In [17], this solution, written in implicit form, was
approximated by

(21)

where K(x) is a monotonically increasing function,
which is equal to 2 at x = 0 and asymptotically
approaches 4 as x  ∞. At the same time, solution (20)
can be written in the following explicit exact form:

(22)

Generally, transcendental equations of the form x +
lnx = a (in particular, Eq. (20)) often arise in a wide
variety of problems, such as the plasma density distri-
bution in an RF discharge (see formula (13) in [18]) and
the behavior of the parameters of the self-similar
motion of a low-density quasineutral plasma (see for-
mula (24) in [19]). With the Lambert function, it is now
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a simple matter to obtain the explicit exact solution to
each of these problems.

6. CRITICAL VELOCITIES IN THE PROCESS 
OF ENERGY TRANSFER FROM A TEST 

PARTICLE TO A PLASMA

According to [20], the mean rate of change of the
energy of a test charged particle with mass m and
charge e in its Coulomb interaction with plasma parti-
cles with mass m* and charge e* is given by the equa-
tion

(23)

where v  is the velocity of the test particle, Λ is the Cou-
lomb logarithm, n* is the density of the plasma particles

in question, and 1/b* =  = v * is their most
probable velocity.

In order to analyze Eq. (23), it is convenient to
switch to dimensionless variables. To do this, we con-
sider the function

(24)

which yields

The critical velocity at which the energy transfer does
not occur is determined by the equation F(xcr, β) = 0
and the critical velocity at which the energy transfer is
most efficient is given by the equation ∂Fx(xmax, β) = 0.

One of the problems considered in [20] is that of the
interaction of an electron beam with plasma ions. In
this case, the parameter β is very large (for hydrogen
ions, it is equal to β = 1836). In this case, the critical
velocities xcr and xmax satisfy the transcendental equa-
tions

(25)

(26)

where A denotes a constant equal to
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Zero-, first-, and second-order approximate solu-
tions to Eqs. (25) and (26) are presented in [20]. In the
second approximation, the solutions have the form

(27)

(28)

However, these approximate formulas are not
needed now because exact solutions to Eqs. (25) and
(26) can be expressed in terms of the Lambert W func-
tion:

(29)

(30)

7. EXTREMES OF THE SAGDEEV 
PSEUDOPOTENTIAL

In analyzing nonlinear ion acoustic waves, Sagdeev
[21] arrived at the following solution to Poisson’s equa-
tion:

(31)
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Fig. 3. Contour plot of the roots ϕ1, 2(v0) of Eq. (34) as
functions of the parameter σ. The heavy curve separates the
(upper) region of the root ϕ1, corresponding to the maxi-
mum in the pseudopotential, from the (lower) region of the
root ϕ2, corresponding to the minimum in the pseudopoten-
tial.
where σ and v 0 are constants (in the notation of [22]).
Equation (31) can be rewritten as a generalized integral
of motion for a certain oscillator,

(32)

with the so-called Sagdeev pseudopotential

(33)

where the role of the coordinate is played by the elec-
trostatic potential ϕ and the role of the time is played by
x. In order to determine the character of the solution to
Eq. (31) and thereby the amplitude of the nonlinear ion
acoustic waves, it is necessary to find and classify the
extremes of pseudopotential (33). Equating the deriva-
tive of expression (33) to zero yields the transcendental
equation [22]

(34)

In [22], it was pointed out that, under the inequality

(35)

Eq. (34) has two roots, which correspond to a local

maximum of the Sagdeev pseudopotential at ϕ < (  –

1)/2 and to its local minimum at ϕ > (  – 1)/2.

At the same time, the exact expressions for the roots
of Eq. (34) can easily be obtained in terms of the Lam-
bert W function:

(36)

where the first and second roots correspond, respec-
tively, to the maximum and minimum in the pseudopo-
tential. Note that the expressions for the roots contain
both real branches of the Lambert W function.

In order to illustrate how solutions (36) can be used
in practice, let us briefly examine the behavior of the
above roots of transcendental equation (32) as func-
tions of the parameter σ. To do this, we turn to Fig. 3,
which displays the plots of the functions ϕ1, 2(v 0) for
different values of σ. An analysis of the plots shows that
the roots have the following properties. For σ < σ#, the
region of the root ϕ1(v 0), corresponding to the maxi-
mum of the pseudopotential, and the region of the root
ϕ2(v 0), corresponding to the minimum of the pseudo-
potential, do not overlap. For σ > σ#, each of the roots
ϕ1, 2(v 0) splits into branches (a negative and a positive)
so that, for certain values of v 0, the branches of the root
ϕ1 can be conjugate to the branches of the root ϕ2. The
critical value σ = σ# is a root of the equation

(37)
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This root is easy to determine: it corresponds to the
conjugation point A of the real branches of the Lambert
W function in Fig. 1, σ# = e–1/2 ≈ 0.60653.

To find the locus of the conjugation points, note that
each of them corresponds to the conjugation point of
the real branches of the Lambert W function (point Ä in

Fig. 1). Consequently, we must insert σ2 = exp(  – 1)
into each of solutions (36). As a result, we obtain

(38)

In Fig. 3, the locus ϕS is shown by the heavy curve.

8. CONCLUSIONS

To conclude, it is pertinent to recall the arguments
given in [6]: “… a newly introduced mathematical
function should satisfy certain requirements …. Thus,
the function should possess the following features. The
first is its applicability to various fields of mathematics,
i.e., to different mathematical problems …. The second
is its convenience in performing numerical computa-
tions. Finally, it should have certain algebraic proper-
ties.”

The Lambert W function satisfies all these require-
ments well. The above analysis provides convincing
evidence that the function is applicable to a wide scope
of problems in mathematical physics. As for the conve-
nience of the Lambert W function in performing calcu-
lations, it should be noted that, several decades ago
(before the advent of the computer), use of logarithms,
exponentials, and trigonometric functions in calcula-
tions was inconvenient, but nowadays the Lambert W
function is incorporated into such well-known com-
puter software packages as the Maple and Mathematica
programs, which make it possible to calculate this func-
tion with extremely high accuracy. In addition, the
Lambert W function exhibits a fairly wide variety of
algebraic properties (see [1, 2]): it is closely related to
second-order Stirling numbers, second-order Euler
numbers, the distribution of primes in the natural num-
ber sequence, graph theory, combinatorics, etc.

Use of the Lambert W function has made it possible
to obtain for the first time explicit exact solutions to the
following mathematical problems in different branches
of plasma physics: the equilibrium charge of a dust
grain in a plasma, the structure of the Bohm sheath, the
diameter of the separatrix in a Galathea–Belt system,
the transverse structure of an electron beam in a
plasma, the critical energy loss rates of a test charged
particle in a plasma, and the structure of the Sagdeev
pseudopotential for ion acoustic waves.

The number of the above mathematical problems of
plasma physics in which the use of the Lambert W func-
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tion leads to exact solutions is far from being
exhausted. The examples considered above were essen-
tially randomly chosen from journals published some
years previously. It can nevertheless be hoped that these
examples have helped to achieve the main goal of the
present paper—to convince the reader that the new
function can find many useful applications.

Hence, the use of the Lambert W function made it
possible to obtain explicit exact solutions, which can
aid in refining the existing theories in plasma physics.
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Abstract—A method for calculating the Stark broadening and shift of the spectral lines was developed based
on a combination of the ion plasma model and new theoretical and computational methods for taking the Stark
effect into account. Theoretical results are compared with experimental data on the broadening and shift of the
spectral lines in a strongly nonideal plasma. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, intense investigations of the optical
and thermophysical properties of a strongly nonideal
plasma have led to substantial progress in this area of
research [1]. Experimental measurements of the optical
parameters of strongly nonideal plasmas made it possi-
ble to observe a number of new physical phenomena
[2]. Thus, it was found that some spectral lines are
deformed so substantially that, at sufficiently high
plasma densities, they may turn out to be practically
unresolvable. The mechanism underlying this phenom-
enon was investigated in our earlier paper [3]. In the
present paper, we continue these investigations, with
the focus on the processes responsible for the shift of
the spectral lines.

It should be noted that recent developments in
experimental methods and techniques were accompa-
nied by theoretical studies of the optical properties of a
strongly nonideal plasma. An important result of this
theoretical work is the elaboration of new analytical
and computational methods aimed at incorporating the
Stark effect [4]. Another important result is the con-
struction of a theoretical plasma model known as the
ion model [5, 6], in which the full statistical ensemble
of plasma atoms and ions is described by the solution to
the set of equations for a self-consistent field. This
approach provides reliable calculations of the quantum-
mechanical parameters of the plasma in a broad range
of plasma temperatures and densities, including those
of a shocked plasma [7]. In the present study, we apply
the calculation method based on a combination of the
ion plasma model and the method for taking the Stark
effect into account [4].

Since experiments in question were carried out at
relatively low temperatures (about 3 eV), in which case
the multiplet structure of the terms becomes important,
we had to apply an approximate approach. Specifically,
1063-780X/04/3010- $26.00 © 0878
we calculated the parameters of an ensemble of plasma
atoms and ions (in particular, their densities) in the ion
model by using the basic wave functions obtained by
solving the Schrödinger equations in which the
exchange interaction was taken into account only
approximately. When solving the Hartree–Fock equa-
tions, we took into account the multiplet structure of the
terms [8] that determine the parameters of the spectral
line studied in experiments. Here, we give only a brief
description of the ion plasma model, because it was
described in detail in [5–7].

2. ION PLASMA MODEL

We consider an ensemble of interacting plasma
atoms and ions in the ground and excited states. As sub-
systems for Gibbs statistics, we can adopt spherical
atomic cells of radius r0 (with a nucleus of charge Z at
the center). The radius of the cell can be defined as

(1)

where A is the atomic weight, ρ [g/cm3] is the plasma
density, a0 = 5.292 × 10–9 cm is the atomic length unit,
and NA = 6.02 × 1023 is Avogadro’s number. Here and
below, we use atomic units, in which we denote the
temperature by Θ. The subsystems, numbered by the
index j, differ from each other by the sets of occupation
numbers of the bound (discrete) electronic states,

{ }, where n and l are the principal and orbital quan-
tum numbers, respectively. Each subsystem also con-
tains unbound (continuum) electrons. The states of sub-
systems are regarded as the states of plasma atoms and
ions.
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Using the density functional method [7] and approx-
imately taking into account the exchange interaction,
we arrive at the following equation for the bound elec-
trons:

(2)

where the wave functions satisfy the normalization
condition

(3)

The boundary conditions required to determine the

eigenfunctions (r) and the eigenvalues  of the
energy can be imposed as follows:

(4)

The potential Vj(r) is written as

(5)

Here,

(6)

(7)

where (r) is the Coulomb interaction potential and

(r) is the potential introduced artificially in order to
approximately take into account the exchange interac-

tion. The potential (r) can be described by different
approximate formulas that have been proposed earlier.
For our analysis, we chose the approximate expression
that was proposed by Nikiforov and Uvarov [9]:

The electron density is represented as

(8)

Here, the density of the bound electrons is equal to

(9)

and the density of the unbound electrons is described in
the quasiclassical approximation:
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The chemical potential µ can be deduced from the elec-
troneutrality condition,  = Z, where Nj =

 + 4π  is the total number of elec-

trons in the jth subsystem and Wj is the Gibbs distribu-
tion,

, (11)

with Ej being the total energy and gj = 
being the statistical weight.

The set of equations (2)–(11) describes the state of
the statistical ensemble of plasma ions. Obviously, the
groups of equations describing the states of subsystems
denoted by subscripts j = 1, 2, etc., are coupled through
the electroneutrality condition. Such equations are
impossible to solve for all plasma ions even with the
most advanced computers. However, these equations
can be solved for the subsystem of main (or “refer-
ence”) ions, which have the highest densities Wj . Hav-
ing solved Eqs. (2)–(11) solely for this ion subsystem,
we can apply the perturbation theory in order to deter-
mine the quantum parameters of the remaining plasma
ions with lower densities.

3. METHOD FOR INCORPORATING THE STARK 
BROADENING AND SHIFT OF THE SPECTRAL 

LINES IN A NONIDEAL PLASMA

In order to calculate the shape of the spectral line
corresponding to the transition between the sublevels
α = nlm and β = n'l 'm' of the levels a = n, l and b = n’l ',
respectively, Golosnoœ [4] proposed the following
approximate formula, which is a linear combination of
the dispersion formula and the Gauss distribution:

(12)

where ω0 is the transition rate, Γ = , and f(Γ) =

exp . The charges Z0 and ZA will be defined

below. As Γ increases, the function f(Γ) tends to zero.
Since we simulated a strongly nonideal plasma, we set
f(Γ) = 0 and described the spectral-line shape by the
formula

(13)

W jN jj∑
Nnl

j

nl∑ ρ2
j

r( )r
2

rd
0

r0∫

W j Cg j

E j µN j–
Θ

---------------------–
 
 
 

exp=

C2 2l 1+( )
Nnl

j

nl∏

Iαβ ω( ) f Γ( )
γαβ

2π
------- 1

ω ω0– ωαβ–( )2 1
2
---γαβ 

 
2

+

---------------------------------------------------------------=

+ 1 f Γ( )–( ) 1

πδαβ

---------------
ω ω0– ωαβ–

δαβ
------------------------------- 

 
2

– ,exp

1
r0Θ
---------

1
3
---Z0ZAΓ– 

 

Iαβ ω( ) 1

πδαβ

---------------
ω ω0– ωαβ–

δαβ
------------------------------- 

 
2

– .exp=



880 DENISOV et al.
Here, δαβ = 2.5Cαβζmax is the dispersion and ωαβ =
Cαβζmax is the expression for the most probable fre-
quency shift, in which

(14)

Golosnoœ [4] proposed the following formula for calcu-
lating the most probable value of the squared microfield
ζmax:

(15)
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Fig. 1. Experimentally measured spectral intensities of
radiation from a xenon plasma with an admixture of alu-
minum at different temperatures and different densities

(light curves) and shapes of the AlI 3p –4s 2S1/2 and

AlI 3p –4s 2S1/2 spectral lines calculated here for the

same conditions (heavy curves). The computations were
carried out for the following plasma mass densities: ρ = (1)
1.24 × 10–3, (2) 3.02 × 10–3, (3) 5.9 × 10–3, and (4) 8.8 ×
10−3 g/cm3.

P
2 0

1/2

P
2 0

3/2
where ζ0 = , ZA = , ZB = ,

ZC = , Xk = , Nk is the density of the ions

with charge Zk, N [1/cm3] is the nucleus density, and Z0
is the charge of the emitting ion.

Of course, in our calculations, we took into account
the effect of both the natural broadening and the Dop-
pler broadening. This effect was found to be insignifi-
cant as compared to the Stark effect.

4. COMPARISON BETWEEN THE CALCULATED 
RESULTS AND EXPERIMENTAL DATA

The results of measurements of the spectral intensi-
ties of radiation from a xenon plasma with an admixture
of aluminum at different temperatures and different
densities are illustrated by the light curves in Fig. 1
[10]. The objective of the experiments was to investi-

gate the behavior of the spectral lines AlI 3p –

4s 2S1/2 and AlI 3p –4s 2S1/2.

The experimental conditions were as follows:

(i) T = 21700 K and ρ = 1.24 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 5.85 × 1018 cm–3;

(ii) T = 22900 K and ρ = 3.02 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 1.39 × 1019 cm–3;

(iii) T = 23900 K and ρ = 5.9 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 2.67 × 1019 cm–3;
and

(iv) T = 24500 K and ρ = 8.8 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 3.9 × 1019 cm–3.

The heavy curves in Fig. 1 show the shapes of the

AlI 3p –4s 2S1/2 and AlI 3p –4s 2S1/2 spectral
lines that were calculated for the temperatures and den-
sities indicated in items (i)–(iv) by the method
described above. It should be noted that, in our calcula-
tions, the Hartree–Fock equation was solved by apply-
ing one of the most exact among the presently known
methods [8]. However, even with this method, the posi-
tions of the spectral lines were found to deviate from
the experimentally measured positions by about 20%.
Because of this, the calculated positions were refined
by using the experimental data of [11]. Note also that,
in simulations, we ignored the influence of the Stark
effect on the populations of the electronic levels.

Figure 2 shows the shifts of the spectral lines versus
the plasma density. As is seen, the experimentally
observed spectral line shifts differ markedly from those
obtained using the theory developed by H.R. Griem. On
the other hand, the method proposed here provides a
fairly exact agreement with experiment.

1
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5. CONCLUSIONS

A comparison between the calculated results
described above and the experimental data obtained in
[10] allows one to conclude that, for a correct theoreti-
cal description of the mechanism for the broadening
and shift of spectral lines in a strongly nonideal plasma,
it is necessary to fairly accurately account for the
effects associated with the nonideal nature of the
plasma. In the present study, which is based on the ion
plasma model, the nonideal plasma nature is taken into
account in solving the set of equations for the self-con-

2

0 1

4

2 3 4

1
2
3

6

8

Electron density, 1019 cm–3

Spectral line shift, nm

Fig. 2. Shift of the AlI 3p –4s 2S1/2 and AlI 3p –

4s 2S1/2 spectral lines vs. electron density Ne: (1) experi-
mental data (the dashed lines indicate the limits of experi-
mental error), (2) results of calculations by the ion plasma
model, and (3) results of calculations by the Griem theory.

P
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1/2 P
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sistent field. This approach is found to yield good
agreement between the theoretical results and experi-
mental data. We have considered only one mechanism
for the broadening and shift of the spectral lines. It can
be hoped that calculations of other mechanisms with
allowance for the nonideal character of the plasma will
lead to a closer agreement with experiment.
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Abstract—A method is proposed for measuring the probabilities of the heterogeneous loss of radicals in a gas-
discharge plasma. The method is based on the time-resolved modulation actinometry. It is shown that this
method is applicable for O, H, F, and CF2 radicals. The probabilities of the loss of these radicals on the discharge
tube wall are measured in a dc glow discharge. It is shown that the measurement results do not depend on which
radical’s emission line is used. The measurement results are only slightly affected by the dissociative excitation
of the radical’s emitting states and the background emission from the plasma. It is shown that the technique
proposed is similar to the method of laser-induced fluorescence and provides a fairly high accuracy when mea-
suring the probabilities (up to γR ~ 10–2–10–1) of the surface loss of radicals in a gas-discharge plasma. In con-
trast to the LIF method, this technique allows one to acquire a large amount of experimental data over a reason-
able time interval (up to one thousand of γR measurements per hour). This feature is an important and necessary
condition for a thorough study of the surface reactions and the complicated many-parametrical mechanism for
the heterogeneous loss of radicals. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, plasma–surface interactions are attract-
ing great attention of researchers because of the wide
use of plasma technologies in various fields of industry
and good prospects for developing new materials with
unique properties, as well as different structures on
their base. First of all, these studies are important for
nanotechnology, which is a very rapidly developing
field of applied physics. Here, the processes of plasma–
surface interaction are of key significance. The capabil-
ities and prospects of nanotechnology are related to
knowledge of the surface processes at atomic level and
the ability to control them. However, in spite of the
obvious success in plasma nanotechnology and the
great number of scientific publications in this field,
there is still very little fundamental information (which
is to be based on the large number of reliable experi-
mental data) on the elementary processes of the
plasma–surface interaction. The current knowledge is
mainly related to the investigators’ concepts of the pro-
cesses occurring on the surface, rather than to reliable
experimental data. These concepts often appear to be
self-contradictory and to disagree with the data on the
well-known processes in the plasma volume.

Radicals are the most active particles that play an
important role in the formation and growth of the sur-
face structures. Available models of the interaction
between radicals and surface often employ constant
heterogeneous loss probabilities γR or take into account
only the dependence of γR on such integral parameters
as the surface temperature (if there are such experimen-
tal data). In fact, the loss probability γR is a function not
1063-780X/04/3010- $26.00 © 20882
only of the large number of parameters related to the
state of the surface (which is determined by the proper-
ties of active surface sites; species and concentrations
of the adsorbed particles, including the radicals them-
selves; species and energies of the ions; etc.) at a given
time, but also of the plasma parameters (the gas compo-
sition, the electron and ion energy distribution func-
tions, the concentrations of active particles, etc.).
Hence, the heterogeneous loss probability itself is actu-
ally a “model” of the surface processes. Obviously,
such a situation gives rise to a vicious circle of “fitting”
the experimental data to the “desired” conception
instead of verifying the conception itself. Attempts to
break this vicious circle using the experimental data on
the surface processes in an ultra-high vacuum [1] (with
the help of tunnel, atomic force, electron, and ion
microscopy; the ion- and laser-induced desorption and
fluorescence; etc.), as well as the great capabilities of
the modern methods for modeling molecular dynamics
and many-particle interaction, though casting light on
the physical nature of a number of phenomena, have
been mainly restricted to the narrow field of atomically
clean surfaces. Under actual technological conditions,
mechanisms for the surface processes can be more
complicated and the processes themselves can proceed
in somewhat different ways. Therefore, to acquire the
necessary experimental data on these mechanisms, one
needs simultaneous in situ diagnostics of the processes
both on the surface and in the plasma volume.

It is the measurements of the probabilities of the het-
erogeneous loss of radicals under various experimental
conditions that may serve as one of the means for such
diagnostics. A schematic of this approach is shown in
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Here, the model of the surface processes with the
participation of R radicals is represented by an operator
that maps a multi-parametrical function γR(Mi) (where
Mi are macroparameters such as the gas composition,
the concentrations of radicals and charged particles, the
ion energy, the surface temperature, etc.) into a function
γR(mi) (where mi are microparameters such as the
adsorption energy of active particles, the activation
energies of the surface reactions, the density of the
active surface sites, etc.). To enable a unique mapping
and, accordingly, the development of a non-self-contra-
dictory model of the surface processes, it is necessary
to adjust the numbers of micro- and macroparameters
to one another. The more sophisticated the mechanism
for surface processes, the larger the number of micropa-
rameters that are required to describe them; an equally
large number of measurements should be performed to
obtain more or less reliable data on the values of these
microparameters. For example, for ten microparame-
ters, about 107 measurements are necessary to obtain
the experimental representation of γR(Mi) over each
parameter by at least five experimental points. The use
of a priori information about any process on the surface
or in the plasma volume may reduce the number of the
necessary parameters; however, in view of the very
essence of the problem, this reduction is not large. Oth-
erwise, it makes no sense to carry out experiments
whose results are known in advance. Thus, the degree
of detalization and accuracy of the model developed, as
well as its predicting ability, are functions of the num-
ber and accuracy of the measurements, i.e., of the capa-
bilities of in situ diagnostics. Taking into account avail-
able experimental data on the probabilities of the heter-
ogeneous loss of different radicals, one can assert that
γR(mi) are functions of no less than four to eight param-
eters; consequently, about 104–105 measurements are
required to enable good agreement between the model
and experiment. Thus, in situ diagnostics of the surface
processes imposes rather strict requirements to the
experimental technique and apparatus. Besides such
obvious requirements as the apparatus sensitivity and
resolution, these are also requirements to the rates of
acquiring and processing the experimental data. No less
than ten to one hundred measurements per hour are
required to ensure a reasonable duration (one to two
months) of the experiment.

Radicals with unpaired valent electrons generally
show a great many intense transitions in different spec-
tral ranges; this property is often used to diagnose them.
At present, the most precise methods for the diagnos-
tics of atoms and radicals in plasma are laser ones, such
as laser-induced fluorescence (LIF) [2, 3], intracavity
laser spectroscopy [4], laser diode spectroscopy [5],
etc. The LIF method, which provides not only the high
sensitivity but also the high spatial and time resolution,
is used most frequently. However, the excitation ener-
gies of most of the atoms and molecules that are of
interest for technology (H, O, N, C, F, Cl, Si, CHx, CFx,
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
SiHx (x = 1–3), etc.) lie in the UV and VUV ranges. In
many cases, this calls for the employment of the two-
photon LIF, which is a complicated and rather expen-
sive technique. To perform a single measurement of the
probability of the heterogeneous loss of radicals under
given conditions, one has to measure either the density
of radicals near the surface or the time behavior of their
concentration when the plasmochemical equilibrium in
the discharge volume is violated due to the loss of rad-
icals in the kinetic regime (i.e., when the main loss
mechanism is the loss of radicals on the surface). In
both cases, to obtain one γR value, it is necessary to per-
form a series of LIF measurements consisting of hun-
dreds spatial and time points. Taking into account the
scheme of LIF measurements, it can be seen that only a
very narrow range of the parameters Mi can be studied.
Certainly, the data on the γR(Mi) thus obtained are very
important; however, they are often insufficient for an
unambiguous interpretation of the experimental results
and the development of a model of the surface pro-
cesses.

In this paper, a new and very simple method is pro-
posed that provides results similar to those obtained by
the LIF method, but does not require so cumbersome
apparatus. In contrast to the LIF method, it enables a
few thousands of measurements of γR(Mi) within a few
hours. As was noted above, this is a necessary condition
for studying the mechanisms for the interaction of
atoms and radicals with actual surfaces. Of course, this
method is not free of drawbacks, which will be dis-
cussed below.

2. EXPERIMENTAL TECHNIQUE

It is obvious that surface processes with the partici-
pation of radicals significantly affect their density in the
plasma volume only when the heterogeneous loss of
radicals is the main loss mechanism. If such a system is
somehow disturbed from an equilibrium condition,
then the concentration of radicals will come to equilib-

Model A priori
information

γR = f(Mi)

γR = f(mi)

Fig. 1. Probability γR of the heterogeneous loss of radicals
as a many-parametrical function of micro- (mi) and macro-
(Mi) parameters (see text).
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rium with the characteristic time of a heterogeneous
process; from this time, one can deduce the correspond-
ing value of γR(Mi). This process can be monitored
using the LIF technique, in which the laser power does
not vary over time. Here, we propose a method in
which, in contrast to the LIF technique, the upper emit-
ting level is excited by the plasma electrons, which
serve as an incoherent excitation source (see Fig. 2),
rather than by photons. Evidently, if the discharge
power remained constant during the evolution of the
radical concentration, then the method of plasma-
induced fluorescence of radicals would be identical to
the LIF method. To provide such conditions, the time
evolution of the atomic and radical densities is recorded
by the method of time-resolved actinometry. In this
case, the useful signal is the ratio between the line emis-
sion intensities of the radical and actinometer—an
admixture (most often, of noble gas atoms) that does
not participate in chemical reactions and whose cross
section for the electron-impact excitation of the emit-
ting level is similar in shape to that of the radical [6, 7].
The latter requirement is almost always satisfied, and
there is no need for the excited levels of the actinometer
and the radical to be close to one another. The processes
affecting the populations of the excited states and, con-
sequently, the line emission intensities of the radical R
and actinometer atom A are as follows:

(1)

(2)

(3)

(4)

(5)

e R e Ri*,+ +
ke

R

e A e An*,+ +ke
A

Ri* R j* hν ij,+
Aij
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e RX Ri* X e,+ + +
k

de

R
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σR(ε) σA(ε)

Ri*
An* hνnm
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hνijhνijRi*

Rj*
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R

EEDF

Fig. 2. Scheme of the detection of radicals in the ground
state by the (a) LIF and (b) actinometry methods. R and A
stand for the radicals and actinometer atoms, and hνl is the
laser radiation photon (see text).
(6)

(7)

Here, νij and νnm are the frequencies of the spontaneous
radiative transitions of the radical and actinometer
atoms, respectively (processes (3) and (4)); Aij and Anm

are the corresponding Einstein coefficients;  and 
are the rate constants for the direct electron-impact
excitation of the  and  emitting states of the rad-
icals and actinometer atoms, respectively (processes (1)

and (2));  is the rate constant for the production of

 radicals in the dissociative excitation of RX mole-

cules (process (5)); and  and  are the rate constants

for the quenching of the  and  emitting states of
the radicals and actinometer atoms by the gas particles
of the qth species (processes (6) and (7)). It follows
from expressions (1)–(7) that the radical concentration
is related to the ratio between the line emission intensi-
ties of the radicals and actinometer atoms by the for-
mula

(8)

where

(9)

IR and IA are the lines emission intensities of the radicals
and actinometer atoms, respectively; [A], [R], [RX], and
[Mq] are the concentrations of actinometer atoms, the
radicals, the stable molecules from which these radicals
are produced, and the gas particles of the qth species.

The actinometry method always employs the short-
lived upper states of both the radical and actinometer
(  and , respectively); hence, for most low-pres-
sure plasma systems, the rate of the radiative decay of
these states is higher than the rate of their collisional
quenching. It can be seen from formula (8) that the act-
inometric signal (the ratio IR/IA of the line intensities)
follows the dynamics of the radical concentration (as is

in the LIF method) only if the coefficient , the ratio

/ , and the concentration of RX molecules remain
constant during the evolution of [R]. It was shown in
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[6–8] that the ratio between the excitation rate con-
stants changes only slightly within a wide range of the
reduced electric fields and is almost independent of the
effects related to the nonlocal character of the electron
energy spectrum. For small variations in the plasma
electric field (on the order of 10%), this ratio remains
constant with an accuracy of no worse than ~0.1%. The
degree of gas dissociation in the discharge plasma is
almost always much less than unity; as a result, we have
[R] ! [RX]. Hence, small variations in the radical con-
centration [δR] ([δR] ! [R]) that are caused by a slight
deviation of the system from the equilibrium state have
almost no effect on the RX concentration.

To disturb the equilibrium, one can modulate the
discharge current by rectangular pulses with a modula-
tion depth of ≤10–15%. In this case, the line emission
intensities of the radical and actinometer change in a
jumplike manner because of the rapid change in the dis-
charge parameters. The radiative lifetimes of the emit-
ting levels and the characteristic relaxation times of the
electron distribution function and the concentrations of
charged particles are much shorter than the characteris-
tic loss time of radicals. For this reason, when the
plasma parameters have already reached their new sta-
tionary values after a rapid change in the discharge cur-
rent, the concentration of radicals [δR] may continue to
either increase (an additional production of radicals) or
decrease (the loss of radicals). Thus, the time evolution
of the actinometric signal will closely follow the time
evolution of [δR] over a quite long time interval after a
jump in the discharge current. From this time evolution,
the value of γR(Mi)) can be derived. Slight variations in
the discharge parameters during the evolution of [δR]
(in the plasma of electronegative gases, these variations
are caused by the associative detachment of electrons
from negative ions in reactions with radicals) can be
traced by recording the emission from the actinometer
atoms and, thus, do not affect the measurement results.
Note that the characteristic rise and decay times of the
radical concentrations should be close to one another if
the discharge modulation does not affect the processes
with the participation of radicals. This is a good appli-
cability criterion for the method proposed.

The response of radicals on the discharge modula-
tion is most adequately represented by the time evolu-
tion of the relative variations in their concentrations.
When both the dissociative excitation of the  state
and the background plasma emission at the wavelengths
of radical emission can be ignored, the relative variation
in the radical density in a modulated discharge is

(10)

To adequately represent the time evolution of the rela-
tive variation in the radical density, it is necessary to
normalize the radical line emission intensity to the line
emission intensity of the actinometer (the normaliza-
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1 δIR t( )/IR+
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tion coefficient is c = IR/IA). If the dissociative excita-
tion of the  state or the background plasma emission
(which is generally the emission from the short-lived
allowed molecular transitions of the main or a buffer
gas, e.g., H2, N2, O2, or CF4) gives a significant contri-
bution to the emission intensity at the wavelengths of
radical emission, then expression (10) fails to hold.
Actually, this lead to a renormalization of the right-
hand side of expression (10); as a result, the modulation
depth of the actinometric signal is no longer equal to
the modulation depth of the radical density [δR]/[R].
We note, however, that such a renormalization does not
change the time behavior of the actinometric signal;
i.e., it does not affect the measurements of the charac-
teristic loss time of radicals. This opens great prospects
for using the method proposed to study the heteroge-
neous reactions of radicals in the plasma of polyatomic
gases, whose emission spectrum is rather complicated,
so that it is hardly possible to avoid overlapping
between the emission lines of different particles.

This paper is devoted to studying the capabilities
and applicability criteria of the method proposed. The
method is shown to be applicable to studying the mech-
anism for the surface recombination of O and H atoms
on a chemically inert surface (e.g., quartz or glass)
under discharge conditions. It is also demonstrated that
the method can be used to investigate the processes
with the participation of F atoms and CF2 radicals in a
fluorocarbon plasma.

3. EXPERIMENT

The experiments were performed with a conven-
tional glow discharge in a long cylindrical tube. It is
well known that, in such a discharge, the electron
energy distribution function (EEDF) and the electron
density ne are almost constant along the positive col-
umn. A schematic of the experiment is shown in Fig. 3.
We carried out experiments with O2, H2, N2, and CF4 at
pressures of 0.1–3 torr and discharge current densities
of 0.2–25 mA/cm2. As discharge tubes, we used a
quartz tube with an inner diameter of 14 mm and two
molybdenum-glass tubes with inner diameters of 12
and 18 mm. The use of different tubes allowed us to
determine the sensitivity of our method for measuring
the probabilities of the heterogeneous loss of atoms and
radicals to the type of the tube material and to the man-
ufacturing conditions and “life history” of a given
material. The distance between the electrodes was no
less than 500 mm. The electrodes were placed in spe-
cial sockets, as is done in laser tubes (see Fig. 3). It can
be seen that the schematic of the experiment is quite
simple (especially in comparison to the LIF scheme). A
1–3% argon admixture to the gases under study was
used as an actinometer. Such a small percentage of
argon has almost no effect on the EEDF and the dis-
charge parameters.

Ri*
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Fig. 3. Schematic of the experimental facility.

Photo-
multiplier
The emission from the positive column was spec-
trally selected by a monochromator and then recorded
by a photomultiplier. The photomultiplier signal was
applied to the first channel of a digital oscilloscope. The
discharge current signal was applied to the second
channel. In some experiments, when the emission lines
of the radical and actinometer were widely separated in
spectrum and the operating spectral range of the photo-
multiplier no longer provided the required signal-to-
noise ratio, we used two optical recording channels
(two monochromators and two photomultipliers). In
this case, the signal from the other photomultiplier was
applied to the second channel of the oscilloscope.

The discharge current was modulated by rectangular
pulses. Both the modulation frequency and the modula-
tion depth could be varied within very wide ranges,
from a fraction of hertz to 10 kHz and from 1 to 60%,
respectively. The temperature of the discharge tube wall
was measured with a calibrated thermocouple sensor.
The temperatures of the inner and outer surfaces of the
discharge tube were assumed to be the same; this
assumption is quite reasonable because, in our experi-
ments, the temperature drop across the tube wall was no
more than 1–2 K.

The glow discharge geometry ensured the constancy
of the actinometric signal along the tube. This allowed
us not only to use the results of integral measurements
of the radical and atomic emission from the ends of the
discharge tube (this option significantly increases the
signal-to-noise ratio) but also to determine directly the
probability of the heterogeneous loss of radicals γR via
the characteristic time of the experimentally measured
variations in the radical concentration [δR]. When the
radicals are lost on the wall of a long cylindrical tube,
we have

(11)d δR[ ]
dt

--------------- δR[ ]
τexp

-----------– γR

δRw[ ] v T

4
--------------------- S

V
---.–= =
Here, τexp is the radical loss time determined from an
exponential fitting of the experimentally measured evo-
lution of the actinometric signal, γR is the probability of
radical recombination on the tube wall, vT =

 is the thermal velocity of radicals near
the wall, Tw is the wall temperature, kB is the Boltzmann
constant, MR is the mass of a radical, S/V = 2/r is a geo-
metrical factor (where r is the tube radius), and [δRw] is
the radical concentration near the wall. When the loss
of radicals is not limited by diffusion, we have [δRw] ≈
[δR] and

(12)

Under typical glow discharge conditions (pd ≤ 1 torr cm),
expression (12) is applicable at γR < 10–1. Otherwise,
Eq. (11) becomes invalid and the problem becomes
much more complicated because, in a general case, one
needs to take into account the nonuniform and nonsta-
tionary transport of radicals.

In each experiment, the modulation frequency and
modulation depth were chosen such that, on the one
hand, the accuracy in measuring τexp was no worse than
5–10% (the measurement accuracy increases with
modulation depth) but, on the other, the kinetics of rad-
icals changed insignificantly (obviously, the less the
modulation depth, the smaller the effect of modulation
on the measurements of τexp). To determine the effect of
discharge modulation on the processes with the partic-
ipation of radicals, the following criterion was used: the
modulation effect was ignored when the measured
characteristic times τexp corresponding to the rise and
decay phases of [δR] coincided within the measure-
ment accuracy.

8kBTw/πMR

γR
2r

v Tτexp
---------------.=
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4. EXPERIMENTAL RESULTS
AND DISCUSSION

First of all, we recorded the emission spectra from
discharges in O2, H2, N2, and CF4 with small admix-
tures of Ar in wide ranges of pressures and discharge
currents. We identified the emission lines of Ar, O, H,
N, and F atoms, as well as the emission bands of O2, H2,
N2, and CF4 molecules, including the molecular bands
of CF and CF2 radicals present in CF4. The results are
as follows:

The Ar 750.3-nm emission line, corresponding to
the 2p1  1s2 transition, was one of the most intense
lines in the emission spectrum of argon in all of the
gases used. Note that this transition is most often used
in actinometry. We also used this transition in our mea-
surements.

In pure é2, the most intense emission lines were the
844- and 777-nm lines corresponding to the

é(3p3P0, 1, 2  3p3 ) and é(3p5P1, 2, 3  3p5 )
transitions, respectively. These lines, as well as the Ar
750.3-nm line, were well resolved and did not overlap
with the emission spectrum of é2. This allowed us to
use the actinometry of oxygen atoms by argon atoms
under almost all discharge conditions. The resolution of
the monochromator employed in our experiments
allowed us to resolve the fine structure of the

é(3p3P0, 1, 2  3p3 ) and é(3p5P1, 2, 3  3p5 )
transitions. We verified the method in question for each
component of the fine structure. The time evolution of
all the fine structure components in a modulated dis-
charge was always identical; for this reason, we will say
of these transitions as 844- and 777-nm emission lines
of atomic oxygen. Figure 4a shows, as an example, the
time evolution of the emission intensities of the 844-
and 777-nm lines of atomic oxygen and the 750.3-nm
line of argon in the O2 : Ar = 98 : 2 mixture at a pressure
of 2 torr in a discharge with a current density of
15 mA/cm2 and current modulation depth of ~23%. It
can be seen that, when the discharge current undergoes
a jump, the intensities of all the emission lines change
very rapidly (almost in a jumplike manner on the time
scale of Fig. 4a). After a new steady-state discharge
regime is established (in about a few tens of microsec-
onds), the line emission intensities change more slowly.
As was expected, slow variations in the line emission
intensity of atomic oxygen are mainly caused by varia-
tions in the atomic concentration. Slight variations in
the emission intensity of Ar atoms after a steady-state
discharge regime is established are related to slow vari-
ations in the plasma electric field and the electron den-
sity due to the associative detachment of electrons from
negative oxygen ions [9, 10].

Figure 4b shows the evolution of the discharge cur-
rent density SJ = 1 + δJd/Jd and the actinometric signals

S1
0 S2

0

S1
0 S2

0
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SO777 =  and SO844 = 

for the 777- and 844-nm lines of atomic oxygen,
respectively. The SO777 and SO844 actinometric signals
are absolutely identical (to distinguish between them,
we slightly reduced one of them in Fig. 4b). This result
agrees well with formula (10), in deriving which the
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Fig. 4. (a) Time evolution of the emission intensities of the
844- and 777-nm lines of atomic oxygen and the 750.3-nm
line of argon in a modulated discharge in the O2 : Ar = 98 : 2

mixture at p = 2 torr and Jd = 15 mA/cm2. (b) Waveforms of
the normalized discharge current density SJ = 1 + δJd/Jd and

the actinometric signals SO777 =  and

SO844 =  for the 777- and 844-nm lines

of atomic oxygen, respectively. The heavy lines show the
exponential approximations of the rise and decay segments
of the SO777 and SO844 signals.
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dissociative excitation of the upper emitting states and
the background emission at the wavelengths under
study were ignored. The heavy lines show the exponen-
tial approximations for the rise and decay segments of
the SO777 and SO844 signals, from which the correspond-
ing characteristic time τexp of oxygen atom loss was
derived. For the SO777 and SO844 signals, these times are
the same, which confirms the validity of the method.
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Fig. 5. (a) Time evolution of the emission intensities of the
Hα 656.3-nm, Hβ 486.1-nm, and Hγ 434.0-nm lines of the
hydrogen Balmer series and the 750.3-nm line of argon in a
modulated discharge in the H2 : Ar = 98 : 2 mixture at p =

2 torr and Jd = 10 mA/cm2. (b) Waveforms of the normal-
ized discharge current density SJ = 1 + δJd/Jd and the acti-

nometric signals  = ,  =

, and  =  for the

Hα, Hβ, and Hγ hydrogen lines, respectively. The heavy
lines show the exponential approximations of the rise and
decay segments of the , , and  signals.
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The quantity γO = (2.05 ± 0.07) × 10–3 (the relative error
is as low as 3%), which was determined by formula
(12), is rather small; therefore, the applicability of the
formula (12) to calculating γO is quite justified. The γO

value thus obtained is in good agreement with the data
of [8, 11–14] on the probability of the heterogeneous
loss of O(3P) atoms on a glass surface under discharge
conditions. Note that, after a discharge is switched into
a new regime, the time during which a new steady-state
discharge current is established is rather long. This
indicates the presence of electron production processes
other than direct electron-impact ionization. This is
typical of discharges in electronegative gases. In these
discharges, the density of negative ions is often compa-
rable to or even significantly higher than the electron
density. Consequently, the reactions of associative elec-
tron detachment on active particles (which are gener-
ally radicals) that are present in the discharge volume
contribute significantly to the charge balance. In this
case, the time during which the charge balance is estab-
lished is determined by the lifetime of active particles.
In a molecular oxygen plasma, such long-lived particles
are O(3P) atoms and O2(a1∆g) metastable molecules.
For example, the characteristic time during which the
O2(a1∆g) concentration is established may be as long as
hundreds of milliseconds. Apparently, such nonsteady
behavior of the plasma affects many processes, includ-
ing the excitation of the emitting states of neutral parti-
cles. The use of the actinometry technique allows one
to take into account the nonsteady behavior of excita-
tion by using the emission from the short-lived allowed
transitions of actinometer atoms (in our case, Ar atoms)
(see Fig. 4a).

Three lines of the Balmer series of atomic hydrogen,
namely, Hα (λ 656.3-nm, Hβ 486.1-nm, and Hγ
434.0-nm lines, corresponding to the H(n = 3, 4, 5 
n = 2) transitions, were clearly seen in the emission
spectrum of pure ç2. Throughout the entire 200- to
850-nm spectral range under study, there were also the
emission bands of molecular hydrogen. The intensities
of Hα, Hβ, and Ar 750.3-nm lines greatly exceeded the
intensities of the emission bands of H2, and only the
intensity of the Hγ line was comparable to them at low
discharge currents. To illustrate, Fig. 5a shows the time
evolution of the line emission intensities of the Balmer
series of atomic hydrogen and the 750.3-nm line of
argon in a modulated discharge in the H2 : Ar = 98 : 2
mixture at a pressure of 2 torr, current density of
10 mA/cm2, and current modulation depth of ~23%. It
can be seen that, after a jump in the discharge current,
the relative variation in the intensity of the Hγ line is
much lower than that of the Hα and Hβ lines. This testi-
fies to a significant contribution to the intensity of the
Hγ line from the emission that is not related to hydrogen
atoms. After switching the discharge into a new state,
the emission intensity of Ar atoms changes to a lower
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
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extent than in oxygen, and the emission intensity
relaxes to its new steady value much faster.

Figure 5b shows the waveforms of the normalized
discharge current density SJ = 1 + δJd/Jd and the actino-
metric signals for the Hα, Hβ, and Hγ lines of atomic

hydrogen:  = ;  =

, and  = , respec-

tively. It can be seen from Fig. 5b that the modulation
depth of the  and  actinometric signals and espe-

cially of the  signal is smaller than modulation
depth of the discharge current. This fact indicates that
the concentration of hydrogen atoms is so low that the
contribution of dissociative excitation becomes signifi-
cant. This contribution increases with increasing level
number n due to the corresponding decrease in the cross
section for the direct electron-impact excitation of the
H(n) level. Since the time evolution of the concentra-
tion of stable ç2 molecules is similar to that of Ar
atoms, the time evolution of the emission from H(n = 3,
4, 5) atoms produced via dissociative excitation is sim-
ilar to that of the 750-nm line. In other words, any con-
tribution to the intensity of the Hα, Hβ, and Hγ emission
lines of ç2 molecules is equivalent to the contribution
from Ar actinometer; i.e., this contribution leads only to
the renormalization of the relative variation in the acti-
nometric signal (see above). We recall that, in principle,
any neutral atoms or molecules that have appropriate
levels and whose density varies slightly can act as acti-
nometers. The intense emission of H2 molecules at a
wavelength of 434 nm leads to a further decrease in the
modulation depth of the  signal. However, as was
noted above, such a renormalization does not affect the
measurement of γH. Heavy lines in Fig. 5b show the
exponential approximations of the rise and decay seg-
ments of the , , and  signals, from which we
determined the probabilities γH of the heterogeneous
loss of hydrogen atoms:  = (6.98 ± 0.04) × 10–4,

 = (7.02 ± 0.11) × 10–4, and  = (7.01 ± 0.17) ×
10–4. The average value is γH = (7 ± 0.11) × 10–4, the rel-
ative measurement error being 1.5%. The experiments
performed within wide ranges of currents and pressures
showed that the relative measurement error of γH was
always no larger than 5%. The measured loss probabil-
ity of hydrogen atoms on a quartz surface is in good
agreement with the available literature data [11, 15–
18]. It can be seen from Fig. 5b that the discharge cur-
rent changes very rapidly when switching into a new
steady state. This indicates that the rate of electron pro-
duction via the associative recombination of negative
H– ions on hydrogen atoms is low compared to the rate
of electron-impact ionization. This is quite understand-
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1 δIAr750/IAr750+
--------------------------------------- SHγ

1 δIH434/IH434+
1 δIAr750/IAr750+
---------------------------------------

SHα
SHβ

SHγ

SHγ

SHα
SHβ

SHγ

γHα

γHβ
γHγ
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
able because, in contrast to a discharge in oxygen, the
concentration of negative ions in the plasma of molec-
ular hydrogen is much lower than the electron density,
[H–/ne] ! 1.

The most intense components in the emission spec-
trum of a discharge in pure N2 are the molecular bands
of the 2+ and 1+ nitrogen systems corresponding to the

N2(C3Πu  A ) and N2(B3Πg  A ) transi-
tions, respectively. It is well known that, within visible

and infrared spectral regions, the intense N(3p4  
3s4P1/2, 3/2, 5/2) transitions with wavelengths of 742.4,
744.2, and 746.8 nm are the most appropriate for acti-
nometry of nitrogen atoms. Unfortunately, only at high
discharge currents and low pressures (of <0.5 torr) were
we able to detect the most intense of these lines
(namely, the 746.8-nm line) against the background of
very intense emission of the 1+ nitrogen system. Obvi-
ously, this indicates the possibility of using the acti-
nometry method to record nitrogen atoms, however,
only if their concentration is sufficiently high. For
example, the actinometry technique was successfully
used in the case of a surface-wave discharge excited in
a surfatron microwave cavity. The degree of dissocia-
tion of N2 molecules in this discharge was larger than
1% [19, 20]. We studied the VUV emission spectrum of
a glow discharge in N2 using a vacuum monochromator
and visible-blind FEU-142 photomultiplier with a
MgF2 entrance window. As in the visible spectral region,
the discharge emission was mainly concentrated in
molecular nitrogen bands, namely, in the Ogawa–
Tanaka–Wilkinson–Mulliken bands N2(a'1  

X ) and the Lyman–Birge–Hopfield bands

N2(a1   X1 ). Although we used rather thin
(~0.5-mm-thick) MgF2 windows at the tube ends, the
120-nm resonance emission line (the N(3s4P1/2, 3/2, 5/2 

2p4 ) transition of nitrogen atoms) could hardly be
observed (almost at a level corresponding to photon
counting) because of its strong absorption in MgF2. For
this reason, we abandoned the wide-range test of the
method proposed as applied to N atoms. However, the
above results can be useful when carrying out actino-
metric studies in a nitrogen plasma.

In the plasma of pure CF4, the emission bands of
CF4 molecules and CF2 radicals were the most intense
throughout the entire 120- to 850-nm spectral range
under study. Unfortunately, in all the discharges, the
emission intensity of the UV bands of CF radicals
(CF(B2∆, v '  X2Π, v ") transitions with λ ≈ 195–
210 nm and CF(A2Σ+, v '  X2Π, v ") transitions with
λ ≈ 209–234 nm [21, 22]) was so low that we were not
able to unambiguously detect them against the intense
background emission of CF4 and CF2 molecules. As for
the emission of CF3 radicals, the low-intensity broad
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bands corresponding to the CF3( (22 ) 

(12 )) transitions with λ ≈ 200–270 nm and

CF3( (22 )  (12 )) transitions with λ ≈ 450–

750 nm [23–27] were clearly observed only at pres-
sures higher than ~1 torr. However, the known emission
bands of CF2 radicals CF2(1B1  1A1) with λ ≈ 240–
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Fig. 6. (a) Waveforms of the normalized emission intensi-
ties of the 703.8- and 686.6-nm lines of atomic fluorine and
the 750.3-nm line of argon in a modulated discharge in the
CF4 : Ar = 98 : 2 mixture at p = 1 torr and Jd = 10 mA/cm2;

(b) actinometric signals SF703 =  and

SF685 =  for the 703.8- and 686.6-nm

lines of atomic fluorine, respectively. The heavy lines show
the exponential approximations of the rise and decay seg-
ments of the SF703 and SF685 signals.
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350 nm and CF2(3B1  1A1) with λ ≈ 350–720 nm
[23, 24, 28–30]) turned out to be rather intense within
wide ranges of currents and CF4 pressures. Studies of
the time evolution of the intensities of the CF2 emission
bands in a modulated discharge as a function of the dis-
charge parameters showed that only the UV emission
corresponding to the CF2(1B1  1A1) band is caused
by the electron-impact excitation from the ground state
of the radical (process (1)). The emission of CF2 radi-
cals within a wide CF2(3B1  1A1) band is almost
completely related to the dissociative excitation of CxFy

(x = 2, 3, …; y = 2, 3, …) polyatomic polymer mole-
cules, which are produced in the discharge volume in
the processes of the plasma polymerization of fluoro-
carbons [31, 32] (process (7)). For CxFy molecules, the
threshold for dissociative excitation is quite low. This is
of great interest because this emission can be used for
the actinometric detection of polymer fluorocarbon
molecules in a gas-discharge plasma. In this study, we
used only the CF2(1B1  1A1) emission band and
investigated the feasibility of applying the proposed
method to study the loss of CF2 radicals under the con-
ditions of the intense polymerization of fluorocarbons
in the plasma volume and on the tube wall.

The emission intensity of fluorine and argon atoms in
a CF4 plasma was significantly lower than that of CF2 rad-
icals. However, the spectral lines of F and Ar atoms were
located apart from the most intense CF2(3B1  1A1)
emission band and, thus, could easily be resolved. As
before, the Ar (2p1  1s2) transition with λ =
750.3 nm was the most appropriate for our purposes. To
record F atoms, we used two transitions from upper lev-

els with different multiplicity, namely, F(3p2  

3s2P3/2) and F(3p4   3s4P5/2). These transitions
correspond to the most intense emission lines of F atom
with λ = 703.8 and 685.6 nm, respectively.

Figure 6a shows the time evolution of the relative
emission intensities of the 703.8- and 686.6-nm lines of
fluorine atoms and the 750.3-nm line of argon in a mod-
ulated discharge in the CF4 : Ar = 98 : 2 mixture at a
pressure of 1 torr, current density of 10 mA/cm2, and
current modulation depth of ~30%. It can be seen that
the time behavior of the emission intensities of F and Ar
atoms is similar to that observed in pure é2 and ç2 for
oxygen and hydrogen atoms; however, the characteris-
tic time scale here is twice as long. When the discharge
is switched into a new quasi-steady state, the relative
change in the emission intensity of the F 685.6-nm line
is smaller than for the F 703.8-nm line. This points to
the presence of another 685.6-nm emission source that
is not related to fluorine atoms. Figure 6b shows the
waveforms of the actinometric signals SF703 =

 and SF685 = , corre-

sponding to the 703.8- and 685.6-nm lines of fluorine
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Fig. 7. (a) Waveforms of the normalized emission intensities of the 750.3-nm line of argon and 248.5-nm line (the
CF2(1B1, 060  1A1, 000) transition) of CF2 radicals in a modulated discharge in the CF4 : Ar = 98 : 2 mixture at p = 1 torr and
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atoms. The modulation depth of the SF703 and SF685 act-
inometric signals is smaller than the modulation depth
of the discharge current, which is equal to ~30%. This
is related to the contribution from the CF2(3B1  1A1)
PLASMA PHYSICS REPORTS      Vol. 30      No. 10      2004
transition to the intensity of the 703.8-nm and
686.6-nm emission lines. However, since the produc-
tion of radicals in the CF2(3B1) state proceeds mainly
via the dissociative excitation of stable polymer mole-
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cules CxFy, which are the products of fluorocarbon
polymerization, the time evolution of the CF2(3B1 
1A1) band emission should be similar to that of the act-
inometer signal. This was verified by comparing the
time evolution of the emission lines corresponding to
the CF2(3B1  1A1) transition to that of the Ar 750-nm
line in a modulated discharge. On the characteristic
time scale of variations in the concentration of fluorine
atoms, these time evolutions were similar to one
another with good accuracy. Therefore, the effect of the
CF2(3B1  1A1) band on the emission intensity of the
703.8- and 685.6-nm lines reduces to a decrease in the
modulation depth of the SF703 and SF685 actinometric
signals. However, as with hydrogen atoms, this does
affect the measurements of the probability of the heter-
ogeneous loss of F atoms. The heavy lines in Fig. 6b
show the exponential approximations for the rise and
decay segments of the SF703 and SF685 actinometric sig-
nals. Using these approximations and formula (12), we
obtain γF = (9.7 ± 0.05) × 10–4 (the relative error
is ~5%).

Figure 7a shows the time evolution of the relative
emission intensities of the 750-nm line of argon and the
248.5-nm line (the CF2(1B1, 060  1A1, 000) transi-
tion) of CF2 radicals in a modulated discharge in the
CF4 : Ar = 98 : 2 mixture at a pressure of 1 torr, current
density of 10 mA/cm2, and current modulation depth
of ~30%. The inset in Fig. 7a shows the emission spec-
trum corresponding to the CF2(1B1  1A1) UV band;
the arrow indicates the emission line whose time evolu-
tion was monitored. Figure 7b shows the waveform of

the actinometric signal  = . The

heavy lines show the exponential approximations for
the rise and decay segments of the  signal. The
obtained characteristic loss time of CF2 radicals is ~1 ms,
which is in good agreement with the time measured in
a similar discharge by the time-resolved LIF method
[31, 32]. This time is much shorter than the characteris-
tic loss time of fluorine atoms; this indirectly points to
the presence of chemical reactions with the participa-
tion of CF2 radicals. The probability of the heteroge-
neous loss of CF2 radicals calculated by formula (12) is

 = (5.1 ± 1) × 10–2. This value is in good agreement
with the probability of the heterogeneous loss of CF2
molecules in plasmochemical etching reactors in which
fluorocarbons are used as a working gas [33–35].

5. CONCLUSIONS

A new method has been proposed for measuring the
probabilities of the heterogeneous loss of radicals in a
gas-discharge plasma. The method is based on the time-
resolved modulation actinometry and is easy to imple-
ment in experiments. The method has been shown to be

SCF2

1 δICF2
/ICF2

+

1 δIAr750/IAr750+
---------------------------------------

SCF2

γCF2
applicable to O, H, F, and CF2 radicals in a dc glow dis-
charge. It has been shown that the method proposed is
similar to the LIF technique and ensures high accuracy
(up to ~0.1) in measuring the probabilities of the sur-
face loss of radicals under gas-discharge conditions.
The method is much more efficient than the LIF
method, especially when applied to the plasma of
molecular gases, where the number of the parameters
determining the surface loss of radicals can be very
large. The method allows one to acquire a large amount
of experimental data over a reasonable time (a few
thousand experimental points in a few weeks). This is
of great importance, since these experimental data
allow one to study in detail the mechanism for the het-
erogeneous loss of radicals. This, in turn, makes it pos-
sible to determine the microparameters of elementary
surface processes with the participation of radicals.
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