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Abstract—Ordered structures formed of 300-µm-long cylindrical nylon grains with diameters of 15 and
7.5 µm are obtained. In contrast to conventional spherical monodisperse grains, which, under certain con-
ditions, form the plasma–dust Coulomb crystal, the cylindrical grains in the plasma acquire a charge of
~7 × 105 electrons and form a structure similar to a liquid crystal. The parameter characterizing the nonideality
of the dusty component of the plasma attains 106. Grains are suspended in the striation in the horizontal plane
and line up in parallel with each other. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.25.Zb; 52.80.Hc
1 Macroscopic grains in a plasma acquire an electric
charge. In the gas-discharge plasma, this is related to
the higher electron mobility as compared to the ion
mobility. The grains acquire the negative electrostatic
potential that balances the fluxes of ions and electrons
onto the grain surface. This so-called floating potential
ϕf l of the grain is proportional to the electron tempera-
ture. The capacity C of the grain is proportional to its
size. The electron energy in a low-pressure gas-dis-
charge plasma is in the 1–10-eV range; therefore, 1–
100-µm-size grains can acquire the charge Zp = eϕf lC =
(103–106) e. Since the potential energy of the Coulomb
interaction is proportional to the product of the grain
charges, the grain subsystem becomes nonideal much
earlier than the gas-discharge plasma itself. Ikezi [1]
was the first who drew attention to the possibility of the
Coulomb crystallization of grains in a gas-discharge
plasma. An interest in the study of a highly nonideal
dusty plasma arose after plasma crystals were experi-
mentally observed in RF [2–4] and dc [5–7] discharges.
At present, nonideal dusty plasmas are being actively
investigated in many laboratories. Plasma crystals of
different structures (face-centered, space-centered, and
hexagonal, as well as quasi-two-dimensional hexago-
nal in the vertical direction and chain in the vertical
direction), were found. As the discharge parameters
change, namely, the pressure decreases or the power
increases, the point defects and dislocations emerge
first; then, the crystal melts. The discussion of the
results obtained to date is presented in reviews [8–10].

1 E-mail: molotkov@hedric.msk.su
0021-3640/00/7103- $20.00 © 20102
So far, in all the experimental studies of a nonideal
dusty plasma, spherical grains were used; such a shape
was also assumed in the theoretical investigations.
However, it is well known that colloidal solutions,
which have much in common with a dusty plasma,
show much broader spectrum of the possible states in
the case of strongly asymmetric needle-shaped or
cylindrical grains [11, 12]. In this case, liquid phase and
several liquid-crystal and crystal phases with different
degrees of orientational and positional ordering were
observed. In this paper, we present the results of the
experimental study of the formation of ordered struc-
tures in a subsystem of 300-µm-long cylindrical nylon
grains with a mass density of ρ = 1.1 g/cm3 and diame-
ters of d = 15 and 7.5 µm in the striations of a dc gas
discharge.

The experiments were conducted with the device
described in [13]. A glow discharge was excited in a
cylindrical, vertically positioned glass tube with cold
electrodes. The inner diameter of the tube was 3 cm, the
length was 60 cm, and the interelectrode distance was
40 cm. The cylindrical grains were placed inside a con-
tainer positioned at the upper end of the discharge tube.
The container was shaken, and the grains fell into the
discharge; some portion of them was trapped near the
head of one of striations, where a strong electric field
balanced out the gravity and the ion-entrainment
forces. The observations were carried out with the use
of a striplike, 150-µm-thick laser beam. The scattered
laser radiation was recorded by a camera recorder. In
experiments with lighter grains, the discharge tube was
filled with pure neon. In order to suspend the heavier
000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) The image of the horizontal section of a structure formed of nylon grains 300 µm long and 15 µm in diameter and (b) the
corresponding distribution function. The discharge is excited in a 1 : 1 neon–hydrogen mixture, the pressure is 0.9 torr, and the dis-
charge current is 3.8 mA.
grains, we filled the tube with a neon–hydrogen mix-
ture, which led to a decrease in the ratio of the length of
the visible part of the striation to its total length and,
consequently, to an increase in the electric field acting
on grains.

Figure 1a presents a piece of the ordered structure
formed of the heavier cylindrical grains (15 µm in
diameter). Figure 1b shows the distribution function
n(r) representing the density of cylindrical grains at a
distance r from the center of a given grain [13]. A short
range order is clearly seen in the figure. All the particles
lie in the plane perpendicular to the discharge axis and
are oriented in a certain direction. It could be expected
that levitating cylindrical grains should follow the
cylindrical symmetry of the discharge. However, Fig. 1
shows no correlation between the grain orientation and
the discharge symmetry. The preferential direction of
the grain orientation also cannot be explained by the
interaction between grains, because individual grains
are oriented in the same direction as the grains in the
structure (Fig. 2a). Moreover, there was no observed
appreciable change in the grain orientation during the
interaction between grains (Fig. 2b). Presumably, the
preferential direction of the grain orientation is related
to an insignificant asymmetry of the discharge tube.
This is confirmed by the fact that the orientation can be
changed by introducing an artificial perturbation into
the discharge. The artificial perturbation was produced
by a dielectric diaphragm with an aperture, which was
located at a distance of several centimeters from the
cathode. The formation of the positive column of the
discharge began near the tube wall through a 1-cm-
diameter aperture located at the diaphragm periphery.
The distortion of the striation, which was visually
observed, was evidence of the presence of an asymmet-
ric component of the electric field. Rotation of the dia-
JETP LETTERS      Vol. 71      No. 3      2000
phragm (and, consequently, the aperture) by a certain
angle resulted in change in the grain orientation in the
same direction.
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Fig. 2. Interaction of cylindrical nylon grains (300 µm long
and 15 µm in diameter). The discharge is excited in a 1 : 1
neon–hydrogen mixture, the pressure is 1 torr, the discharge
current is 4.4 mA, and the time interval between frames is
0.8 s.
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The levitation of the heavy cylindrical grains was
observed only in the neon–hydrogen discharge. The
presence of the molecular additive led not only to an
increase in the electric field near the striation head, but
also to a sharp decrease in the striation length. There-
fore, the observed structures consisted of only few (four
or five) layers.

The lighter grains of the same substance and with
the same length but with a diameter of 7.5 µm were sus-
pended even in the neon striations and formed the struc-
tures much more extended along the discharge axis. In
this case, as in the case of the heavier grains, the struc-
tures also had a preferential direction.

At small pressures (~0.1 torr), in the lower parts of
the structures, there were observed the oscillations with
a wavelength of ~1 mm and a frequency of 20–50 Hz,
similar to those observed in experiments with spherical
grains [14].

Note that, for elongated cylindrical grains with
l/d @ 1, the charge-to-mass ratio is greater than for a
spherical grain with the same mass. Thus, the grain
shape used in this study is more advantageous from the
viewpoint of grain levitation. Actually, the charge of a
cylindrical grain with length l and radius a is

(1)

where

(2)

For φf l = 30 V, l = 300 µm, and 2a = 15 µm, we have
Zp = 7.7 × 105 e. Then, in order to balance the gravity
acting on a nylon grain of the given size (mg = 5.7 ×
10−10 N), the required electric field is E ≅  30 V/cm.
Such an electric field is quite achievable in the striation
head in a neon–hydrogen discharge. For a spherical
grain, the required field is 1.3 times greater than for an
elongated (l/d = 20) grain of the same mass; for l/d =
40, this difference increases to 1.7.

Let us consider the orientation stability of an elon-
gated cylindrical grain in the striation. Figure 3 shows
the model distributions of the electric field E(z) and the

Z p eCφfl,=

C l/2 l/a( ).ln=
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Fig. 3. The model distribution of the longitudinal electric
field and average electron energy in a neon-discharge stria-
tion.
average electron energy e(z) in the striation that quali-
tatively agree with the experimental data [15]. Evi-
dently, the levitation of dust grains can occur only in the
region where the electric force acting on the grain
increases toward the cathode. In the model distribution,
this region approximately corresponds to the interval
1.2–2.8 cm. The moment of force acting on the cylin-
drical grain suspended in the striation is determined by

(3)

where z0 is the coordinate of the center of gravity of the
grain; α is the angle the long axis of the grain makes
with the direction of E; λ is the charge density deter-
mined by the local charging conditions,

(4)

mi and me are the ion and electron masses, respectively;
and Ti is the ion temperature. One more factor influenc-
ing the grain orientation is the induced dipole moment
of the cylindrical grain. However, estimates show that
the moment of force produced by the interaction of this
dipole moment with the longitudinal field of the dis-
charge is small compared to M.

The angular dependence of the moment of force M
in different points of the striation (l = 300 µm, Ti =
0.03 eV, maximum value of E(z) is 30 V/cm, and the
maximum value of e(z) is 10 eV) is such that the stable
grain position is horizontal. This is explained by a sub-
stantial variation of the charge density and the electric
field of the discharge along the grain. The stable hori-
zontal position is assisted by the electric-field gradient
and the increase in the grain charge toward the cathode.
Note that, for the distributions of the plasma parameters
other than those considered above, the stable orienta-
tion can occur to be vertical.

The interaction energy of two grains positioned in
parallel can be obtained by integrating the elementary
interaction energy over the lengths of both grains. For
the experimentally observed mutual position of two
grains, this energy is about 105 eV. For the kinetic
energy of grains equal to the gas temperature (0.03 eV),
the interaction energy corresponds to a nonideality
parameter of ~106.

Thus, the structures formed of the highly charged
elongated cylindrical grains (with a length-to-diameter
ratio of 20 or 40) exhibit the properties similar to those
of nematic liquid-crystal structures [16]:

(i) the positions of the centers of gravity of the
grains show the short range ordering,

(ii) the grains are oriented strictly in parallel with a
certain common axis, and
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(iii) the appearance of this axis is related to the vio-
lation of the cylindrical symmetry of the electric field.
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Abstract—The effect of the magnetic field H on the electrical resistivity ρ and magnetic moment M of
(La0.25Pr0.75)0.7Ca0.3MnO3 ceramic samples with various concentrations of 16O and 18O isotopes is studied. The
behavior of ρ(H) and M(H) is characterized by an unusual shifted hysteresis loop and slow relaxation at some
of its sections. The effects observed are interpreted within the framework of a model that takes into account the
coexistence of regions of a ferromagnetic metal and an antiferromagnetic insulator and their evolution in an
external magnetic field. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.60.+g; 75.30.Kz; 75.60.Ej
6 Manganites are characterized by a strong interaction
of the electron, lattice, and spin subsystems, resulting
in diversified phase transitions and various types of
ordering. Metal–insulator and structural transitions are
observed as well as various types of magnetic, orbital,
and charge ordering. More and more theoretical [1–3]
and experimental [4–6] works give evidence that inho-
mogeneous states and phase separation can exist in
manganites. One of the most convenient objects for
studying effects related to phase separation is a
(La1 − yPry)1 – xCaxMnO3 system. When the relative con-
tent of La and Pr changes at a fixed Ca concentration, a
transition between the ferromagnetic (FM) and charge-
ordered (CO) phases occurs [7], near which this system
may be unstable with respect to phase separation. Such
a transition was discussed in detail in a number of
recent papers [8–10]. In particular, it was revealed that,
at x = 0.3, the transition between the FM and CO states
can be caused even by the replacement of the 16O iso-
tope by 18O [8] near the critical concentration of Pr
(y = 0.75). By using neutron diffraction measurements,
it was shown [10] that the composition with 16O
behaves as an antiferromagnetic at a temperature below
TN = 150 K, and, as the temperature decreases, the anti-
ferromagnetic (AF) behavior changes to the ferromag-
netic one at TC = 120 K. At the same time, a sample
with 18O remains in the antiferromagnetic state down to
the lowest temperatures. The features of the behavior

6 E-mail: voloshin@vei.ru
0021-3640/00/7103- $20.00 © 20106
exhibited by this system (slow relaxation, nonlinear
volt-ampere characteristics [9], and coexistence of FM
and AF reflections on neutron diffraction patterns [10])
show the possibility of the existence of phase separa-
tion in this concentration range. Recent studies of man-
ganites by the scanning tunneling microscopy tech-
nique directly demonstrated the presence of inhomoge-
neous states in the vicinity of the insulator–metal
transition [6].

This work is devoted to studies of magnetic and
electric properties of a (La0.25Pr0.75)0.7Ca0.3MnO3 sys-
tem containing either 16O or 18O. Unusual shifted hys-
teresis loops in the dependences of the magnetic
moment and electrical resistivity on the magnetic field
and a slow relaxation of M and ρ were observed in sam-
ples with both types of isotopes with qualitatively dif-
ferent magnetic properties. The presented results are
interpreted within a framework of a kinetic model tak-
ing into account the coexistence of FM metal and AF
dielectric domains as well as thermally activated transi-
tions between these states.

Measurements were performed on rectangular
(La0.25Pr0.75)0.7Ca0.3MnO3 ceramic samples with dimen-
sions of 1 × 1 × 8 mm and powders of the same compo-
sition. All the samples had either the natural oxygen
isotope composition (mainly 16O) or about 80 at. % of
18O. A detailed preparation procedure and some charac-
teristics of these samples are described in [8, 10].

The magnetic moment M was measured with a
vibrating-coil magnetometer in fields H below 50 kOe.
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Magnetization M(H)/M* and electrical resistivity ρ(H) of ceramic samples with (a) 16O and (b) 18O. Thin lines correspond
to the initial introduction of the magnetic field. The parameters M*, Hi, and Hd are defined in the text.
In the case of sintered samples, their electrical resistiv-
ity ρ was simultaneously measured according to a four-
probe scheme. The temperature (4.2–300 K) was mon-
itored with a thermocouple attached to the sample. Iso-
therms M(H) and ρ(H) were measured after cooling the
sample in the zero field. Typical curves for samples
with 16O and 18O are shown in Figs. 1a and 1b. Here, the
magnetic moment is given in relative units M(H)/M*,
where M* = M (H = 50 kOe, T = 4.2 K); i.e., M* is close
to the saturation magnetic moment. Figures 1a and 1b
presents two types of curves: the initial curves corre-
sponding to the first field introduction and the curves
establishing after the first half-cycle, which were pre-
served in subsequent cycles.

Three temperature ranges with different topogra-
phies of the M(H) and ρ(H) curves can be distinguished
independently of the isotope composition of samples.
At low temperatures (T < T1), the hysteresis of steady-
state curves is virtually absent, but they differ notice-
ably from the initial curve. This difference is apprecia-
bly larger in samples with 18O and is especially pro-
nounced in curves ρ(H), where the change in the elec-
trical resistivity reaches a value of several orders of
magnitude being of percolation character. As the tem-
perature rises (T1 < T < T2), the curves change qualita-
tively. A shifted hysteresis arises in the steady-state
curves ρ(H) and M(H) at fields Hd1 < |H| < Hi2. How-
ever, the difference between the initial curve and the
steady-state one holds. As the temperature continues
JETP LETTERS      Vol. 71      No. 3      2000
rising (T > T2), the difference between the initial curve
and the steady-state loop of the shifted hysteresis disap-
pears, and the loop itself is shifted to higher fields. The
differences in the temperature evolutions of the func-
tions M(H) and ρ(H) for samples with different isotopic
compositions are reduced to shifts of characteristic
temperatures and magnetic fields at which certain fea-
tures are manifested. In particular, for samples with
16O, T1 ≈ 80 K and T2 ≈ 120 K, while for 18O, T1 ≈ 40 K
and T2 ≈ 80 K. All characteristic features of the magne-
tization behavior mentioned above are also manifested
for powders. This also indicates that the effects investi-
gated in this study are inherent properties of the sub-
stances under consideration and are not related to the
structure of particular samples. A similar behavior of
magnetization and electrical resistivity was observed in
manganites [11, 12] and other systems [13].

In the mixed hysteresis region at Hi1 < H < Hi2 and
Hd1 < H < Hd2, the magnetization and electrical resistiv-
ity underwent an appreciable relaxation, which had a
logarithmic behavior at times of ~102 s. As an example,
Fig. 2 shows a loop which was recorded at a sufficiently
fast changes of an external magnetic field with stops at
points 1, 2, 3, and 4. As we see, relaxation is virtually
absent at points 1 and 3, which do not fall within the
field ranges mentioned above, and it is clearly pro-
nounced at points 2 and 4 lying within ranges of
Hi1 < H < Hi2 and Hd1 < H < Hd2, respectively.
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The observed behavior of M(H) and ρ(H) can be
naturally explained in the context of the coexistence of
regions of metallic FM and dielectric AF phases. Such
a pattern implies that the free energy of the system as a
function of local magnetization has minima corre-
sponding to AF and FM states (see Fig. 3). Changes in
the concentrations of this or that phase is related to tem-
perature-activated transitions. This approach was
actively used for qualitative interpretation of the shifted
hysteresis ρ(H) and relaxation effects (e.g., [4, 12, 14]).
However, these processes had no mathematical descrip-
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Fig. 2. Magnetization loop for the 18O powder obtained at
dH/dt ≈ 10 kOe/min with 100-s-long pauses (dH/dt = 0) in
characteristic regions marked with dots. In regions with
smaller slopes of the shifted loop, e.g., at points 1 and 3,
M(t) ≈ const, while in regions with greater slopes, the relax-
ation represented by vertical segments (2, 2') and (4, 4') is
observed. T = 78 K. The inset shows a time dependence of
magnetization after an abrupt field jump from 0 to 28 kOe.
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Fig. 3. Schematic dependence of the Gibbs potential G on
magnetization M for H = 0 (solid line) and H > 0 (dashed
line). The minima correspond to the antiferromagnetic (AF)
and ferromagnetic (FM) states with different directions of
the local magnetization (FM1, FM2).
tion for a long time. A system of kinetic equations was
proposed in [15], which describes concentration varia-
tions of the FM phase with local magnetization M0 ori-
ented along the field (C↑↑ ) and oppositely to it (C↓↓ ), as
well as of the AF phase (C↑↓ ). This system of equations
was successfully employed for description of static and
relaxation dependences of the magnetization M =
M0(C↑↑  – C↓↓ ) = M0∆CF and the electrical resistivity
that depends on the total concentration of the FM phase
CF = C↑↑  + C↓↓ . To describe the shifted hysteresis, it is
basically important to take into account the dependence

of the energy barriers  and , which determine
the probabilities of the transitions from the AF to the
corresponding FM states, on the field H (this depen-
dence was not taken into consideration in [15]). Such
an account leads to changes in the barrier heights. In
fact, it can be presumed that, in the first approximation,
the depth of the AF free-energy minimum remains
unaltered (Fig. 3), while the depth of the FM minimum
with the moment parallel to H changes by M0H. In
addition, the height of the barrier separating these states
decreases by a certain value M1H (M1 < M0). Thus, the
barrier height decreases for the AF-to-FM transition
and increases for the reverse transition. As a result, for

these barriers, we have  = U0 + (M0 – M1)H,  =

U1 – (M0 – M1)H,  = U0 – (M0 – M1)H,  = U1 +
(M0 – M1)H, where U0 and U1 are the corresponding
barriers at H = 0. The following system of equations
can be written for transitions between different states:

where τ is the dimensionless time. The second equation
results from the replacement of the indices ↑↑  with ↓↓
and vice versa. The concentration of the AF phase can
be found from the normalization condition C↑↑  + C↓↓  +
C↑↓  = 1.

The linear system of equations derived allows us to
calculate the intrinsic times τ1(H, T) and τ2(H, T) and to

determine the stationary solutions ,  =

tanh(M0H/T) . At a reasonable selection of parame-
ters of the problem, τ1, related to remagnetization of
ferromagnetic regions, turns out to be much smaller
than τ2 (see also [15]). The time τ2, which determines
the relaxation rate under changes of the AF phase con-
centration, is given by the formula

(1)
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The first term in (1) associated with AF  FM1, FM2
transitions increases monotonically with H, and the
second term related to reverse transitions diminishes
with increasing H. As a result, the function τ2(H) is
nonmonotonic. An appreciable relaxation is observed,
when τ2 is of the order of magnitude of the characteris-
tic measurement time τ*. As a consequence of a non-
monotonic behavior of τ2(H), a field interval Hd < H <
Hi may exist, within which τ*/τ2 < 1 and the FM phase
concentration is frozen (see the solid curve in Fig. 4).
Outside of this interval, the system is fast enough to fol-
low changes in the external field and to maintain the

equilibrium values  and ∆ . Thus, when the field
value exceeds Hi, the system is defrosted and the con-

centration rapidly changes from (Hd) to (Hi).
When the magnetic field begins decreasing, the FM

phase is frozen at the point H = Hi with (Hi) and the
system holds this concentration until H = Hd is reached,

where CF changes jumpwise up to (Hd). Such an
evolution pattern of the magnetic phases accounts for
the hysteresis of ρ(CF(H)) and M(H). In order to
account for the differences between the initial curves
and steady-state ones and for the disappearance of the
shifted hysteresis at low temperatures, it is sufficient to
study the temperature dependence of τ*/τ2. It can be
shown that, when the temperature falls below a certain
threshold value Tf, the parameter τ*/τ2 is determined by
a function resembling that shown with the dashed line
in Fig. 4. At T < Tf, the system becomes frozen even at
H = 0 with a certain concentration CF(0) formed during
cooling in the zero field. As the magnetic field increases
to H = Hi, the FM phase concentration changes from

CF(0) to (Hi). At further cyclic changes in the exter-
nal field in a range –Hi < H < Hi, the FM phase concen-
tration always remains stable CF(Hi) ≠ CF(0); i.e., the
initial curve is never reproduced, and the hysteresis dis-
appears.

In order to describe the logarithmic relaxation and
the shape of the hysteresis loops observed, it is neces-
sary to take into consideration the possible spread in
barriers (e.g., as it was done in [15]). This leads to
spreads in the field values: Hi1 < H < Hi2 and Hd1 < H <
Hd2. It was assumed that the barrier heights U0 and U1

are distributed uniformly within certain fixed intervals.
Their bounds were chosen so that the AF ground state
was harnessed at T = 0. Figure 5 shows the calculated
dependences CF(H) and M(H), accounting for the bar-
rier height spreads. Within the framework of this
model, it is also possible to qualitatively explain relax-
ation effects observed experimentally. It is obvious that
an appreciable phase-concentration relaxation and the
corresponding relaxation of M and ρ must occur at
τ*/τ2 ≈ 1, i.e., at fields Hi1 < H < Hi2 and Hd1 < H < Hd2.

CF
st CF

st

CF
st CF

st

CF
st

CF
st

CF
st
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In conclusion, it should be noted that the anomalies
of static and relaxation characteristics in mixed La–Pr
manganites can be understood by using a simple phe-
nomenological model that takes into account the phase
separation in this system. Presumably, the model devel-
oped may be useful in predicting and interpreting new
effects in materials with very large magnetoresistance.
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Fig. 4. Ratio τ*/τ2 versus magnetic field for two tempera-
tures.

Fig. 5. Calculated dependences of the total FM-phase con-
centration CF and magnetization M on the magnetic field for
the set of parameters corresponding to various magnetiza-
tion regimes (see Fig. 1). Thin lines correspond to the initial
introduction of the field (similar to Fig. 1).
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CONDENSED
MATTER
Nonohmic Coulomb Drag in the Ballistic Electron 
Transport Regime1

V. L. Gurevich and M. I. Muradov
Solid State Physics Department, Ioffe Physicotechnical Institute, Russian Academy of Sciences, 

St. Petersburg, 194021 Russia
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Abstract—We developed the theory of Coulomb drag current induced in a one-dimensional nanowire by the
ballistic nonohmic current in a nearby parallel nanowire under the ballistic transport regime. As in the ohmic
case, we predict sharp oscillations of the drag current as a function of gate voltage or chemical potential of elec-
trons. We also study the dependence of drag current on the voltage V across the driving wire. For relatively large
values of V, the drag current is proportional to V2. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.20.Dx; 73.61.-r
The purpose of this paper is to study the Coulomb
drag current for the ballistic (collisionless) electron
transport in a nanowire under the action of a ballistic
driving nonohmic current in an adjacent parallel
nanowire. The possibility of the Coulomb drag effect in
the ballistic regime in quantum wires has been demon-
strated by Gurevich, Pevzner, and Fenton [1]2 and was
experimentally observed by Debray et al. in [2]. If two
wires, 1 and 2, are near one another and parallel, the
drag force due to the ballistic current in wire 2 acts as a
kind of constant acceleration on the electrons of wire
1 via the Coulomb interaction.

We assume that the largest dimension of the struc-
ture is smaller than the electron mean free path (typi-
cally a few µm). The nanoscale systems of this type are
characterized by low electron densities, which may be
varied by means of the gate voltage.

Following [1], we assume that the drag current in
wire 1 is much smaller than the driving ballistic current
in wire 2 and calculate the drag current by iterating the
Boltzmann equation for wire 1. We have

(1)

where F(1, 2) are the electron distribution functions in
wires 1 and 2, respectively; v = p/m is the electron
velocity; p is the x-component of electron quasimo-
mentum; and the x-axis is parallel to the wires. The col-
lision integral takes into account only the interwire
electron–electron scattering; otherwise, the electron
motion in both wires is considered as ballistic. Now,

, (2)

1 This article was submitted by the authors in English.
2 Some references to the early papers on the Coulomb drag are

given in [1].

v
∂F 1( )

∂z
------------ I 12( ) F 1( ) F 2( ),{ } ,–=

I 12( ) F 1( ) F 2( ),{ } W1 pn 2 p'n',
1 p qn 2 p' qn'–,+ 3

n' p'q

∑=
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where

(3)

As in [1], we assume that the wires are different but
have the same lengths L and consider the interaction
processes when the scattered electrons in both nano-

wires remain within the initial subbands  = (0) +

p2/2m and  = (0) + p2/2m, when n is the band
number.

The first iteration of (1) gives for the nonequilibrium

part of the distribution function ∆

(4)

for p > 0 and p < 0, respectively. Using the particle con-
servation property of the scattering integral

, (5)

we get for the drag current

(6)

The scattering probability  in (2)
includes the delta-function which allows for the energy
conservation for the electrons belonging to two differ-
ent wires,

(7)
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and which following [1] can be brought into the form

(8)

This means that we deal with the backscattering pro-
cesses when the electrons swap their quasimomenta as
a result of collision.

To calculate the drag current, we use the first itera-
tion in the collision term for the Boltzmann equation.
One can insert the equilibrium distribution functions

into the collision term, e.g.,  = f(  – µ) for the
first wire, where f(ε – µ) is the Fermi function.

We assume, following the Landauer–Buttiker–Imry
[3, 4] approach, that the driving quantum wire is con-
nected to two reservoirs that we call “left” (l) and
“right” (r), each of them being in independent equilib-
rium described by the shifted chemical potentials µ(l) =
µ – eV/2 and µ(r) = µ + eV/2. In these expressions, µ is
the average chemical potential, ∆µ/e = V is the voltage
across wire 2 (we assume that eV > 0), and e < 0 is the
electron charge. Therefore, the electrons entering the
wire from the “left” (“right”) and having quasimo-
menta p' > 0 (p' < 0) are described by the functions

(9)

whence it follows that the collision integral (2), (3) is
zero if the initial quasimomentum p' and the final quasi-
momentum p' – q of an electron are of the same sign. In
other words, only the backscattering processes occur;
otherwise, the equilibrium distribution functions on the
right-hand side of (2), (3) would depend on the same
chemical potential and the collision term would vanish.

In virtue of (8), we are interested only in the p' < 0
values [because of the restriction p' – q = p > 0 that fol-
lows from (6)] and arrive at the following product of
distribution functions in the collision term (2), (3)

(10)

or

(11)
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This expression can be recast in the form

(12)

and for the drag current we have

(13)

where

(14)

κ is the dielectric susceptibility of the sample, and

(15)

Some estimates for this function are given in [1].

According to the considerations presented in [1],
those terms in sum (13) in which the differences
|ε(1)(0) – ε(2)(0)| are much greater than both kBT and eV
do not contribute to the current J. Therefore, we have to
deal only with the terms, for which |ε(1)(0) – ε(2)(0)| is
smaller than or of the order of kBT or eV. We assume for
simplicity that there is only one such difference (other-
wise, we would deal with a sum of several terms of the
same type).

Since 4 is a sharp function of p and p', one can fac-
tor all slowly varying functions outside the integral sign
to get

(16)
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Here, we introduce notations

Let us make an order-of-magnitude estimate for the
drag current J in a realistic situation. We assume that
T = 1 K, µ = 14 meV, the widths of the wires are 25 nm,
the distance between the central lines of the wires is
50 nm, κ = 13, and m = 6.7 × 10–29. Then, 

(18)

For eV ! kBT, (16) coincides with the result
obtained in [1]. Let us consider in detail the opposite
case of eV @ kBT. In this case, result (16) does not van-
ishing only if |εnn'| < eV/2, and one obtains the following
equation for the drag current:

(19)

The situation is illustrated in Fig. 1. The straight lines
correspond to the chemical potentials µ(r) and µ(l), and
the middle dashed line corresponds to the average µ
value. Parabolas 1 and 2 represent the dispersion laws for
electrons in wires 1 and 2, respectively. The full circles
correspond to the initial states of colliding electrons.

Before the collision, states 1a and 2a are occupied.
The circle representing state 1a lies below the dashed
line, i.e., below the Fermi level µ. The circle 2a repre-
sents a state with p > 0 that is also occupied because the
corresponding energy is lower than µ(r).

After the collision, state 1b is occupied. It is repre-
sented by a circle above the dashed line, indicating that
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Fig. 1. Schematic representation of the simultaneous transi-
tions caused by the interaction between electrons of two
wires at eV @ kBT. Circles s and d represent the initially
unoccupied and occupied states, respectively.

'
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it was unoccupied before the collision. In wire 2, state
2b with p < 0 is also occupied. It lies above µ(l); i.e., it
was vacant before the transition.

The width of the stripe between the two straight
lines is equal to eV. The drag current should be propor-
tional to the number of the occupied initial states and
the number of free final states. As a result, we have for
eV @ |εnn'|: J ∝  V2 (see Fig. 2).

In summary, we developed the theory of Coulomb
drag current induced in a quantum wire by a nonohmic
current in a nearby parallel nanowire. A ballistic trans-
port in both nanowires is assumed. The drag current J
as a function of the gate voltage exhibits a system of
spikes, with the position of each spike being deter-
mined by the coincidence of a pair of transverse quan-
tization levels, εn(0) and εn'(0) in both wires. At eV @
kBT, J is a parabolic function of the driving voltage V.
The effect may play an important role in the investiga-
tion of the interwire Coulomb scattering, as well as 1D
band structure of wires.
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Abstract—A structural transition from the orthorhombic phase to the rhombohedral one is observed and inves-
tigated on a La0.8Ba0.2MnO3 single crystal. In the region of the coexistence of two phases, the effects of
magnetic field (up to 12 T) and hydrostatic pressure (up to 5 kbar) on the temperature dependences of the
electrical resistivity are studied. It is shown that magnetic field and pressure reduce the transition temperature
and produce qualitatively similar effects on the electrical resistivity in the region of the structural transition.
© 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.15.Gd; 72.60+g; 61.50.Ks
1 This paper presents the results of X-ray diffraction
studies of the La0.8Ba0.2MnO3 compound in the temper-
ature range 80–300 K and the studies of the depen-
dences of its electrical resistivity on magnetic field and
pressure in the temperature range 160–200 K within
which a first-order structural phase transition was
observed.

The samples were cut out of a La0.8Ba0.2MnO3 sin-
gle crystal grown by the floating zone method with the
zone heating by xenon lamp radiation. The galvano-
magnetic properties were studied using the four-probe
dc technique. The measurements under hydrostatic
pressure were performed in a high-pressure cell filled
with helium, which served as the pressure-transmitting
medium. In addition to the aforementioned properties,
for a more complete characterization of the system
under study, we measured the thermo-emf, which was
found to be ≈8 µV/K at 300 K and ≈–7 µV/K at 30 K.
The change of sign of the thermo-emf occurred at T ≈
240 K.

The crystal structure and the phase composition of
the samples were studied by a DRON automated X-ray
diffractometer (with monochromatic CrKα-radiation)
on powder specimens made of the single crystal.

Figure 1 presents the temperature dependences of
the lattice parameters of La0.8Ba0.2MnO3. In the temper-
ature range 80 < T < 185 K, the diffraction patterns dis-
play the diffraction lines of only the orthorhombic
Pbnm phase. At 185 K, along with the reflections from
the orthorhombic phase, weak diffraction lines of the

1 E-mail: pomor@imp.uran.ru
0021-3640/00/7103- $20.00 © 20114
rhombohedral R c phase become visible. With
increasing temperature, the relative intensity of the

lines of the R c phase increases, while the intensity of
the lines of the Pbnm phase decreases; above T =
196 K, the latter lines virtually disappear. The manner
in which the reflections from the rhombohedral phase
appear in the diffraction pattern and the presence of a
two-phase region testify that the phase transition
observed in La0.8Ba0.2MnO3 is a first-order one. The
orthorhombic-to-rhombohedral structural transition,
which occurs with increasing temperature, is accompa-
nied by a decrease in the unit cell volume. The decrease
in the volume per unit formula is ≈0.65%.

Figure 2 shows the temperature dependences of the
resistivity in magnetic fields H = 0, 5 and 12 T in the
temperature range 175–210 K; the dependences were
obtained for both heating and cooling of the sample. In
the temperature region corresponding to the structural
phase transition, a pronounced temperature hysteresis
is visible. With increasing magnetic field, the hysteresis
loop shifts toward lower temperatures, and the differ-
ence between the electrical resistivities of the low-tem-
perature and high-temperature phases decreases. We
note that a similar structural transition was observed in
La0.88Sr0.12MnO3 at T = 145 K: in the ferromagnetic
state, this material developed a transition from the
orthorhombic phase to the pseudocubic one [1]. In the
same experiment, concurrently with the structural tran-
sition, a metal-to-dielectric transition was observed
with both the transition temperature and the magnitude
of the electrical resistivity drop depending on the exter-
nal magnetic field.

3

3
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Figure 3 presents the temperature dependences of
the electrical resistivity under hydrostatic pressure.
With increasing pressure, the hysteresis loop shifts
toward lower temperatures, and the difference between
the resistivities of the low-temperature and high-tem-
perature phases decreases, which is similar to the
behavior of the resistivity in magnetic field.

In lanthanum manganites with perovskite structure,
the manganese ions are positioned at the centers of the
octahedra, which have oxygen ions at their vertices;
sharing their vertices, the octahedra form the spatial lat-
tice. The trivalent lanthanum ions La3+ and the substitu-
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Fig. 1. Temperature dependences of the lattice parameters
of La0.8Ba0.2MnO3.

Fig. 2. Temperature dependences of the electrical resistivity
of La0.8Ba0.2MnO3 in magnetic fields 0, 5, and 12 T.
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tional divalent ions of the doping element are located in
the space between the MnO6 octahedra. The electronic
configuration of a trivalent manganese ion Mn3+ is 3d4.
If Hund’s intra-atomic splitting is large, the electronic

configuration of a Mn3+ ion will be eg. The t2g-state
electrons are localized and form a magnetic moment
(S = 3/2). The eg-state electrons being strongly hybrid-
ized with the oxygen 2p states form the conduction
band with hole-type carriers, which result from the sub-
stitution of divalent elements for La3+ ions [2–5].

In the double-exchange model [4, 5], the matrix ele-
ment tij describing the carrier transfer between the sites
i and j occupied by manganese ions has the form tij =
tcos(θ/2), where θ is the angle between the magnetic
moments Si and Sj localized at the sites i and j. The
quantity t characterizes the degree of overlapping of the
wave functions describing the corresponding states of
the sites between which the hopping occurs. Because of
the strong hybridization of the manganese eg states and
the oxygen 2p states, the quantity t depends on the
Mn−O–Mn bond angle ϕ, which in cubic perovskite
compounds is equal to 180°.

In lanthanum manganites, the deviation of the angle
ϕ from 180° is determined by the relative values of the
effective radii of the trivalent lanthanum, the substitu-
tional divalent element, and the Mn3+ and Mn4+ ions.
Therefore, the angle ϕ depends not only on the compo-
sition but also on the doping level [6].

The value of the Mn–O–Mn bond angle can be effi-
ciently varied by applying external hydrostatic pressure
[5]. Without affecting the composition and the effective
radii of the ions, external pressure leads to a decrease in
the interatomic distances. As a result, the MnO6 octahe-
dron begins to unfold. In systems with a perovskite
structure, an increase in pressure leads to an increase in
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the angle ϕ. In the mean ligand field approximation, the
transfer matrix element t is proportional to cos(π – ϕ);
therefore, as the angle ϕ increases approaching 180°,
the matrix element t increases [5]. Since the conduction
bandwidth is approximately proportional to t2, the
external pressure leads to its increase and, hence, to a
decrease in the resistivity.

Figure 4 shows the pressure dependences of the
quantity (ρp – ρ0)/ρ0 for the high-temperature and low-
temperature phases at T = 185 K. Here, ρp is the electri-
cal resistivity under pressure and ρ0 is the resistivity at
P = 1 bar and H = 0. One can see that, with increasing
pressure, the electrical resistivity of the low-tempera-
ture (orthorhombic) phase decreases faster than the
resistivity of the high-temperature (rhombohedral)
phase. At P = 5 kbar, the difference in the resistivities
reaches ≈10%. Since the decrease in the resistivity with
pressure can be mainly attributed to the increase in the
Mn–O–Mn bond angle, the results of our measure-
ments testify that the variation of the angle ϕ with
increasing pressure occurs faster in the orthorhombic
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Fig. 4. Dependences of the electrical resistivity on (solid
curves) pressure and (dashed curves) magnetic field for the
(h and j) orthorhombic and (s and d) rhombohedral phases
at T = 185 K.
phase than in the rhombohedral one. The same figure
presents the dependence of the magnetoresistance ∆ρ/ρ
on magnetic field for both phases at T = 185 K. One can
see that the orthorhombic phase is characterized by
greater values of magnetoresistance as compared to the
rhombohedral phase. At H = 12 T, this difference
reaches ≈17%.

From Figs. 2 and 3, it follows that, in the tempera-
ture range studied in the experiment, both phases
exhibit a metal-like electrical conduction (dρ/dT > 0),
and their resistivity is ≈3 × 103 µΩcm at H = 0. This
value is close to the Mott resistivity limit ρmax, which
for La0.8Ba0.2MnO3 lies within the interval (5 – 10) ×
103 µΩcm. Thus, in terms of the electrophysical prop-
erties, in the temperature range 175 < T < 210 K, both
phases of La0.8Ba0.2MnO3 are poor metals whose den-
sity of states in the vicinity of the Fermi level is low and
weakly depends on energy. This conclusion is strength-
ened, firstly, by the value of the thermo-emf, which, as
was mentioned above, is small and weakly tempera-
ture-dependent, and, secondly, by the qualitatively sim-
ilar dependences of the resistivities of the two phases
on magnetic field and pressure.
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Collective Behavior of Interwell Excitons in GaAs/AlGaAs 
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Abstract—Photoluminescence spectra of interwell excitons in double GaAs/AlGaAs quantum wells (n–i–n
structures) have been investigated (an interwell exciton in these systems is an electron–hole pair spatially sep-
arated by a narrow AlAs barrier). Under resonance excitation by circularly polarized light, the luminescence
line of interwell excitons exhibits a significant narrowing and a drastic increase in the degree of circular polar-
ization of photoluminescence with increasing exciton concentration. It is found that the radiative recombination
rate significantly increases under these conditions. This phenomenon is observed at temperatures lower than the
critical point and can be interpreted in terms of the collective behavior of interwell excitons. © 2000 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.20.Mf; 73.20.Dx; 78.55.Cr
1 1. Tunneling quantum systems (superlattices and
double quantum wells) have long been the subjects of
intensive studies [1–8]. In principle, electron and hole
charge carriers can be spatially separated in these two-
dimensional systems, which is the reason for this inter-
est. In double quantum wells with an applied band-
declining electric displacement, one can excite excitons
with the electron and the hole located in different quan-
tum wells separated by a tunnel-transparent barrier.
Such excitons are named spatially indirect (I) or inter-
well excitons, as distinct from direct intrawell excitons,
in which the electron and the hole are located in the
same quantum well. Interwell excitons are long-lived
as compared to intrawell excitons. Therefore, these
excitons can easily be accumulated, and the gas of such
excitons can be cooled down to rather low tempera-
tures. Because the central symmetry is broken, inter-
well excitons have a dipole moment already in the
ground state. Theory predicts various possible scenar-
ios of the collective behavior in a system of spatially
separated electrons and holes [1, 9–14]. Thus, in the
recent work [14], it was shown that a liquid dielectric
phase of such excitons could be a stable state of the
electron–hole system at certain critical parameters (the
dipole moment of interwell excitons, their density, and
temperature) in spite of the dipole–dipole repulsion of
interwell excitons. Previously, it was indicated [11] that
a condensed dielectric excitonic phase can occur only
in the case of lateral confinement (accidental or artifi-
cially prepared) in the quantum well plane. This con-
finement and the related external compression allow

1 E-mail: timofeev@issp.ac.ru
0021-3640/00/7103- $20.00 © 20117
rather large densities to be achieved in the gas of inter-
well excitons.

A random potential due to diverse structural defects
(residual charged and neutral impurities, fluctuations of
the barrier width and the widths of the interwell exci-
tons themselves, etc.) is always present in the real tun-
neling quantum systems based on semiconductor het-
erostructures. These fluctuations generate a random
potential profile in quantum well planes. Therefore,
photoexcited electrons and holes spatially separated
between neighboring quantum wells, as well as exci-
tons, become strongly localized in the regions of these
fluctuations at sufficiently low temperatures. This
localization effect in coupled quantum systems is, in
particular, manifested in the lateral, thermally activated
tunneling of charge carriers and is revealed in experi-
ments on spectral narrowing of the luminescence line
corresponding to interwell radiative recombination
with increasing temperature [7].

This work is devoted to studying the photolumines-
cence of interwell excitons in a double quantum well
with the barrier separating the quantum wells that con-
tains four AlAs monolayers. When the barriers are so
narrow, interwell excitons are rather strongly bound. In
this case, if the linear scale of fluctuations l > aB (the
exciton Bohr radius is about aB ≤100 Å) and the ampli-
tude of fluctuations ∆ > kT, interwell excitons are to be
localized at lateral fluctuations of the random potential
without changing significantly their internal structure.
It is known that the barrier width in structures with nar-
row AlAs barriers is characterized by large-scale fluc-
tuations. Therefore, the lateral potential barrier will
also be characterized by large-scale fluctuations. It is
000 MAIK “Nauka/Interperiodica”
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reasonable to expect that interwell excitons at suffi-
ciently low temperatures will reside in such accidental
lateral large-scale potential wells. It is interesting to
know whether the system of excitons under conditions
of such accidental lateral confinement will exhibit crit-
ical behavior when the density increases at low temper-
atures. In this work, we attempt to answer the above
questions.

2. We investigated an n–i–n GaAs/AlGaAs hete-
rostructure with a double quantum well
GaAs/AlAs/GaAs (the width of GaAs wells is about
120 Å, and the width of the AlAs barrier is about 11 Å).
The structure was grown using molecular-beam epitaxy
on an n-type doped GaAs support (the concentration of
the doping Si: impurity was 1018 cm–3) with the (001)
crystallographic orientation. First, a 0.5-µm buffer
layer of Si-doped (1018 cm–3) GaAs was grown on the
support. Next, an insulating AlGaAs layer (x = 0.33)
with a thickness of 0.15 µm was put in place. Next,
GaAs/AlAs/GaAs double quantum wells were grown.
After the double quantum well, an insulating AlGaAs
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Fig. 1. (a) Schematic diagram of optical transitions;
(b) spectral positions of lines of the direct exciton (1sHH),
the excitonic complex (T), and interwell excitons (Iex) as a
function of the electric displacement; and (c) the behavior of
luminescence spectra of interwell excitons as a function of
the applied voltage (numbers on the right of the spectra cor-
respond to the electric voltage in volts) at T = 2 K.
layer with a thickness of 0.15 µm was put in place, fol-
lowed by a 0.1-µm layer of Si-doped (1018 cm–3) GaAs.
The whole structure was covered by a 100-Å GaAs
layer. Mesas of size 1 × 1 mm2 were made on the struc-
ture by the lithographic method. Metallic contacts of an
Au + Ge + Pt alloy were applied to the buffer layer and
to the doped layer in the upper part of a mesa.

Luminescence spectra were investigated under con-
ditions of resonance excitation of intrawell direct
heavy-hole excitons with the use of a tunable Ti-sap-
phire laser. With the aim of optically orienting the
angular momentum of the exciton, we used circularly
polarized resonance excitation. The kinetics of lumi-
nescence spectra was studied under pulse excitation by
a picosecond laser (wavelength 6200 Å, pulse duration
30 ps, and pulse frequency 0.8 MHz). The time evolu-
tion of spectra and the kinetics of intensities were mea-
sured using a system of time-correlated single-photon
counting.

3.1. Figure 1c demonstrates the luminescence spec-
tra of interwell excitons (Iex) measured under resonance
excitation of the 1sHH exciton and at various applied
electric displacements. Two lines are observed in the
region of intrawell luminescence at a zero electric dis-
placement: the line 1sHH of the free exciton and the
line T of the bound exciton. At a negative electric dis-
placement, starting from –0.4 V, the spectra exhibit a
line of interwell radiative recombination, which lin-
early shifts toward lower energies as the applied volt-
age increases (see Fig. 1b). In this case, only the line of
the charged excitonic complex T remains in the spec-
trum of intrawell recombination [15]. At large negative
displacements U < –0.8 V and stationary excitation,
only the luminescence line of the interwell exciton
remains detectable in the spectra, whereas the lumines-
cence of direct intrawell excitons and excitonic com-
plexes is several orders of magnitude weaker in inten-
sity. The intensity of the interwell-exciton line behaves
as a nonmonotonic function of the applied negative dis-
placement. This line appears in the luminescence spec-
trum at such electric displacements when the Stark shift
exceeds the difference of binding energies of the
intrawell and interwell excitons, eFz ≥ ED – EI. At U ~
–0.7 V, the intensity of this line is a maximum and then
monotonically drops with increasing electric field (see
Fig. 1c). This behavior can easily be understood with
regard to the fact that, as the field increases, the effec-
tive dipole moment of the interwell exciton increases in
the direction of structure growth (z-axis). In this case,
the overlap between the wave functions of the electron
and the hole in the exciton monotonically decreases.

3.2. The luminescence line of the interwell exciton
at sufficiently low temperatures (T = 2 K) and small
pumping intensities has a large width (FWHM =
4−5 meV), and the line shape is asymmetric with a
rather extended long-wavelength tail and a relatively
sharp violet edge (see Fig. 2). These features of the
photoluminescence line of interwell excitons are the
JETP LETTERS      Vol. 71      No. 3      2000
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consequences of their strong localization in the regions
of fluctuations of the random potential. In this case, the
line width reflects the statistical distribution of ampli-
tudes of the random potential (it is implied that the
pumping is so small, ne – h < 109 cm–2, that the occu-
pation of accidental potential wells with linear scales
l < 1 µm does not exceed one).

The luminescence line width and shape of interwell
excitons significantly change with increasing power of
the resonance excitation of direct 1sHH intrawell exci-
tons by circularly polarized light (see Fig. 2). With
increasing pumping, line I is narrowed down to
1.5 meV, that is, more than three times. The narrowing
of the line is accompanied by a strong superlinear
increase in its intensity (see the inset in Fig. 2). Only at
high pumping intensities (P > 6 W/cm2) does this line
shift toward high energies and somewhat broaden. The
line shift toward high energies indicates that the applied
electric field is screened when the interwell-exciton
density becomes sufficiently large. From here, the
interwell-exciton density can be estimated from the
above when the luminescence line width reaches its
minimum. This estimation gives n = 3 × 1010 cm–2 for
the concentration. We observed a significant narrowing
of the luminescence line of interwell excitons at various
applied negative displacement voltages from –0.5 V to
–1.2 V. At large negative displacements, the narrowing
of the luminescence line of interwell excitons occurred
at considerably lower pumping intensities.

3.3. Of interest is the behavior of the degree of cir-
cular polarization γ of the interwell-exciton line with
increasing power of resonance excitation (see the inset
in Fig. 2). Direct, 1sHH, fully spin-oriented excitons
(Jh = +3/2 and Sz = –1/2) were generated in our experi-
ments on resonance excitation by circularly polarized
light. Because of the tunneling of carriers, their binding
into interwell excitons, spin–lattice relaxation, and
strong spin–orbit interaction of holes, the spin memory
of interwell excitons is partially lost but, nevertheless,
remains high and comprises almost 15–20% at a low
excitation density. When the power of resonance exci-
tation increases so that the luminescence line of inter-
well excitons becomes strongly narrowed, the degree of
circular polarization of the corresponding line
increases more than two times. If it is suggested that the
spin relaxation rate τs varies only slightly with increas-
ing pumping intensity (most likely, it can only
increase), then the increase in the degree of circular
polarization can be naturally associated with the
decrease in the lifetime τd of interwell excitons. This
follows from the simple kinetic equation relating the
degree of circular polarization with the lifetime and the
spin relaxation time γ = γ0/(1 + τd/τs) [16]. A threshold
increase in the circular polarization of the narrow pho-
toluminescence line of interwell excitons with increas-
ing pumping was observed at resonance excitation by
linearly polarized light (polarization was parallel to the
plane of layers). When the excitation densities were not
JETP LETTERS      Vol. 71      No. 3      2000
high and interwell excitons were strongly localized in
the regions of fluctuations of the random potential, the
photoluminescence spectra remained fully depolarized
under such conditions. The details of experiments with
linearly polarized excitation will be published sepa-
rately.

Thus, with increasing concentration of interwell
excitons, the corresponding photoluminescence line is
narrowed down and the degree of its polarization
increases, which gives indirect evidence that the radia-
tive decay time shortens. This phenomenon turned out
to be very sensitive to temperature. At temperatures
higher than critical values and fixed large pumping
intensities, the line width of interwell excitons
increases abruptly and the degree of circular polariza-
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tion decreases down to previous values (see Fig. 3). In
this case, the critical temperature at which such dra-
matic spectral changes were observed was Tc ≤ 6 K (∆T
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Fig. 3. Temperature dependence of the luminescence line
width of interwell excitons Γ (round symbols, left scale) and
its degree of circular polarization γ (square symbols, right
scale) for electric displacements of –0.7 and –0.85 V.
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= ±1 K).
3.4. We investigated the kinetics of photolumines-

cence spectra under conditions of pulse excitation with
the use of a picosecond laser. Under this excitation, hot
photoexcited electrons and holes are generated at the
instant of laser pulse action in each quantum well with
the same density and are not spatially separated. Figure 4
presents the time evolution of spectra under pulse exci-
tation. The spectra were measured with different time
delays in reference to the exciting laser pulse at T = 5 K
and the applied voltage U = –0.7 V. At zero delays, only
the region of direct intrawell luminescence is observed
in the spectra. The photoluminescence spectrum of
interwell excitons is formed at delays τ ≥ 2 ns. This
delay is a consequence of carrier tunneling through the
barrier accompanied by spatial separation of charge car-
riers among quantum wells; their intrawell energy relax-
ation; and, simultaneously, recombination. Figure 4
demonstrates that a sufficiently narrow line dominates
at the violet edge of interwell photoluminescence spec-
tra at small delays (<10 ns). With increasing delay, this
line is significantly narrowed. Its width reaches
1.5 meV at a delay of 6 ns; that is, it decreases almost
three times in comparison with its width at initial
delays. The intensity of this line decays with time much
faster than the structureless spectrum of interwell lumi-
nescence beneath it. At delays longer than 20 ns, this
line is not resolved and blends into the structureless
part of the spectrum, which remains almost unchanged
in its shape and is observed at delays longer than 40 ns.
This behavior is clearly evident in the kinetics of inten-
sities measured directly at the spectral position of the
narrow line (see the inset in Fig. 4). It is essential to
note that the narrow band distinguished by the short-
term kinetics of intensity decay under conditions of
pulse excitation is observed, as well as in the case of
stationary excitation, only at sufficiently low tempera-
tures. Thus, in the case of delays of 12 ns, the narrow
line starts to broaden and blends into the structureless
background beneath it at T ≥ 6 K. At shorter delays and,
hence, at a higher density of interwell excitons, this line
disappears in the spectrum at distinctly higher temper-
atures. For example, at a delay of 7 ns, the narrow line
disappears in the spectra at T ≥ 10 K. We observed the
same behavior of the time-resolved spectra and kinetics
of interwell luminescence at various applied voltages in
the range from –0.4 to –0.9 V.

4. The totality of the experimental results presented
above cannot be explained within the simple one-parti-
cle description of radiative annihilation of interwell
excitons localized at fluctuations of the random poten-
tial. Thus, the appearance of the narrow line in the pho-
toluminescence spectrum can be associated with delo-
calized interwell excitons, which appear above the per-
colation threshold. However, in this case, it remains
completely inexplicable why this phenomenon is so
sensitive to temperature and is not observed at T > Tc.
The threshold increase of the degree of circular polar-
ization and the superlinear growth of the intensity of
JETP LETTERS      Vol. 71      No. 3      2000
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this line also remains unclear. At the same time, these
results can be explained, at least, qualitatively as the
consequence of the collective behavior of delocalized
interwell excitons upon attaining the critical tempera-
ture and concentration. It can be suggested that the
investigated structures with a narrow AlAs barrier are
characterized by large-scale fluctuations of the poten-
tial, in particular, by those due to variations of the bar-
rier width. Such fluctuations of the potential are poorly
screened, as distinct from the random potential due to
residual charged impurities, which also arises in the
studied structures. Because of large-scale fluctuations
of the potential profile in the plane of the quantum well,
photoexcited interwell excitons can accumulate in mac-
roscopically large areas with lateral confinement up to
several tenths of a micron. It is in these areas that the
main events associated with photoexcited interwell
excitons proceed. These events can develop by inde-
pendent scenarios, but collective interaction in the sys-
tem of interwell excitons delocalized within macro-
scopically large lateral areas is suggested in the basis of
each of them. Within one of the scenarios, it can be sug-
gested that interwell excitons are condensed into a
metallic e–h liquid with spatially separated electron–
hole layers upon attaining the critical densities and
temperature. If one associates the narrow line in the
spectrum with the emerging liquid phase, then its den-
sity can be easily estimated from the above by the line
width, which, in this case, must equal the sum of Fermi
energies of electrons and holes. The density determined
in this way equals 3 × 1010 cm–2, and the dimensionless
parameter rs corresponding to this density equals rs =

1/  = 4. The condensed phase within this
approach turns out to be too loose to shield completely
the Coulomb interaction in interwell excitons; that is,
excitons at these concentrations must retain their indi-
viduality. Therefore, the condensed phase cannot be
metallic. This conclusion is confirmed by studies of
photoluminescence spectra in a magnetic field with the
Faraday geometry. It was found that the narrow line,
similar to a free exciton, is split into a Zeeman doublet
with the intensity ratio of components σ+/σ– corre-
sponding to the temperature and the spin splitting
value. That is, the individual properties of the exciton
are retained in the condensed phase. The details of
these experiments will be described in a separate publi-
cation.

We suggest that the effect of strong narrowing of the
photoluminescence line of interwell excitons and the
critical character of this phenomenon with respect to
density and temperature can be associated with the con-
densation of interwell excitons into a dielectric liquid.
It was shown in [14] that, at certain values of the dipole
moment of interwell excitons, a sufficiently dense sys-
tem of interwell excitons could condense into a dielec-
tric liquid in spite of the dipole–dipole repulsion
between such excitons. It was indicated in [11] that this
condensation could most likely occur in the regions

πnaB
2
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with lateral confinement. According to our experi-
ments, under stationary excitation, the condensation
occurs at T < 6 K and at an average exciton concentra-
tion of 3 × 1010 cm–2.

The condensed part of excitons must be phased
within the coherent length. Spatial coherence must
occur at least at scales of the de Broglie wavelength of

interwell excitons λex, which equals λex = h/  =
1.5 × 103 Å at T = 2 K and exceeds the exciton Bohr
radius by more than an order of magnitude. At the same

conditions, the dimensionless parameter r = n ×  = 4.
The observed threshold increase of the circular polar-
ization of interwell excitons gives indirect evidence of
an increase of spatial coherence in the condensed
phase. Furthermore, the radiative decay of phase-corre-
lated interwell excitons in the condensate must be dis-
tinguished by considerably larger radiative probabili-
ties, as compared to the photoluminescence of excitons
beyond the condensate. This conclusion also agrees
with the experiment.

Nevertheless, an essential question in justifying the
assumption of the condensation of interwell excitons
into a dielectric liquid phase remains open and requires
an experimental answer. This question concerns the
determination of the linear scales of spatial coherence.
This problem can be solved experimentally, in particu-
lar, by measuring intensity correlations under condi-
tions when the suggested exciton condensation occurs.
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Abstract—The Josephson current is calculated for an SFIFS tunnel contact (where I is an insulator), whose
banks are formed by a massive superconductor (S) and a thin layer of a normal ferromagnetic metal (F). Within
the microscopic theory of the proximity effect for an SF bilayer, it is shown that, even at mesoscopic dimensions
of the ferromagnetic layer in an SFIFS contact, a transition to the state characterized by a π shift of the phase
difference between the superconducting wave functions at the banks of the contact can be implemented owing
to this effect. The amplitude of the critical current as a function of bilayer parameters is found. It is shown that
the exchange-field strength at which the Josephson current in an SFIFS contact is reversed (transition to the π
state) can be varied within rather broad limits by changing the parameters of the SF bilayer (resistance of the
SF interface and proximity-effect magnitude). © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 85.25.Cp; 73.23.Hk; 73.40.-c 
1 1. Among Josephson structures that exhibit in the
ground state a spontaneous π shift of the macroscopic
phase difference between the superconducting wave
functions at the banks of a Josephson junction, SFS
junctions seem to show the greatest promise as ele-
ments of quantum logic [1, 2]. Although this feature of
SF contacts was predicted quite long ago (see [3–5]),
the transverse (with respect to the direction of the lay-
ers) resistive properties of SFS junctions have been
measured only recently (it is worth noting that such
measurements are expected to furnish direct informa-
tion about the transport properties of the systems in
question [2, 6, 7]). Moreover, a general theory of tunnel
contacts for the case where a normal metal is ferromag-
netic has yet to be developed.

The theory of SNINS tunnel junctions (where N and
I are, respectively, a normal metal and an insulator)
with an arbitrary transparency of SN interface has been
considerably developed in recent years (see, for exam-
ple, [8, 9]). As is well known, a fundamental difference
between a nonmagnetic and a ferromagnetic normal
metal is that conduction-electron spins are polarized in
the latter. In just the same way as in SN structures, the
proximity effect in the SF case results in that supercon-
ducting correlations are induced in the F layer, but the
exchange polarization of electrons near the Fermi sur-
face modifies here the conditions of pairing. In the F
layer, there arise two groups (subbands) of electrons:
Cooper pairs are formed by quasiparticles from
{p↑ , (−p + ∆p)↓} and {p↓ , (–p – ∆p)↑} states, where
∆p ~ Hexc/vF, Hexc  and vF are, respectively, the
exchange field in energy units and the Fermi velocity. If

1 E-mail: krivoruc@host.dipt.donetsk.ua
0021-3640/00/7103- $20.00 © 20123
the spin–orbit scattering of the electrons is sufficiently
weak, pairs from the different spin subbands undergo
virtually no mixing [10, 11]. Thus, we can conclude
that the behavior of SFS junctions is characterized by
spatial oscillations [cos(∆px)] of the induced supercon-
ducting order parameter in the F layer.

Not only does the density of Cooper pairs oscillate
in the ferromagnetic layer, but it also decreases expo-
nentially, the characteristic decay length being ξF ~
(DF/Hexc)1/2, where DF is the diffusion coefficient in the
F metal (we use here the system of units in which
" = kB = 1). In view of such a strong suppression of
superconducting properties by the exchange field, only
SF systems where the thickness of the F layer is small,
dF ! ξF, and where the exchange field Hexc is suffi-
ciently weak are of interest for implementing a π con-
tact in practice. In this limit, however, it is not obvious
whether the system in question can occur in a state
where the phase difference between the order-parame-
ter values at the banks of the contact is equal to π.

In the present study, the amplitude of the critical
current in an SFIFS tunnel contact is analyzed as a
function of the parameters of the SF bilayer, such as the
proximity-effect magnitude, the transparency of the SF
interface, and the exchange-field strength. It is shown
that, even at mesoscopic dimensions of the ferromag-
netic layer in SFIFS contacts, a state where the phase
difference between the order-parameter values at the
banks of the contact is equal to π can be realized owing
to the proximity effect. An important point is that con-
ditions under which the sign of the Josephson current is
reversed can be changed by varying the parameters of
the SF bilayer.
000 MAIK “Nauka/Interperiodica”
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2. Contact model. We will consider the case where
either electrode of the tunnel Josephson junction rep-
resents an SF bilayer and where the transparency of the
insulating layer is so small that the effect of the current
on the electrode states can be disregarded. Suppose
that the conditions of the dirty limit are satisfied both
for the S and for the F metal and that the critical tem-
perature of the superconducting transition in the F
metal is zero. We also assume that all the quantities
involved depend only on the coordinate along the nor-
mal to the interface (the transverse dimensions of the
junction are taken to be much less than the Josephson
penetration depth λJ). We will address the most inter-
esting case, that of

(1)

where ξS = (DS/2πTC)1/2 and ξ = (DF/2πTC)1/2 are the
effective coherence lengths in, respectively, the super-
conducting and the ferromagnetic metal (for the latter,
the choice of a convenient coherence length depends on
the relationship between the critical temperature TC of
the superconducting metal and Hexc), DS being the dif-
fusion coefficient in the superconducting metal. The
first condition in (1) enables us to disregard the reduc-
tion of the critical temperature in the SF bilayer in rela-
tion to the critical temperature in the bulk S metal.
Owing to the second condition, all quantities within the
F layer can treated as spatially uniform ones.

dS @ ξS, dF ! min ξF ξ,( ),

0.4

0.2

0

–0.2
5 10 15

ICRNe/2πTC

Hexc/πNC

1

2

3

Fig. 1. Critical current of an SFIFS contact for T/TC ! 1 ver-
sus exchange energy at γM = (solid curves) 0.1 and (dashed
curves) 0.2 for a high transparency of the SF interface: γB =
(curves 1) 0, (curves 2) 0.1, and (curves 3) 0.2.
The problem of determining the tunnel properties of
a junction whose banks are bilayers in close proximity
to each other is usually solved in two steps: the super-
conducting properties of the bilayer involved are deter-
mined first, while the electric parameters of the contact
are calculated at the next step. For layered systems
formed by bulk S layers and thin (mesoscopic) F layers,
the proximity effect was considered in [12] without
imposing any condition on the transparency of SF inter-
faces. It was shown there that the interplay of S and
F layers is governed by the ratios γM = γdF/ξ and γB =
γBFdF/ξ and by the exchange-field strength Hexc. Here,
γ = ρSξS/ρFξ is the proximity-effect parameter charac-
terizing the strength of superconducting correlations
induced in the F layer because of the proximity of the
S layer; γBF is a parameter that takes into account
effects associated with a finite transparency of the SF
interface; and ρS and ρF are the resistances of, respec-
tively, the S and the F metal in the normal state. (We
use here the effective coherence length ξ of the normal
nonmagnetic metal with the diffusion coefficient DF;
it is convenient to introduce this quantity for an anal-
ysis of the limit Hexc  0.) By using general expres-
sions obtained in [12], we will calculate the amplitude
of the critical current of an SFIFS contact as a func-
tion of parameters of the system such as the proxim-
ity-effect magnitude, the transparency of the SF inter-
face, and the strength of the exchange field in the F
metal.

ICRNe/2πTC

Hexc/πNC

0.25

0.20
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–0.05
3 6 9

1

2

3

Fig. 2. As in Fig. 1, but for a low transparency of the SF
interface: γB = (curves 1) 1, (curves 2) 2, and (curves 3) 5.
The rest of the notation is identical to that in Fig. 1.
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3. Critical current of an SFIFS contact. The criti-
cal current of the SFIFS tunnel contact can be repre-
sented in the form [12]

(2)

where RN is the resistance of the contact in the normal
state;  = ω + iHexc; ω = πT(2n + 1) (n = 0, ±1, ±2, …)
are Matsubara frequencies; and the subscripts 1 and 2
label quantities referring to the first and the second
electrode, respectively. Here, we have taken explicitly
into account the normalization condition G2 + F2 = 1
for the Usadel Green’s functions; following [8], we
have also introduced the modified Usadel functions

ΦS, F defined by the relations GS = ω/(ω2 + )1/2, FS =

GSΦS/ω, GF = /(  + )1/2, and FF = GFΦF/ .

Presented below are analytic results obtained by
considering the proximity effects for an SF bilayer
characterized by a small value of the proximity-effect
parameter, γM ! 1. For the function ΦS(ω) ≡ ΦS(ω, 0),
expression (14) from [12] yields

(3)

where ∆0 is the absolute value of the order parameter in
the bulk of the S layer,

With the aid of (3), expression (2) for the critical cur-
rent can be reduced to an analytic form that is valid for
γM ! 1 and for an arbitrary transparency γB of the SF
interface and an arbitrary exchange-field strength. We
note that, for Hexc  0,   ω and the value found
for IC goes over to that obtained in [8] for an SNINS
contact.

For the case of a weak proximity effect (γM ! 1),
Figs. 1 and 2 show the amplitude of the Josephson cur-
rent calculated numerically by formulas (2) and (3) ver-
sus the exchange-field strength. These results were
obtained at a high (γB ! 1) and a low (1 ≤ γB) transpar-
ency of the SF interface (Figs. 1 and 2, respectively). It
can be seen that, in some interval of exchange-field
strengths within the F layer, a state is formed that cor-
responds to the reversal of the supercurrent; that is, the
phase difference between the superconducting order
parameters at the different banks of the junction
changes by π in this case. A transition to the state where
there is a π shift of the phase difference depends greatly

eRN/2πTC( )IC T /TC( )ReΣω 0> GF1 ω( )ΦF1 ω( )=

× GF2 ω( )ΦF2 ω( )/ω̃2 ReΣω 0> GS ω( )ΦS ω( )/ω{ } 2=

× 1 2ωGS γB/πTC( ) ω̃2 γB/πTC( )2+ +{ }
1–
,

ω̃

ΦS
2

ω̃ ω̃2 ΦF
2 ω̃

ΦS ω( ) ∆0 1
γMβω̃

γMβω̃ ωA+
-----------------------------– 

  ,=

β ω2 ∆0
2+( )1/2

/πTC[ ]
1/2

,=

A A ω( )≡ 1
γBω̃
πTC( )2

---------------- 2ω
β2
------- γBω̃+ 

 + 
 

1/2

.=

ω̃
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on the bilayer parameters γM and γB. By varying these
parameters, we can change sizably the conditions under
which the state characterized by a π phase difference at
the banks of the junction is realized. To illustrate this
statement, we note that, at γM = 0.1, the current is
reversed at Hexc ≈ 8πTC if γB = 0.0 and at Hexc ≈ 3πTC if
γB = 0.2 (see solid curves in Fig. 1). Similarly, the cur-
rent is reversed at Hexc ≈ 3πTC rather than at Hexc ≈ 8πTC

if γB = 0.1 but γM = 0.2 (see dashed curves in Fig. 1). In
the absence of proximity effects (γM = 0), there is no
reversal of the critical current.

The physics behind the phenomenon in question is
as follows. Because of proximity effects, ferromagnetic
correlations are induced in the S layer over a region that
is adjacent to the F layer and which has a thickness of
about ξS [12]. As a result, the effective thickness of the
magnetic layer appears to be on the order of ξS. In the
case of a sufficiently thick ferromagnetic layer, a tran-
sition to the π state becomes energetically favorable
(see, for example, [5, 13]).

In the mean-field approximation, within which we
treat here ferromagnetism, the exchange field Hexc is
proportional to the product of the exchange-interaction
constant and the magnetization M(T). Since M(T) ≈
M0[1 – (T/T0)3/2], the exchange-field strength in a given
Josephson contact can be changed experimentally by
varying the temperature of the contact. Experiments of
this type were performed by Veretennikov et al. [6] and
by Ryazanov et al. [7], who found Josephson supercur-
rents in sandwiches featuring CuNi ferromagnetic lay-
ers. In response to a variation in the temperature, the
critical current of the junction changed monotonically,
undergoing a sign reversal at some point. In all proba-
bility, the parameters of the junctions studied in [6, 7]
were close to those at which the sign of the critical cur-
rent is reversed owing to a transition to the π state, and
this transition occurred when the varied temperature
reached the corresponding value.
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Abstract—Data on muons with the threshold energy Eµ ≈ 1.0 × secθ GeV in extensive air showers of energies
E0 ≥ 4 × 1016 eV measured on the Yakutsk and Akeno arrays are jointly analyzed. The results are compared with
the calculations by the quark–gluon–string model with jets. It is shown that this model does not contradict the
data measured for energies E0 ≤ 1018 eV on both arrays under the assumption that the primary particle compo-
sition differs from the composition where heavy nuclei dominate over protons. Experimental data for energies
E0 ≥ 3 × 1018 eV indicate that the shower development differs from that predicted by the quark–gluon–string
model with jets. © 2000 MAIK “Nauka/Interperiodica”.

PACS numbers: 96.40.Pq; 95.85.Ry; 13.85.Tp
1. INTRODUCTION 

Muons of energies ~0.5–1.0 GeV constitute a very
important component of the extensive air showers
(EASs) induced by cosmic rays of extremely high ener-
gies. They are weakly absorbed in the atmosphere and
are sensitive to the characteristics of nuclear interac-
tions occurring in the course of EAS development and
to the chemical composition of the primary cosmic
rays. The number and lateral distribution of muons with
the indicated energies allow their detection by the
arrays with large distances (~0.5–1.5 km) between
detectors. In particular, the basic shower parameters
(arrival direction and energy of primary particles) were
found by the Sydney group [1] from the data measured
on the SUGAR array for the muons with the threshold
energy Eµ ≈ 0.75 × secθ GeV.

The Yakutsk array has been detecting muons with
the threshold energy Eµ ≈ 1 × secθ GeV continuously
since 1978. An analysis of a large body of experimental
data accumulated during this time period demonstrates
[2–9] that the dynamics of EASs with energies E0 ≥
(3−5) × 1018 eV substantially differs from that at lower
energies of the primary particles. For a variety of rea-
sons, this conclusion has not yet been confirmed by
other researches. In particular, the above-mentioned
SUGAR array has long been closed down. Only a few
showers of energies E0 ≥ 1018 eV, for which muons
were detected [10], were observed on the Haverah Park
array in England (which is also no longer in operation).
The Akeno array in Japan has been detecting muons in
0021-3640/00/7103- $20.00 © 20097
EASs with energies of up to ~1020 eV for a rather long
time [11].

Below, we consider some results obtained for
muons on the Yakutsk and Akeno arrays. The experi-
mental data are compared with the results of our calcu-
lations carried out in the quark–gluon–string model
with jets (QGSJET model) [12] that adequately
describes a large body of experimental data on the
EASs with energies E0 ≤ (2–4) × 1018 eV [9, 13, 14].
Recent analysis [15] has demonstrated that this model,
in a sense, provides the best description in the energy
range ~106 GeV because it yields identical estimates
for the mass composition of cosmic rays when studying
different characteristics of EASs in the bend region of
the primary energy spectrum.

2. RESULTS AND DISCUSSION 

Below, we consider the lateral distribution functions
(LDFs) for muons with the threshold energy Eµ ≈
1 × secθ GeV. The methods of their determination on
both arrays were described in [9, 16]. The Yakutsk
LDFs are approximated by the function [9]

(1)

with the well-known Greisen relationship [17]

(2)

where r = R/R0 (R0 = 280 m), Cµ is the normalization
constant, Nµ is the total number of muons at the obser-

ρµ R( ) f µ 1 R/2000+( ) 6.5– m 2–[ ]=

f µ Nµ Cµ/R0( )r 0.75– 1 r+( )
0.75 bµ–

,=
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vation level, and bµ is the parameter depending on the
shower energy E0 and zenith angle θ.

The Akeno data are approximated as [16]

(3)ρµ R( ) f µ 1 R/800( )3+( ) 0.6–
,=

102
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100
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103

102

101

100

10–1

10–2

102 103 R, m

600 m

7
6
5

4
3
2

1

ρµ(R), m–2

Fig. 1. The LDFs for muons with Eµ = 1 × secθ GeV calcu-
lated using the QGSJET model for the proton primary com-
position: the circles are the calculated densities, and the curves
are approximation (1) for showers with E0 = 3 × 1018 eV (1, 3)

and 2 × 1019 eV (2). Solid, dash–dotted, and dashed lines
correspond to cosθ = 0.98, 0.78, and 0.58, respectively.
Curves 1 and 2 are for the Yakutsk array, and curve 3 is for
Akeno.

Fig. 2. The LDFs for muons with Eµ = 1 × secθ GeV mea-
sured on the Yakutsk array in EASs with 〈secθ〉 ≈ 1.05:
log(E0) = 17.1 (1), 17.5 (2), 17.9 (3), 18.3 (4), 18.7 (5),
19.1 (6), and 19.5 (7). Curves are approximation (1).
where fµ has the form (2) with bµ = 3.27 for all showers,
while the parameter R0 depends on the zenith angle θ:

(4)

An analysis has shown that expression (1) is well
suited also for the description of the Akeno LDFs in the
interval 100–3000 m, because functions (1) and (3) are
rather close to one another, provided that the parame-
ters bµ or R0 are properly chosen. For this reason, to
compare the muon LDFs for both arrays, we used only
approximation (1), where the bµ parameters for the
Akeno data were found by the least squares method
from the experimentally measured densities with
allowance made for their errors.

Figure 1 shows the QGSJET-calculated LDFs for
the muons induced by primary protons (points) and
approximation (1) found from these points for the
showers with energies E0 = 3 × 1018 eV and 2 × 1019 eV
(curves). The solid, dash–dotted, and dashed lines cor-
respond to cosθ = 0.98, 0.78, and 0.58, respectively.
Curves 1 and 2 are for the LDFs in the above-men-
tioned showers at the Yakutsk observation level, and
curve 3 is the same for the Akeno array.

Figures 2 and 3 show the experimental muon LDFs
and their fits for the near-vertical-incident EASs
observed, respectively, on the Yakutsk and Akeno
arrays [16–18]. The LDFs presented in [18] for the
muons with threshold energy Eµ = 0.5 GeV are recalcu-
lated to Eµ = 1.0 GeV using the Greisen spectrum [19]

(5)

where ϕ(R) = 0.14R0.37. This relationship does not con-
tradict the QGSJET results.

It is seen that approximation (1) satisfactorily fits
the experimental data for all distances R from the
shower axes (core distances) where measurements
were made. The behavior of LDFs as a whole can be
judged by the parameter bµ , which is highly sensitive to
the LDF variations. This is seen from Fig. 4, where the
bµ parameters in the showers with cosθ ≥ 0.9 are dis-
played as functions of E0. The parameters bµ calculated
in the QGSJET model for the LDFs of muons induced
by primary protons are shown for Yakutsk by the solid
line and for Akeno by the dashed line. These parame-
ters satisfy expression

(6)

where b0 = 1.96 and 2.18 and b1 = 0.07 and 0.1 for
Yakutsk and Akeno, respectively.

Such a behavior of the bµ parameter reflects the
physical fact that the LDF steepens with a decrease in
the X – Xm distance from the observation level X to the
level Xm of maximum shower development, because
muons concentrate closer to the shower axis as this dis-
tance diminishes.

R0( )log 0.58 0.04±( ) θ 1–sec( )=

+ 2.39 0.05±( ).

F ≥ Eµ R,( ) 51/ 50 Eµ+( )( ) 3/ 2 Eµ+( )( )ϕ R( ),=

bµ b0 b1 E0 18–log( ),+=
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Figure 4 shows the experimental results (crosses)
obtained on the Yakutsk array. For energies E0 ≤
1018 eV, they satisfy equation (6) with b0 = 2.05 ± 0.02
and b1 = 0.17 ± 0.03. The discrepancy between the cal-
culated and experimental values of the b1 coefficient
characterizing the degree of muon LDF steepening
with an increase in E0 is likely due to an additional
change in the composition of primary particles: 

b1 ≈ 0.07 × (1 – ∂logA/∂logE0), (7)

where A is the mass number.
It follows from (7) and measurements that

∂logA/∂logE0 ≈ –1.43 ± 0.43. This, in turn, is not con-
tradictory to the hypothesis that the primary composi-
tion changes from a mixture enriched at E0 ~ 1017 eV
with heavy nuclei {Z = 10–30 comprise ~(63 ± 7)%
[20]} to a lighter mixture. According to estimation [21],
the fraction of protons is ~80% (〈lnA〉  ≈ 0.4) at E0 ~
1018 eV. On the whole, the Yakutsk data are in agree-
ment with the theoretical results.

For E0 ≥ (2–4) × 1018 eV, the muon LDF becomes
smoother (see Fig. 4) than is expected from the extrap-
olation of the experimental LDF dynamics from the
energy range E0 ≈ (4–20) × 1017 eV. This anomaly is
manifested in the fact that the decrease in the bµ param-
eter (by ∆bµ ≈ –0.35 at E0 ~ 1019 eV) is ~2.7 times
greater than the value of bµ(p) – bµ(Fe) = 0.13 predicted
by the QGSJET model for the extreme cases of chang-
ing composition from primary protons to iron nuclei. In
our opinion, such a behavior of the muon LDF is asso-
ciated with some new EAS dynamics.

Let us consider the Akeno data. Figure 4 displays
the bµ parameters (triangles and circles) for the LDFs
presented in Fig. 3. As seen, the results of different
measurement runs are not fully consistent with each
other. Moreover, the LDFs obtained on the Akeno array
turned out to be considerably smoother than those from
the Yakutsk array, although the QGSEJET model pre-
dicts the reverse situation. It is conceivable that the data
[16–18] contain systematic errors that bring about these
discrepancies.

The dash–dotted line in Fig. 4 is the result of recal-
culation of empirical formula (3) obtained from the
Akeno data [16–18] to approximation (1). Our data
(crosses in Fig. 4) demonstrate that the muon LDFs
may appear to be independent of the energy of primary
particles if the experimental accuracy is insufficient.
However, this conclusion is erroneous, which becomes
clear upon a more detailed and accurate investigation of
the muon LDF.

Besides the bµ parameter, the muon density ρµ, 600
measured at a core distance of 600 m is another impor-
tant parameter determining the magnitude of the muon
LDF. One can see from Fig. 1 that at fixed energy E0
this parameter weakly depends on the zenith angle θ
and levels of the Yakutsk and Akeno array locations. It
JETP LETTERS      Vol. 71      No. 3      2000
can be experimentally measured over in a wide range of
primary particle energies (Figs. 2 and 3) and, for this
reason, is often used in quantitative relationships
between various EAS characteristics.

Plots of ρµ, 600 vs. energy E0 are shown in Fig. 5 for
the showers with secθ ≤ 1.1. The solid and dashed lines
correspond to the QGSJET calculations for Yakutsk
and Akeno, respectively. These results satisfy depen-
dence

(8)

which gives for the primary protons α(p) = 0.44 and
β(p) = 0.92 ± 0.01, for Yakutsk and α(p) = 0.44 and
β(p) = 0.91 ± 0.01 for Akeno.

ρµ 600, 0°( ) α E0/1018( )β
 m 2–[ ] ,=

102

101

100

10–1

10–2

102 103

600 m

ρµ(R), m–2

R, m

98
6, 7

53, 4

2
1

bµ

3

2

1

1016 1017 1018 1019 1020

E0, eV

Fig. 3. The LDFs for muons with Eµ = 1 × secθ GeV mea-
sured on the Akeno array in showers with 〈secθ〉 ≈ 1.05:
log(E0) = 16.75 (1), 17.25 (2), 17.70 (3), 17.75 (4), 18.25
(5), and 18.75 (6); and with 〈secθ〉 ≈ 1.09: log(E0) = 18.75
(7), 19.25 (8), and 19.75 (9). Curves are approximation (1).
Experimental data are taken from [16] (triangles), [17] (full
circles), and [18] (open circles).

Fig. 4. Plots of parameter bµ versus energy E0 in EASs with
〈secθ〉 ≈ 1.05 measured on the Yakutsk array (crosses) and
the Akeno array (triangles [16], solid circles [17], and open
circles [18]); the solid line corresponds to the QGSJET cal-
culation with the proton primary composition for Yakutsk,
and the dashed line is the same for Akeno. The dash–dotted
line is the recalculation of approximation (3) to (1).



100 GLUSHKOV et al.
The ρµ, 600(E0) values obtained on the Yakutsk array
are shown in Fig. 5 by crosses. The energy of primary
particles was determined as in [2–9]:

(9)

(10)

(11)

where ρs, 600(θ) is the charged-particle density mea-
sured by ground-based scintillation detectors at a core
distance of 600 m. Our data satisfy expression (8) with
the following parameters, different in different energy
ranges:

E0 4.8 1017 ρs 600, 0°( )( )1.0 eV[ ]× ,=

ρs 600, 0°( )

=  ρs 600, θ( ) θ 1–sec( ) 1020/λ p×( ) m 2–[ ] ,exp

λ p 450 32 ρs 600, 0°( )( ) g/cm2[ ] ,log+=

α 0.36 0.02, β± 0.82 0.02 at E0 1018 eV,≤±= =

α 0.32 0.02, β± 1.01 0.04 at E0 3 1018× eV.≥±= =

102

101

100

10–1

10–2

1016 1017 1018 1019 1020
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Fe

P

E0, eV

101

100
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2

1

ρµ, 600, m–2

Fig. 5. Plots of ρµ, 600 versus energy E0 in EASs with 〈secθ〉 ≈
1.05. Notations are as in Fig. 4. The dash–dotted line is the
most probable dependence for E0 ≥ 3 × 1018.

Fig. 6. Plots of ρµ, 600 versus zenith angle in showers with

E0 = 2 × 1018 eV (1) and 2 × 1019 eV (2). Notations are as in
Fig. 4.
The fact that ρµ, 600 increases more slowly with
increasing shower energy in the range E0 ≤ 1018 eV con-
firms the hypothesis that the primary particle composi-
tion can change from a mixture enriched with heavy
nuclei at E0 ~ 1017 eV to a mixture enriched with pro-
tons at E0 ~ 1018 eV. In the first approximation, the
superposition model leads to the relationship

(12)

which, in combination with the Yakutsk data, yields the
following estimate for the rate of changing composi-
tion: ∂logA/∂logE0 = –1.25 ± 0.37. This is confirmed
by the Akeno data [16], which fit expression (8) with
the coefficients

and give an estimate ∂logA/∂logE0 = –1.22 ± 0.22.

The experimental data presented in Fig. 5 differ
from each other in magnitude by a factor of 1.35 at E0 ≤
1018 eV. This contradicts the predictions of calculations
and may be caused by various reasons. First, the esti-
mates obtained for E0 from the ρs, 600 values found for
the two arrays differ by a factor of 1.15 from each other
[22]. Second, the LDFs determined in [16] turned out
to be very smooth (Fig. 4). This may be due to the fact
that the low muon densities at the shower periphery
were overestimated. Third, the Yakutsk data for ener-
gies E0 ~ 1018 eV, where the proton primary composi-
tion is expected to prevail, are ~1.2 times lower than the
results calculated for the proton-initiated EASs. These
facts call for further analysis of the details of experi-
mental procedures used on both arrays.

In the energy range E0 ≥ 3 × 1018 eV, the Yakutsk and
Akeno data agree with each other within the experi-
mental accuracy but contradict the model under consid-
eration for any composition of primary particles. In this
energy range, the most probable ρµ, 600(E0) dependence
is shown in Fig. 5 by the dash–dotted line with slope
β = 1.01 ± 0.04.

Figure 6 demonstrates ρµ, 600(θ) as a function of the
zenith angle for the showers with energies (1) E0 = 2 ×
1018 eV and (2) 2 × 1019 eV. The crosses are for the
experimental data from Yakutsk, and the triangles and
circles are for the Akeno data [16, 18]. The solid and
dashed lines correspond to the QGSJET calculations
(primary protons) for the Yakutsk and Akeno arrays,
respectively.

It is seen that the experimental data for E0 = 2 ×
1018 eV agree well both with each other and with the
results calculated for secθ ≤ 1.6. No such agreement
was achieved for the EASs with E0 = 2 × 1019 eV. The
Yakutsk data show a more considerable increase in
ρµ, 600 with increasing θ than it is predicted by the cal-
culations, while there is as yet no Akeno data on the
muon LDFs for inclined showers of such energies.

β β p( ) 1 β p( )–( )∂ A/∂ E0 ),loglog+≈

α 0.49 0.02, β± 0.80 0.02 at E0 3 1018× eV≤±= =
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3. CONCLUSION 

The results of the analysis presented in this work
can be summarized as follows. The LDFs measured on
the Yakutsk and Akeno arrays for muons with threshold
energy Eµ ≈ 1.0 × secθ GeV can be approximated by
functions (1) at core distances R ≈ 100–3000 m. In the
energy range E0 ≤ (1–2) × 1018 eV, the experimental
data from both arrays do not contradict the QGSJET
model and the assumption that the primary particle
composition changes from a mixture dominated by
heavy nuclei at E0 ~ 1017 eV {Z = 10–30 comprise
~(63 ± 7)% [20]} to the mainly proton composition at
E0 ~ 1018 eV [21]. The discrepancy between the exper-
imental data and calculations is likely associated with
the details of measuring the muon LDFs on the arrays
considered. Refinement of the QGSJET model is also
not improbable.

A different situation takes place at E0 ≥ 3 × 1018 eV.
The Yakutsk data (Figs. 4–6) indicate that the shower
dynamics in this energy range is different from that pre-
dicted by the QGSJET model for any primary particle
composition. This conclusion is also confirmed by the
anomalously shaped LDFs measured for all charged
particles by the ground-based scintillation detectors of
the Yakutsk array [9, 23, 24].

Until now, the modern Akeno Giant Air Shower
Array (AGASA) covering an area of ~100 km2 [25] has
detected only a few events involving muons in most
powerful, primarily inclined, EASs, so that one cannot
confidently judge the behavior of LDF in the range E0 ≥
5 × 1018 eV. Further extension of the shower statistic
may not clarify the problem of irregular EAS dynamics
in the energy range indicated above, because muon
detectors (Geiger–Müller counters of area 0.2 or 0.5 m2

[25]) used in AGASA have a narrow dynamic range and
are saturated at ρµ ≥ 10–15 m2. They provide informa-
tion on the muon distribution at core distances R ≥ 600–
800 m, but this is little for the relative changes in the
overall LDF shape to be detected.
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