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Abstract—Experiments on ECR plasma heating provide a powerful method for studying electron transport in
tokamak plasmas and reconstructing the transport coefficients. An analysis of such experiments requires, how-
ever, reliable knowledge of the profile of the ECRH power and the region where it is deposited. In the present
paper, the transport coefficients and ECRH power profile are reconstructed from the solutions to inverse prob-
lems by analyzing the transient process after ECR heating is switched on or off. In order to calculate the plasma
parameters with this approach, it is necessary to know how the accuracy of the solutions to inverse problems
depends on the errors in the input parameters. The accuracy of reconstruction of the ECRH power profile and
transport coefficients in model problems is investigated as a function of errors in measuring the electron tem-
perature. The results of this investigation are used to analyze experiments with ECR plasma heating in the T-10
tokamak and to estimate the accuracy of the results obtained. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Investigation of the electron transport in tokamaks is
important for understanding the physical processes in
tokamak plasmas. Electron transport can be studied
experimentally in the steady-state phase of a discharge
on the basis of power-balance calculations, in the tran-
sient phase after switching on or off the heating source,
or during modulated ECR heating [1] (from the analy-
sis of the heat pulse propagation) [2–5]. The method of
modulating the input power is usually applied in ECRH
experiments.

ECR heating provides a convenient tool for investi-
gating the propagation of temperature perturbations in
a plasma. Its advantages over other heating methods are
as follows: first, the input power is almost completely
deposited in the plasma electrons, and second, the heat-
ing region is narrow and its position can be changed by
varying the toroidal magnetic field; the latter circum-
stance makes it possible to carry out experiments with
on-axis and off-axis ECR heating.

The analysis of ECRH experiments, however, has its
own difficulties, arising from the need to determine the
profile of the ECRH power and the region where it is
deposited. The ECRH power profile can be found, e.g.,
from the jump in the derivative of the electron temper-
ature after ECR heating is switched on or off. In this
way, the maximum time interval under analysis, ∆t, is

determined by the inequality ∆t < τ, where τ = 3 /8χe

is the characteristic time, w0 is the half-width of the
ECRH power profile, and χe is the local electron heat
diffusivity. Consequently, calculating the ECRH power

w0
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profile needs special experiments with plasmas at very
low level of heat diffusion [2, 6] and also measurements
of the electron temperature with high spatial and tem-
poral resolutions. However, because of noises from the
plasma and measuring equipment, the derivative of the
electron temperature in a short time interval cannot be
calculated with sufficient accuracy. As a result, the cal-
culated ECRH power profile is wider than the actual
one, which is explained by the spreading of the electron
temperature profile due to heat conduction [7].

The ECRH power profile can also be calculated by
the ray-tracing method, e.g., using the TORAY com-
puter code [8]. This approach, however, requires a good
knowledge of the ECRH power injection geometry and
yields an ECRH power profile that corresponds to the
ideal case of complete absorption of the input power. Of
course, actual experimental conditions may differ from
this ideal case in many respects.

Hence, in order for the ECR heating to be exten-
sively used to investigate electron transport in tokamak
plasmas, an accurate and thorough analysis of the exist-
ing experimental data is necessary. In this context, a
promising method is to reconstruct the transport coeffi-
cients and ECRH power profile by solving inverse
problems [9–13]. Under the assumption that the elec-
tron temperature is known at several radial positions
and at several instants of time, the transport coefficients
and the profile of the heating source power are found
from the condition for the discrepancy functional (the
normalized difference between the measured and cal-
culated temperature values) to be at minimum. In this
approach, the heat transport equations are formulated
 © 2005 Pleiades Publishing, Inc.
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for the transient process after ECR heating is switched
on or off. The transport coefficients and the profile of
the heating source power are reconstructed from the
solutions to inverse problems. This method was imple-
mented in the COBRA computer code [9]. Since
inverse problems are ill-posed, processing real experi-
ments by the reconstruction method in question implies
a special analysis of how the accuracy of the solutions
to inverse problems depends on the errors in the input
experimental data.

The objective of the present paper is to investigate
how the accuracy of reconstruction of the transport
coefficients and ECRH power profile by solving inverse
problems depends on the errors in measuring the elec-
tron temperature.

2. MATHEMATICAL MODEL

We will describe the transient process after switch-
ing on ECR heating as follows (the transient process
after ECR heating is switched off can be described in a
similar way) [12, 13]: We write the heat conduction
equations, as well as the boundary and initial condi-
tions, for the electron temperature TS(r) (with super-
script S) corresponding to the steady-state plasma
before switching on ECR heating and for the electron
temperature T(r, t) (without superscript) corresponding
to the transient process after ECR heating is switched
on:

(1)

(2)

where r is the dimensionless radius, tS is the time at
which ECR heating is switched on, and T0 is the elec-
tron temperature at the plasma boundary. For the
steady-state plasma, the notation is as follows: nS(r) is
the electron density, TS(r) is the electron temperature,

 is the ohmic heating power, and QS is the heat sink
term. For the transient process after ECR heating is
switched on, the notation is as follows: n(r, t) is the
electron density, T(r, t) is the electron temperature, PEC
is the ECRH power, POH is the ohmic heating power,
and Q is the heat sink term.
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In heat conduction equations (1) and (2), the total
heat flux W is assumed to be the sum of the diffusive
and convective components:

(3)

where χe is the electron heat diffusivity and ue is the
heat convection velocity. Hence, Eqs. (1) and (2) can
incorporate the convective heat flux 5/2ΓnTe, where Γn

is the particle flux.

In Eqs. (1) and (2), the unknowns are the transport

coefficients , , χe, and ue and the ECRH power
profile PEC. It is possible to formulate an inverse prob-
lem of reconstructing all of the four unknowns at once.
Such a problem is not easy to solve, however, and the
most difficult point is that its solution requires experi-
mental data with very small measurement errors. This
is why, in order to formulate and solve the inverse prob-
lem of reconstructing the transport coefficients, it is
necessary to choose a particular model for each of them
and to simplify the basic equations. Note that, for a
steady-state plasma, the problem of determining the
coefficients χe and ue simultaneously is degenerate: it is
possible to find only total flux (3) rather than its diffu-
sive and convective components. It is for this reason
that the transport coefficients χe and ue can be deter-
mined separately only by analyzing the transient pro-
cess.

We represent the density n(r, t) and temperature T(r, t)
for the transient process as the sums of the steady-state
values nS(r, t) and TS(r, t) and the variations (r, t) and

(r, t):

(4)

After ECR heating is switched on, the power is
mainly deposited in the electron plasma component;
consequently, the electron temperature changes at a
much faster rate than does the electron density. As a
consequence, the relative density variation  is much

smaller than the relative temperature variation . Here,
we are considering the transient process that occur on
time scales of 10–20 ms; this allows us to ignore the
electron density variations, i.e., to assume that the fol-
lowing relationships are satisfied:

(5)

The transport coefficients χe and ue in Eq. (2) can
depend on many local plasma parameters. In our anal-
ysis, we restrict ourselves to considering the problem in
a simplified formulation [1]. We assume that the elec-
tron heat diffusivity χe and heat convection velocity ue
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are functions of the local values of the electron density,
the electron temperature, and their gradients:

(6)

In order to describe transient process, we expand
the transport coefficients χe and ue in the increments in
the independent variables T and ∇ T in the vicinities of
the steady-state values of the density nS and tempera-
ture TS. We also ignore the terms of the second order in

the temperature variations  and :

(7)

Analogously, we expand the ohmic heating power
POH and heat sinks Q in the vicinity of their steady state

values  and QS and ignore the corresponding sec-
ond-order terms. In Eqs. (1) and (2), the ohmic heating

terms,  and POH, and the heat sink terms, QS and Q,
are given by the standard formulas [13]

(8)

Subtracting Eq. (1) from Eq. (2) and using formu-
las (7) and (8), we arrive at the following linearized

equation for the electron temperature variation (r, t):

(9)

Here, the following notation is introduced:

(10)

Equation (9) and relationships (10) have the follow-
ing properties [1]:

(i) Transport coefficients (10) in the transient pro-

cess differ from the coefficients  and  in the steady
state.

(ii) If the coefficient χe is a function of the electron
temperature T only, then linearized equation (9) always
contains the convective term, even when the convective

heat flux does not enter (  ≡ 0) into basic equations (1)
and (2).

(iii) The coefficients K and V in linearized equation (9)
are time-independent and are functions only of the
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steady-state plasma parameters; i.e., they are deter-
mined only by the density and temperature distribu-
tions.

3. FORMULATION OF THE INVERSE PROBLEM 
AND NUMERICAL ALGORITHM 

FOR SOLVING IT

Here, we formulate the inverse problems of recon-
structing the transport coefficients and ECRH power
profile for the problem given by Eqs. (9) with transport
coefficients (10). Let the transient process after ECR
heating is switched on or off be described by Eqs. (9)
with time-independent coefficients K and V. The known
parameters are assumed to be the electron temperature

variations  measured experimentally at N radial
positions ri (i = 1, …, N) at M times tk (k = 1, …, M) and
some of the global plasma parameters, namely, the
major and minor plasma radii, the total plasma current,
the ohmic heating power, and the ECRH power.

We begin by writing the discrepancy functional

(11)

where the weighting factors γi are to be chosen in accor-
dance with the reliability of information from each of
the measurement channels.

The inverse problem (problem I) is formulated as
follows. It is necessary to determine such profiles of the
ECRH power PEC(r), heat diffusivity K(r), and heat

convection velocity V(r) with which the solution (r, t)
to heat conduction equation (9) minimizes discrepancy
functional (11).

The method for solving problem I assumes a para-
metric representation of the sought functions. We
expand the unknown functions K(r), V(r), and PEC(r) in
certain basis polynomial functions [13, 14]:

(12)

Here, ϕj , ψj = {1, r, r2, r3, …} are polynomials; r0 is the
position of the center of the ECRH power profile; w is
its half-width; and the constants A and α determine the
magnitude and profile of the ECRH power.

Hence, the solution of problem I reduces to the
determination of the vector of the unknown parameters

(13)

from the condition that discrepancy functional (11) be
at minimum.
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Problem I is solved by the method of iterative regu-
larization [14], which consists of the following steps:

(i) the initial vector Ps (s = 1) of the sought parame-
ters is specified and Eq. (9) is solved,

(ii) the gradient —J s of discrepancy functional (11)
and the descent depth vector hs are calculated, and

(iii) a new approximation for the sought parameters

is determined from the relationship  =  +

.

Iteration procedure (i)–(iii) minimizes discrepancy
functional (11), thereby giving the desired solution to
problem I.

One of the difficulties in solving inverse problem I
is that of choosing the basis polynomial functions and
parameters MK and MV in expansion (12). To overcome
this difficulty, it is necessary to refer to additional
experimental information. For instance, the ECRH
power profile is chosen by taking into account the fact
that independent computations with the TORAY code
[8] yield a nearly Gaussian profile of the deposited
ECRH power. In such circumstances, it remains to find
the profile parameters {r0, w, α}.

The choice of the values of the parameters MK and
MV is motivated by the following considerations: From
experiments and from numerical simulations of the
transient process after switching off ECR heating, it is
known that the heat flux W (see Eq. (3)) is a smooth
function of both radius and time. Consequently, in
order to describe the evolution of the heat flux by means
of expansion (12), it is sufficient to set MK = 3–4 (the
basis polynomials being {1, r, r2, r3}) and MV = 2–3 (the
basis polynomials being {r, r2, r3}). Accounting for a
larger number of terms in expression (12) only slightly
increases the accuracy of reconstruction of the heat flux
but make the solution of the inverse problem less stable
because of the errors in the input experimental data.

Note that one of the aims of our numerical analysis
of model experiments is just the proper choice of the
values of the parameters MK and MV with which to pro-
cess real experimental data.

4. NUMERICAL INVESTIGATION 
OF THE ACCURACY OF RECONSTRUCTION 

OF THE TRANSPORT COEFFICIENTS 
AND ECRH POWER PROFILE

Since inverse problem I is ill-posed, its solution
depends on the errors in the input parameters. Conse-
quently, it is necessary to investigate how the accuracy
of reconstruction of the transport coefficients and
ECRH power profile depends on the errors in measur-
ing the electron temperature. This will be done by ana-
lyzing the numerical results of a “quasi-real” experi-
ment.

Pi
s 1+

Pi
s

hi
s∂J

s
/∂Pi
The quasi-real experiment consists in the following
steps:

(i) The problem given by Eqs. (9) with transport
coefficients (10) is solved within the time interval ∆t =
10 ms for given profiles of the transport coefficients
K(r) and V(r) and for a given ECRH power profile
PEC(r). The result is the temperature distribution

(r, t).

(ii) The solution (r, t) for each of the measurement

channels (i = ) is randomly perturbed in the abso-
lute value, the perturbation amplitude δ at M time
points being distributed according to a normal law. The

result is the perturbed data (ri , tj), (i = , j =

).
(iii) Inverse problem I is solved with the perturbed

data (ri , tj) as the input parameters. The result is the

profiles of the transport coefficients, (r) = Kp(r)/nS(r)

and (r) = Vp(r)/nS(r), and the ECRH power profile

(r).

(iv) Steps (ii) and (iii) are repeated 10–20 times.
From the resulting sequences of parameter values

{ }, { }, { } the following statistical quan-
tities are calculated:

(a) the mathematical expectation

(14)

(b) the relative deviation

, (15)

where P is the exact value;
(c) the dispersion

(16)

and
(d) the relative dispersion 

(17)

Hence, for a series of N calculations, the mathemat-

ical expectation  characterizes the mean value of the
quantity being reconstructed, the relative deviation ∆
characterizes the accuracy with which the quantity  is
calculated, the dispersion  gives the mean error in one
particular calculation, and the relative dispersion σ
characterizes this error in percentage.

In model problem II, the transient process after
switching on ECR heating is described by Eqs. (9) with

transport coefficients (10). The perturbed heat flux 
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is represented as a sum of the diffusive and convective
components:

(18)

where the profiles of the transport coefficients K(r) and
V(r) and the ECRH power profile PEC(r) are specified as

K(r) = a1 + a2r + a3r2,

a1 = 2.433 [m–1 s–1], a2 = –5.273 [m–1 s–1],

a3 = 5.608 [m–1 s–1], V(r) = b1r + b2r2, (19)

b1 = 157.5 [m–1 s–1], b2 = –350 [m–2 s–1],

PEC(r) = Aexp[–((r – r0)/w)2],

r0 = 0.45, w = 0.04 m, the total ECRH power being
PEC = 0.4 MW.
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Fig. 1. (a) Steady-state profiles of the electron temperature
TS(r) and electron density nS(r) before switching on ECR
heating and (b) the corresponding electron heat diffusivity
χe(r), heat convection velocity ue(r), and ECRH power pro-
file PEC(r) for model problem II.
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For model problem II, the transport coefficients and
ECRH power profile were chosen to fit the real experi-
mental data.

Figure 1a shows the steady-state profiles of the elec-
tron temperature TS(r) and electron density nS(r) before
switching on ECR heating for model problem II.

Figure 1b shows the profiles of the electron heat dif-
fusivity χe(r), heat convection velocity ue(r), and ECRH
power PEC(r) for model problem II.

Figure 2a shows the radial electron temperature pro-

files (r, t) calculated for several different times after
switching on ECR heating.

Figure 2b shows the time evolution of the electron
temperature obtained from several measurement chan-
nels after switching on ECR heating.

The solid curves in Figs. 2a and 2b show the solu-
tion to model problem II, and the symbols correspond
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Fig. 2. (a) Radial profiles of the electron temperature at
three different times and (b) time evolution of the electron
temperature at three different radial positions after switch-
ing on ECR heating: the solid curves are the solutions to
model problem II and the symbols are the perturbed input
parameters for inverse problem I, the absolute error from
each measurement channel being δ = 30 eV.
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Table 1

∆/δ 20 eV 30 eV 40 eV σ/δ 20 eV 30 eV 40 eV

(∆χe)min –1% –2.5% –3.5% (σχe)min 2% 2% 3%

(∆χe)max 4% 5.5% 12% (σχe)max 17% 18% 23%

∆w 0.5% 7% 8.5% σw 8% 11% 15%

∆r0 0.1% 0.01% 0.02% σr0 0.2% 0.2% 0.3%
to the “experimental” temperature for inverse problem I.
The absolute error from each measurement channel is
δ = 30 eV. From the figures, we see that variations in the
electron temperature in the ECR heating region amount
to about 200 eV. This indicates that the relative error
from the measurements channels in the ECR heating
region is about 10–15%.

Note that the solutions to inverse problem I that will
be presented below were obtained by using the data
from 34 measurement channels (N = 34), i.e., from
measurements of the electron temperature at 34 differ-
ent radial positions and from 100 time points for each
of the measurement channels (M = 100). In fact, the
number of channels for positional measurements over
the radius is determined by the half-width w of the
ECRH power profile, which is usually equal to 2–4 cm.
Accordingly, the required accuracy of reconstruction of
the ECRH power profile can be achieved with measure-
ment channels separated by a distance of about 1 cm
(i.e., the ECRH power profile is reconstructed from
measurements made at five to eight different radial
positions). For the T-10 tokamak (with a minor radius
of a = 30 cm), N = 34 measurement channels ensure the
required spatial resolution (of about 1 cm).

The accuracy of reconstruction of the transport
coefficients and ECRH power profile was investigated
in terms of the two main problems.

Problem 1. Investigation of the accuracy of recon-
struction of the transport coefficients and ECRH power
profile as a function of errors in measuring the electron

temperature for the known structure of the heat flux 
(18).

Problem 2. Investigation of the accuracy of recon-

struction of the structure of the heat flux  (18) as a
function of errors in measuring the electron tempera-
ture, i.e., the accuracy of reconstruction of the diffusive
and convective components of the perturbed heat flux.

5. ANALYSIS OF THE ACCURACY
OF RECONSTRUCTION OF THE TRANSPORT 
COEFFICIENTS AND ECRH POWER PROFILE

5.1. Heat Flux  with the Diffusive Component Only

Let the heat flux  in model problem II have only
the diffusive component. The objective of this section is
to analyze how the accuracy of reconstruction of the

W̃

W̃

W̃

W̃

electron heat diffusivity and ECRH power profiles,
χe(r) and PEC(r), depends on the absolute error δ in
measuring the electron temperature.

Inverse problem I was solved under the assumption

that the heat flux  had the diffusive component only,
i.e., V ≡ 0. The coefficient K was expanded in the basis
polynomials {1, r, r2}.

Figure 3 shows the relative deviations ∆ (15) and
relative dispersions σ (17) for the electron heat diffusiv-
ity χe, the central radial position r0 of the ECR heating
region, and the half-width w of the ECRH power profile
for different values of the error in the input data: δ = 20,
30, and 40 eV. The results of the relevant numerical
analysis are summarized in Table 1.

Note that the central radial position r0 of the ECR
heating region is reconstructed with high accuracy,
which is explained by the use of measurement data
from many radial positions.

5.2. Heat Flux  with Both the Diffusive 
and Convective Components

Let the heat flux  in model problem II have both
the diffusive and convective components. The objective
of this section is to analyze how the accuracy of recon-
struction of the profiles of the transport coefficients
χe(r) and ue(r), as well as of the ECRH power profile
PEC(r), depends on the absolute error δ in measuring the
electron temperature.

Inverse problem I was solved under the assumption

that the heat flux  had both the diffusive and convec-
tive components. The coefficients K and V were
expanded, respectively, in the basis polynomials {1, r, r2}
and {r, r2}. The results of the relevant numerical analy-
sis are summarized in Table 2.

As compared to the results of Section 5.1, the accu-
racy of reconstruction is lower. Accordingly, in order to
increase the accuracy of reconstruction of the transport
coefficients, it is necessary to use more precise input
data. Note that the accuracy of reconstruction of the
parameter r0 remains high (∆r0 ≤ 0.2%, σr0 ≤ 0.4%) and
is essentially independent of the error δ in the input
data.
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Fig. 3. Relative deviation ∆ (15) and relative dispersion σ (17) of the electron heat diffusivity χe, the central radial position r0 of the
ECR heating region, and the half-width w of the ECRH power profile for different values of the error in the input data for the prob-
lem solved in Section 5.1: δ = (a) 20, (b) 30, and (c) 40 eV.
6. ANALYSIS OF THE ACCURACY
OF RECONSTRUCTION OF THE HEAT FLUX 

STRUCTURE

6.1. Heat Flux  with the Diffusive Component Only

Let the heat flux  in model problem II have only
the diffusive component. The objective of this section is
to determine the error δ in measuring the electron tem-
perature with which it is still possible to obtain from the
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solution to inverse problem I a definite answer to the

question of whether the heat flux  has no convective
component.

Inverse problem I was solved under the assumption

that the heat flux  had both the diffusive and convec-
tive components. The coefficients K and V were
expanded, respectively, in the basis polynomials {1, r, r2}
and {r, r2}.

W̃

W̃
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Table 2

∆/δ 10 eV 20 eV 30 eV σ/∆ 10 eV 20 eV 30 eV

(∆χe)min 2% 10% 13% (σχe)min 3% 6% 9%

(∆χe)max 7% 15% 22% (σχe)max 13% 25% 33%

(∆ue)min 2% 8% 11% (σue)min 5% 11% 16%

(∆ue)max 8% 19% 35% (σue)max 14% 31% 42%

∆w –3% –9% –19% σw 3% 6% 8%

∆r0 0.01% 0.1% 0.2% σr0 0.2% 0.3% 0.4%
Figure 4 shows the diffusive,  = –K∂ /∂r, and

convective,  = , components of the heat flux

 at the time ∆t = 10 ms (corresponding to the full run
time of the code), calculated from the solution to
inverse problem I for two different values of the error in
the input data.
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Fig. 4. Diffusive,  = –K∂ /∂r, and convective,

 = V , components of the heat flux  at the time
∆t = 10 ms (corresponding to the full run time of the code)
from the solution to inverse problem I for different values of
the error in the input data: δ = (a) 20 and (b) 40 eV. The

dashed curve is the exact profile of the heat flux  in model
problem II.

W̃diff T̃

W̃conv T̃ W̃

W̃

When the error in the input data is δ = 20 eV, the heat

flux  obtained by solving problem I differs from the
exact one by 2% on average; in this case, the convective

component of the heat flux  is only about 0.5%.
These results make it possible to unambiguously con-
clude that the heat flux in model problem II is purely
diffusive.

The larger the error δ, the larger the fictitious con-

vective component  in the heat flux . For δ =
40 eV, the heat flux obtained by solving the inverse
problem differs from the exact one by 8% on average;
in this case, however, the convective component of the
heat flux is as great as 24%. This indicates that the heat
flux structure calculated from the solution to inverse
problem I differs strongly from the original structure.

Hence, when the error δ in the input data exceeds
30 eV, the solution to inverse problem I does not give a
precise answer to the question of whether or not the
heat flux in model problem II has the convective com-
ponent.

6.2. Heat Flux  with Both the Diffusive and 
Convective Components

Let the heat flux  in model problem II have both
the diffusive and convective components. The objective
of this section is to determine the error δ in measuring
the electron temperature with which it is possible to
obtain from the solution to inverse problem I a definite

answer to the question of whether the heat flux  has
both the diffusive and convective components.

Problem I was solved under the assumption that the

heat flux  had the diffusive component only, i.e.,
V = 0. The coefficient K was expanded in the polynomi-
als {1, r, r2}. The results of the relevant numerical anal-
ysis are summarized in Table 3.

An important point to note is that solving problem I
yields small dispersions of the values of χe and of w,
namely, σχe < 8% and σw = 3%, which are much less
than the exact ones, 29% < ∆χe < 71% and ∆w = 98%.
Moreover, the resulting solution depends weakly on the
error δ in the input data.
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Table 3

∆/δ 10 eV 20 eV 30 eV σ/δ 10 eV 20 eV 30 eV

(∆χe)min 28% 29% 30% (σχe)min 0.3% 0.5% 1%

(∆χe)max 71% 71% 71% (σχe)max 3% 6% 8%

∆w 98% 98% 99% σw 1% 2% 3%

∆r0 0.01% 0.02% 0.05% σr0 0.01% 0.06% 0.1%
Hence, in Sections 5.2 and 6.2, we have obtained
two different solutions for the same input data. This is
a consequence of the fact that inverse problem I is ill-
posed: because of the errors in experimental data, it
admits two solutions having different physical proper-
ties. One of the solutions contains the convective heat
flux, and the other does not. In order to decide which of
the solutions is physically reasonable, we compare dis-
crepancy functionals (11) for the cases studied in Sec-
tions 5.2 and 6.2.

When the error in the input data is δ = 10 eV, the
averaged values of the discrepancy functionals differ by
54% (  = 8.95 × 10–4 for the case of Section 5.2 and

 = 1.38 × 10–3 for the case of Section 6.2). With these
results, a comparison between the discrepancy func-
tionals enables us to unambiguously conclude that the
correct solution is that obtained in Section 5.2; i.e., the

heat flux  has the convective component.

When the error in the input data is δ = 30 eV, the
averaged values of the discrepancy functionals differ by
5.4% (  = 8.18 × 10–3 for the case of Section 6.2 and

 = 7.80 × 10–3 for the case of Section 5.2).

This indicates that discrepancy functional (11) has
two maxima, corresponding to two different solutions.
In order to choose the correct solution, it is necessary to
refer to additional experimental information, e.g., to
specify the parameters of the ECRH power profile.

Since, in Sections 5.2 and 6.2, the parameter r0 is
reconstructed with high accuracy while the error in
reconstructing the parameter w is large, additional
information should to be involved in such a way as to
specify the half-width of the ECRH power profile.
When the parameter w is fixed (w = 4 cm), the average
values of the discrepancy functionals for the measure-
ment error δ = 30 eV differ by 21% (  = 9.49 × 10–3 for

the case of Section 6.2 and  = 7.80 × 10–3 for the case
of Section 5.2). Hence, if the half-width of the ECRH
power profile is known (is determined from, e.g., the
TORAY code [8]), then, for measurement errors of δ <
30 eV, the solution to inverse problem I leads to an

unambiguous conclusion that the heat flux  has both
the diffusive and convective components.
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7. DEPENDENCE OF THE ACCURACY
OF RECONSTRUCTION OF THE TRANSPORT 
COEFFICIENTS AND ECRH POWER PROFILE 

ON THE ERROR IN THE INITIAL CONDITIONS

The ECRH power profile can be reconstructed from
the jump in the time derivative of the electron tempera-
ture at the time at which ECR heating is switched on or
off [7]. The results of calculating this derivative, how-
ever, are sensitive to errors in specifying the steady-
state electron temperature before switching on or off
ECR heating. The objective of this section is to investi-
gate how the accuracy of reconstruction of the transport
coefficients and ECRH power profile depends on the
error in specifying the steady-state electron tempera-
ture.

Numerical investigations were carried out by using
the following algorithm: For given profiles of the elec-
tron heat diffusivity χe(r) and ECRH power PEC(r),
model problem II was solved and the distribution

(r, t) was determined. The total temperature T(r, t)
before switching on ECR heating (at t < tS) was then
equal to T(r, t) = TS(r); after switching on ECR heating

(at t > tS), it was equal to T(r, t) = TS(r) + (r, t). For
both t < tS and t > tS, the temperature T(r, t) for each
measurement channel was perturbed with the error δ =

20 eV. The steady-state temperature profile (r) for
each measurement channel was smoothed over the time
intervals δt = 1, 2, and 4 ms (which corresponded to 11,

21, and 41 time points) to obtain the profiles (r). For

each of the smoothed temperature profiles (r), the

temperature variations (r, t) = Tp(r, t) – (r) were
calculated and were then used as input experimental
data. Inverse problem I was solved under the assump-

tion that the heat flux  had the diffusive component
only, i.e., that V = 0. The coefficient K was expanded in
the {1, r, r2} polynomials. The results of the relevant
numerical analysis are summarized in Table 4.

Hence, with the steady-state temperature profile
TS(r) being smoothed beforehand, it is possible to sub-
stantially increase the accuracy of reconstruction of the
electron heat diffusivity χÂ and ECRH power profile
PEC(r) for the fixed error δ = 20 eV in the input data.
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Table 4

Smoothing 0 1 ms 4 ms Smoothing 0 1 ms 4 ms

(∆χe)min –8% –1% –1% (σχe)min 7% 2% 1%

(∆χe)max 29% 3% 0.5% (σχe)max 76% 17% 10%

∆w 14% 0.2% 0.7% σw 36% 8% 4%

∆r0 0.2% 0.07% 0.04% σr0 0.4% 0.2% 0.1%
8. ANALYSIS OF T-10 EXPERIMENTS 
WITH SWITCHING-OFF OF ECR HEATING

In this section, we present the results of analyzing a
series of experiments carried out in the T-10 tokamak
(with the major radius R = 150 cm and the minor radius
a = 30 cm). In those experiments, off-axis ECR heating
was provided by two gyrotrons, each operating with a
power of about 300 kW at a frequency of 140 GHz
(X-mode, the second harmonic of the electron gyrofre-
quency).
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Fig. 5. (a) Radial profiles of the electron temperature at dif-
ferent times and (b) time evolution of the electron tempera-
ture at different radial positions after switching off ECR
heating in T-10 shot no. 32917: the solid curves are the solu-
tions to inverse problem I and the symbols are the experi-
mental data.
In solving inverse problem I, the electron heat diffu-
sivity K(r) and heat convection velocity V(r) were
expanded, respectively, in the polynomials {1, r, r2}
and {r, r2, r3}. The task was to reconstruct the parame-
ter r0 for a fixed total input power, PEC = 600 kW, and a
fixed half-width of the ECRH power profile, w =
0.02 m. That the profile half-width w should be fixed in
solving inverse problem I stems from the fact that the
electron temperature was determined from only
18 measurement channels, separated over the radius by
a distance of about 2.5 cm. This value of w was chosen
according to calculations with the TORAY code [8].
The results of examining the transient process after off-
axis ECR heating was switched off are illustrated in
Figs. 5–7 for a series of 14 T-10 shots.

Figures 5a and 5b show the radial profiles and time

evolution of the electron temperature (r, t) after
switching off ECR heating for one of the discharges
under analysis (shot no. 32917). The symbols in the fig-
ures are the experimental data, and the solid curves are
the solutions to inverse problem I.

Figures 6a and 6b show the radial profiles of the
electron heat diffusivity χe(r) and heat convection
velocity ue(r) calculated from the solution to inverse
problem I for all 14 shots.

Figure 7 shows the averaged values  (14) (solid
curves) and the dispersions  (16) (dashed curves) of
the electron heat diffusivity χe(r) (Fig. 7a) and heat con-
vection velocity ue(r) (Fig. 7b) calculated for all
14 shots.

Note that inverse problem I was solved for two types

of heat flux structure  (18). In one type, the heat flux

 had both the diffusive and convective components;

in the second type, the heat flux  had the diffusive
component only. Calculations show that, for the first
case, the averaged value of the discrepancy functional
is 10% less than that for the second case. This enables
us to conclude that the heat flux has both the diffusive
and convective components.

Let us now compare the results obtained in this sec-
tion by processing the real experiments with those
obtained in Sections 5 and 6 from the model calcula-
tions. The experimental errors in measuring the elec-
tron temperature at different radial positions (channels)
are in the range from δ = 20 eV to δ = 50 eV (see
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Figs. 6a, 6b), which is consistent with the range of mea-
surement errors considered in the model calculations,
namely, that from δ = 10 eV to δ = 40 eV for each of the
measurement channels. Note that the central radial
position r0 of the ECR heating region is reconstructed
with very high accuracy: the relative dispersion is σr0 =
1%, which correlates well with the results of model cal-
culations (see Table 2). The relative dispersion for the
electron heat diffusivity χe is in the range 7% < σχe <
26%, which also agrees well with the range 9% < σχe <
33% obtained in model calculations (see Section 6.1).
The relative dispersion for the heat convection velocity
ue is 39% < σue < 80%, which is approximately twice
as large as the relative dispersion 16% < σue < 42%
found in model calculations (see Section 5.2). This dis-
crepancy can be explained as being due to the larger
errors in measuring the electron temperature in com-
parison to those used for the model problem and also
due to the smaller number of measurement channels.

Hence, a comparison of the results of processing the
real experiments (a series of 14 T-10 shots) to the
results of model calculations shows that they are in
good agreement. This indicates that the results of our
investigations can be used to estimate the accuracy of
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Fig. 6. Radial profiles of (a) the electron heat diffusivity
χe(r) and (b) heat convection velocity ue(r) calculated from
the solution to inverse problem I for 14 T-10 shots.
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reconstruction of transport coefficients in analyzing the
real experiments. In this way, we can use the results of
model experiments (see Table 2) to arrive at the follow-
ing estimates. The electron heat diffusivity χe (Fig. 7a)
is reconstructed with an accuracy of about 13–22%, the
accuracy of reconstruction of the heat convection
velocity ue is about 22–55%, and the accuracy of recon-
struction of the radial position r0 of the region where the
ECRH power is deposited is about 1%.

9. CONCLUSIONS

Based on the results of our numerical investigations,
we can draw the following conclusions about the accu-
racy of reconstruction of the transport coefficients and
ECRH power profile from the solutions to inverse prob-
lems.

(i) We have shown that, in order to reconstruct the
transport coefficients and ECRH power profile with an
accuracy of no worse than 30%, the absolute error δ in
determining the electron temperature from each of the
measurement channels should be no larger than δ ≤
20 eV (the relative error is about 10%).
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Fig. 7. Average value (solid curves) and dispersion (dashed
curves) of (a) the electron heat diffusivity χe(r) and (b) the
heat convection velocity ue(r) calculated for 14 T-10 shots.
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(ii) We have found that it is possible to adequately
reconstruct the structure of the total heat flux (i.e., to
unambiguously determine the diffusive and convective
components of the heat flux) if the absolute error in
measuring the electron temperature is no larger than δ ≤
20 eV (the relative error is about 10%). With additional
information on, e.g., the half-width of the ECRH power
profile, the structure of the heat flux can be adequately
reconstructed if the absolute error is no larger than δ ≤
40 eV (the relative error is about 20%).

(iii) We have demonstrated that the accuracy of
reconstruction of the transport coefficients and ECRH
power profile depends sensitively on the error in speci-
fying the steady-state electron temperature before
switching on or off ECR heating. By smoothing the
steady-state electron temperature over the time interval
δt = 4 ms (over 41 time points), it is possible to substan-
tially reduce the error in reconstructing the plasma
parameters that is associated with errors in the initial
conditions.

(iv) We have reconstructed the transport coefficients
and ECRH power profile for a series of T-10 shots and
have investigated the accuracy of this reconstruction.
The results obtained by processing the data from ECR
heating experiments in the T-10 tokamak agree well
with the estimates from our numerical investigations.
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Abstract—A new type of plasma source with titanium hydride granules used as a hydrogen accumulator was
employed to inject a dense, highly ionized plasma jet into the Globus-M spherical tokamak. The experiments
have shown that the jet penetrates through the tokamak magnetic field and increases the plasma density, without
disturbing the stability of the plasma column. It is found that, when the plasma jet is injected before a discharge,
more favorable conditions (as compared to those during gas puffing) are created for the current ramp-up at a
lower MHD activity in the plasma column. Plasma injection at the instant of maximum current results in a more
rapid growth in the plasma density in comparison to gas puffing. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

An important problem of controlled fusion research
is the development of new types of high-density plasma
sources. One requirement to be met in modern plasma
devices (and even more so in future fusion reactors) is
that the optimal distribution of the fuel density must be
rapidly produced in the region where the plasma is con-
fined and heated. In order for the injected fuel to pene-
trate through the dense hot plasma layers to the burning
region, it must have a sufficiently large directed
momentum. The total number of particles in a bunch
with a density above 1020 m–3 and velocity of 10–
800 cm/s should be 1018–1023.

Experiments on fuel injection into the tokamak
plasma core can provide a better insight into fundamen-
tal problems of plasma physics, such as the problem of
confinement and stability of a magnetized plasma. A
local increase in the tokamak plasma density changes
the plasma pressure profile, thereby affecting plasma
stability. A local jump in the plasma density also gives
rise to a radial electric field, which leads to the genera-
tion of a transport barrier and to an improvement of the
plasma confinement in this region. This necessitates a
thorough study of the mechanisms for trapping, con-
finement, and thermalization of an injected dense
plasma bunch.

Systems for accelerating gas jets, solid pellets, and
plasma bunches are well studied and are widely used to
fuel plasma devices.

The use of inexpensive and simple gas-puff systems
in tokamaks is inefficient. Low-energy neutrals usually
slow down at the periphery of the plasma column and
poorly penetrate into the plasma core.

The velocities to which pneumatic low-Z gas guns
and centrifuges can accelerate cryogenic hydrogen pel-
1063-780X/05/3109- $26.000721
lets 1–6 mm in diameter are at most 3 km/s [1], whereas
with electromagnetic rail guns, velocities as high as
7 km/s can be attained [2]. Experiments have shown
that a further increase in the pellet velocity cannot be
achieved without ionizing the fuel and transforming it
into a plasma state.

The maximal fuel velocities were reached in pulsed
plasma accelerators (see, e.g., [3]). Plasma accelerators
have long been used as plasma sources in experiments
and applications. In such accelerators, plasma is pro-
duced and accelerated by an electric discharge excited
between coaxial electrodes. A plasma cluster with a
density of less than 1020 m–3 can be accelerated to a
velocity above 100 km/s.

In [4], it was proposed to supply a tokamak plasma
with fuel by using collective acceleration of plasma
rings confined by a toroidal magnetic field (compact
tori). Compact tori can be produced, e.g., by means of
magnetized Marshall guns. The plasma density and the
average flow velocity in such guns reach 7 × 1021 m–3

and 220 km/s, respectively. The current density in these
sources is very high, which causes the contamination of
the injected plasma with the erosion products of the
electrode material. Since this plasma is confined by a
magnetic field, its density is limited and, in order to
increase the mass of the accelerated material, it is nec-
essary to increase the plasma volume.

The maximal plasma density (5 × 1026 m–3) was
achieved in experiments with capillary discharges [5].
Unfortunately, this plasma is strongly contaminated
with impurities and thus cannot be used to fuel fusion
devices.

A fairly high plasma density (~1023 m–3) was
reached at the outlet of a coaxial accelerator in plasma
focus experiments [6]. However, the directed plasma
velocity in this region was too low.
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Two-stage source for plasma injection into the Globus-M tokamak: (I) gas-generating stage, (II) plasma-generating stage,
(1) central electrode, (2) intermediate electrode, (3) outer electrode, (4) grid filter, (5) granules, (6) sliding shutter, (7) vacuum valve,
and (8) tokamak vacuum chamber.
It is also necessary to mention the injection of high-
energy neutral beams. Such beams (with a neutral
velocity of ~15000 km/s and density of ~1016 m–3) are
primarily intended for plasma heating, but they can also
be used to increase the plasma density in the tokamak
plasma core. The use of neutral beam injection as the
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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main method for refueling the reactor is problematic
because of the very high cost of MeV ion sources [7].

In [8], a plasma jet source (a modified Bostick
source) with titanium-hydride electrodes was investi-
gated. This source was successfully used to ionize gas
in the Extrap T2 Reversed Field Pinch (Alfvén Labora-
tory, Stockholm) and to inject plasma into the Tornado-X
device with a magnetic field of 0.2 T and plasma den-
sity of 1017–1019 m–3 (Ioffe Physicotechnical Institute,
Russian Academy of Sciences, St. Petersburg). A fur-
ther increase in the plasma density in this source sub-
stantially increased the amount of impurities due to the
erosion of the electrodes.

It may therefore be concluded that there are sources
capable of accelerating high-density plasma to rela-
tively low velocities and others capable of accelerating
low-density plasma to high velocities. However, none
of the known sources is able to produce high-purity
plasma jets with both high density and high velocity. A
substantial improvement of the plasma source parame-
ters was achieved in a two-stage source [9] and its mod-
ification that will be considered below. In this paper, we
present results from experiments on the injection of
dense hydrogen plasma into the Globus-M tokamak by
means of a two-stage source. The injection is used to
increase the plasma density during a discharge, as well
as to preionize the working gas and initiate the main
discharge.

2. TWO-STAGE SOURCE FOR PLASMA 
INJECTION INTO THE GLOBUS-M TOKAMAK

A two-stage high-density gas/plasma source been
designed, created, and investigated at the Ioffe Physi-
cotechnical Institute, Russian Academy of Sciences
(see [9]). The source uses condensed granules capable
of accumulating gas and releasing it under the action of
an electric discharge. The electric current passing
through the granules produces a high-density gas cloud.
The gas is separated from nongaseous impurities using
a fine-mesh grid filter placed between granules and the
coaxial plasma accelerator. The electric discharge
excited between the coaxial electrodes ionizes the gas
and accelerates the produced plasma jet.

A schematic of such a two-stage source for injecting
plasma into the Globus-M tokamak is shown in Fig. 1.
The first (gas-generating) stage contains titanium
hydride granules (5). The granules are placed between
the central (1) and intermediate (2) electrodes. The sec-
ond (plasma-generating) stage is a version of a conven-
tional pulsed coaxial plasma accelerator consisting of
the outer (3) and intermediate (2) electrodes. The stages
are separated from one another by a fine-mesh grid (4),
which prevents nongaseous impurities from penetrating
into the second stage. Both stages are connected to a
low-inductance capacitive energy storage through an
ignitron. Special means were used to optimize the
inductance of the power source. The parameters of the
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
generated plasma were preliminarily studied at a test
bench. The source generated a plasma jet with a dura-
tion of 50 µs, density of 1022 m–3, particle number of
5 × 1018–1019, degree of ionization of 90%, and velocity
of 15–70 km/s.

1

2

36 cm

72°

Fig. 2. Position of the plasma source in the Globus-M spher-
ical tokamak: (1) plasma source and (2) sliding shutter.
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Fig. 3. Emission from a plasma jet injected into the vacuum chamber at different toroidal magnetic fields: (a) 0, (b) 0.005, (c) 0.05,
(d) 0.07, (e) 0.12, and (f) 0.25 T.
Source 1 was attached to the vacuum chamber of the
Globus-M tokamak through an inclined flange and a
sliding shutter (2) (see Fig. 2). The jet was injected
along a chord inclined at an angle 18° to the vertical
axis. Up to 50 pulses could be produced without refill-
ing the source with a fresh portion of titanium hydride
granules.

The source was equipped with replaceable elec-
trodes of the plasma-generating stage of length 0.06,
0.3, 0.6, and 1.2 m. This allowed us to vary the plasma
jet velocity from 15 to 70 km/s.

We carried out three types of experiments on the
injection of high-density hydrogen plasma jet into the
Globus-M tokamak [10]: (i) the jet was injected into the
vacuum toroidal magnetic field without switching on
the eddy field, (ii) the jet was injected into the magnetic
field before a discharge (instead of gas puffing with RF
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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Fig. 4. Initiation of a toroidal discharge (1) by the plasma source (shot no. 3386) and (2) by gas puffing with RF preionization (shot
no. 3397): Ip is the toroidal current, nl42 is the plasma density integrated along a vertical chord at a distance of 42 cm from the axis,
Hα is the hydrogen line intensity, MHD is the Mirnov coil signal, and ∆Tp is the duration of plasma injection (~50 µs).
preionization), and (iii) the jet was injected into deute-
rium plasma in the steady-state phase of a discharge.

The parameters of the Globus-M tokamak are as fol-
lows: the aspect ratio is A = R/a = 1.5, the major radius
is R = 0.36 m, the minor radius is a = 0.24 m, the toroi-
dal field on the axis is BT ≤ 0.62 T, the plasma current is
Ip ≤ 0.5 MA, and the current pulse duration is τpulse ≤
0.3 s.

In all the experiments, we measured the plasma
parameters. The plasma density integrated along verti-
cal chords at distances of R = 24, 42, and 50 cm from
the axis was measured by an interferometer at a wave-
length of 1 mm. The radiation from the injected plasma
inside the vacuum chamber was recorded with the help
of a video camera. The time evolution of the hydrogen
concentration in the deuterium plasma was measured
by an ACORD-12 charge-exchange neutral particle
analyzer [11]. The time evolution of the density profile
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
was measured by a multichannel radar reflectometer in
the frequency range 19.6–60.5 GHz [12].

3. STUDY OF THE POSSIBILITY
OF CONTROLLING THE PARAMETERS

OF THE TOKAMAK PLASMA WITH THE HELP 
OF AN EXTERNAL SOURCE

OF A HIGH-DENSITY PLASMA JET

3.1. Penetration of the Jet through the Toroidal 
Magnetic Field

A dense (1022 m–3), highly ionized (90%) hydrogen
plasma jet with a total particle number of 5 × 1018–1019

and velocity of 30 km/s was injected into the toroidal
magnetic field during 50 µs. Measurements of the radi-
ation from the injected plasma allowed us to estimate
the depth to which the jet penetrated into the tokamak
plasma (Fig. 3). The lower the magnetic field, the
deeper the jet penetrates into the tokamak plasma at the
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Fig. 5. Time evolution of the plasma density the steady-state phase of a discharge with (1) plasma jet injection (shot no. 3381) and
(2) additional gas puffing (shot no. 3389): nl24, nl42, and nl50 are the plasma densities integrated along vertical chords at distances
of 24, 42, and 50 cm from the axis, respectively; ∆Tp is the duration of plasma injection (~50 µs); and ∆Tg is the gas-puffing duration
(~10 ms).
same initial velocity. It might be expected that a mag-
netic field of ~0.2 T would be sufficient to stop the jet
just near the source nozzle (in this case, the field in the
central region of the chamber is 0.25 T). When the field
was lower than 0.15 T, the jet reached the opposite wall
of the chamber. We note, however, that, in all of the
experiments described below, the magnetic field in cen-
tral region was higher than 0.25 T.

3.2. Plasma Injection before a Discharge

The plasma jet with a duration of ~50 µs was
injected just before the eddy field was switched on at a
steady-state toroidal magnetic field of ~0.3 T. These
experiments were performed without both preliminary
gas puffing and RF ionization at the electron-cyclotron
resonance frequency. The jet parameters were chosen
such that the total number of particles in the jet was
nearly the same as that during gas puffing (~1019). Fig-
ure 4 compares the parameters of the tokamak plasma
obtained using jet injection before a discharge (without
gas puffing and RF preionization) and those obtained
under standard operating conditions with gas puffing
and RF preionization. It can be seen that, in a discharge
with jet injection, the toroidal current increases more
rapidly and reaches a higher value at the same loop
voltage, the MHD activity is suppressed, the plasma
density is higher, and the Hα intensity decreases in
comparison to those in a discharge with gas puffing and
RF preionization.

3.3. Control over the Plasma Density
during the Steady-State Phase of a Discharge

The duration of the jet injected in the steady-state
phase of a discharge was also as short as ~50 µs. The
injection of a hydrogen plasma jet into deuterium
plasma in this phase did not increase signals from
Mirnov coils, but increased the electron density inte-
grated along vertical chords (Fig. 5). The plasma den-
sity increased over ~1 ms just after injection. This led
to a more rapid growth of the density in comparison to
that during gas puffing, when the density grew over
~15 ms. A slower plasma decay was observed along the
central chord (R = 42 cm) in comparison to that mea-
sured along peripheral chords at radii of R = 24 and
50 cm; this means that the peakedness of the density
profile increased over time. It should be noted that the
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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intensity of the CIII carbon line (which is not shown in
the figure) varied only slightly during injection. This
indicates that the impurity influx in the discharge was
insignificant.

Measurements of the plasma density profile with the
help of a radar reflectometer confirmed that the density
gradient increased not only at the edge, but also in the
plasma core (Fig. 6). It can be seen that, 32 ms after
injection, the density profile became steeper.

The experiments showed that the plasma jet velocity
increased with increasing accelerator length (the
lengths of the central and intermediate electrodes of the
second stage). The growth time of the plasma densities
integrated along the central and peripheral chords was
measured for different accelerator lengths (Fig. 7). It
can be seen that the time during which the jet penetrates
into the tokamak plasma decreases with increasing
accelerator length. The density growth time was found
to be equal to 2.5 and 0.95 ms for accelerator lengths of
0.06 and 1.2 m, respectively. Note that the gas jet
injected by the first (gas-generating) stage penetrated
into the tokamak plasma for 4.5 ms. The plasma jet
with the maximum (70 km/s) velocity efficiently pene-
trated into the core of the tokamak plasma.

The time evolution of the hydrogen concentration in
the deuterium plasma was measured by a charge-
exchange neutral particle analyzer (Fig. 8). It can be
seen that the hydrogen flux increases as the plasma den-
sity increases for 1–2 ms after jet injection. The hydro-
gen flux was maximum at an energy of 470 eV. The
hydrogen concentration in the deuterium plasma in this
experiment increased to 25%. This indicates that the
plasma injected with a velocity of 30 km/s penetrates
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n, 1014 Òm–3
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2

Fig. 6. Radial profiles of the plasma density n measured by
a reflectometer in shot no. 5276 (1) 19 and (2) 32 ms after
the beginning of the discharge (r is the minor plasma
radius).
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into the high-temperature region of the tokamak
plasma.

4. DISCUSSION OF THE RESULTS

Our experiments have shown that the source gener-
ates a high-density plasma jet, whose velocity (15–
70 km/s) depends on the accelerator length. The
injected jet does not produce significant perturbations
in the confined plasma; i.e., it does not introduce impu-
rities and does not promote MHD activity. The reason
for this is probably related to the high purity of the
injected plasma jet. The absence of impurities may be
explained by the very high gas pressure in the source;
the short pulse duration; and the low density of the
accelerator current, which does not cause electrode ero-
sion.

Our experiments on the injection of a high-density
plasma jet into the spherical tokamak have revealed a
discrepancy between theory and experiment. In the
spherical tokamak, there is a gradient of the toroidal
magnetic field along the injection direction. For the
given position of the source with respect to the toroidal
magnetic field, the magnetic field varied from 0.32 T at
the outer boundary to 1.2 T at the inner boundary of the
plasma column along the injection direction. Based on
the classical considerations of the interaction of a high-
density unmagnetized plasma with a magnetic field, it
can be assumed that the plasma jet should be stopped
by the magnetic field at the point where the density of
the jet kinetic energy (the plasma jet pressure) becomes
equal to the magnetic field pressure [13]. Let us con-
sider the equilibrium conditions for the pressures of the
plasma jet and the magnetic field in the Globus-M toka-
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Fig. 7. Growth time ∆t of the plasma density integrated
along the (1) central and (2) peripheral chords as a function
of the accelerator length L (v  is the plasma velocity at the
exit from the accelerator).



728 ABRAMOVA et al.
30 40 50 60 70 80
t, ms

14

7

0

200

100

0

250

125

0

0.30

0.15

0

nl42, 1014 Òm–2

H, s–1

D, s–1

H/D

∆Tp

Fig. 8. Time evolution of the hydrogen concentration in a deuterium plasma measured by charge-exchange neutrals with energies
of 470 eV (shot no. 6068): H and D are the hydrogen and deuterium neutral fluxes, respectively; H/D is the ratio between hydrogen
and deuterium fluxes; nl42 is the plasma density integrated along a vertical chord at a distance of 42 cm from the axis; and ∆Tp is
the duration of plasma injection.
mak. For example, a field of 0.32 T is sufficient to stop
a plasma jet with a density of 1022 m–3 and velocity of
15–70 km/s. So, it might be expected that the jet would
be stopped at the plasma periphery. However, the jet
substantially affects the plasma parameters in the cen-
tral region of the plasma column. Figure 6 demonstrates
that the growth time of the tokamak plasma density
decreases with increasing jet velocity, and Fig. 8 shows
that the hydrogen flux increases as the plasma density
increases over 1–2 ms after jet injection. Probably,
there is a certain mechanism (other than the classical
one) for the interaction of a high-density plasma jet
with a plasma confined by a magnetic field that is still
to be studied. It may be supposed that the injected
plasma jet recombines into the fast neutral flux. In this
case, the flux of neutrals with energies of several tens of
electronvolts can easily penetrate through the magnetic
field of the Globus-M tokamak. This is confirmed by
Fig. 3a. It is seen that the jet consists of a glowing and
a dark region. Probably, the injected jet initially con-
sists of ionized particles and then, due to recombina-
tion, receives neutrals that collide with the chamber
wall and knock out excited atoms and ions from it.

5. CONCLUSIONS

We have investigated the possibility of using a new
type of high-density high-velocity plasma source to
fuel magnetic confinement systems. A high-density
plasma jet with a high degree of ionization was success-
fully injected into the Globus-M low-aspect-ratio toka-
mak. The experiments have confirmed the efficiency of
using plasma jets to control the plasma density in toka-
maks. It is demonstrated that the plasma jet does pene-
trate into the plasma core. The higher the jet velocity,
the more rapidly it penetrates into the plasma. We have
shown that the injected plasma does not disturb the sta-
bility of the confined plasma, the intensity of carbon
impurity lines changes only slightly during injection,
and the plasma density increases by 20–30% over the
initial density (~2 × 1019 m–3). The experiments have
shown that the plasma jet can be efficiently used to ini-
tiate a discharge (instead of gas puffing with RF preion-
ization). It is found that, when the plasma jet is injected
before a discharge, more favorable conditions (as com-
pared to those during gas puffing) are created for the
current ramp-up at a lower MHD activity in the plasma
column. Plasma injection in the steady-state phase of a
discharge leads to a more rapid growth of the tokamak
plasma density, a longer decay time of the plasma core,
and a steeper density profile in comparison to those dur-
ing conventional gas puffing.
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Abstract—A theory of weakly nonlinear slow waves in magnetic flux tubes is developed in the ideal MHD
approximation. Fairly simple approximate dispersion relations are derived that are valid for waves of arbitrary
wavelength. These dispersion relations make it possible to obtain a number of new model evolutionary equa-
tions for body and surface slow waves in magnetic flux tubes. It is established that there are two families of
exact analytic solutions to the equations for weakly nonlinear slow waves. It is found that both the body and
surface solitary waves can be in the form of either contractions or bulges running along the tube. A model
Korteweg–de Vries–Burgers equation is derived and generalized to waves of arbitrary wavelength. It is shown
that exact analytic solutions to these equations correspond to shock waves and hydraulic jumps (or bores) with
nonoscillating fronts. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The magnetic flux tube approximation [1], together
with the magnetic slab approximation, is widely used in
astrophysics and geophysics as the simplest model for
studying waves in inhomogeneous plasmas. Recent
progress in space observations has made it possible to
reveal fast, slow, and bending oscillations and waves in
coronal arcs [2–6], which gave a new impetus to the
exploration of waves in magnetic flux tubes. In the
present paper, the analysis is restricted to a simple mag-
netic flux tube in the form of an infinite cylinder filled
with a homogeneous isotropic plasma in a uniform lon-
gitudinal magnetic field. The external plasma and mag-
netic field are also assumed to be uniform. An impor-
tant simplifying assumption is that of an infinitely thin
interface between the internal and external plasma; this
makes it possible to exclude from consideration the res-
onant effects occurring across the transition boundary
layer. Of course, it is also necessary to assume that the
total (gas-kinetic plus magnetic) pressure is the same
on both sides of the tube boundary; this imposes restric-
tions on the ratios between the plasma densities and
plasma temperatures on both sides and also between the
strengths of the internal and external magnetic fields. It
should be noted that, according to high-resolution
observations of the solar atmosphere, the magnetic
fields usually manifest themselves in the form of an
ensemble of magnetic flux tubes, the most illustrative
example being the sunspot penumbra, which consists
entirely of long thin flux tubes.

The linear theory of MHD waves in magnetic flux
tubes was developed through the efforts of many scien-
tists [7–11]. It was found that, for certain parameters of
the plasma and magnetic field inside and outside a mag-
netic flux tube, the waves within the tube are com-
1063-780X/05/3109- $26.00 0730
pletely reflected from its boundary; i.e., the tube
becomes a waveguide. The tube may be subject to four
kinds of oscillations, namely, it can guide fast and slow
magnetosonic waves and also can undergo bending and
twisting oscillations. The aim of the present paper is to
consider slow waves in a magnetic flux tube with a
fixed axis.

The theory of nonlinear waves in thin magnetic flux
tubes [8, 11, 12] began to be developed simultaneously
with the linear theory of waves in magnetic flux tubes.
The thin-tube approximation is an analogue of the shal-
low water approximation in hydrodynamics. Nonlinear
equations were derived that describe the propagation of
slow and bending nonlinear waves along thin tubes.
The thin-tube approximation for slow waves [12],
which was obtained by expanding the dependent vari-
ables in power series in the radius of the tube, is valid
in the limit kR0  0, where R0 is the tube radius and
k is the longitudinal wave vector. In this limit, slow
waves become so-called tube modes, which propagate

along the tube with the tube velocity CT = CACS/(  +

)0.5. Accounting for the next-order terms in the series
expansions of the dependent variables in the tube radius
yielded a two-mode approximation for fast and slow
waves [13, 14], which is valid for waves of arbitrary
wavelength in a sufficiently cold plasma. The two-
mode approximation, however, does not take into
account dispersion due to the response of the external
medium—an effect predominating in the long-wave-
length approximation [14].

In most cases, the theory of weakly nonlinear dis-
persive waves is based on the model equations whose
linear part is determined by converting the dispersion
relation into a linear differential (or an integrodifferen-
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tial) wave equation and whose nonlinear term is found
by expanding the nonlinear equations to second (or
third) order in the wave amplitude. For waves in mag-
netic flux tubes, the dispersion relation contains Bessel
functions and thus cannot generally be converted into a
wave equation. The conversion to a wave equation is
possible in the long-wavelength approximation, in
which the dispersion relation is substantially simpli-
fied. It is this circumstance that enabled Roberts [15–
17] to derive an equation for weakly nonlinear disper-
sive surface waves in magnetic flux tubes surrounded
by a plasma with no external magnetic field present.
Roberts deduced the nonlinear term in the thin tube
approximation, in which the set of three-dimensional
MHD equations can be reduced to a set of one-dimen-
sional equations for long slow waves running along a
tube (these waves are often called tube waves). The
equation derived by Roberts for surface waves in mag-
netic flux tubes turned out to be identical to the Leibo-
vich equation [18] for vortex filaments in fluids, and it
is now commonly referred to as the Leibovich–Roberts
(LR) equation. In [19, 20], the LR equation was gener-
alized to the case of a magnetized surrounding plasma.
Another equation for this case was obtained by Molo-
tovshchikov and Ruderman [21]. The Molotovsh-
chikov–Ruderman (MR) equation and the LR equation
differ from one another because they were derived for
different approximate dispersion relations. Pritchard
[22], who simplified the dispersion relation used by
Leibovich, obtained one more equation for the vortex
filaments by replacing the modified Bessel function in
dispersion relation with its asymptotic expansion. The
Pritchard equation is also valid for waves on the sur-
faces of magnetic flux tubes. These three equations are
asymptotically equivalent because, in the long-wave-
length limit, the difference between the wave disper-
sions determined by the corresponding dispersion rela-
tions asymptotically approaches zero. Nevertheless, the
nonlinear waves described by these equations possess
different properties. For instance, an exploration of the
LR equation [23, 24] revealed that the solitary waves
described by it occur for amplitudes smaller than a cer-
tain critical amplitude. On the other hand, Molotovsh-
chikov and Ruderman [21] showed that their equation
has solutions describing solitary waves of arbitrary
amplitude. Moreover, they asserted that the solitary
waves are solitons. That the solutions to the asymptoti-
cally equivalent equations have different properties
stems from the difference between the corresponding
dispersion relations beyond the long-wavelength limit.
The linearized LR equation implies that, as the wave-
number increases, the phase velocity decreases to a cer-
tain minimum value and then increases to its initial
value; thus, the phase velocities in the long- and short-
wavelength limits are the same. In accordance with the
linearized MR equation, the wave phase velocity
decreases monotonically as the wavenumber increases;
moreover, for short waves, the dependence of the phase
velocity on the wavenumber is linear. The linearized
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
Pritchard equation in turn implies that, as the wave-
number increases, the wave phase velocity decreases to
its minimum value and then increases without bound,
because it is proportional to the logarithm of the dimen-
sionless wavenumber. None of the three behaviors
agrees with the actual dependence of the phase velocity
of the surface waves on the wavenumber, specifically,
the phase velocity, which is initially equal to the tube
velocity, decreases monotonically with increasing
wavenumber and, in the short-wavelength limit,
approaches the phase velocity of the surface waves
propagating along the boundary of a very thick tube
(see Fig. 2a). Accordingly, special care must be taken
when using the above three equations. In particular,
none of them helps to answer the question of whether
the amplitudes of the solitary waves can be arbitrary.
Therefore, there was no point to debating this issue in
[21, 23, 24]. It should be noted that, in the case of vor-
tex filaments, the LR equation correctly describes the
phase velocity of the linear vortex waves in the short-
wavelength limit and thus can be used to analyze waves
of arbitrary wavelength. In the present paper, new
approximate dispersion relations for surface waves are
proposed that correctly describe both the long- and
short-wavelength limits. These dispersion relations
made it possible to derive new nonlinear wave equa-
tions. It is these equations that should serve as a basis
for the exploration of the properties of nonlinear waves
in magnetic flux tubes.

A history of the study of nonlinear body waves
began with a confusion: Molotovshchikov and Ruder-
man [21] obtained an equation for the body waves
according to which weakly nonlinear dispersive body
waves cannot exist. Later, when the Korteweg–de Vries
(KdV) equation for body waves was derived in [25]
from a very rough dispersion relation, the question
arose of whether the conclusions of Molotovshchikov
and Ruderman were correct. More recently, in [19, 20],
it was proved that the LR equation, as well as two other
versions of the equation for the surface waves, is valid
for body waves too, and it became apparent that the
conclusions of Molotovshchikov and Ruderman were
erroneous. A more detailed examination showed that
Molotovshchikov and Ruderman [21] considered an
isolated magnetic flux tube that is not affected by the
presence of a plasma around it, whereas all three ver-
sions of the LR equation were derived for waves in a
tube affected by the external plasma. The waves in a
magnetic flux tube that is affected by the external
medium have properties very different from those of
waves in an isolated tube. All of the presently known
equations for body waves were derived from approxi-
mate dispersion relations that contradict the exact dis-
persion relation beyond the long-wavelength limit.
Hence, in solving the problem for body waves, the task
is the same as in the case of surface waves, namely, to
obtain approximate dispersion relations for waves of
arbitrary wavelength. This is the purpose of the present
paper.
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Fig. 1. (a) Exact dimensionless phase velocity of the body waves, Ω = Vph/CT, calculated from Eq. (6) and expression (7), and
approximate phase velocities of the body waves, calculated from expressions (10), (11), and (15)–(18), as functions of the dimen-

sionless wavenumber x = kR0 for β = 0.2, βe = 0.01, and  = 2. (b–d) Relative accuracy ∆Ω = 1 –  = 1 –

Ωaprx/Ωexact of the approximate dispersion relations (i.e., their accuracy relative to exact dispersion relation (6)) as a function of x =
kR0. Curves 1–8 correspond, respectively, to approximate dispersion relations (9)–(11), (13), and (15)–(18). Curve 9 corresponds
to dispersion relation (17), in which approximation (11) is replaced with solution (9) to the dispersion relation in the two-mode
approximation.

CSe
2

/CS
2

Vph
aprx

/Vph
exact
Waves in magnetic flux tubes and slabs were
explored in the ideal MHD approximation under the
assumption that the plasma is isotropic, and it is only
recently that the first papers on waves in an anisotropic
plasma [26, 27] have appeared.

The first step in developing the theory of weakly
nonlinear slow waves of arbitrary wavelength in mag-
netic flux tubes was made in my recent paper [28]. The
present work is a continuation of that study.

In what follows, an analysis will be made of nonlin-
ear slow waves beyond the long-wavelength limit. At
first glance, it might seem impossible to find approxi-
mate dispersion relations for waves of arbitrary wave-
length in magnetic flux tubes, because the exact disper-
sion relation, which contains Bessel functions, appears
to be very complicated. Up to now, only asymptotic
forms of the exact dispersion relation in the long-wave-
length limit have been used. We succeeded in finding
fairly exact and, at the same time, quite simple approx-
imate dispersion relations for body and surface waves.
These dispersion relations made it possible to derive a
new type of nonlinear evolutionary equations and even
to obtain exact analytic solutions to some of them.

The next step in developing the theory of nonlinear
waves will to be to study the breaking of nonlinear dis-
persive waves and the onset of shock waves. Until
recently, all that was hitherto known about shock waves
in magnetic flux tubes is the Hugoniot relations at the
shock front, which were obtained in the thin-tube
approximation [29, 30]. In what follows, an equation
will be obtained that generalizes the Korteweg–de
Vries–Burgers (KdVB) equation to waves of arbitrary
wavelength. Exact analytic solutions to this equation
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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show that not only shock waves but also nonlinear
waves of the bore type can exist in magnetic flux tubes.

The purpose of this study is to elaborate approxi-
mate dispersion relations for waves of arbitrary wave-
length. Here, use will be made of the same nonlinear
term as in the entire theory of nonlinear waves in mag-
netic flux tubes. This term is evaluated in the long-
wavelength approximation and therefore is incapable of
taking into account nonlinear processes in the sur-
rounding plasma. The latter circumstance may be a
cause for concern, but it should be noted that the search
for an approximate dispersion relation for nonlinear
waves of arbitrary wavelength, as well as the allowance
for the effect of the surrounding plasma on the disper-
sion properties of nonlinear waves in the tube, is the
subject of a separate study.
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
2. DISPERSION OF SLOW WAVES 
IN MAGNETIC FLUX TUBES

The basic equation for axisymmetric waves in mag-
netic flux tubes is usually written in the form proposed
by Edwin and Roberts [10]:

(1)
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Here, J are Bessel functions, I and K are modified Bessel
functions, R0 is the tube radius, and the subscript e refers
to the parameters of the external plasma. The condition
for the total (gas-kinetic plus magnetic) pressure to be
continuous at the tube boundary determines the ratio ∆
of the plasma densities in the regions outside and inside
the tube for given speeds of sound in these regions, CS

and CSe, and given Alfvén speeds, CA and CAe:

(2)

where γ = cp/cv . With the choice of the minus sign and
the Bessel function J0, Eq. (1) is the dispersion relation
for body waves, and, with the choice of the plus sign
and the modified Bessel function I0, it is the dispersion
relation for surface waves.

Equation (1) is so cumbersome that it cannot be con-
verted into a wave equation and thereby cannot be
directly incorporated into the theory of nonlinear
waves. Up to now, use was made only of approximate
expansions of Eq. (1) in the long-wavelength limit. The
objective of this section is to describe a method for
deriving such approximate dispersion relations for
waves of arbitrary wavelength that can be transformed
to a wave equation. This method was used to search for
approximate dispersion relations for slow waves in
magnetic flux tubes.

2.1. Body Waves

When the effect of the external medium is ignored
and, accordingly, zero boundary conditions are
imposed, Eq. (1) simplifies to

(3)

The second of Eqs. (3) is a biquadratic equation for
the frequency. Its solutions determine the frequencies
of the fast and slow body waves in terms of the plasma
parameters and the roots of the first of Eqs. (3). The fre-
quency of the slow body waves can be expressed as

(4)

In searching for the asymptotic expressions for the fre-
quency, this representation turned out to be the most
convenient. The frequencies of the slow waves are
found by substituting the roots j = j1, n of the Bessel
function into formula (4), which then reads

(5)
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In [19, 20], a method was proposed for reducing gen-
eral equation (1) to equations of the form (3). To do this,
it is sufficient to eliminate the frequency in Eq. (1) with
the help of formula (4). It turns out that substituting dif-
ferent solutions to biquadratic equation (3) into Eq. (1)
splits the latter into two separate equations for the slow
and for the fast waves. This procedure yields the fol-
lowing equation for the slow body waves in a magnetic
flux tube embedded in a magnetized plasma:

(6)

(7)

Expression (7) for the phase velocity Cb of the body
waves has been obtained from formula (4). It is this
expression for the phase velocity that was found to be
most optimal for numerical solution of Eq. (6). Substi-
tuting the roots of Eq. (6) into expressions (4) and (7)
gives, respectively, the frequencies and phase velocities
of the slow body waves. In contrast to the roots of
Eqs. (3), the roots of Eq. (6) are functions of x = kR0 and
of the plasma parameters outside and inside the tube,

j = j(x, βi , βe, δ), where βi, e = / , and δ =

. The roots of Eq. (6) exhibit very different
behavior in the following two cases:

(i) If min(CSe, CAe) < Cb < max(CSe, CAe) and 0 ≤
kR0 ≤ ∞, then the roots of Eq. (6) vary within the range
j0, n < jn < j1, n.

(ii) If Cb < CTe and 0 ≤ kR0 ≤ ∞, then the minimum
root of Eq. (6), which determines the frequency of the
first (n = 1) mode, varies within the range 0 < j1 < j0; 1,
whereas the roots of Eq. (6) that correspond to higher
(n > 1) modes vary within the ranges j1; n – 1 < jn < j0; n + 1,
where j1, 0; n are the roots of the equation J1, 0( j ) = 0.

In the short-wavelength limit kR0  ∞, the phase
velocities of all the modes of the slow body waves
approach the speed of sound, Cb  CS. In this case,

the second of Eqs. (3) reduces the equation (  –

)(  – ) = 0. The second solution to this equa-
tion, namely, Vph = CA, refers to the fast waves. In the
long-wavelength limit x = kR0  0, the phase velocity
(7) of the body waves is approximately equal to

(8)
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Consequently, as the wavenumber increases from zero
to infinity, 0 ≤ x = kR0 ≤ ∞, the phase velocities of all
the modes of the slow body waves increase monotoni-
cally from the tube velocity CT to the speed of sound CS.

In contrast to surface waves, the main distinguishing
feature of body waves is often considered to be the
occurrence of the nodes of the radial wave function for
the longitudinal velocity inside the magnetic flux tube.
The presence of the nodes indicates, in particular, that
the waves do not propagate exactly along the tube but
instead undergo total internal reflection from the tube
boundary, as, for example, in waveguides with per-
fectly reflecting walls. There is one exception to this,
however. It turns out that, in the second of the above
cases of the existence of real roots to Eq. (6), namely,
for Vph < CTe, the first mode of the body waves does not
have nodes within the tube, because the wave function
for the longitudinal velocity is proportional to J0( jr/R0)
and the root j to Eq. (6) is always less than the first root
of the function J1. It is this first mode of the body waves
at Vph < CTe that is the subject of exploration in nonlin-
ear theory since only in this case are the equations of
the problem dealing with a wave running along a mag-
netic flux tube, and thus they can be reduced to a one-
dimensional wave equation. This mode can exist
because the tube is an open waveguide, i.e., the field
lines emerge from the tube. A detailed analysis of the
first mode of the body waves is necessary in order to
eliminate the confusion created because, on the one
hand, this mode was not described in the fundamental
paper by Edwin and Roberts [10] and, on the other
hand, Molotovshchikov and Ruderman [21] asserted
that body waves rapidly become shock waves since
they run radially within a magnetic flux tube while
undergoing reflections from its wall.

Dispersion relation (6) with expression (7) is too
complicated to serve as the basis for deriving the corre-
sponding one-dimensional wave equation for the first
mode of the body waves in the case Cb < CTe. It can,
however, be simplified substantially by linearizing the
two-mode approximation for body waves [14]. The
resulting approximate dispersion relation

coincides with the second of Eqs. (3) with the substi-
tution j = 2, and the approximate expression for the
frequency of the slow body waves is found from for-
mula (4), which, after the same substitution, reads

(9)

This is typical geometric dispersion, which gives the
dependence of the wave frequency on the plasma
parameters within the tube and on x = kR0 (i.e., on the
ratio of the wavelength to the tube diameter). In the
long-wavelength limit, dispersion relation (9) for the
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frequency of the body waves can be significantly sim-
plified:

(10)

In [14], it was shown that the inaccuracy of this approx-
imate dispersion relation arises as a result of ignoring
the wave dispersion introduced by the external
medium. The geometric dispersion of body waves is far
greater than that due to the response of the external
medium because the field of the body waves is concen-
trated mainly within the tube and is insignificant in the
surrounding plasma. It is for this reason that the two-
mode approximation is quite exact almost over the
entire wavelength range. In [25], this simple approxi-
mate dispersion relation (10) made it possible to derive
the KdV equation for body waves in the long-wave-
length limit. Dispersion relation (9) for body waves of
arbitrary wavelength was obtained in the two-mode
approximation and thus cannot be transformed to a
wave equation with which to obtain an evolutionary
equation. A simple approximate dispersion relation for
body waves of arbitrary wavelength was proposed in
my recent paper [28]:

(11)

In that paper, it was found that this approximate disper-
sion relation, which was not derived rigorously but was
simply guessed intuitively, can easily be converted into
a wave equation. It turns out, however, that this approx-
imate dispersion relation for body waves, as well as
more exact dispersion relations of the form

(12)

can be derived in a fairly simple way. It is sufficient to
expand dispersion relation (9) and approximate disper-
sion relation (12) in powers of x and 1/x and to equate
the coefficients of the same powers of x and of 1/x up to
Nth power in the expansions. The resulting set of equa-

tions for the coefficients λ and  turns out to be over-
determined, necessitating that the equation for 1/x2n be
discarded. A similar approximation can be obtained by
omitting the equation for x2n. Thus, the resulting
approximate dispersion relation for N = 1 reads

(13)
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Dispersion relations (11) and (13) differ from one
another in the accuracy with which they approximate
dispersion relation (9) in the long- and short-wave-
length ranges. Dispersion relation (11) approximates
dispersion relation (9) to within terms on the order of x4

in the long-wavelength range and to within terms on the
order of 1/x2 in the short-wavelength range. In contrast,
dispersion relation (13) yields a more accurate approx-
imation, on the order of 1/x4, in the short-wavelength
range and a less accurate approximation, on the order of
x2, in the long-wavelength range. In order to approxi-
mate dispersion relation (9) at least with fourth-order
accuracy over the entire wavelength range, it is neces-
sary to use one of the two possible approximate disper-
sion relations with N = 2.

The drawback of dispersion relation (11) is that it
does not take into account the wave dispersion intro-
duced by the external medium. An approximate relation
for the dispersion of body waves due to the response of
an external medium was obtained in [19, 20]:

(14)

This dispersion relation is valid not only for body
waves but also for the surface waves (CAe < Csrf < CSe),
which will be discussed in the next section. A particular
case of this dispersion relation for surface waves in a
magnetic flux tube surrounded by an unmagnetized
plasma was derived by Roberts [16] in his first paper on
nonlinear waves in magnetic flux tubes, and Molo-
tovshchikov and Ruderman [21] used dispersion rela-
tion (14) to obtain an equation for the surface waves in
the case of a magnetized surrounding plasma. In [19,
20], as well as in [16], the LR equation was generalized
to this latter case with the help of the approximate dis-
persion relation

(15)

which follows from relation (14) with allowance for the
fact that mxK1(mx)  1 as x  0. In accordance
with Pritchard’s idea [22], replacing the modified
Bessel function with the leading-order logarithmic term
of its asymptotic expansion reduces dispersion relation
(15) to

(16)

where E is Euler’s constant. It is precisely these three
dispersion relations (14)–(16) that underlie the above
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three asymptotically equivalent equations for the body
and surface waves in magnetic flux tubes, as was dis-
cussed in the Introduction.

The question now arises of which of the three rela-
tions (14)–(16) correctly describes the dispersion of
waves of arbitrary wavelength due to the response of
the external medium. Approximate dispersion rela-
tions (14) and (16) imply that the wave phase velocity
increases without bound with increasing tube thickness
or, equivalently, with decreasing wavelength. This pre-
diction contradicts the fact that the phase velocity of the
body waves approaches the speed of sound as x  ∞.
It has been pointed out above that, according to approx-
imate dispersion relation (15), the phase velocity in the
short-wavelength limit x  ∞ approaches the tube
velocity CT and, consequently, the external plasma has
no effect in this limit, as it ought to be. This means that
approximate dispersion relation (15) gives an adequate
description of the effect of the external plasma on the
body waves in magnetic flux tubes. Hence, we have
relation (11) for the geometric dispersion of waves of
arbitrary wavelength, which dominates for x @ 1, and
relation (15) for the dispersion of waves of arbitrary
wavelength, which arises as a result of the response of
the external medium and dominates for x ! 1. Since the
total dispersion is a superposition of these two disper-
sions, it is natural to combine the two dispersion rela-
tions as follows:

(17)

This approximate dispersion relation turns out to be the
best of all known relations, in particular, in the long-
wavelength limit (see Fig. 1). In the long-wavelength
range, dispersion relation (17) can be simplified to the
relation

(18)

which yields even greater accuracy in this limit but is
disadvantageous in that the phase velocity increases
without bound for large kR0 values. It is important to
note that approximate dispersion relation (18) can be
immediately derived from Eq. (6) and expression (7) in
the long-wavelength limit. This is an independent con-
firmation of the validity of summing the two disper-
sions, as is done in relation (17). The approximate dis-
persion relations for all other body modes in the long-
wavelength limit are also obtained from exact disper-
sion relation (6) and expression (7):
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Hence, the dispersion of all the modes of body waves
can be described as the sum of the dispersion due to the
response of an external medium and the conventional
geometric dispersion, the former dominating in the
long-wavelength range and the latter dominating in the
remaining wavelength range. For modes higher than the
first one, approximate dispersion relations similar to
relations (11) and (17) can be obtained through the
replacements λ  λn and A  An.

A comparison of dispersion relations (18) and (19)
to dispersion relation (5) for waves in an isolated mag-
netic flux tube shows that the wave dispersions differ
not only because of the response of the external
medium but also because of the differences in the geo-
metric dispersion properties of the body waves. This
explains why, as has already been pointed out in the
Introduction, the conclusion of Molotovshchikov and
Ruderman [21] that dispersive body waves do not exist
is valid only for an isolated magnetic flux tube. In fact,
they derived their equation with allowance for only
geometric dispersion relation (5), which refers exclu-
sively to this case.

In order to compare different approximate disper-
sion relations, Fig. 1a presents the results of calculating
the wave dispersion from exact equation (6) and from
approximate relations (9)–(11), (13), and (15)–(18) for
plasma parameters characteristic of the solar corona.
From Fig. 1b we can see that approximate dispersion
relation (11) is fairly exact over the entire wavelength
range, although, in the long-wavelength range, it is less
accurate than the known relations (15) and (16). As for
approximate dispersion relation (17), which takes into
account the geometric dispersion and the dispersion
due to the response of an external medium, it is seen to
be more accurate than all other known approximate
relations over the entire wavelength range. From
Fig. 1c we see that dispersion relation (11) and the two-
mode approximation provide essentially the same accu-
racy. In the long-wavelength range, which is illustrated
in Fig. 1d, all of the approximate dispersion relations
can be divided into three groups. First, in this range, the
accuracy of approximate dispersion relation (11), and,
accordingly, of its long-wavelength asymptotic (10), is
lowest. Second, high accuracy is provided by the
known approximate dispersion relations (15) and (16),
which essentially coincide in the long-wavelength
range. Finally, the accuracy of the newly proposed
approximate dispersion relation (17) and its asymptotic
(18) is greatest. An unexpected result is that, in the
short-wavelength range, the second of the possible
approximate dispersion relations (12), namely, relation
(13) with N = 1, which is shown by curve 4 in Fig. 1b,
turns out to be less accurate than relation (11).

All of the above approximate dispersion relations
(11), (17), and (18) for body waves are simple enough
to be used to derive new nonlinear evolutionary equa-
tions.
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2.2. Surface Waves

Similar to body waves, dispersion relation (1) for
surface waves in magnetic flux tubes is rewritten as

(20)

where Csrf is the phase velocity of the surface waves,
which is a function of j, x, and of the plasma parame-
ters. Dispersion relation (20) has a solution only under
the condition CAe < Vph < CSe. The only root of this dis-
persion relation increases from zero to infinity, 0 ≤ j ≤ ∞
as the dimensionless wavenumber changes in the range
0 ≤ kR0 ≤ ∞. The frequency of the surface waves is
expressed through the root of dispersion relation (20)
and through the plasma parameters as

(21)

As the wavenumber increases, the phase velocity of the
surface waves decreases monotonically from the tube
velocity CT to the phase velocity at the discontinuity,
Cintf , satisfying the equation

(22)

which is the limiting case of dispersion relation (20) in
the short-wavelength range because

  1 at x  ∞.

As was mentioned above, the three dispersion rela-
tions (14)–(16) for long-wavelength body waves are
also valid for long-wavelength surface waves. For sur-
face waves of arbitrary wavelength, however, there
exists no approximation similar to the above two-mode
approximation, which helped to find the approximate
dispersion relation for body waves of arbitrary wave-
length. Nonetheless, we succeeded in finding a fairly
simple and, at the same time, quite exact approximate
dispersion relation for the surface waves:
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This relation yields a correct phase velocity for the sur-
face waves in the long-wavelength limit: Vph  CT as
x  0 (Fig. 2a). Although, in the long-wavelength
range, approximate dispersion relation (23) is far less
accurate than relations (14)–(16), it is valid for surface
waves of arbitrary wavelength and thereby makes it
possible to correctly handle the long-wavelength limit,
in contrast to approximate dispersion relations (14)–
(16), which yield incorrect phase velocities of the sur-
face waves in short-wavelength limit. According to
relations (14)–(16), the phase velocity of the surface
waves in the short-wavelength limit x  ∞
approaches either infinity or the tube velocity, rather
than the phase velocity at the discontinuity, Cintf , as it
ought to be.

The idea of approximate dispersion relation (23)
stems from the properties of approximate dispersion
relation (14) for short-wavelength body waves. The point
is that the second term in parentheses in relation (14) is
approximately proportional to the dimensionless wave-
number, AxK0(mx)/(mK1(mx)) ≈ A|x|. It is not surprising
that the accuracy of approximate dispersion relation (23)
in the long-wavelength range is low, since it is based on
approximate dispersion relation (14) for short-wave-
length waves. In order to increase the accuracy in the
long- and intermediate-wavelength ranges, it is natural
to switch from relation (23) to the approximate disper-
sion relation

(24)

which, for long-wavelength waves, coincides with dis-
persion relation (14). In the long-wavelength limit x ≤
0.1, all four approximate dispersion relations (14)–(16)
and (24) are asymptotically equivalent, but only rela-
tion (24) yields a correct short-wavelength limit.

All of the approximate dispersion relations that
were discussed above take into account only the wave
dispersion due to the response of an external medium.
This does not imply, however, that the surface waves
are not subject to geometric dispersion. It turns out that
asymptotic (18) of the dispersion relation in the long-
wavelength limit is valid not only for body but also for
surface waves, because it can be immediately derived
from exact dispersion relation (20). In contrast to the
case of body waves, the total dispersion of surface
waves is dominated by the response of the external
medium not merely in the long-wavelength limit but
over the entire wavelength range. In the short-wave-
length limit, the geometric dispersion is generally
unimportant because a short-wavelength surface wave
is a wave at a curved boundary between the internal and
the external plasma.

In order to compare different approximate disper-
sion relations, Fig. 2a shows the results of calculating
the wave dispersion from exact relation (20) and from
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≈ kCT 1
CT Cintf–( )AxK0 mx( )

CT Cintf–( )mK1 mx( ) CT AxK0 mx( )–
-----------------------------------------------------------------------------------------+ 

  ,
approximate relations (15), (16), (23), and (24) for
plasma parameters characteristic of the solar corona.
From Fig. 2b we can see that, in the long-wavelength
range, dispersion relation (23) for waves of arbitrary
wavelength is far less accurate than approximate dis-
persion relations (15), (16), and (24). The accuracy of
more complicated approximate dispersion relation (24)
for waves of arbitrary wavelength is high over the entire
wavelength range, but it is somewhat lower than that of
approximate dispersion relation (23) in the short-wave-
length limit. From Fig. 2c we see that, in the long-
wavelength range, dispersion relation (16) is far less
accurate than dispersion relations (24) and (15). This
indicates that replacing the modified Bessel function
with its asymptotic expansion results in a serious loss of
accuracy. The dispersion of surface waves is almost
completely dominated by the response of the external
medium, which is reflected in the dependence of the
parameter A in relation (15) on the parameters of the
surrounding plasma. For body waves, the parameter λ
in relation (10) is independent of the parameters of the
external medium, so, in order for the external response
to be taken into account, it was necessary to add disper-
sion relation (15) to dispersion relation (11). For surface
waves, the simple approximate dispersion relation (23)
ought to be made more complicated. Nevertheless, as
will be clear later, both approximate dispersion rela-
tions (23) and (24) can be used in nonlinear theory.

3. NONLINEAR SLOW WAVES

All of the presently known nonlinear evolutionary
equations for slow waves in magnetic flux tubes were
obtained in the different long-wavelength approxima-
tions that have been mentioned above. The nonlinear
terms in these equations are the same. The objective of
this paper is to obtain evolutionary equations for waves
of arbitrary wavelength from the above approximate
dispersion relations (11), (17), (18), and (23), which are
valid over the entire wavelength range.

3.1. Body Waves

The nonlinear evolutionary equation contains dis-
persion terms and a nonlinear term. The nonlinear term
for the surface waves was obtained by Roberts [16] in
the thin-tube approximation [12]. In [14], it was shown
that the thin-tube approximation is valid not only for an
unmagnetized surrounding plasma (the case considered
by Roberts) but also for a magnetized surrounding
plasma. Consequently, the nonlinear term for the body
waves coincides with the nonlinear term obtained by
Roberts for the surface waves. The nonlinear term eval-
uated in [25] in the two-mode approximation [13, 14]
also coincides with Roberts’s nonlinear term. In what
follows, the expression for the nonlinear term that was
obtained in [25] will be used for both body and surface
waves.
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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The wave equation can be obtained from dispersion
relation (11) for the body waves through the replace-

ments   iω and   ik (see [31], p. 367). In

this case, dispersion relation (11) should be rewritten as

(25)

where ωD is the frequency in a frame of reference mov-
ing with the velocity CT (this reference frame is usually
used to derive nonlinear evolutionary equations for
waves in magnetic flux tubes). Dispersion relation (25)
leads to the evolutionary equation

(26)

where λ is to be found from dispersion relation (11) and
the coefficient e in front of the nonlinear term,

(27)

coincides exactly with the corresponding term in the
KdV equation derived in [25] for the surface waves. In
Eq. (26), as well as in the KdV equation [25], the
dependent variable is the longitudinal magnetic field
perturbation B. In the long-wavelength limit, the sec-
ond term in Eq. (26) should be omitted and, hence,
Eq. (26) is reduced to the KdV equation. This corre-
spondence makes it possible to uniquely choose the
nonlinear term in Eq. (26). The nonlinear term that was
obtained for the KdV equation [14, 25] was used to
derive Eq. (26), which was thus obtained without using
the long-wavelength approximation for the wave dis-
persion.

Evolutionary equation (26) has two distinct exact
solutions for a solitary wave, which look like typical
soliton solutions. At first glance, the solution of the first
kind is similar to the solution to the KdV equation,

(28)

(29)

The condition Ba > 0 implies that the solitary wave is a
contraction of a magnetic flux tube because, under the
magnetic flux conservation condition, an increase in the
longitudinal magnetic field, B0 + B, is possible only for
a smaller tube cross section. A wave of this kind is a
contraction running along a magnetic flux tube. For suf-
ficiently small wave amplitudes such that Ba ! 3(CS –
CT)/e, solution (28) is reduced to the solution to the
KdV equation derived in [25]. A distinctive feature of
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solution (28) (as compared to the solution to the KdV
equation) is that the width L approaches a finite limiting

value L =  as the amplitude Ba of the
solitary wave increases. In the laboratory frame of ref-
erence, the wave velocity is equal to CT – V; i.e., it is
always lower than the tube velocity.

The second exact solution to Eq. (26), namely,

(30)

, (31)

also looks like a typical soliton solution but, in contrast
to solution (28), it corresponds to a bulge running along
the tube with the velocity CT + V in the laboratory frame
of reference. This solution is possible only for suffi-
ciently large wave amplitudes Ba, greater than the criti-

cal amplitude ,

(32)

where β = . The characteristic width L of a soli-
tary wave equals zero for the critical wave amplitudes

Ba = . For wave amplitudes smaller than the criti-

cal amplitude , this solution is singular because

L2 < 0. For Ba = , the nonlinear correction to the
wave velocity is equal to CS – CT. Consequently, in the
laboratory frame, the velocity of a nonlinear solitary
bulge wave is always higher than the speed of sound.
Hence, for wave amplitudes greater than the critical

amplitude , two types of nonlinear body waves can
exist, namely, contractions and bulges, both of which
run along the magnetic flux tube.

3.1.1. Canonical equation. To explore the general
properties of nonlinear equations that appear in differ-
ent physical problems, we reduce them by means of the
coordinate transformations to what is usually called the
canonical form—the simplest form with the smallest
possible number of parameters [32]. Equation (26) is an
evolutionary equation for waves described by the dis-
persion relation

(33)
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where C1 and C2 are the wave phase velocities at k  0
and k  ∞, respectively. By an appropriate coordinate
transformation, the evolutionary equation correspond-
ing to dispersion relation (33) can be brought to the
canonical form

(34)

where a = C1/ |C2 – C1|. To the best of my knowledge,
evolutionary equations like Eq. (34) have not yet
appeared in the theory of nonlinear waves [32]. Equa-
tion (34) has two distinct nonsingular soliton solutions
for waves with a normal and an anomalous dispersion,
respectively,

(35)

(36)

One of the solutions (35) and (36) becomes singular at
4aB2 ≤ 1.

Along with the solutions corresponding to solitary
waves, Eq. (34) has two distinct periodic solutions for
the so-called cnoidal waves. These solutions are
expressed in terms of Jacobi’s elliptic functions,

(37)

(38)

where K(m) is the complete elliptic integral of the first
kind. In the limit m  1, these solutions pass over to
solutions (35) and (36) because kK(m)/π 

B/ . The cnoidal waves are running waves in
the form of alternating contractions and bulges. The
difference between two periodic solutions (37) and (38)
lies in the relationship between the lengths of the con-
tractions and bulges. In one of the two possible kinds of
cnoidal waves, the contractions are longer than the
bulges, and vice versa in the other type.

Equation (34) cannot be reduced to any of the
known evolutionary equations but it includes two
widely used evolutionary equations as particular cases.
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For sufficiently small amplitudes (a  0) such that
4aB2 ! 1, Eq. (34) is reduced to the KdV equation;
hence, only one of solutions (35) and (36) is nonsingu-
lar in this case. Equation (34) in which the term with the
third derivative is omitted and it is assumed that a = 1
becomes the so-called long-wavelength equation, aris-
ing in the theory of waves on the surfaces of liquids
[33]. This long-wavelength equation, which is also
known as the Benjamin–Bona–Mahony (BBM) equa-
tion, corresponds to the dispersion relation ω = k/(1 + k2).
Of course, the solutions to the KdV equation differ
from those to the BBM equation. This is due to the fact
that the KdV and BBM equations are particular cases of
Eq. (34), which has two different kinds of solutions for
both solitary waves and cnoidal waves. This is a good
ground to assert that Eq. (34) belongs to a special class
of evolutionary equations.

Solutions (35) and (36) to Eq. (34) look like the
well-known solutions to the KdV equation and differ
from them only in the width of the solitons. The differ-

ence (1 – )/B ≈ 2aB between one of solu-
tions (35) and (36) and the solution to the KdV equation
tends to zero as aB2  0, which nothing but the long-
wavelength limit. The same property holds for the solu-
tions to the KdV and BBM equations. The BBM equa-
tion does not belong to the class of completely integra-
ble equations [34]. The solitary waves described by this
equation change their amplitudes after the interaction
and acquire an oscillating tail. There is no doubt that
Eq. (34), too, does not belong to the class of completely
integrable equations, because it includes the BBM
equation as a particular case. Thus, solutions (35) and
(36) to Eq. (34) are not soliton solutions. However, in
order to analyze the question of whether the solution is
a soliton or not, it is first of all necessary to determine
what is the purpose of the analysis: to establish whether
the equation belongs to the class of completely integra-
ble equations or whether the properties of a solitary
wave that is actually observed in nature are well
described by the equation. There are reasons to argue
that, in contrast to the commonly accepted view, a soli-
tary wave discovered in 1834 by J.S. Russell [35] is not,
strictly speaking, a soliton, because the KdV equation
that has an exact soliton solution and is traditionally
mentioned in connection with the solitary wave discov-
ered by Russell is a model equation based on an
approximate dispersion relation. The model BBM
equation [33], which is based on a more exact disper-
sion relation than that underlying the KdV equation,
has a solution differing from the exact soliton solution,
as was mentioned above [34]. It is also known that the
Boussinesq equation (see [31], Section 13.11) is based
on an even more exact dispersion relation for waves on
the surfaces of liquids. Moreover, an equation is known
that is based on the exact dispersion relation (see [31],
Section 13.14). The solutions to the last two equations
are not solitons, although, in the long-wavelength limit,
they differ insignificantly from the soliton solution to

1 4aB
2

–
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the KdV equation. Consequently, J.S. Russell observed
not a soliton but rather a solitary wave with parameters
very close to those of a soliton. It is not always possible
to notice a slight difference between the widths of the
solitary wave observed by Russell and of the soliton
described by the exact solution to the KdV equation.
This is why, in each specific case, the task is to find out
whether or not the observed wave is a soliton within the
accuracy of observations, measurements, or numerical
experiments. A comparison between the solutions to,
e.g., the KdV, BBM, and Boussinesq equations is
aimed, in particular, at determining how much the
parameters of a solitary wave differ from those of an
ideal soliton in order to estimate the experimental accu-
racy required to reveal this difference. Based on what
was said above, it can be stated that solutions (35) and
(36) to Eq. (34) are very similar to solitons. Moreover,
in the long-wavelength limit, one of these solutions
approaches the solution to the KdV equation. In order
to determine the extent to which solutions (35) and (36)
differ from the soliton solutions, it is necessary to carry
out explorations similar to those done for the BBM
equation [34].

3.1.2. Generalized equation. Equation (26) does not
take into account the effect of the external plasma on the
dispersion of body waves. This disadvantage was over-
come by using approximate dispersion relation (17).
In this case, the evolutionary equation contains addi-
tional integral dispersion terms inherent in the LR
equation:

(39)

where

(40)
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Equation (39) is the most general of the presently
known nonlinear evolutionary equations for slow body
waves in magnetic flux tubes. This equation, which
includes the LR equation [16, 19, 20], the KdV equa-
tion [25], and Eq. (26) as particular cases, has no exact
analytic solution (like the LR equation, which contains
similar integral terms). This is why the most interesting
question, in my opinion, is whether Eq. (39) has two
types of solutions, as does Eq. (26), which is a particu-
lar case of Eq. (39). As may be seen from the numerical
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results presented in Fig. 1d, the difference between
Eqs. (39) and (26) that arises from different dispersion
terms in them is largest in the long-wavelength limit. In
the long-wavelength range, Eq. (39) simplifies to

(42)

Equation (42) is based on approximate dispersion rela-
tion (18), which is the most accurate of all approximate
dispersion relations for long-wavelength body waves
that have been obtained so far because it takes into
account both types of dispersion of the body waves (see
Fig. 1d). To the best of my knowledge, Eq. (42) has not
yet appeared in the theory of nonlinear waves [32]. The
KdV equation that was derived in [25] for slow waves
follows from Eq. (42) in which the integral term
describing the dispersion due to the response of the
external medium is ignored. The LR equation that was
obtained in [20] for body waves follows from Eq. (42)
in which the second term, describing the geometric dis-
persion, is discarded. The KdV equation has an exact
soliton solution corresponding to a solitary wave in the
form of a contraction running along a magnetic flux
tube [25]. The classical LR equation [16] for vortex fil-
aments and for surface waves in a magnetic flux tube
has a solution corresponding to a solitary wave [36] in
the form of a bulge running along the tube. The LR
equation for body waves [20] differs from the classical
LR equation in the sign of the dispersion term. Since
the dispersion terms have opposite signs, a solitary
body wave is a running contraction rather than a run-
ning bulge, as is the case with surface waves. Thus,
when two dispersion terms from Eq. (42)—the geomet-
ric dispersion and the dispersion due to the response of
the external medium—are considered separately in the
KdV and LR equations, they both lead to solutions in
the form of running contractions. Consequently, it may
be stated that Eq. (42), as well as more general Eq. (39),
has wave solutions in the form of solitary contractions.
In the short-wavelength limit, the difference between
Eqs. (26) and (39) is insignificant because the wave dis-
persion in this limit is essentially insensitive to the
response of the external medium (Figs. 1a, 1b, 1c). It
might then be supposed that Eq. (39), as well as
Eq. (26), has a second kind of solution in the form of
solitary bulges running along a magnetic flux tube.
Hence, it is possible to state that Eq. (39), like Eq. (26),
has two solutions, corresponding to solitary waves in the
form of contractions and bulges running along the tube.

In the long-wavelength limit, Eqs. (39) and (42) can
be used to determine the extent to which solitary body
waves are close in properties to solitons.
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3.2. Surface Waves

The sought-for evolutionary equation is derived by
rewriting dispersion relation (23) as

(43)

where the notation λs has been introduced for conve-
nience because, for surface waves, we have A < 0. This
dispersion relation yields the evolutionary equation

(44)

where H(B) is the Hilbert transform operator,

The Hilbert transform method for deriving evolu-
tionary wave equations from dispersion relations was
developed earlier in connection with the Benjamin–
Ono (BO) equation (see, e.g., [15]). The nonlinear term
added in Eq. (44) coincides with the nonlinear term in
the LR equation, in which, as well as in Eq. (44), the
dependent variable is the longitudinal velocity. Unfor-
tunately, this nonlinear term does not take into account
nonlinear effects occurring outside the tube, although it
seems that they should be important in the case of sur-
face waves. This problem requires separate consider-
ation, which, however, goes beyond the scope of the
present study.

Equation (44) has two families of soliton solutions.
The solutions of one of the families describe solitary
waves in the form of bulges running along a magnetic
flux tube,

(45)

(46)

whose velocity in the laboratory frame of reference,
CT + V, is higher than the tube velocity. These solutions
are nonsingular for any amplitude, and the characteris-
tic length of the bulge approaches the limiting value
L  λsCT/(CT – Cintf) with increasing amplitude,
although the amplitude is restricted by the natural con-
straint B0 + Ba > 0. In the long-wavelength limit,
Eq. (44) is reduced to the BO equation, This is some-
what surprising in view of the fact that the BO equation
arises in the theory of slow surface waves in magnetic
slabs [15], while the surface waves in magnetic flux
tubes are described by the LR equation. The reason for

ωD 1
λ sCT k

CT Cintf–
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------------------------.
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---------------------------------------, Ba 0,<=

V
eBa

4
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λ sCT 4 eBa/ CT Cintf–( )–( )
eBa

----------------------------------------------------------------,–= =
this is that Eq. (44) was obtained from approximate dis-
persion relation (23), which, in the long-wavelength
limit, is less accurate than relation (15). The solutions to
the LR equation and to Eq. (44), however, do not quali-
tatively contradict each other in the long-wavelength
range because, in both cases, they describe solitary
waves in the form of bulges running along a magnetic
flux tube with a velocity higher than the tube velocity.
The solutions differ somewhat only in the velocity of the
bulges and in their characteristic widths and shapes.
Beyond the long-wavelength range, however, the dis-
crepancy remains large. Hence, the LR equation has a
soliton solution only for wave amplitudes smaller than a
certain critical amplitude, whereas Eq. (44) has a soliton
solution for arbitrary wave amplitudes. That the LR
equation has no soliton solutions in the form of solitary
wave with sufficiently large amplitudes [23, 24] follows
directly from the fact that, beyond the long-wavelength
range, the corresponding dispersion relation (15) cer-
tainly contradicts the exact dispersion relation (Fig. 2a).
Thus, we had to sacrifice some accuracy in the approxi-
mate dispersion relation in the long-wavelength limit in
order to obtain the evolutionary equation that has an
exact analytic solution over the entire wavelength range.

The second family of solutions to Eq. (44) describes
solitary waves in the form of contractions running
along a magnetic flux tube,

(47)

(48)

whose velocity in the laboratory frame of reference,
CT + V, is always less than the tube velocity. In contrast
to the case with body waves, the second family of solu-
tions exists for any values of the wave amplitude,
except for a special situation in which the characteristic

wavelength approaches zero at  = 4(CT – Cintf)/e.
The length of the contraction L, which is given by the
second of expressions (48), tends to zero as the ampli-
tude increases from zero to the critical amplitude ,
and, for amplitudes greater than the critical amplitude,
it increases and approaches the limiting value λsCT/(CT –
Cintf). In actuality, however, because of the pressure
catastrophe, which will be considered in the next sec-
tion, the length of the contraction cannot be less than a
certain critical length at which the shock fronts begin to
develop within the contraction.

3.2.1. Canonical equation. Equation (44) is an
example of an evolutionary equation based on the dis-
persion relation

(49)
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2
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4
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where C1 and C2 are the wave phase velocities at k  0
and k  ∞, respectively. By an appropriate coordinate
transformation, the evolutionary equation correspond-
ing to dispersion relation (49) can be brought to the
canonical form

(50)

where a = C1/ |C2 – C1|. To the best of my knowledge,
evolutionary equations like Eq. (50) have not yet
appeared in the theory of nonlinear waves [32]. With
a = 0, Eq. (50) is the classical BO equation.

Equation (50) has two distinct nonsingular soliton
solutions for waves with a normal and an anomalous
dispersion, respectively:

(51)

(52)

Regardless of the type of dispersion, Eq. (50) has two
families of solutions, which correspond to waves in the
form of bulges or contractions running along a mag-
netic flux tube. Moreover, the length of the waves of
one type decreases monotonically with increasing
amplitude and approaches the limiting value L = a,
whereas the characteristic length of the waves of the
other type decreases to become zero (at C = 1/a) with
increasing amplitude and, at large amplitudes, it
increases and approaches the same limiting value.

Equation (50) also has simple solutions for periodic
nonlinear waves,

(53)

(54)

where φ0 and ψ0 are constants. With a = 0, solution (53)
is the known periodic solution to the BO equation [37].

3.2.2. Generalized equation. Recall that, in the
long-wavelength range, Eq. (44) is less accurate than
the LR equation. Dispersion relation (24) makes it pos-
sible to derive an evolutionary equation that is valid for
waves of arbitrary wavelength and is free of this draw-
back. The desired partial differential wave equation is
obtained from the dispersion relation by the method
developed by Whitham [31], who showed that the dis-
persion relation Vph = C(k) leads to the wave equation

(55)
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PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
(56)

The sought-for wave equation is derived by rewriting
dispersion relation (24) as

(57)

The wave equation that is based on approximate disper-
sion relation (57) for surface waves can be reduced to

(58)

where v  is the longitudinal velocity. This is a generali-
zation of the LR equation [19, 20]. Like the LR equa-
tion, Eq. (58) has no exact analytic solutions. As for
numerical solutions to this equation, they can help to
refine the analytic solutions to Eq. (44). In the long-
wavelength limit, Eq. (58) is reduced to the LR equa-
tion. To the best of my knowledge, Eq. (58) has not yet
been appeared in the theory of nonlinear waves [32].
This equation, like Eq. (50), has two different families
of solutions, which describe waves in the form of con-
tractions or bulges running along a magnetic flux tube.
It is obvious that, in contrast to Eq. (50), the solutions
of one of the families should be singular for sufficiently
small wave amplitudes because, in the long-wavelength
limit, all the three asymptotically equivalent equations
have only one solution, which describes waves in the
form of bulges. In other words, the existence of two
solutions to Eq. (50) over the entire range of possible
wave amplitudes is attributed to the fact that approxi-
mate dispersion relation (23) is not accurate enough in
the long-wavelength range.

In the long-wavelength approximation, surface
waves seem to have much in common with solitons. In
the Introduction, it was pointed out that, based on the
results of numerical explorations of the MR equation
[21], Molotovshchikov [38] arrived at the conclusion
that nonlinear surface waves are solitons. In actuality,
however, the surface wave is not a perfect soliton and
the above conclusion is erroneous, because the MR
equation, as well as all the other known evolutionary
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wave equations, is based on an approximate dispersion
relation and thereby is nothing more than a model one.
In addition, it should not be thought that the numerical
solution carried out by Molotovshchikov [38] cannot be
said to furnish conclusive proof of the complete inte-
grability of the MR equation. What can give rise to
some doubt is the fact that, for sufficiently large wave
amplitudes or, equivalently, for sufficiently short wave-
lengths, the MR equation is reduced to the completely
integrable BO equation because, in this limit, the dis-
persion relation used by Molotovshchikov and Ruder-
man is reduced to a relation of the form ω ~ k|k|. Con-
sequently, if the wave amplitudes chosen for numerical
simulations are not small enough for the solutions to
the MR equation to differ substantially from the solu-
tions to the BO equation, the deviation of the solution
from being solitonic may pass unnoticed. Numerical
treatment of Eq. (58) can provide a more reliable
answer to the question about the extent to which non-
linear surface waves are close to solitons.

4. WEAKLY NONLINEAR WAVES
AND SHOCK FRONTS

Model equations for dispersive waves do not
describe the breaking of waves and the formation of
shock fronts when the wave amplitudes are sufficiently
large. An analysis of many nonlinear physical prob-
lems, such as those about a hydraulic jump (or bore)
[31, 39], the flow of viscous liquid in an elastic tube
[40], the flow of bubbled liquid [41], and collisionless
shock waves, leads to the KdVB equation, which takes
into account not only dispersion and nonlinearities but
the damping as well. Since the KdV equation is a par-
ticular case of Eq. (26), it is natural to supplement it
with a dissipative term that, in the case of space plasma,
describes the damping by viscosity and heat conduc-
tion. The generalized KdVB equation for body waves
of arbitrary wavelength that are described by dispersion
relation (11) reads

 (59)

where the coefficient Λ depends on the viscosity and
thermal conductivity of the plasma. This equation has
two exact analytic solutions:

(60)
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(62)

Solutions (60)–(62) are a generalization of the exact
analytic solution to the KdVB equation that was
obtained quite recently as a result of the joint efforts of
a group of mathematicians (see [43] and the references
cited therein). For slow body waves in magnetic flux
tubes, the KdVB equation, which is a particular case of
Eq. (59) in the long-wavelength limit, reads

(63)

and its unique solution, which coincides in structure
with solutions (60), depends on the parameters of the
equation as

(64)

Solutions (60) and (64) describe a smooth jump, which
differs from the function  + 1 in a somewhat
larger width of the transition region.

Numerous studies of the KdVB equation by means of
its phase diagrams [42, 44, 45] showed that it has two
types of solutions that correspond to a shock wave and to
a hydraulic jump, which is also called a bore [39]. To the
best of my knowledge, there has been no discussion of the
physical meaning of the above exact solution to Eq. (63),
obtained by a combined effort of mathematicians,
although it was mentioned that, in the limit of small Λ val-
ues, the solution to Eq. (63) is not reduced to the solution
to the Burgers equation, which describes shock waves. In
fact, solution (64) implies that the characteristic width of
the shock front, L, should increase as Λ decreases—a sit-
uation diametrically opposite to that with a shock wave,
whose front should become narrower as Λ decreases. All
this indicates that solution (64) to Eq. (63) describes a
bore whose front, in contrast to the shock front, has a
finite width for any parameter values [39].

In order to compare solution (64) to Eq. (63) with
two solutions (60) to Eq. (59), we take the limit of small
Λ values for these solutions:

(65)
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(66)

It turns out that, in this limit, the first of two solutions (66)
coincides exactly with solution (64) to Eq. (63) and,
therefore, describes a bore. The second of solutions (66)
is allied in properties with a shock wave because, as
Λ  0, the front width approaches zero, L  0,
while the magnetic field jump Ba and the wave velocity
remain constant. In the limit at hand, both of the waves
in the laboratory frame propagate with the speed of
sound. Hence, a shock wave is described by generalized
KdVB equation (59), which is valid for waves of arbi-
trary wavelength. This result is not surprising because
it is only in an approximation valid for all wavelengths
that the narrow shock front can be described by taking
into account high-frequency modes. The higher the dis-
sipation, the less the difference between the shock wave
and the bore. In the limit of strong dissipation, the two
solutions (66) coincide,

(67)

and, moreover, the front width of both of the waves is
independent of the dissipation rate. In the limit of small
Λ values, however, the shock wave leads not to an
increase in the diameter of the tube, as implied by the
Hugoniot conditions [29, 30] for shock waves in mag-
netic flux tubes, but rather to a decrease in the tube
diameter, which should be accompanied by a decrease
in entropy. This indicates that the shock wave is non-
evolutionary and thereby should break into several dis-
continuities. For large Λ values, the shock wave is evo-
lutionary only under the condition Λ > λCT(CS – CT),
i.e., when its velocity in the laboratory frame is positive,
CT + V > 0. The exact condition for the wave to be evo-
lutionary can readily be found from expressions (61)
and (62). Hence, the shock wave is evolutionary only
when the dissipation is sufficiently strong, which
agrees completely with the theory of waves in disper-
sive media [42, 44, 45].

Solutions (60) and (64), which occupy a special
position among all possible steady solutions to
Eqs. (59) and (63), have two unusual properties. The
first is that they do not contain a free parameter and,
thus, the wave amplitude is not arbitrary but is deter-
mined by the parameters of the equation. This property
distinguishes solutions (60) and (64) from all of the
above solutions for solitary waves, into which the wave
amplitude enters as a free parameter. The second prop-
erty is that there are no oscillations behind the wave
front, although their presence in the limit of small Λ
values is implied by all of the above-mentioned studies
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on nonlinear waves in dispersive media [42, 44, 45].
These two properties indicate that such waves can
occur only under some specific initial conditions. In
fact, it is known [39] that, under certain conditions,
oscillations behind the front of a bore can be very small.
Hence, exact analytic solutions to the KdVB equation
and to its analogue for waves of arbitrary wavelength
made it possible to determine the profiles of a shock
wave and a bore with nonoscillating fronts.

It should be emphasized, however, that special care
must be taken when analyzing surface waves by means
of Eq. (59) because, in the limit of small Λ values, in
which the shock front becomes progressively narrower,
it turns out that the longitudinal magnetic field and,
accordingly, the diameter of the magnetic flux tube
should change in a jumplike manner. The same assump-
tion was made in deriving the Hugoniot conditions [29,
30] for shock waves in magnetic flux tubes. In my ear-
lier paper [28], this problem was analyzed under the
assumption that a narrow shock front can occur in the
tube at a place where the derivative of the tube diame-

ter, , is discontinuous, i.e., where a cusp arises at

the tube surface. This is in direct analogy to the sharp-
ening of the crests of waves on the surface of a liquid,
but there is one essential difference. The waves in mag-
netic flux tubes appear as bulges or contractions; hence,
the cusp can point outward from the tube or toward its
axis, respectively. In the latter case, the classical wave-
breaking mechanism associated with the gradient catas-
trophe does not come into play; hence, the waves are
broken by the pressure catastrophe, occurring at the
necks of the contractions in accordance with Ber-
noulli’s law, which implies that the temperature and
density increase and the plasma is accelerated as the
magnetic flux tube narrows. This effect was first
pointed out in [46], where it was revealed in analyzing
the properties of solutions to the KdV equations for the
body waves. The nonlinear wavebreaking mechanism
associated with the pressure catastrophe is possible
solely in a magnetic flux tube. The only mechanism that
always operates in a homogeneous plasma is the classi-
cal mechanism associated with the gradient catastro-
phe. On the other hand, the conditions for MHD waves
to be evolutionary cannot be reduced to the principle of
increase in entropy alone [47].

Of particular interest is the possible onset of a bore
in a magnetic flux tube. Solutions (60) and (64)–(67)
imply that a pronounced hydraulic jump in the bore can
occur only when the dissipation is sufficiently strong.
In the well-studied cases of a hydraulic jump [39] and
of collisionless shock waves [42], strong damping is
associated with the turbulence driven by the instability
of a multistream sheared flow within the wave front.
Turbulence can be generated in the event of the gradient
catastrophe in waves in the form of bulges and pressure
catastrophe in waves in the form of contractions.

∂R z( )
∂z

--------------
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5. CONCLUSIONS

Approximate dispersion relations for body and sur-
face waves of arbitrary wavelength made it possible to
derive a number of new evolutionary equations, in par-
ticular, those having exact analytic solutions. These
equations exhibit unique properties because they have
two kinds of solutions corresponding to solitary waves.
To the best of my knowledge, such equations have not
yet been appeared in nonlinear physics. It was found
that the body and surface solitary waves can be in the
form of contractions or bulges of the magnetic flux
tube. Accordingly, the equations have two kinds of peri-
odic solutions. Some progress has also been achieved in
developing the theory of shock waves in magnetic flux
tubes, which is still in its infancy because all that was
hitherto known about this subject is the Hugoniot con-
ditions [29, 30]. Two analytic solutions to the general-
ized KdVB equation have been obtained that describe
the properties not only of shock waves but also of non-
linear waves of the bore kind, which therefore can exist
in magnetic flux tubes too.

The main drawback of the present paper is like that
of the modern theory of slow waves in magnetic flux
tubes, specifically, the use of the same nonlinear coeffi-
cient that was evaluated in the thin-tube approximation.
In particular, the same coefficient is used to describe
both surface and body waves. But doing so is hardly
justified because the nonlinear coefficient for the sur-
face waves should depend on the parameters of the sur-
rounding plasma, while the coefficient used depends
only on the parameters of the plasma within the tube.
The nonlinear coefficient for waves of arbitrary wave-
length should also depend on the wavenumber; how-
ever, this is a subject of separate examination. In this
context, it should be stressed that the theory of nonlin-
ear slow waves of arbitrary wavelength in magnetic flux
tubes has reached nearly the same point of development
as the theory of waves of arbitrary wavelength on the
surfaces of liquids. The BBM and Boussinesq equa-
tions are valid for waves of arbitrary wavelength
because they are based on the approximations to the
exact dispersion relation

(68)

These equations, however, contain the nonlinear
term that was obtained in the long-wavelength limit, as
is the case with the equations derived above for slow
waves of arbitrary wavelength in magnetic flux tubes.
The advantage of dispersion relation (68) over exact
dispersion relations (6) and (20) is that the frequency in
it depends explicitly on the wavenumber. This made it
possible to derive an equation for waves of arbitrary
wavelength from the exact dispersion relation (see [31],
Section 13.14). The equation derived, however, is very
complicated and therefore was not explored in suffi-
cient detail. Moreover, all explorations dealt with the
equation containing the nonlinear term obtained in the
long-wavelength limit (see [31], Section 13.14).

ω2
gk kh0( ).tanh=
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Abstract—New types of beam–plasma devices generating intense stochastic microwave radiation in the inter-
action of electron beams with hybrid plasma waveguides were developed and put into operation at the National
Science Center Kharkov Institute of Physics and Technology (Ukraine). The objective of the paper is to discuss
the results of theoretical and experimental studies and numerical simulations of the normal and oblique inci-
dence of linearly polarized electromagnetic waves on an interface between a vacuum and an overcritical plasma.
The main results of the reported investigations are as follows: (i) for the parameter values under analysis, the
transmission coefficient for microwaves with a stochastically jumping phase is one order of magnitude greater
than that for a broadband regular electromagnetic wave with the same spectral density; (ii) the electrons are
heated most efficiently by obliquely incident waves with a stochastically jumping phase and, in addition, the
electron distribution function has a high-energy tail; and (iii) necessary conditions for gas breakdown and for
the initiation of a microwave discharge in stochastic fields in a light source are determined. The anomalously
large transmission coefficient for microwaves, the anomalous character of the breakdown conditions, the anom-
alous behavior of microwave gas discharges, and the anomalous nature of collisionless electron heating, are
attributed to stochastic jumps in the phase of microwave radiation. © 2005 Pleiades Publishing, Inc.
† INTRODUCTION

Litvak and Tokman [1] demonstrated that, because
of the classical analogue of the effect of electromagnet-
ically induced transparency in quantum systems, elec-
tromagnetic waves in a plasma can pass through the
region where they should be absorbed. Faœnberg et al.
[2] showed that stochastic electric fields with a finite
phase correlation time can efficiently heat particles in a
collisionless plasma, so physically the inverse correla-
tion time in the interaction between a particle and an
electromagnetic wave has in fact the meaning of an
effective collision frequency [2, 3].

The objective of the present paper is to determine
the conditions for the effective penetration of micro-
waves with a stochastically jumping phase into a high-
density plasma, to study the collisionless electron heat-
ing by it, and to utilize microwaves to initiate micro-
wave discharges in light sources. In Section 1, we dis-
cuss the results of theoretical investigations of the nor-
mal and oblique incidence of linearly polarized
electromagnetic waves on an interface between a vac-
uum and an overcritical plasma. The electron dynamics

† Deceased.
1063-780X/05/3109- $26.000748
is described by the relativistic Vlasov equation for the
electron distribution function together with Maxwell’s
equations for self-consistent electromagnetic fields
under the assumption that the ions are immobile. We
use the method [4] that not only provides a complete
nonlinear kinetic description of the electron dynamics
for a plasma of arbitrary density and for electromag-
netic waves of arbitrary intensity but also makes it pos-
sible to carry out numerical simulations by taking short
time steps in comparison to the electron plasma period.
We consider how an overcritical plasma is penetrated
by three types of waves, namely, a microwave with a
stochastically jumping phase, a broadband regular
wave with the same spectral density, and a monochro-
matic wave.

The possible mechanisms whereby electromagnetic
waves penetrate through a wave barrier in a plasma are
as follows:

(i) linear and nonlinear conversion between differ-
ent types of waves,

(ii) linear and nonlinear echoes involving van
Kampen waves,

(iii) the linear induced transparency of a wave bar-
rier (“beam antennas”),
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic representation of the computation region for the cases of (a) a normally and (b) an obliquely incident microwave.
(iv) collisional penetration of a wave into a wave
barrier, and

(v) penetration of a wave into a wave barrier due to
the jumps in its phase (this penetration mechanism is
associated with the fact that the transmission coefficient
is proportional to the time derivative of the wave phase,
which in turn is determined by the derivative of the
electric field)—an effect that is the subject of the
present study.

The known mechanisms whereby electromagnetic
waves can heat plasma particles are as follows:

(i) resonant absorption due to the synchronism
between a wave and a particle (the particle always
oscillates in phase with the wave),

(ii) collisional absorption due to the loss of synchro-
nism between a wave and a particle in collisions (as a
result, the absorption efficiency is proportional to the
ratio of the collision frequency to the wave frequency),

(iii) linear and nonlinear absorption in a nonuniform
wave, and

(iv) wave absorption due to the jumps in the phase
of the wave when it loses its synchronism with the par-
ticle—an effect that was investigated in [2] and is the
subject of the present study.

1. THEORETICAL STUDY OF THE NORMAL 
AND OBLIQUE INCIDENCE 

OF ELECTROMAGNETIC WAVES 
ON AN INTERFACE BETWEEN A VACUUM 

AND A HIGH-DENSITY PLASMA
1.1. Physical Model

Here, we describe the results of investigations of the
incidence of three types of electromagnetic waves,
namely, a monochromatic wave, a stochastic wave with
a finite phase correlation time, and a broadband wave
with the same spectral density, from vacuum on a
plasma half-space. Numerical simulations were carried
out by means of two techniques: a particle-in-cell (PIC)
method for solving the Vlasov equation and a method
based on a grid splitting scheme (the SUR code). A
study of the transmission coefficients for different types
of waves showed that a monochromatic wave is
reflected from the plasma almost totally (except for its
front), whereas a stochastic wave is reflected only
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
slightly, due mainly to the penetration of the wave
pulses associated with stochastic jumps in the wave
phase. In turn, the transmission coefficient for a broad-
band regular wave having the same spectral density as
the wave with a stochastically jumping phase is much
less; the reason is that, in this case, the plasma slab sim-
ply acts as a filter that transmits waves with the frequen-
cies ω > ωp (where ωp = (4πe2n0/m)1/2 is the electron
Langmuir frequency, n0 is the plasma density, e is an
elementary charge, and m is the mass of an electron)
and reflects others.

1.2. Formulation of the Problem

Numerical simulations were carried out for a com-
putation region xL < x < xR that is shown schematically
in Fig. 1. Initially, a uniform electron plasma (n = n0)
with a Maxwellian electron velocity distribution occu-
pies the half-space to the right of the point x = xp. The
background plasma ions are assumed to be immobile.
The electron plasma density n0 is above the critical den-
sity (ωp > ω0).

Let a plane-polarized electromagnetic wave with the
wave vector k = (kx , 0, 0) and with the field components
E = (0, Ey , 0) and B = (0, 0, Bz) be normally incident on
the plasma from the left. In vacuum, in a cross section
x = xL that is sufficiently far from the plasma boundary,
the field components of a microwave with a stochasti-
cally jumping phase are given by the expressions

(1.1)

We consider a stationary Poisson process with the fre-
quency 1/τ; specifically, we assume that, over a suffi-
ciently long time interval T, the phase  undergoes, on
the average, T/τ jumps. In each jump, the phase ran-
domly takes a value within the interval [–π, π) with
equal probability. The correlation coefficient for such a
stochastic process has the form (see, e.g., [3])
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the spectral density being

We also consider a broadband wave with the same
spectral density but with time-independent phases ϕlr

and time-independent amplitudes Flr:

(1.2)

Together with a wave undergoing stochastic phase
jumps and a broadband wave, we consider a regular
monochromatic wave with the electromagnetic field
components

(1.3)

1.3. Basic Equations and Numerical Methods

The electron dynamics is described by the Vlasov
equation for the electron distribution function f(t, x, px, py):

(1.4)

In one-dimensional geometry, the longitudinal elec-
tric field Ex can be determined from the Gauss formula,

(1.5)

In planar geometry, Maxwell’s equations for the
electromagnetic field,

can be decoupled by introducing the auxiliary fields
F± = Ey ± Bz:

(1.6)

where the charge density and the transverse current
density are given by the expressions

(1.7)
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The boundary conditions for the longitudinal elec-
tric field and the transverse auxiliary fields have the
form

(1.8)

where the function F(t) is given by expression (1.1),
(1.2), or (1.3).

The above equations were solved numerically using
the SUR code [4–6].

1.4. Simulation Results

Numerical simulations of a normally incident elec-
tromagnetic wave were carried out for the following

parameter values:  = 3VT, ω0 = 0.5ωp, τ = 40/ωp,
and xR – xL ≥ 2000λD (here, VT is the electron thermal
velocity and λD is the Debye length). The total run time
of the code is T = 5000/ωp. The numerical results are
illustrated in Figs. 2–4. The transmission coefficient for
a wave is defined as the ratio of the electromagnetic
wave energy at the point x = xR (i.e., the energy that has
passed through the plasma) to the energy of the incident
wave at the point x = xL (with allowance for the corre-
sponding time shift).

The incident electromagnetic wave is mostly
reflected from the plasma slab, without having any sig-
nificant effect on the plasma electrons. The longitudinal
fields in the plasma are weak (two to four orders of
magnitude weaker than the transverse fields). During
the run time of the code (5000/ωp), the longitudinal
energy of the electrons (as well as their temperature)
changes by no more than 1%. The electron distribution
function remains nearly Maxwellian, but a small frac-
tion of the electrons (about 10–4) are accelerated in both
directions from the plasma boundary.

A monochromatic wave is reflected from the plasma
almost totally (except for its front). A stochastic wave
is reflected to a lesser extent due mainly to the penetra-
tion of the wave pulses associated with stochastic
jumps in the wave phase. The transmission coefficient
for a broadband wave with the same spectral density as
that of a wave undergoing stochastic phase jumps is one
order of magnitude less because, in this case, the
plasma slab simply acts as a filter that transmits waves
with the frequencies ω > ωp and reflects others.

The oblique incidence of an electromagnetic wave
was simulated for the same parameter values as those
for the normal incidence, the only difference being in
the length of the time interval, T = 2500/ωp. In this case,
the electromagnetic wave incident on the plasma has a
strong impact on the electron dynamics, especially at
large angles of incidence. The longitudinal electric
fields in the plasma are close in strength to the trans-
verse fields. The longitudinal energy of the electrons
and their temperature increase severalfold. The electron

Ex x xL= 0, F
+

x xL= F t( ),= =

F
–

x xR=– 0,=

Vy
osc
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Fig. 2. Spatial profiles of the amplitudes of the incident (F+) and reflected (F–) waves and of the components of the transmitted wave
(Ex, Ey, Bz) for the case of a microwave with a stochastically jumping phase. The plasma boundary is at x = 0.
distribution function becomes non-Maxwellian: it has a
tail of accelerated electrons. The energy of the incident
transverse wave is partially converted into the energy of
the longitudinal wave and partially into the electron
energy.

In order to illustrate the practical importance of the
situation under examination, we present characteristic
waveforms of stochastic signals in actual beam–plasma
generators [7–9].

From Fig. 5 we can see that stochastic jumps in the
phase of the signal occur very frequently (after each
two to three periods or even more often).

2. EXPERIMENTAL INVESTIGATION 
OF THE PASSAGE OF STOCHASTIC 
ELECTROMAGNETIC RADIATION 

THROUGH A HIGH-DENSITY PLASMA

The passage of stochastic electromagnetic radiation
from a broadband generator [10] through a plasma was
investigated experimentally on the device [11] whose
block diagram is illustrated in Fig. 6. The plasma in
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
cavity 2 was created by M-571 magnetron 1 with a con-
trolled output power (W ≤ 2.5 kW), operating at a fre-
quency of f = 2.475 GHz.

The working gas (deuterium) was puffed into and
pumped out of cavity 2 through pipes 3 and 4. The mir-
ror magnetic field (whose longitudinal profile is shown
in Fig. 6a) was produced by solenoids 5, positioned at
the ends of cavity 2.

It should be noted that, although the experimental
investigations were carried out under conditions differ-
ent from those analyzed theoretically in Section 1 (the
experiments were performed with a short plasma cav-
ity, rather than with a semi-infinite plasma, and with a
nonzero external magnetic field), an important point, as
will be clear later, is that they justified the main conclu-
sion of Section 1 that microwaves with a stochastically
jumping phase can penetrate far deeper into the plasma
than a broadband wave with the same spectral density.
Preliminary experimental results were reported in [12].

A signal from G4-76A generator 6 of regular waves
or from broadband generator 7 of microwaves with a
stochastically jumping phase was fed through coaxial



752 KARAS’ et al.
50000 500 1000 1500 2000 2500 3000 3500 4000 4500
x/λD

2.5

2.0

1.5

1.0

0.5

0

–0.5

–1.0

–1.5

E/E0

Ex

Ey

Bz

F+

F–

Fig. 3. Spatial profiles of the intensities of the incident (F+) and reflected (F–) waves and of the electromagnetic field components
of the transmitted wave (Ex, Ey, Bz). The plasma boundary is at x/λD = 1500. The wave phase undergoes regular jumps after each
time interval of length τ = 40/ωp.
T-connector 8 and É6-32 ferrite isolator 9 and then
through coaxial line 10 to emitting probe 11, placed at
the device axis. The signal that had passed through
plasma-filled cavity 2 was received by probe 12 and
was fed through É6-32 ferrite isolator 13 and coaxial
T-connector 14 to S4-60 spectrum analyzer 15 or to
S7-19 oscilloscope 16. Ferrite isolators 9 and 13 served
to suppress the signal from magnetron 1. The emitting
and receiving probes of length l = 100 mm and diameter
d = 1 mm were the end portions of the central conduc-
tors of an RK-2 coaxial cable. They were protected
from contact with the plasma by ceramic tubes with an
outer diameter of 4 mm. In experiments, the position of
the emitting probe was fixed, the distance between its
end and the end of the cavity being 45 mm. The cavity
was a stainless-steel cylindrical chamber with a diame-
ter of D = 50 cm and length of L = 50 cm. At both ends,
the main cavity was equipped with beyond-cutoff (for
the electromagnetic waves under investigation) auxil-
iary cavities.
The density of the plasma created in the cavity by
the magnetron could be varied from 109 to 1010 cm–3 by
varying the magnetron power. The dependence of the
plasma density on the magnetron current at a working
gas pressure of p = 5 × 10–5 torr is shown in Fig. 7.

We also investigated how the plasma density
depends on the working gas pressure and found that this
dependence was far weaker than that on the magnetron
current. This is why we varied the plasma density in the
cavity at a constant gas pressure only by varying the
magnetron current.

The signals from a G4-76A generator or from a gen-
erator of stochastic radiation (the amplitude–frequency
characteristics of these signals are shown in Figs. 8–12)
were fed to the cavity through an emitting probe 11
installed in a fixed position. The signal that had passed
through the plasma was received by probe 12, which
could be installed in one of the four fixed positions
within the cavity, and then was fed to the spectrum ana-
lyzer. Since there was a small number of eigenmodes of
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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Fig. 5. Microwave signal with a stochastically jumping phase from a beam–plasma generator.
the plasma waveguide with frequencies below 1 GHz,
it was expedient to identify them by choosing four such
 PHYSICS REPORTS      Vol. 31      No. 9      2005
positions of the probe that corresponded to the nodes or
antinodes of these eigenmodes.
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2.1. Results and Discussion

Let us analyze the structure of a stochastic signal
from a broadband generator after it has passed through
the plasma. The corresponding results obtained for a
low-density plasma (np ≈ 5 × 109 cm–3) and a high den-
sity plasma (np ≈ 1010 cm–3) are presented in Figs. 9–11.
It can be seen that the signals that arrive at the receiving
probe at different positions have different amplitude–
frequency characteristics. Note that the conditions of
our experiments correspond to a magnetized plasma,
because the electron gyrofrequency ωHe exceeds the

electron Langmuir frequency,  @ .

It is known that, in this case, the eigenmodes of the
system under discussion exist in two different fre-
quency ranges. These are the ranges of working fre-
quencies ω above the cutoff frequency ωcut =

 (where k⊥  = 2.4/R, with R being the cavity
radius) and below the electron Langmuir frequency ωp.
The range of frequencies of up to 1 GHz, which was
investigated in our experiments, overlaps with both of
them. In this frequency range, the number of eigen-
modes of the plasma cavity is small. However, the
waveforms of the signals show the presence of many
unnatural waves that are attributed to the small cavity
length and the short distance between probes 11 and 12
(the amplitude of the waves excited by probe 11 cannot
decrease substantially over such a short distance). The
maximum in the amplitude of the transmitted stochastic
signal in the high-frequency range at a frequency of
f1a = 800 MHz (Fig. 10a) corresponds to the first radial
harmonic with a longitudinal field structure such that
there are two minima at the cavity ends and one maxi-
mum at the center of the cavity. Note that, in Fig. 10, the
signal amplitude at this frequency is somewhat lower
than its maximum value, because the receiving probe is
displaced from the center of the cavity (the case in
which the receiving probe is placed just at the center of
the cavity is presented in Fig. 11). The maxima in the
amplitude of the stochastic signal in the high-frequency
range at a frequency of f2a = 950 MHz (Figs. 9a, 9c) cor-
respond to the first radial harmonic with a longitudinal
field structure such that the longitudinal wavelength is
equal to the cavity length, i.e., the field has a maximum
and a minimum within the cavity and vanishes at the
center of the cavity and at its ends. We can see from
Fig. 11 that the signal amplitude at this frequency is
minimum at the center of the cavity (that it is minimum
rather than zero stems from the fact that the probe is
extended rather than pointlike) because the amplitude
of the mode in question is maximum at distances from
the cavity ends that are equal to one-quarter of the cav-
ity length. The next eigenmode of the cavity corre-
sponds to the first radial harmonic with a longitudinal
field structure such that the cavity length is equal to
1.5 longitudinal wavelengths, i.e., the field has three
extremes within the cavity and is zero at the cavity ends

ωHe
2 ωp
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ωp
2

c
2
k ⊥

2
+

PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005



INTERACTION OF MICROWAVE RADIATION UNDERGOING STOCHASTIC PHASE 755
and between the extreme points. However, even in the
absence of plasma, the frequency of this eigenmode is
higher than 1 GHz, i.e., is beyond the frequency range
under investigation. A further increase in the magnetron
current results in a corresponding increase in the
plasma density and, accordingly, in the frequencies f1
and f2, which thus turn out to be above the working
range of frequencies. Recall that, first, in the low-fre-
quency range, the eigenmodes of the cavity can propa-
gate within it only when it is filled by a plasma of cor-
responding density, and, second, the existence of unnat-
ural waves is a consequence of the small geometric
dimensions of the cavity and the short distance between
the probes. These two remarks refer in full measure to
both stochastic and regular signals.

Let us analyze the passage of a regular signal
through the cavity, compare the results obtained with

30 6 9 12
f, 108 Hz

0.5

1.0

A,  arb. units

0 2 4 6 8 10

(a) (b)

Fig. 8. Amplitude–frequency characteristics of the signals
from (a) the G4-76A generator and (b) the generator of sto-
chastic radiation.
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those for microwaves with a stochastically jumping
phase, and examine the degree to which they agree with
the theoretical results presented in the first part of this
paper (see also [6]). Figure 12 shows the amplitude–
frequency characteristic of a regular signal that has
passed through the cavity (a) without a plasma, (b) with
a low-density plasma (np ≈ 5 × 109 cm–3), and (c) with
a high-density plasma (np ≈ 1010 cm–3). From Fig. 12a
we can see that, in the absence of plasma, regular sig-
nals at frequencies higher than 400 MHz pass through
the cavity; in this case, the cutoff frequency is equal to
478 MHz, which corresponds to the critical wavelength
(λcr = 2.62R) for the E01 mode. It is also seen that the
peaks corresponding to the eigenmodes of the cavity
are pronounced only slightly. In order for the transmit-
ted signals from an incident regular wave and from an
incident wave with a stochastically jumping phase to
have the same amplitude, the amplitude of the former
should be one to two orders of magnitude larger than
that of the latter. This provides evidence for a low effi-
ciency of the excitation of waves in the cavity by a reg-
ular signal, on the one hand, and for a lack of selectivity
between eigenmodes and unnatural waves during the
passage of a regular signal, on the other hand.

2.2. Conclusions

Our experimental investigations of the excitation of
regular and stochastic electromagnetic waves in plas-
mas of different densities and their passage through a
cavity allow us to draw the following conclusions:

(i) A regular wave excites a cavity less efficiently
than does a wave with a stochastically jumping phase
(in order for the transmitted signals from an incident
(a)

(c)

(b)

(d)

0 200 400 600 800 1000
f, MHz

0 200 400 600 800 1000
f, MHz

Fig. 9. Frequency spectrum of a stochastic signal that has passed through a plasma of density np ≈ (a, c) 5 × 109 and (b, d) 1010 cm–3.
The distance between the emitting and receiving probes is (a, b) 14.0 and (c, d) 33.5 cm.

A, arb. units
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regular wave and from an incident wave with a stochas-
tically jumping phase to have the same amplitude, the
amplitude of the former should be one to two orders of
magnitude larger than that of the latter).

(ii) As a regular monochromatic signal excites a cav-
ity and passes through it, selectivity between eigen-
modes and unnatural waves is lacking.

The results of our experimental investigations are in
satisfactory qualitative agreement with the theoretical
predictions.

3. MICROWAVE DISCHARGE INITIATED
BY WAVES WITH A STOCHASTICALLY 

JUMPING PHASE AND ITS APPLICATION

In 1992, specialists from the Fusion System Corpo-
ration (Maryland) designed a highly efficient light
source operating in the quasi-solar spectral region and
based on an electrodeless microwave gas discharge in a
sulfur-containing tube [13]. The continuous (molecu-
lar) spectrum of high-power optical radiation from a
sulfur-containing lamp resembles that of the Sun, but
with depressed levels of IR and UV radiation. In Octo-
ber 1994, the Fusion Lighting Company, Inc. (Wash-
ington, DC) demonstrated two efficient light systems,
which attracted the attention of experts and potential
consumers to new light sources, the development of
which was perceived as a very important technological
breakthrough immediately before the 21st century. The
first light sources based on a sulfur-containing tube
were pumped by two 1.7-kW magnetrons operating in
the frequency range from 915 to 2450 MHz. The best
results were achieved in 1996: the light flux from a
lamp was 480 klm, and the light-output efficiency was
95 lm/W.

(a)

(b)

0 200 400 600 800 1000
f, MHz

Fig. 10. Frequency spectrum of a stochastic signal that has
passed through a plasma of density np ≈ (a)  5 × 109 and

(b) 1010 cm–3. The distance between the emitting and
receiving probes is 27.0 cm.

A, arb. units
The physical mechanism underlying the operation
of sulfur-based lamps is the emission of photons in
quantum transitions between the energy states of evap-
orated sulfur molecules that are excited or ionized by a

(a)

(b)

0 200 400 600 800 1000
f, MHz

Fig. 11. Frequency spectrum of a stochastic signal that has
passed through a plasma of density np ≈ (a) 5 × 109 and

(b) 1010 cm–3. The distance between the emitting and
receiving probes is 20.6 cm.

(c)

0 200 400 600 800 1000
f, MHz

(b)

(‡)

Fig. 12. Frequency spectrum of a regular signal that has
passed through a cavity (a) without a plasma (np = 0) and

with a plasma of density np ≈ (b) 5 × 109 and (c) 1010 cm–3.
The distance between the emitting and receiving probes is
33.5 cm.

A, arb. units

A, arb. units
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microwave discharge within a small volume bounded
by a spherical quartz shell.

The conversion of the microwave (pump) energy is
into optical radiation proceeds as follows: Just after the
amplitude of the electric component of the microwave
field in the cavity (in the region where the sulfur lamp
is placed) increases to a breakdown value, a microwave
discharge is initiated in a buffer gas (argon) saturated
with sulfur vapor (initially, sulfur is in a solid state). In
this stage, the lamp radiates not a continuous spectrum
but rather individual spectral lines corresponding to
typical energy transitions in argon and sulfur atoms,
including pronounced IR and UV lines. As the micro-
wave energy is absorbed by a low-pressure discharge
and as the number of ionization events increases, the
plasma density increases and the bombardment of the
inner shell surface (which has been coated with sulfur
in the course of previous discharges) by the charge par-
ticles (primarily, by the electrons, which are the most
mobile charge carriers) intensifies. During the bom-
bardment by the charge particles (which move mainly
along the microwave electric field), the shell is rapidly
heated, the sulfur is partially evaporated, and the pres-
sure increases. This process consists of two steps: the
melting of different polymorphic forms of sulfur (the
melting points being 112.8 and 119.3°C) and their com-
plete evaporation (the boiling point being Tboil =
444.6°C); as a result, the concentration of sulfur mole-
cules within the shell becomes fairly high. In a stable
plasma operating mode (a high-power discharge), the
spectrum of the resulting optical light has a molecular
character: it reflects transitions between numerous
energy levels, including the rotational and vibrational
degrees of freedom of the molecules, and thereby is
quasi-continuous. The emission spectrum possesses
this property at different microwave powers and differ-
ent initial amounts of sulfur in a lamp of a given size.

The main problems associated with microwave
pumping are as follows (see, e.g., [14]):

(i) To choose the power of a microwave signal and
its shape (continuous or amplitude-modulated).

(ii) To design a microwave transmission line from a
microwave source (generator) to a load (electrodeless
lamp), to construct a transmitter (whose operating
regime should depend on the mode of microwave radi-
ation), and to provide an appropriate topography of the
microwave field in the region where it interacts with the
working substance of the lamp (just after the generator
is switched on and in the plasma operating mode).

(iii) To maintain the stable operation of the micro-
wave generator loaded by the lamp, whose parameters
change substantially during the development of a
microwave discharge (from the switching on of the gen-
erator up to the beginning of the steady-state plasma
operating mode).

(iv) To prevent undesirable microwave emission at
the pump frequency fw and its harmonics (2fw, …, 5fw,
…, nfw) into the surrounding space (if only the optical
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
light is intended for use) and to ensure environmental
safety and electromagnetic compatibility, a closely
related task being to find compromise between the opti-
cal transparency of the wall of the microwave cavity (in
which microwave fields interact with the plasma) and
undesirable microwave emission.

The underlying problem is that of choosing the
microwave field frequency so as to satisfy the require-
ment that the input microwave power be minimum. In
order to determine the working microwave frequency, it
is necessary to compare three parameters: the diameter
of the shell Λ (Λ ≈ 1–2 cm), the electron mean free path
l, and the electron oscillation amplitude A. Discharges
in argon that evaporate sulfur (which is an electronega-
tive element) can be initiated only when the electrons
oscillate within a quartz shell, i.e., when A < Λ/2. The
capture of electrons by sulfur molecules can only be
balanced by intense ionization. The amplitude of the
electron oscillations in a microwave field is equal to

(3.1)

where νc is the collision frequency, E0 is the microwave
field amplitude, and ω is the oscillation frequency. For
νc @ ω, the desired inequality is satisfied when
2eE0/(mνcωΛ) < 1. This indicates that the boundary fre-
quency depends on the diameter of the quartz shell, the
pressure within it, and the microwave (or RF) field
intensity. It is known (see, e.g., [15]) that, for all gases,
the dependence of the threshold field for gas break-
down on the pressure has a minimum that separates two
branches (Fig. 13). Along the left branch, the threshold
field decreases with increasing pressure and the situa-
tion is as follows: the higher the field frequency and the
smaller the discharge chamber, the stronger the thresh-
old field. Along the right branch, the threshold field
increases with increasing pressure and its dependence
on the size of the discharge chamber and on the micro-
wave field frequency becomes increasingly less pro-
nounced; in the limit of high pressures, this dependence

A
eE0

mω ω2 νc
2

+
-------------------------------,=
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102

103
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f = 2.8 GHz

f = 1 GHz

Fig. 13. Thresholds for microwave breakdown of argon
(borrowed from [15]).
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is negligibly weak and the right branches at any size of
the discharge chamber and any microwave field fre-
quency asymptotically approach a single branch.

All these results can be qualitatively explained by
reference to an elementary analysis of the rate at which
an electron gains energy in an alternating electric field
and by using the criterion for breakdown. The ioniza-
tion rate is primarily determined by the time during
which the energy of an electron increases to a level
slightly above the ionization energy of a gas (hereafter,
we are interested in argon), IAr = 15.76 eV. In order to
estimate the threshold for breakdown, we first consider
discharges in argon at low pressures. In this case, the
electron diffusion is very rapid and the diffusive elec-
tron losses are large. To balance them, it is necessary
that the ionization rate be high, i.e., the electromagnetic
field be strong. In strong fields, however, elastic colli-
sions play an insignificant role in electron energy
losses. The electron energy does not exceed IAr because
an electron with such a high energy immediately loses
it in ionization events. Consequently, only a limited
fraction of energy is transferred from an electron to an
atom per elastic collision, (∆εel )max ≈ (2m/M)IAr. As for
the amount of energy ∆εE gained by an electron in col-
lisions in an alternating electric field, it is proportional

to ; so, for the sufficiently strong fields required to
balance large diffusive losses, we have ∆εE @ (∆εel)max.
Ignoring the energy losses in elastic collisions and
assuming that the elastic collision frequency is much
lower than the electromagnetic field frequency (νc !
ω), we find that, in the limit of low pressures, the ion-
ization rate in argon is approximately equal to

(3.2)

where νp is the transport collision frequency. In accor-
dance with the criterion for steady breakdown, we have
νi(E0) = νD = D/Λ2 (where νD is the collision frequency
corresponding to the diffusion of electrons from a
region with a characteristic size Λ and D is the diffusion
coefficient). Consequently, for low pressures, the rms
threshold field is equal to

(3.3)

For regular microwave radiation, the threshold field
just obtained is directly proportional to the frequency
and is inversely proportional to the gas density (pres-
sure) and the size of the discharge region, in complete
agreement with the known experimental data (see, e.g.,
[15]). For a field frequency of f = 1 GHz, the minimum
threshold field for breakdown, E0 = 60 V/cm, corre-
sponds to an argon pressure of nearly 133 Pa. It should
be noted that the microwave range is preferable from
the standpoint of minimizing the breakdown field. It is,
however, inexpedient to further increase the field fre-
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quency because the electron mean free path satisfies the
relationship Aω. Indeed, for low pressures, we have A ∝
1/ω2, so the electron mean free path decreases with fre-
quency. It is clear that the discharge should be initiated
over the entire volume within the shell. This can be
done when the penetration depth δ of the microwave
field into the plasma is comparable to the shell radius Λ.
The depth to which microwaves penetrate into a con-

ducting plasma is equal to δ = c/  ≥ Λ, where σ
is the plasma conductivity.

An important task is to determine the power of a
microwave generator that is required to initiate a dis-
charge in a buffer gas and then to maintain it in a plasma
after the evaporation and ionization of sulfur.

Recall that, for microwave discharges in regular
electromagnetic fields, the threshold field is minimum
when the collision frequency is equal to the electro-
magnetic field frequency (see, e.g., [15]). Thus, at a fre-
quency of f ≈ 3.0 GHz, the minimum threshold field for
breakdown of Ar at a pressure of about 650 Pa is
500 V/cm. Such field strengths can be achieved in a
cavity in which one of the walls is transparent to light.
In the situation under analysis, the electric field ampli-

tude EQ is proportional to , where P(W) is
the generator power in watts and Q is the quality factor
of the cavity. It follows from this that, for Q = 100, the
microwave power should be 25 W. The effective ampli-
tude of the alternating electric field, Eeff, which should
exceed the threshold field Eth, is smaller than E0:

(3.4)

Hence, in order to excite a plasma by regular micro-
waves, the power of the generator should be about
100 W.

In the present paper, we propose to initiate micro-
wave discharges in argon containing sulfur vapor by
microwaves with a stochastically jumping phase. The
advantages of this method are as follows:

(i) such microwaves are capable of initiating dis-
charges at lower gas pressures because the jumping
phase slows electron diffusion,

(ii) the jumps in the phase ensure that the collision-
less electron heating is not accompanied by energy
losses in elastic and inelastic collisions, and

(iii) a uniform microwave discharge is easy to ini-
tiate because microwaves with a stochastically jumping
phase can deeper penetrate into an overcritical plasma.

A discharge excited in argon heats the quartz shell,
leading to the evaporation of sulfur and producing a
sulfur-containing argon plasma. The luminescence of
argon is then followed by light emissions from the
polymorphous sulfur, whose spectral properties have
much in common with those of solar radiation. The
pressure of sulfur vapor is determined by the amount of
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sulfur within the quartz shell. Usually, sulfur concen-
trations of about 2–5 mg/cm3 are sufficient.

The field required to maintain a discharge in a
plasma is far weaker than that needed for gas break-
down. The amplitude Ed of the maintaining field is
related to the plasma electron temperature by the rela-
tionships [15]

(3.5)

where R is the radius of the discharge channel and M is
the atomic mass of the gas. The value of the constant cT

depends on the sort of gas; for instance, for argon, we
have cT = 4 × 102. The channel radius is R ~ 1 cm; there-
fore, for a pressure of nearly 100 Pa, the electron tem-
perature (which decreases with increasing pressure) is
equal to Te = 3 × 104 K. Let us substitute this value of
Te into the expression for Ed.

For νc ! ω, the maintaining field amplitude Ed is
equal to

(3.6)

For molecular sulfur (Mc2 = 50 GeV), we have Ed ~
0.4 V/cm. The field Ed increases with νc and reaches a
level of 1–2 V/cm when νc becomes higher than ω. It
should be taken into account, however, that the electron
temperature Te decreases with increasing νc. Note also
that formula (3.6) is valid only for elastic collisions. To
maintain a discharge in a plasma in which inelastic col-
lisions play an important role, the field Ed should be
raised by approximately one order of magnitude.

Let us now consider the conditions for breakdown in
argon by microwave radiation from the generator
described in [9]. The working frequency of this gener-
ator is 400 MHz, the mean rate of the phase jumps
being νjp = 2 × 108 s–1. It is important to keep in mind
that, when the electron energy increases from zero to
the ionization energy IAr, the cross section for elastic
collisions of electrons with argon atoms varies greatly
(by a factor of about 30), being at its maximum several
times larger than the ionization cross section corre-
sponding to electron energies of 15–20 eV. This makes
it possible to initiate discharges in argon by microwaves
with a stochastically jumping phase at pressures as low
as 4 Pa. In this case, the mean rate of phase jumps is
equal to the maximum elastic collision frequency,
which corresponds to electron energies close to the ion-
ization energy. Operation under such conditions is
advantageous in that, first, no energy is lost in elastic
collisions, and, second, due to the jumps in the phase,
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the electron diffusion remains insignificant and the
electromagnetic energy is efficiently transferred to
electrons. Considering the effective rate of the phase
jumps as the transport collision frequency νp and sub-
stituting it into expression (3.3), we find that, in the case
at hand, the required threshold field does not exceed
50 V/cm, which agrees well with the results of prelim-
inary experiments on determining the threshold electric
field of microwave radiation with a stochastically jump-
ing phase.

We thus have estimated the electric field required to
initiate and maintain a discharge in a shell containing
an Ar–S mixture.

Our numerical simulations and preliminary experi-
ments show that, in order to initiate a microwave dis-
charge at a frequency of 450 MHz in argon at a pressure
of 4 Pa, the microwave electric field strength should be
about 50 V/cm, whereas sulfur vapor can be excited by
an electric field of 25 V/cm, which can easily be
achieved with an input power of several hundred watts,
even without using discharge chambers equipped with
microwave cavities. With the use of such chambers, it is
possible to substantially reduce the generator power.
The block diagram of a microwave-discharge-based
source of visible light is shown in Fig. 14 (which is bor-
rowed from [16]).

In a sulfur-based light system (SLS) demonstrated
by the Fusion Lighting Company, Inc., the shell is
placed within a chamber that is opaque to microwaves
but is transparent to visible light. The working micro-
wave frequency of this system, 450 ± 50 MHz, is con-
sistent with standards adopted for industrial, scientific,
and medical applications. With the version of the light
system proposed by the company, it becomes possible
to design compact low-power SLSs, in addition to the
already existing traditional SLSs with output powers in
the kilowatts range [13, 14, 16], which are usually
based on 2450 ± 50-MHz magnetrons. The systems for
rotation and forced cooling of the shell ensure a thermal
regime that does not destroy the quartz shell filled with
an Ar–S gas mixture. Inside the microwave chamber,

222
3

41

5

Fig. 14. Block diagram of a microwave-discharge-based
light source: (1) power supply unit, high-power microwave
generator, and matching system; (2) quartz shell filled with
an Ar–S gas mixture; (3) microwave cavity and light output
system; (4) lightguides; and (5) system for rotation and
forced cooling of the quartz shell.
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the shell rotates at a rate of 600 rpm. Technologically,
the engineering design of the device in question should
ensure maximum light yields from a cavity utilizing
harmless microwave radiation consistent with the
adopted standards. Experts from the Fusion Lighting
Company, Inc., propose to fabricate cavities from grids
and additional mesh screens. An important role in the
system proposed by the company is played by a para-
bolic reflector and a prism lightguide. The practical role
of the parabolic reflector is to ensure that light is emit-
ted into a hollow prismatic lightguide. The shell is
inserted into the cavity positioned at the focus of the
parabolic reflector. A specially devised array of light-
guides serves as an efficient means to transmit light to
consumers. This technology makes it possible to use
lightguides whose surfaces partially reflect light and
partially transmit it to form a required distribution of
the output light intensity. The parameters of the light-
guides are as follows: they are acrylic, and their walls
are as thick as 3 mm, the outer diameter and length
being 250 mm and 28 m, respectively.

Such light sources make it possible to obtain consid-
erable (multifold) energy saving, while simultaneously
increasing the level of illumination. They are demon-
strated in the American Museum of Astronautics.

4. CONCLUSIONS
New types of beam–plasma generators of intense

stochastic microwave radiation were developed and put
into operation at the National Science Center Kharkov
Institute of Physics and Technology (Ukraine). In the
present paper, we have discussed the results of theoret-
ical and experimental studies and numerical simula-
tions of the normal and oblique incidence of linearly
polarized electromagnetic waves on an interface
between a vacuum and an overcritical plasma. The
main results of our investigations are as follows: (i) for
the parameter values under consideration, the transmis-
sion coefficient for microwaves with a stochastically
jumping phase is found to be one order of magnitude
greater than that for a broadband wave with the same
spectral density; (ii) the electrons are shown to be
heated most efficiently by obliquely incident waves
with a stochastically jumping phase and, in addition,
the electron distribution function has a high-energy tail;
and (iii) necessary conditions for gas breakdown and
for the maintenance of a microwave discharge in sto-
chastic fields in a light source have been determined.
The anomalously large transmission coefficient for
microwaves, the anomalous character of the breakdown
conditions, the anomalous behavior of microwave gas
discharges, and the anomalous nature of collisionless
electron heating have been attributed to stochastic
jumps in the phase of microwave radiation.
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Abstract—The excitation of plasma waves during the injection of an unmodulated and a density-modulated
electron beam into a semi-infinite cold plasma is investigated. It is shown that the Langmuir oscillation energy
accumulated in the plasma increases substantially near the plasma boundary and that the dimension of the region
where the Langmuir oscillation energy is localized decreases with time. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Modulated relativistic electron beams provide an
effective tool for the excitation of regular waves in a
plasma. Intense Langmuir waves can be used to accel-
erate charged particles [1, 2] and can serve as pump
waves in free-electron plasma lasers [3, 4].

The dynamics of the excitation of wake plasma
waves by a train of a finite number of relativistic elec-
tron bunches was investigated in [5]. In this case, the
wake fields generated by individual bunches add
together coherently, thereby substantially increasing
the amplitude of the resulting wake plasma wave
behind the train of bunches. The nonlinear excitation of
a regular plasma wave by a modulated electron beam
injected steadily into a semi-infinite plasma was con-
sidered in [6, 7]. In such a system, the steady state is
ensured by the finite value of the wave group velocity
with which the field energy is carried into the plasma,
so the maximum wave amplitude turns out to be lim-
ited. Note that the relaxation of an unmodulated beam
interacting with a plasma waveguide to a steady state
was studied in [8].

In the present paper, we investigate the nonlinear
dynamics of the excitation of plasma oscillations by a
monoenergetic electron beam injected into a cold
plasma (with a zero electron temperature, Te = 0) in the
absence of an external magnetic field. We consider a
situation in which the group velocity of the excited
plasma oscillations is zero, so the effects of accumula-
tion of plasma oscillations in the beam injection region
play an important role in the beam relaxation. The
influence of the accumulation effects on the quasilinear
relaxation of a beam in a plasma was studied in [9], and
the influence of the accumulation of plasma oscillations
in a semi-infinite plasma on the relaxation of an unmod-
ulated beam in the linear stage of the beam–plasma
instability and dissipative instability was considered in
[10] (in which the maximum energy density of the
excited oscillations was also estimated). In what fol-
1063-780X/05/3109- $26.000761
lows, we will investigate the effect of accumulation of
the plasma oscillation energy by numerically analyzing
a set of nonlinear equations describing the interaction
of a monoenergetic electron beam with a semi-infinite
plasma. The influence of the finite transverse plasma
dimension on the nonlinear dynamics of the beam–
plasma interaction was studied in [11, 12].

2. FORMULATION OF THE PROBLEM
AND BASIC EQUATIONS

We consider a semi-infinite (z > 0) homogeneous
cold plasma into which a one-dimensional monoener-
getic electron beam, generally with a modulated den-
sity, is continuously injected. Since we will be inter-
ested in the excitation of the electron Langmuir plasma
oscillations, we assume that the ions are immobile. The
beam electron density in the injection plane (z = 0)
changes periodically according to the law

(1)

where h is the modulation depth of the beam density
and ωm is the modulation frequency.

The set of dimensionless equations describing the
dynamics of the excitation of a plasma wave by a mod-
ulated electron beam contains the equation for the com-
plex wave amplitude and the equation of motion of the
beam electrons:

(2)
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where C =  is the dimensionless wave ampli-

tude, δ = , k = ωm/v 0, v 0 is the initial

velocity of the beam electrons, ωp0 =  is

the Langmuir frequency of the plasma electrons, np0 is
the plasma density, e and m are the charge and mass of

an electron, ωb =  is the Langmuir fre-

quency of the beam electrons, γ0 is the initial relativistic
factor of the beam electrons, ξ = δz, ϕ = δ(v 0tl – z), tl is
the time at which a beam electron arrives at the point z,
and τ = δ(v 0t – z). In Eq. (2), the integration is carried
out over the phases of the beam electrons in the injec-
tion plane. Equations (2) and (3) have been obtained
under the resonance condition ωm = ωp0, which implies
that the electron beam density is modulated at the fre-
quency of plasma oscillations.

The set of Eqs. (2) and (3) was solved numerically
for the following boundary and initial conditions:

(4‡)

(4b)

In the case of a modulated beam, initially there are no
Langmuir oscillations within the plasma volume.

3. LINEAR THEORY OF THE EXCITATION 
OF LANGMUIR OSCILLATIONS

For small amplitudes of the excited wave, we can
linearize the set of Eqs. (2) and (3) to obtain the follow-
ing linear equation for the wave amplitude:

(5)

The solution to Eq. (5) can be found by the Laplace-
transform method:

(6)

ekE

mv 0
2

----------- 1

δ2
-----

ωp0
2 ωb( )

1/3
/v 0

4πnp0e
2

m
------------------- 

 
1/2

4πnb0e
2

mγ0
3

-------------------
 
 
 

1/2

ϕ ξ  = 0( ) ϕ0,
dϕ ξ  = 0( )

dξ
------------------------ 0,= =

C τ  = 0( ) 10
2–
, h 0=

0,      h 0.≠



=

∂C
∂τ
-------

i
2
--- ξ' ξ''C ξ'' τ,( )d

0

ξ'

∫d

0

ξ

∫ h/2.–=

C
1

2πi
-------- pd

p
------e

λp
C0

hτ
2λp
---------– 

  2λ i
p
--- 

  ,cos

σ i∞–

σ i∞+

∫=
where λ = (τξ2)1/3. For large λ values, the integral in

solution (6) can be estimated by the saddle point
method:

(7)

Estimate (7) shows that, in the case of a modulated
beam, the plasma wave is excited even at a zero initial
amplitude. In terms of the variables ξ and , where  =
δv 0t is the dimensionless time (τ =  – ξ), the absolute
value of the plasma wave amplitude is equal in order of
magnitude to [13]

At the point ξmax = , the absolute value of the plasma

wave amplitude reaches its maximum value

Hence, in the initial stage of instability, a nonuni-
form field distribution forms such that its maximum
amplitude |C |max is at the point ξmax. The position of the
maximum is then displaced into the plasma with a
velocity equal to 2/3v 0, and the maximum field ampli-
tude increases at a rate equal to the growth rate of the
beam–plasma instability. In the region  @ ξ, the field
grows at a far slower rate,

(8)

For a modulated beam (h ≠ 0), the plasma wave is
excited even at a zero initial amplitude. This follows
immediately from formula (7). The electron beam
entering the plasma has the shape of a train of already
formed bunches. In the initial stage of the excitation of
a plasma wave, its amplitude is small, so the displace-
ment of the bunches and their deformation can be
ignored. In this approximation, the beam can be
regarded as a given current modulated so as to be in res-
onance with plasma waves. The amplitude of the
plasma wave grows according to the law

(9)
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We see that the wave amplitude equals zero at the lead-

ing edge of the beam (ξ = ) and increases linearly
from the beam’s leading edge toward the plasma
boundary. The linear increase in the amplitude is due to
the coherent addition of the wake fields generated by
individual bunches, as in the case of a train of a finite
number of bunches [5, 14].

4. RESULTS OF NUMERICAL CALCULATIONS

4.1. The Case of an Unmodulated Beam

The nonlinear stage of instability was investigated
by numerically solving the set of Eqs. (2) and (3) with
initial conditions (4). We begin by analyzing the results
obtained for an unmodulated beam. Figure 1 shows the
spatial profiles of the plasma wave amplitudes at differ-
ent times. We see that, in the initial stage of instability,
a nonuniform plasma wave is excited. The amplitude of
the wave field has one maximum, in agreement with the
predictions of linear theory. The maximum propagates
into the plasma with a velocity equal to 2/3v 0, and then
it stops propagating and starts moving in the opposite
direction, i.e., toward the plasma boundary. After the
first maximum, new maxima in the profile of the wave
field amplitude are produced, each being lower than the
previous one. The Langmuir wave amplitude at the first
maximum increases continuously and, by the time

 = 30, it becomes greater than the maximum field
amplitude in a spatially periodic problem [15] by a fac-
tor of 5.

The spatial field structure propagates toward the
plasma boundary at a progressively decreasing rate.
The maximum field amplitude, too, increases at a pro-
gressively slower rate. No steady state is established,

however. An analysis of the phase plane (v  = , ϕ) in

Fig. 2 shows that a compact electron bunch forms in the
region of the first maximum of the wave field ampli-
tude, which is followed by a partial demodulation of the
beam. At the point ξ = 5.2, where the field amplitude is
minimum, the dimension of the bunch in the phase
plane is largest. As the field amplitude increases further
in space, the bunch is compressed once again. In this
case, however, the total number of electrons in the
bunch decreases because of a partial phase mixing of
the electrons in the beam. This is why the second max-
imum in the wave field amplitude is lower than the first
one, and so on.

4.2. Nonlinear Dynamics of the Excitation 
of a Plasma Wave by a Modulated Beam

Let us now consider the nonlinear dynamics of the
excitation of a Langmuir wave by a density-modulated
electron beam in a homogeneous plasma. Numerical
calculations were carried out for a beam with a modu-
lation depth equal to h = 0.5 and 1. Figures 3 and 4

t

t

dϕ
dξ
------
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show that, in the initial stage of the process (when the
beam current can be treated as given), the wave ampli-
tude increases linearly from the leading edge of the
electron beam toward the plasma boundary. At the
plasma boundary (ξ = 0), through which a given beam
current is continuously injected, the amplitude always

increases according to a linear law, |C | = . As the

plasma wave amplitude increases, the approximation in
which the beam current can be treated as given is vio-
lated. For h = 0.5 (Fig. 3), the inverse effect of the field
on the beam leads to compression of the bunches (i.e.,
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to an increase in the modulation depth). Accordingly, at
the point where the modulation depth is maximum, the
field grows faster than at the plasma boundary (at which
the modulated beam current can always be treated as
given). As a result, a maximum in the profile of the field
amplitude forms near the boundary. The maximum
wave amplitude increases continuously, and the posi-
tion of the maximum is displaced toward the plasma
boundary. As time progresses, new maxima in the pro-
file of the field amplitude are produced after the first
maximum, each being lower than the previous one. The
spatial scales of the field maxima are shorter than those
in the case of an unmodulated beam, whereas the field
amplitude at the first maximum is larger (by the time

 = 27, it becomes as large as 11).t
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Fig. 3. Field amplitude |C | vs. ξ at different times  for h =
0.5.
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In the case of a deeply modulated electron beam
(

 

h

 

 = 1.0, which corresponds to a train of bunches), the
spatial field distribution is radically different. From
Fig. 4 we can see that the field amplitude at the plasma
boundary always increases to the greatest extent. The
reason is that, in this case, the bunches are not subject
to the phase focusing.

5. CONCLUSIONS
The main feature of the excitation of waves by a

monoenergetic electron beam in a cold (Te = 0) plasma
is that no steady state is established. The wave energy
is accumulated in a plasma layer whose dimension
decreases with time. In the case of an unmodulated
electron beam, a spatially localized maximum appears
in the profile of the field amplitude of plasma waves; in
the nonlinear stage, it is displaced toward the injection
plane. After this first maximum, new maxima in the
profile of the field amplitude are produced, each being
lower than the previous one.

The process of the excitation of plasma waves by a
density-modulated electron beam depends substan-
tially on the beam modulation depth. For a slightly
modulated beam, the maximum amplitude of the
plasma wave inside the plasma increases faster than at
its boundary, at which the modulated beam current can
always be treated as given and the plasma wave grows
linearly. The spatial scale of the region where the
energy of the plasma waves is localized is shorter than
that in the case of an unmodulated beam, and the spatial
period of the wave field structure is shorter. In the case
of a deeply modulated beam (h = 1.0), the phase focus-
ing effect is absent, and the amplitude increases to the
greatest extent at the plasma boundary.

There are a number of factors that limit the increase
in the amplitude of the plasma waves. In the case of an
unmodulated beam, these are the electron thermal
motion and, accordingly, the finite value of the group
velocity [8]. In this case, the steady state is established

on a time scale of about t∗  ~ Lw/v g = Lwv 0/ , where
Le is the dimension of the field localization region and
vTE is the electron thermal velocity. When the beam
pulse duration tp is less than t∗ , no steady state is estab-
lished. In the case of a density-modulated beam, the
increase in the wave amplitude can also be limited
when the resonance condition ωm ≈ ωpe fails to hold due
to the relativistic frequency shift [12].
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Abstract—The effect of the magnitude and direction of an external electric field on the plasma flowing through
a magnetic barrier is studied by numerically solving two-fluid MHD equations. The drift velocity of the plasma
flow and the distribution of the flow electrons over transverse velocities are found to depend on the magnitude
and direction of the electric field. It is shown that the direction of the induced longitudinal electric field is deter-
mined by the direction of the external field and that the electric current generated by the plasma flow signifi-
cantly disturbs the barrier field. © 2005 Pleiades Publishing, Inc.
1. Transverse (with respect to the magnetic field)
plasma flows caused by the polarization electric field
and E × H drift were studied theoretically in [1–3] and
those caused by an external electric field were studied
in [4]. The problem of the plasma flowing through a
magnetic barrier in an external electric field was stud-
ied experimentally in [5, 6]. To solve this problem ana-
lytically, one has to introduce some simplifications.
Thus, in [4], it was assumed that perturbations caused
by the flow were small and, therefore, the constant elec-
tric (E0) and magnetic (H0) fields were considered to be
given. Conditions were also defined under which these
assumptions were valid. The electric field caused by the
transverse polarization of the plasma flow was ignored,
and only the longitudinal polarization of the flow was
taken into account. In [6], an attempt was made to bal-
ance the transverse polarization field (or at least to par-
tially neutralize it) by applying an external electric
field. The experiments showed that, in this case, the
plasma flow filling the magnetic trap was quieter and
the plasma was better confined in the trap.

The aim of the present study was to theoretically
investigate plasma flows propagating across a magnetic
field in the presence of both the polarization electric
field and a constant external electric field perpendicular
to the plasma flow under conditions such that the field
perturbations caused by the flow are not small. The
propagation of a plasma jet across a magnetic field is
accompanied by the shift of the plasma flow electrons
with respect to the ions; this leads to the generation of
charged polarization layers on the jet surface. The
polarization field Epol, together with the barrier mag-
netic field H0, causes the plasma between these layers

to drift with the velocity v d = c . By properly

choosing the parameters of the problem, one can pro-
vide conditions under which the plasma flow velocity
v d in the barrier is close to the velocity v 0 of the inci-
dent flow. The main parameters determining the polar-

Epol

H
--------
1063-780X/05/3109- $26.000766
ization electric field are the incident flow velocity v 0
and the barrier magnetic field H0. By shorting the drift
gap through an external resistance, one can partially
discharge the polarization layers and reduce the polar-
ization field, thereby affecting the jet propagation [7].
However, this field is bounded from above by the value

. The external electric field can be arbitrarily var-

ied both in magnitude and direction, thus providing an
efficient means for controlling the plasma flow. This
effect can play an important role in various high-volt-
age magnetic devices: in plasma accelerators operating
in a quasi-steady regime [8], in magnetically insulated
ion diodes [9], and during the injection of plasma into
magneto-electrostatic traps [10]. In this study, we con-
sider a plasma jet that, while moving through a mag-
netic barrier, passes a region with a constant external
electric field that can considerably exceed the polariza-
tion field. Before entering this region, the flow velocity
is v  = v d. However, within this region, the flow velocity
changes because the plasma moves in both the polariza-
tion and external electric fields: Ey = E0 + Epol. Note
that, when considering the change in the flow velocity,
it should be taken into account that the external electric
field also affects the polarization field and that the
induced electric current can disturb the barrier mag-
netic field.

2. In the present paper, plasma motion is studied by
numerically solving two-fluid MHD equations [11]. In
our calculations, we use the model developed in [1, 2,
7]. The MHD equations are solved together with the
equations for electric and magnetic fields. We do not
use the quasineutrality condition ne = ni and assume that
the electron and ion densities vary independently of one
another.

It is assumed that all the quantities depend only on
the longitudinal coordinate x (in the direction of the
plasma flow). Since the flow is bounded in the direction
perpendicular to the magnetic field, the uniformity

v 0B0

c
------------
 © 2005 Pleiades Publishing, Inc.
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breaks down at the flow boundaries. This can be taken
into account by imposing proper boundary conditions.
In what follows, a plasma consisting of electrons and
hydrogen ions is considered.

The final set of equations can be written as

(1)

 = –4πe(ni – ne),  = e(niv i – nev e).

Here, ux = v xe – v xi and uy = v ye – v yi are the com-
ponents of the relative velocity and Rx = –α⊥ ux – α∧ uy –

, Ry = –α⊥ uy + α∧ ux –  are the compo-

nents of the friction force. At x = 0, we set v xe = v xi =

d
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v 0, v ye = v yi = 0, Te = Ti = T0,  =  = 0, ϕ = 0, and

B = 0.
In the equations of motion, we took into account

both the ion and electron inertia. Besides the electro-
magnetic forces, the pressure gradient and the friction
force caused by collisions between the plasma particles
were also taken into account. The energy balance equa-
tions for electrons and ions incorporated the electron
and ion thermal conductivities. In our case, it was suf-
ficient to take into account only the transverse (with
respect to the magnetic field) components of the fric-
tion force and the heat flux. The coefficients α⊥ , α∧ ,

, , , , and , which determine the fric-
tion force and the heat flux and are functions of the
parameter ωτe, were taken from [11].

Set of Eqs. (1) was reduced to a dimensionless form.
The spatial coordinates were normalized to L = c/ωp

(where ωp = , n0 is the unperturbed plasma

density, and m is the electron mass), the temperatures
were normalized to the initial plasma temperature T0,

and the electric potential was normalized to ϕ0 = .

The dimensionless parameters of the problem are as

follows: α1 =  is a quantity proportional to the

ratio of the Alfvén velocity vA =  to the veloc-

ity of the incident flow v 0; α2 =  is the squared

ratio of the ion thermal velocity to the plasma flow

velocity; α3 =  (where τ0 = , with ck being

a constant) is a quantity inversely proportional to the
magnetic Reynolds number Rm; the parameter k =

 characterizes the plasma quasineutrality; ωτe is

the Hall parameter; and the coefficients α4 = 

and α5 =  characterize the electron and ion ther-

mal conductivities, respectively.
Thus, we consider a plasma flow of density n0 mov-

ing along the x axis with a velocity v 0. The magnetic
field is directed along the z axis. The flow is bounded in
the y direction: 0 < y < d. It is assumed that the flow size
along the magnetic field is sufficiently large, so the
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boundary effects can be ignored. The plasma flow
passes through a region occupied by the magnetic field,
whose profile is described by the formula

(2)

where a and b are the sizes of the regions with a con-
stant and linearly varying magnetic field, respectively.
In our calculations, these parameters were varied in the

ranges b . (1–5)  and a . (10–20) , provided that

the condition (a + 2b) < Ri  was satisfied. The presence
of the polarization layer was taken into account by
specifying the normal component of the electric field Ey

at the flow boundary. The field Ey can be defined as the
product of the charge density ne in the polarization layer
by the layer width ∆y (see [1]), which is determined by
the difference between the positions of the electrons

B
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Fig. 1. Profiles of the transverse electron velocity at α2 =

2.5 × 10–5, α3 = 15, and ωτe = 1.4 for different directions of
the external electric field: E0 = (1) –8 and (2) 8. The vertical
arrow shows the front boundary of the region to which the
external electric field is applied.
and ions: ∆y = ye – yi ≅  dx. Since the electron

and ion velocities perpendicular to the flow are calcu-
lated while solving the above equations, the quantity ∆y
can be calculated at any cross section of the magnetic
barrier. There is also an alternative way of calculating
Ey. Experiments show that, even while moving in a uni-
form magnetic field, the flow velocity decreases
because of a decrease in the polarization field due to the
loss of a fraction of the polarization charge [3]. In the
problem as formulated, it is rather difficult to take into
account all the channels for charge losses. For this rea-
son, we assume that the flow motion is accompanied by
the generation of a low current that is closed, e.g.,
through the cold ambient plasma. Here, such a situation
is modeled by introducing the equivalent circuit with an
external resistance R, whose value determines this cur-
rent [1, 7]. The generated current is generally low;
hence, the resistance should be taken sufficiently high.
The electric field Ey can be found using Ohm’s law,
which, in our case, takes the form

, (3)

or, in the dimensionless form, Ey = α3[1 + (ωτ)2]jy +

.

3. We performed calculations under conditions such
that, in the absence of an external electric field, the
plasma flow velocity changed only slightly after pass-
ing through the barrier. When the flow approached the
region to which the external electric field was applied,
the polarization electric field Ey had already been estab-
lished and the flow moved with the drift velocity v d.
Within this region (the maximum field value Ey = E0

was reached at ~0.2 ), the transverse electron veloc-

ity v ye significantly increased. Figure 1 shows the pro-
files of the transverse components of the electron veloc-
ity in the magnetic barrier for different directions of the
external electric field. It can be seen that the change in
the electric field direction is accompanied the change in
the velocity direction. For ions, the increase in the
transverse velocity is much less pronounced than for
electrons; thus, the current is mainly determined by the
electron component. The increase in the current and,
accordingly, in the magnetic field generated by it can
significantly affect the magnetic barrier field. Figure 2
shows the profiles of the unperturbed barrier field and
the magnetic field perturbed by the plasma flow for dif-
ferent directions of the external electric field. It can be
seen that the magnetic field appreciably changes and
even reverses its direction within a certain region of the
barrier. The external electric field also affects the polar-
ization electric field. In this case, the flow motion is

Vye Vyi–
Vi

---------------------∫

jy

σ Ey ωceτeiEx+( )
1 ωceτei( )2+

-----------------------------------------=

BτEx

1836α3
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c
ωp
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governed by the combined action of the resulting bar-
rier magnetic field and the total electric field Epol + E0.
As a result, after passing the magnetic barrier, the flow
velocity is established that is equal to the drift velocity
in this region. The current density in this region greatly
decreases. The profiles of the flow velocity after pass-
ing the barrier region to which the external electric field
is applied are shown in Figs. 3 and 4. When the direc-
tion of the external electric field coincides with the
direction of the polarization field, this velocity is some-
what higher than the velocity of the incident flow (see
Fig. 4). Such an increase in the velocity takes place up
to the end of the magnetic barrier. Within the region
with the external electric field, the electric potential
decreased along the plasma flow. In our calculations,
the maximum drop in the electric potential was (0.1–
0.2)ϕ0. The direction of the longitudinal electric field in
the flow was such that the ion component was acceler-
ated. The larger the potential drop, the larger the
increase in the flow velocity. When the direction of the
external electric field was opposite to the direction of
the polarization field (E0 < 0), the plasma flow usually
slowed down to the thermal velocity. In this case, the
electric potential sharply increased along the flow. The
potential drop was positive and was on the order of the
ion energy in the flow. Figure 5 shows the relevant pro-
files of the electron velocity. It can be seen that the lon-
gitudinal flow velocity decreases significantly, whereas
the transverse electron velocity increases. The electron
component is somewhat decelerated only when enter-
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Fig. 2. Magnetic field profiles in the plasma flow for differ-
ent external electric fields: E0 = (1) –8, (2) 8, and (3) 0 (an
unperturbed barrier).
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ing the region to which the external electric field is
applied. Further on, the flow velocity decreases, while
the plasma is almost quasineutral. The effect of the
external electric field E0 is reduced to the generation of
the electric potential that decelerates the flow. The mag-
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Fig. 3. Relaxation of the flow drift velocity after applying an
external electric field for α3 = 3, ωτe = 1.4, E0 = 20, a = 10,
and b = 5: (1) unperturbed barrier field B0, (2) longitudinal
ion velocity vxi, (3) longitudinal electron velocity vxe, and
(4) drift velocity vd.
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Fig. 4. Relaxation of the flow drift velocity after applying an
external electric field for (α3 = 15, ωτe = 1.4, and E0 = 8:
(1) longitudinal ion velocity vxi, (2) longitudinal electron
velocity vxe, (3) electric potential ϕ, (4) unperturbed barrier
field B0, and (5) drift velocity vd. The vertical arrow shows
the front boundary of the region to which the external field
is applied.
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nitude and profile of this potential depend on both the
magnitude of the external electric field and the flow
parameters. Within our model, calculations can be per-
formed only up to the instant at which the flow comes
to a stop. To calculate the further evolution of the flow,
it is necessary to solve a two-dimension problem.

In the absence of an external electric field, both the
electron and ion temperatures decrease as the plasma
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Fig. 5. Profiles of the (1) longitudinal ion velocity vxi,
(2) longitudinal electron velocity vxe, (3) transverse elec-
tron velocity vye, and (4) electric potential ϕ in the plasma
flow for α3 = 15, ωτe = 1.4, and E0 = –20.
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Fig. 6. Profiles of the electron temperature Te in the plasma
flow for different Reynolds numbers: α3 = (1) 5 and (2) 10.
flow propagates across the magnetic field. The decrease
in the temperature depends on the electron and ion ther-
mal conductivities (in our calculations the parameters
α4 and α5 were varied within the range 10–2–10–3). The
electron component is heated while passing the barrier
region to which the external electric field is applied; as
a result, the plasma temperature in the flow increases
significantly. The higher the magnetic Reynolds num-
ber and the Hall parameter, the larger the increase in the
electron temperature. An increase in the Hall parameter
leads to a decrease in the heat removal, whereas an
increase in the magnetic Reynolds number results in
higher current density and stronger heating (see Fig. 6).
The electron temperature increases by one order of
magnitude with respect to the initial level, whereas the
ion temperature changes insignificantly.

An increase in the external electric field is accompa-
nied by the generation of electron density pulsations
(rarefaction and compression regions along the flow).
An increase in the magnetic Reynolds number also
leads to the onset of density perturbations. The pulsa-
tions of the electron velocity and density are initially
small and become pronounced only when the flow
enters the region to which the external electric field is
applied. When the Hall parameter is ωτe ~ 1–2, the pul-
sations are smoothed as the flow propagates further
(Fig. 3). The profiles of the other quantities that depend
on the electron density (the current density and the elec-
tric field Ey) also display pulsations. However, as the
Hall parameter increases to 4–5, the amplitude of the
pulsations increases greatly. This can lead to the gener-
ation of discontinuities related to the passage through
the characteristic velocity (the thermal electron veloc-
ity vTe). In this study, we did not analyze such flows.

4. Within the parameter range under study, the effect
of an external electric field on a plasma jet propagating
across a magnetic field can be described as follows: The
transverse plasma velocity (primarily, the electron
velocity) increases significantly in the barrier region to
which the electric field is applied; this leads to an
increase in the electric current. The magnetic field of
this current can considerably affect the barrier magnetic
field. The external electric field changes the polariza-
tion electric field, so the further plasma motion is gov-
erned by the combined action of these fields. In the
region with established electric and magnetic fields, the
plasma moves with a velocity that differs from the drift
velocity in that part of the barrier where the external
electric field is absent. When the external electric field
is directed oppositely to the polarization field (E0 < 0),
the plasma flow can be decelerated down to the thermal
velocity. The reason is that the external electric field
induces a retarding electric potential. The decrease in
the flow velocity depends on the magnitude and profile
of this potential: under certain conditions, the plasma
flow is decelerated down to the thermal velocity. The
external electric field leads to an increase in the electron
temperature in the plasma flow and gives rise to the
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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electron density perturbations, which increase with
increasing parameter ωτe.
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Abstract—The formation of the ion flow to a dust grain and the distribution of the electric potential in a low-
pressure dusty plasma are investigated theoretically with allowance for ionization in the intergrain space. Pois-
son’s equation similar to the Langmuir plasma–sheath equation is solved numerically with the use of partial
analytic solutions at the boundary of the Seitz–Wigner cell and in thin layers in the intergrain space. The charge
and potential of a dust grain are found as functions of the grain radius and cell size. The grain potential and the
total cell potential energy as functions of the cell size display weak minima, whose positions correspond to the
observed intergrain distance in dusty crystals. © 2005 Pleiades Publishing, Inc.
The formation of crystal structures in a dusty plasma
is governed mainly by the charge of a dust grain and the
potential distribution in its vicinity. The charge and
potential of a dust grain in plasma are usually described
by using the orbit motion limited (OML) model, radial
drift (RD) model, and hydrodynamic diffusion limited
(DL) model [1]. The OML model, which has been pre-
viously applied to the probe theory, assumes that the
total energy and momentum of ions arriving from infin-
ity are conserved (collisions are ignored) and that there
are no potential barriers throughout the ion path:

In this model, the electron and ion current densities are

(1)

(2)

Here, ne∞ and ni∞ are the electron and ion densities at
infinity, Te and Ti are the electron and ion temperatures,
m and M are the electron and ion masses, ϕa is the grain
potential, and θ is the angle between the radius-vector
and velocity of an ion. In a steady state, the equality of
these currents determines the grain charge and poten-
tial. Recently, the applicability of the OML model has
been called in question. In [2], it was shown that, when
the ion distribution at infinity is Maxwellian, there are
always potential barriers for the ions, even if the grain
radius is very small. In [3, 4], it was pointed out that
even very rare ion–neutral collisions substantially dis-
turb the ion orbital motion and, thus, significantly affect
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the ion current. At low pressures, volume ionization
also plays an important role because, in this case, the
ion current to a grain is completely balanced by ioniza-
tion in the intergrain space; as a result, the actual mean
free path of the ions is shorter than one-half of the inter-
grain distance. When the OML model fails to hold
(especially at low ion temperatures), the RD model can
be employed [5]. In this model, the ion current to a
grain forms at infinity and remains unchanged up to the
grain surface. The ions move radially with velocities
determined by the local potential and the energy con-

servation law (  = 2eϕ(r)). In this case, Poisson’s
equation takes the form

(3)

Note that the RD model, as applied to the ion velocity,
is a particular case of the hydrodynamic approximation

(4)

in which the collisional term is ignored (here, νim is the
frequency of the ion–neutral collisions). In the hydro-
dynamic approximation, the introduction of the ioniza-
tion term in the continuity equation allows one to
describe the formation of the ion flow: ∇ (niv i) = nez,
where z is the ionization frequency. At high pressures,
it is also necessary to take into account recombination
[6]. At low pressures, when the ionization frequency
exceeds the ion–neutral collision frequency, the colli-
sional frequency in Eq. (4) should be replaced by the
ionization frequency, because the origin of new ions
with a zero initial velocity also leads to the deceleration
of the ion flow. In experiments [9] on low-pressure dis-
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charges without dust, the ionization frequency was
determined from the ion current to the wall and the
plasma electron density was determined from the bal-
ance of charged particles in the positive column. For a
discharge in helium at p = 2 × 10–2 torr, R = 1 cm, and
a current of I = 0.3 Ä, the ionization frequency was
found to be z = 1.5 × 106 s–1, whereas, according to [10],
the ion–neutral collision frequency was νim ≈ 6 × 105 s–1.
For a discharge in mercury vapor at p = 2.2 × 10–4 torr,
R = 1.6 cm, and a current of I = 3 A, the ionization fre-
quency and the ion–neutral collision frequency were
z = 8.4 × 104 s–1 and νim ≈ 8.8 × 103 s–1, respectively.
Note that these frequencies are close to those calculated
using the Langmuir theory [7, 9]. In [11], the ionization
frequency was also introduced in Eq. (4) when describ-
ing the ion current to a probe at low and moderate pres-
sures. In the presence of dust, the ionization frequency
should be higher because of the loss of charged parti-
cles on dust grains.

In the present paper, we consider the formation of
the ion flow to a dust grain due to the ionization in a
low-pressure plasma in the intergrain space. The prob-
lem is solved using two models: free-flight and hydro-
dynamic ones. The spatial dust structure in plasma is
assumed to be in a steady state. The plasma volume
around a grain is inversely proportional to the dust grain
density. The ion flow to the grain forms due to the elec-
tron-impact ionization of the working gas in such an
elementary volume (cell). For Ti ! Te, the initial ion
velocity can be ignored and the newly born ions can be
assumed to move toward the grain along the electric
field lines. Preliminary estimates show that, for Ti/Te ~
0.01–0.05, this is indeed the case. Exact solution of the
equation of motion for the ions with nonzero initial
velocities is rather complicated and requires separate
consideration. We assume that no ions enter a given ele-
mentary cell from the outside because the cell is sur-
rounded by other cells, in which the ions flow to their
own dust grains. We also assume that there is no
directed ion flow across the entire dust structure (such
a flow can exist, e.g., in electrode sheaths) because the
effect of such a flow on the inner plasma structure
seems to be of minor importance. In contrast to the ion
component, the electron component is common for all
the cells because the electron thermal velocity is much
higher than the electron drift velocity toward the grains.
Since the grain’s field is repulsive for electrons, we
assume that they obey a Boltzmann distribution; hence,
the electron current to a grain can be calculated by for-
mula (1). The shape of an actual cell is determined by
the spatial dust structure and is close to cubic. To sim-
plify calculations, we will consider a one-dimensional
problem in which the cell is assumed to be a sphere of
radius rd = (4πnd/3)–1/3. This is the so-called Seitz–
Wigner cell that was used in [6] to calculate the poten-
tial distribution in a dust structure formed in a high-
pressure plasma. For spherical grains and large ratios
between the radii of the cell and the grain, such a model
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
is expected to adequately describe the charge of the
grain and the potential distribution near it.

Let us consider the formation of the ion flow inside
the cell. The flux density of the ions produced within
the layer of radius r' and thickness dr' through a spher-
ical surface of radius r is r'2ne(r')zdr'/r2, and the flow

velocity of these ions is . By
dividing the ion flux density by the velocity, we obtain
the density of these ions at the radius r:

Integration of the contributions from all the layers from
r to rd yields the total ion density

. (5)

The ion current to the sphere of radius r is the sum of
the differential currents,

(6)

The electron density is assumed to obey a Boltzmann
distribution,

(7)

where ned is the electron density at the cell boundary. In
this case, Poisson’s equation takes the form

(8)

Since the neighboring cells are similar to one
another, we assume that both the electric potential and
its gradient are zero at the cell boundary. We also
assume that the electron density at the boundary is
given and equal to ned. Since dust grains are charged
negatively, the ion density must be higher than the elec-
tron density. The ion density is determined by the ion-
ization frequency in accordance with expression (5) in
its limiting form at r  rd. Similar boundary condi-
tions for the potential were used in [6]. The surface
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potential of a dust grain is determined by choosing the
ionization frequency z' at which the ion current to the
grain (see Eq. (6)) is equal to the electron current
defined by Eq. (1).

A similar plasma–sheath equation was derived by
Langmuir [7] for a gas-discharge positive column.
However, in that paper, the boundary conditions were
opposite: the potential and its gradient were assumed to
be zero at the plasma center, whereas the wall potential
was established automatically. It is rather difficult to
solve this equation numerically because of the uncer-
tainty that arises on the right-hand side of the equation
when the denominator is close to zero. The perturbed
zone is often divided into two regions: the quasineutral
plasma region, in which the left-hand side of the equa-
tion is zero, and the sheath region, in which the electron
density can be ignored and the ion flux is assumed to be
constant. In our case, the sheath length is comparable to
the total size of the cell and, therefore, such an approx-
imation is inapplicable. Let us introduce the dimension-
less variables:

where ωi is the ion plasma frequency. In these variables,
Eq. (8) takes the form

(8')

where the electron and ion densities are

(9)

We begin to numerically solve the equation starting
from the cell boundary, where the problem can be
reduced to a one-dimensional problem for a thin plane
layer (∆x ! xd) and where one can obtain a simple ana-

lytic solution. Let us assume that  = 1 and  =
const > 1. Integrating Eq. (8'), we obtain

(10)

x
r
λd

-----
r

ε0kTe/nede
2

--------------------------------, U
eϕ
kTe

--------,= = =

ne i,'
ne i,

ned

-------, V
l V

kTe

M
--------

-------------, A
zλd

kTe/M
--------------------

z
ωi

-----,= = = =

∂2
U

∂x
2

----------
2
x
---∂U

∂x
-------+ ne' ni',–=

ne' U( ), ni'exp
A

x
2

----- x'
2

U( ) x'dexp

2 U x( ) U x'( )–
------------------------------------------.

x

xd

∫= =

ne' ni'

∂2
U

∂x
2

---------- 1 ni',
∂U
∂x
-------– 1 ni'–( )x,= =

U x( ) 1 ni'–( )x
2

2
-----,=
where x is counted from the cell boundary. After substi-
tuting this solution into the formula for the ion density,
we have

The root of the cubic equation (  – 1) = B is equal
to

(11)

Thus, by specifying the parameter A, we can calculate
the initial ion density and the behavior of the potential
near the cell boundary. To ensure the stability of the
numerical scheme, we used a three-point parabolic
interpolation of the potential:

where h is the spatial step and x is counted from the
point x0. We also used the following approximate ana-
lytic solution for the density at each step:

(12)

where a = Uj – 2Uj + 1 + Uj + 2, b = –3Uj + 4Uj + 1 – Uj + 2,
and c = 2Uj – 2Uk, with

This approximation matches well to analytic solution
(10) for the external layer. The parameter A is propor-
tional to the ionization frequency and is determined by
the grain radius so that ion current (6) is equal to the
electron current:
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Fig. 1. Radial profiles of the electric potential in the cell.
In the dimensionless form, this condition looks like 

(13)

The values of xd and A were given, and the grain radius
xa was determined in the course of calculations, assum-
ing that condition (13) is satisfied. Simultaneously, we
calculated the total electron and ion charges in the cell
(both reduced to the charge of the Debye sphere), the
dust grain charge determined from the gradient of the
potential on the grain surface, and the total electric field
energy W l in the cell:

(14)
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The electric field energy is normalized to the total ther-
mal (kinetic) energy of electrons in the Debye sphere.
The results of numerical simulations for neon are pre-
sented in Fig. 1 and Table 1. The points at the ends of
the curves show the radius and potential of the dust
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Table 1.  Results from numerical calculations of the dust grain potential, the total electron and ion charge in the cell, and the
ion density at the cell boundary in the free-flight approximation for ions

A a × 103/λd Ua Qe Qi

xd/λd = 0.5

0.2 14 –0.59 1.084 0.129 0.156

0.5 25 –0.84 1.342 0.129 0.201

1 38 –1.03 1.779 0.126 0.267

2 57 –1.16 2.535 0.126 0.381

5 93 –1.25 4.314 0.120 0.633

xd/λd = 1

0.2 52 –1.19 1.084 0.99 1.2

0.5 98 –1.54 1.342 0.96 1.53

1 151 –1.74 1.779 0.93 2.01

2 220 –1.86 2.535 0.87 2.79

5 333 –1.87 4.314 0.81 4.41

A a × 102/λd Ua nid Qe Qi

xd/λd = 5

0.12 103 –2.93 1.0333 110.4 127.8

0.15 119 –3.04 1.0503 106.8 128.4

0.2 141 –3.19 1.084 101.1 129.6

0.5 221 –3.36 1.342 80.1 140.4

1 277 –3.35 1.779 65.1 159.3

xd/λd = 10

0.11 357 –3.69 1.0282 759 885

0.15 435 –3.77 1.0503 687 852

0.2 490 –3.82 1.084 621 822

0.5 644 –3.83 1.342 429 783

nid'
grain. In all the cases, the potential near the cell bound-

ary behaves as .

For grains with a large size xa, this dependence holds
almost up to the grain surface. For xa ! 1 (small
grains), the potential near the grain increases more gen-
tly, according to the law U ~ 1/xa. The grain charge
determined from the gradient of the electric potential at
the grain surface is equal to the difference between the
total ion and electron charges in the cell. This confirms
the validity of the above procedure for solving Pois-
son’s equation. At the same time, because of the signif-
icant contribution from the plasma ion component, the
grain potential is less negative than the potential of an
isolated grain with the same charge but without a sur-
rounding plasma. Because of the nonuniformity and
inequality of the electron and ion distributions within
the cell, the difference between the electron and ion
densities at the cell boundary is not equal to the density
of the plasma particles multiplied by their charge.

rd

r
---- 1– 

 
2

Table 2 presents the results of numerical calcula-
tions of the potential and charge distributions in a
Seitz–Wigner cell in a hydrodynamic approximation
with allowance for volume ionization. In this approxi-
mation, the individual ion velocities are replaced with
the velocities averaged over the ensemble. The equation
of ion motion then takes the form

(17)

Ignoring the pressure gradient and ion–neutral colli-
sions, we obtain
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Table 2.  Results from numerical calculations carried out in the hydrodynamic approximation

A a × 103/λd Ua Qe Qi

xd/λd = 0.5

0.15 11 –0.55 1.041 0.126 0.144

0.5 24 –0.85 1.297 0.123 0.192

1 38 –0.99 1.696 0.123 0.255

2 56 –1.14 2.360 0.120 0.360

5 92 –1.21 4.05 0.117 0.600

xd/λd = 1

0.2 52 –1.17 1.07 0.99 1.2

0.5 97 –1.5 1.297 0.96 1.53

1 149 –1.7 1.696 0.93 1.98

2 217 –1.82 2.36 0.9 2.73

5 330 –1.82 4.05 0.81 4.29

A a × 102/λd Ua nid Qe Qi

xd/λd = 5

0.15 118 –3 1.041 109.2 130.5

0.5 219 –3.28 1.297 83.1 142.8

1 275 –3.27 1.696 68.1 161.4

2 324 –3.1 2.36 55.5 190.5

10 407 –2.43 6.2 33.9 298.2

xd/λd = 10

0.15 432 –3.7 1.041 708 870

1 729 –3.6 1.696 342 840

5 864 –2.9 4.05 189 1134

nid'
In the dimensionless variables, we have

(18)

Though ni in formula (18) is determined via the
same unknown quantity ni on the right-hand side, the
problem can be solved by iterations. Near the cell
boundary, the analytic solution is applicable. Assuming
that  = 1 and  = const ≥ 1 and using a one-dimen-
sional planar approximation, we have

For the density ni, we obtain the equation
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where B1/2 = , instead of the previous formula
B1/2 = Aπ/2 for the free-flight approximation. Such a
replacement, however, only slightly affects the ion den-
sity. A comparison between Tables 2 and 1 shows that
the data obtained for these two cases are very similar to
one another. This allows one to use the hydrodynamic
approximation not only at high pressures but also at
moderate and even low pressures.

Using the results of calculations performed in the
free-flight approximation, we found the charge and
potential of a dust grain and the potential energy of the
electric field in a Seitz–Wigner cell as functions of the
cell radius at a fixed grain size. The results obtained for
neon (solid curves) and argon (dashed curves) plasmas
are shown in Fig. 2. The grain charge depends slightly
on the cell radius and rapidly increases with grain
radius. For rd/λd ≤ 1, the grain potential decreases with
decreasing cell radius. For a/λd ≤ 0.05, both the grain
potential and the cell potential energy display weak
minima at normalized cell radii of rd/λd ~ 0.5–0.8,
which are close to one-half of the experimentally
observed intergrain distance. In an actual crystal struc-
ture, these minima can be significantly deepened due to

2A



778 SYSUN et al.
(a)–1.7

–1.5

–1.3

–1.1

–0.9

–0.7

–0.5

–0.3

–0.1

0 0.2 0.4 0.6 0.8 1.0 1.2

rd/λd rd/λd

U
a

a/λd = 0.05

0.02

0.013

–2.2

–1.7

–1.2

–0.7

–0.2

a/λd = 0.3

0.2

0.1

0 0.2 0.4 0.6 0.8 1.0 1.61.41.2

0 0.2 0.4 0.6 0.8 1.0 1.2 0 0.2 0.4 0.6 0.8 1.0 1.41.2

0 0.2 0.4 0.6 0.8 1.0 1.2 0 0.2 0.4 0.6 0.8 1.0 1.41.2

0.25

0.20

0.15

0.10

0.05

5

4

3

2

1

(b)

(c)

0.15

0.10

0.05

3.5

3.0

2.5

2.0

1.5

1.0

0.5

Q
' a

W
'

a/λd = 0.05

0.02

0.013

a/λd = 0.3

0.2

0.1

a/λd = 0.05

0.02

0.013

a/λd = 0.3

0.2

0.1

Fig. 2. (a) Potential of a dust grain of fixed size, (b) dust grain charge, and (c) electric field energy in the Seitz–Wigner cell as func-
tions of the cell size.
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the angular shift of charges of different polarities as the
grains approach one another, i.e., due to the violation of
the adopted spherical symmetry. This must be taken
into account when estimating the intergrain distance in
an actual crystal structure. Nevertheless, calculations
performed with the use of a spherical Seitz–Wigner cell
give quite correct estimates of the potential and charge
of a dust grain and demonstrate the possibility of the
formation of a plasma crystal due to the presence of
minima in the electric potential and in the cell potential
energy without invoking additional effects (the so-
called shadow effects, collective interaction, etc. [8]).
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Abstract—A study is made of the nonlinear mechanism for the excitation of Langmuir waves in a dense plasma
by an intense laser pulse with the frequency ω = ωp/2 (where ωp is the electron plasma frequency). © 2005 Ple-
iades Publishing, Inc.
† 1. INTRODUCTION

The study of physical mechanisms for the excitation
of Langmuir waves in plasma by laser radiation is of
interest for a number of applications, first of all, for the
acceleration of electrons and ions in plasma (the current
state of this acceleration problem is reflected in papers
[1–7] and the literature cited therein). In the present
paper, we investigate the nonlinear mechanism for the
excitation of a Langmuir wave by a laser pulse with a
frequency equal to half the plasma frequency. On the
one hand, such a pulse is subject to the skin effect in the
plasma; on the other hand, the currents and charges
induced in the plasma at the second harmonic of the
laser frequency are in resonance with the Langmuir
oscillations.

2. FORMULATION OF THE PROBLEM 
AND BASIC EQUATIONS

Let a laser pulse with a given intensity profile be
normally incident from vacuum onto a semi-infinite
homogeneous plasma. The laser pulse frequency ω is
assumed to be half the plasma frequency, ω = ωp/2,
where ωp is the electron plasma frequency. Such a pulse
can penetrate into the plasma over a distance equal to

the skin depth λs = 2c/( ). The pulse with this fre-
quency gives rise to a nonlinear plasma current at the
plasma frequency; in turn, the current resonantly
excites a Langmuir wave that propagates from the skin
layer into the plasma.

The basic set of equations contains the equation of
motion of the electron plasma component

(1)

† Deceased.

3ωp

m
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  eE–
e
c
-- v H×( )– v Te

2 1
n
---—n,–=
1063-780X/05/3109- $26.00 0780
the continuity equation

(2)

and Maxwell’s equations for the electromagnetic field

(3)

(4)

where n0 is the ion background density and vTe is the
electron thermal velocity.

We seek the solution to Eqs. (1)–(4) in the form

(5)

(6)

where the subscripts t and l refer, respectively, to the
transverse laser wave and the longitudinal Langmuir
wave. We substitute relationships (5) and (6) into
Eqs. (1)–(4) and perform the corresponding averaging
procedure to obtain the following set of coupled equa-
tions for the longitudinal and transverse perturbations:
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(11)

(12)

(13)

(14)

Using Eqs. (11) and (13) and keeping the terms of the
second order in the field amplitude, we convert expres-
sion (10) for the nonlinear force into the form

Equations (7)–(9) for longitudinal perturbations are
equivalent to the following equation for the longitudi-
nal electric field of the Langmuir wave:

(15)

where a2 = .

Under the conditions adopted here, laser radiation in
the plasma is damped according to the law

(16)

where κ =  =  and ε = 1 –  is the

plasma dielectric function. The function F(t/tL)
describes the laser pulse profile, and tL is the character-
istic pulse duration. With allowance for relationship
(16), Eq. (15) for the Langmuir wave field can be writ-
ten in the form
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For further analysis, it is convenient to switch to the
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In these variables, Eq. (17) takes the form

(18)

where τL = ωptL and α = vTe/c.
Hence, the excitation of a Langmuir wave is

described by the Klein–Gordon equation whose right-
hand side contains the ponderomotive force at the sec-
ond harmonic of laser radiation. The frequency of the
second harmonic is equal to the plasma frequency.

Let us first consider the interaction of a laser pulse
with a cold plasma (vTe = 0). In this case, the excitation
of Langmuir oscillations is described by the following
inhomogeneous oscillator equation:

where ξ =  is the dimensionless coordinate in
units of the skin depth. The solution to this equation
that satisfies the condition ψ(t  –∞)  0 has the
form

We assume for simplicity that the laser pulse profile is
symmetric, F(τ/τL) = F(–τ/τL). After the pulse has inter-
acted with the plasma (τ  ∞), the field structure of
the excited Langmuir oscillations has the form

where

(19)

is the function of the laser pulse duration. From expres-
sion (19), we see that the plasma oscillations are con-
centrated within the skin layer. For a Gaussian laser
pulse,

;

the function A(τL) is given by the expression

For short (τL ! 1) and long (τL @ 1) laser pulses, the
values of the function A(τL) differ by a factor of 2. In
these limiting cases, the function A(τL) depends linearly
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on the pulse duration. For a laser pulse with the model
profile

we have

(20)

The oscillating term on the right-hand side of expres-
sion (20) describes the interference between the Lang-
muir waves excited by the leading and trailing edges of
the laser pulse.

Let us now take into account the thermal motion of
the plasma electrons. In this case, the electrons carry
the oscillation energy from a narrow skin layer into the
plasma. The solution to the Klein–Gordon equation that
describes this effect was derived using a Green’s func-
tion approach. The Green’s function G(ς – ς', τ – τ') that
satisfies the equation

and the boundary condition

(21)

has the form

(22)

Here,

where θ(x) is the Heaviside step function of unit height
and J0(x) is the Bessel function. Boundary condition
(21) is obtained from the condition for the electron
velocity to vanish at the plasma boundary. The first
term on the right-hand side of expression (22) is the
Green’s function for a spatially infinite plasma, and the
second term is the Green’s function for the wave pertur-
bation reflected from the plasma boundary. Accord-
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ingly, the solution to the inhomogeneous Klein–Gor-
don equation can be written as

(23)

In the first term on the right-hand side of expression
(23) for the Langmuir wave field, it is convenient to
switch to the new variables  = τ – τ' and  = ς – ς'.
The second term can be conveniently treated in terms of
the variables  = τ – τ'. and  = ς + ς'. In these vari-
ables, we have

(24)

For simplicity, we have dropped the subscript 1 from
the integration variables in the integrands in this
expression. With a specified explicit form of the func-

tion , the field of the excited Langmuir wave

can be calculated numerically from expression (24).

In the limit τL @ 1, Eq. (18) can be simplified as fol-
lows: We seek the solution to inhomogeneous Klein–
Gordon equation (18) in the form

where Φ(ς, τ) is a time-dependent, slowly varying (over
the interval from 0 to 2π) function representing the
complex amplitude of the Langmuir oscillations. By
averaging over time, we reduce Klein–Gordon equation
(18) to the inhomogeneous parabolic equation
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Fig. 1. Spatiotemporal distribution of the electric field of a Langmuir wave excited by a short laser pulse.
The Green’s function of the parabolic equation

that satisfies boundary condition (21) has the form

The solution to inhomogeneous parabolic equation (23)
can be written as

(26)

Let us consider the behavior of the Langmuir wave
amplitude on time scales that are much longer than the
pulse duration, τ @ τ'. In this case, expression (26) for
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the Langmuir wave amplitude can be substantially sim-
plified to become

(27)

where

For long time scales such that τ @ (2α2)–1, ς/α, the inte-
gral in expression (27) can be evaluated approximately:

We see that the amplitude of plasma oscillations
decreases as τ–3/2.
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Fig. 2. Time evolution of the spatial profile of the electric field of a Langmuir wave excited by a short laser pulse for τL = 12 and
α = 0.433.
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3. NUMERICAL RESULTS

In order to examine the nonlinear excitation of
Langmuir waves by a laser pulse in a dense plasma in
more detail, the electric field of the excited Langmuir
wave was calculated numerically from expression (23)
for the following dimensionless parameters: τL = 12 and
α = 0.433. The laser pulse profile was modeled by the
function

.

For a laser pulse with the wavelength λ = 1.05 µm,
the above dimensionless parameters correspond to the
following values of the physical quantities: the plasma
density is n0 = 4.5 × 1021 cm–3, the plasma frequency is
ωp = 3.77 × 1015 s–1, and the plasma electron tempera-
ture is Te = 32 keV. The general pattern of the excitation
of a Langmuir wave is illustrated in Fig. 1, and the
details of this pattern are shown in Figs. 2 and 3. Figure 2
presents the spatial profiles of the electric field strength
of the Langmuir wave in the plasma at different times.
We can see that the Langmuir wave perturbation prop-
agates into the plasma. The field in the plasma is oscil-
latory in character: in the direction from the leading
edge of the wave perturbation toward the plasma
boundary, the field amplitude first increases, reaching a
maximum value, and then decreases to zero at the
boundary. At each spatial point behind the leading edge
of the propagating wave perturbation, the field oscil-
lates at the plasma frequency (Fig. 3). Because of the
dispersive spreading of the Langmuir wave packet, the
maximum amplitude of the Langmuir wave perturba-
tions decreases with time. In dimensional units, the
strength of the longitudinal electric field is described by
the expression

El [V/Òm] = (28)

4. CONCLUSIONS

We have investigated the nonlinear mechanism for
the excitation of a Langmuir wave by an intense laser
pulse in a dense plasma. The laser pulse has the fre-
quency ω = ωp /2 (where ωp is the electron plasma fre-
quency) and is normally incident from vacuum onto a
semi-infinite plasma. Such a pulse penetrates into the
plasma over a characteristic distance equal to λs =

F τ /τL( ) π
2
--- τ

τL

----- 
 cos=

ψ 3
2

-------a0
2

n0.
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2c/( ). The pulse with the indicated frequency
gives rise to a nonlinear plasma current at the plasma
frequency, which resonantly excites a Langmuir wave
in the skin layer. It is shown that this wave propagates
from the skin layer into the plasma. The wave field in
the plasma is oscillatory in character: in the direction
from the leading edge of the wave perturbation toward
the plasma boundary, the field amplitude first increases,
reaching a maximum value, and then decreases to zero
at the boundary. At each spatial point behind the lead-
ing edge of the propagating wave perturbation, the field
oscillates at the plasma frequency. Because of the dis-
persive spreading of the Langmuir wave packet, the
maximum amplitude of the Langmuir wave perturba-
tions decreases with time. In dimensional units, the
strength of the longitudinal electric field is given by
expression (28).

It is important to note that, in a recent paper by
Baton et al. [3], direct experimental evidence was
found for the formation of accelerated electron bunches
separated by the half-period of laser radiation during
irradiation of a thick solid target by a relativistic laser
beam.
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Abstract—A one-dimensional model of an RF discharge in CO-containing gas mixtures is developed. The
model takes into account the effect of the degree of vibrational excitation of CO molecules on the structure of
the discharge and on its parameters. Experimental data are presented from measurements of the voltage–power
characteristics of RF discharges in gas mixtures with different CO contents in the pressure range of 10–100 torr.
The model developed is used to calculate the dependence of the root-mean-square discharge voltage on the spe-
cific power deposition in an RF discharge under our experimental conditions. The experimental data are com-
pared to the results of numerical simulations. For working gas pressures of about 100 torr, which are typical of
the operation of slab CO lasers, the calculated voltage–power characteristics of an RF discharge agree satisfac-
torily with those obtained experimentally. The theoretical model predicts that the vibrational excitation of CO
molecules leads to a redistribution of the RF field in the discharge gap and to an increase in the laser efficiency.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Considerable progress made in developing capillary
and slab ëé2 and CO lasers during the past decade
resulted from the proposal to excite laser media by
capacitive transverse RF discharges in the frequency
range of 1–200 MHz. The heat from the gas mixture is
usually removed by cooling the electrodes (see, e.g.,
[1–3]). An RF discharge has a number of advantages
over a dc glow discharge. The current in a glow dis-
charge can be oriented across or along a narrow gap. In
the first case, the cathode dark space—a region in
which the excitation of molecular vibrations is very
inefficient—occupies a fairly large part of the gap. In
the second case, it is necessary to apply a high voltage.
In addition, in both cases, the discharge current breaks
into filaments as the gas pressure is increased. As for an
RF discharge, its stability makes it possible to use low-
voltage power sources; this simplifies the modulation
of the RF pump power and makes the laser output
power easier to control. In an RF discharge, each of the
electrodes alternately operates as a cathode or an anode,
and vice versa, depending on the phase of the RF field,
and the conduction current near the electrode that is the
cathode at a given time is closed by the displacement
current. The electrode sheaths in an RF discharge are
markedly smaller in size than those in a glow discharge,
so the RF discharge is more efficient energetically. An
RF discharge also makes it possible to excite fairly
large volumes of active media (in planar geometry)
without using external ionization sources.
1063-780X/05/3109- $26.000786
There is little experimental information on the prop-
erties of RF discharges in slab CO lasers [4, 5], all the
relevant data being obtained from discharge chambers
devised to generate laser radiation. The boundary
effects in such chambers, as well as plasma inhomoge-
neities along the optical axis, introduce errors in mea-
surements; this may lead to disagreements between
experiment and theory. Investigations of the properties
of RF discharges in ëé2-containing mixtures on spe-
cially designed devices [6, 7] made it possible to mea-
sure the RF discharge parameters required to make
comparisons with numerical results. In particular, the
voltage–power (VP) characteristics of an RF discharge
that were measured in [6, 7] agree satisfactorily with
the results of numerical simulations [8].

The discharge plasmas in CO-containing mixtures
and in mixtures typical of ëé2 lasers differ in proper-
ties because, in the first case, the degree of vibrational
excitation is far greater than that in the second case.
Thus, in the active medium of a CO laser, the distribu-
tion of CO molecules over the vibrational levels is char-
acterized by the vibrational temperature of the low-
lying levels of about 3000 K and also by an extended
plateau at vibrational levels higher than the so-called
Treanor vibrational level [9]. The vibrational excitation
of molecules changes the electron energy distribution
function (EEDF) and gives rise to new ionization mech-
anisms associated with the elementary processes at the
high-lying vibrational levels. For a plasma of the posi-
tive column of glow discharges in CO-containing mix-
tures, such processes were discussed earlier in [10].
 © 2005 Pleiades Publishing, Inc.
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In the present paper, we develop a one-dimensional
model of an RF discharge that takes into account the
effect of the degree of vibrational excitation of CO mol-
ecules on the discharge properties. We present the data
of measuring the VP characteristics of RF discharges in
gas mixtures with different CO contents at different
pressures in a specially designed device and compare
the calculated results to the experimental data. We also
theoretically investigate how the mechanisms whereby
the ionization rate increases with the rate of vibrational
excitation of CO molecules affects the spatial structure
of the RF discharge and its parameters.

2. EXPERIMENTAL SETUP 
AND MEASUREMENT TECHNIQUE

In order to thoroughly investigate the properties of
RF discharges in CO-containing gas mixtures, we
designed a special RF discharge chamber (see Fig. 1)
[11]. The electrode system of the discharge chamber (1)
consisted of two diffusively cooled 10-mm-diameter
cylindrical electrodes (2), placed coaxially at a distance
of 1.9 mm from one another. The volume of the RF dis-
charge region (3) was 0.15 cm3. The voltage to the elec-
trode system was supplied from an 81.36-MHz RF gen-
erator (4) through a detector of the ratio of the reflected
to the transmitted RF power (5) and through a circuit
(6) for matching the total load impedance to the output
impedance (50 Ω) of the RF generator. The electrodes
were cooled using containers (8) filled with room-tem-
perature water (7).

The VP characteristics of the discharge were mea-
sured by a V3-53/1 RF voltmeter (9) and a thermocou-
ple calorimeter. One junction (10) of a copper–constan-
tan thermocouple was placed at one of the RF elec-
trodes and the other junction (11) was kept at room
temperature in one of the water containers (8). The ther-
mal emf was measured by a microvoltmeter (12). The
thermometric system was calibrated by measuring the
temperatures of the electrodes heated by dc discharges
with the known parameters. The measurement schemes
and techniques, as well as the calibration procedure,
were described in detail in [11].

3. THEORETICAL MODEL
In our model of an RF discharge, only one species

of positive ions was taken into account and the concen-
tration of negative ions was ignored because of the
rapid decomposition of é– ions in collisions with CO
molecules. The one-dimensional time-dependent conti-
nuity equations for the fluxes of electrons and positive
ions were solved together with Poisson’s equation. The
continuity equations accounted for the drift of charged
particles and their diffusion. The gas temperature was
found from the time-averaged heat conduction equa-
tion.

The thermal conductivity of the gas mixture was
determined from the thermal conductivities of the indi-
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
vidual plasma components by means of the procedure
described in [12]. The values of the thermal conductiv-
ities of the plasma components, as well as their depen-
dence on temperature, were taken from [13].

In order to correctly take into account the effects
responsible for the non-steady-state and nonlocal
nature of the electron kinetic coefficients, it is neces-
sary to solve the Boltzmann equation over space and
time, which is a rather difficult task (for pure He, this
problem was solved in [14]). Although the EEDF is
non-Maxwellian, it is possible to introduce the mean
electron energy as its main parameter and to assume
that all the coefficients depend only on this mean
energy (as was done in [15]). In this case, the mean
electron energy is described by a time-dependent equa-
tion and can be found by solving it with allowance for
electron heat conduction. In such an approach, the
mean electron energy at each point within the interelec-
trode gap is a function of time. The transport coeffi-
cients in the equations for the mean energy and density
of the electrons, as well as the ionization and attach-
ment rate constants, were determined by numerically
solving a homogeneous time-independent Boltzmann
equation for the EEDF. In simulations, the mean elec-
tron energy was varied by varying the parameter E/N,
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Fig. 1. Schematic of the experimental setup for measuring
the VP characteristics of an RF discharge: (1) discharge
chamber, (2) electrodes, (3) discharge region, (4) RF gener-
ator, (5) detector of the reflected RF power, (6) matching
circuit, (7, 8) cooling system, (9) RF voltmeter, (10, 11)
thermocouples, and (12) microvoltmeter.
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where E is the electric field strength and N is the gas
density. The effect of vibrational excitation on the mean
electron energy and transport coefficients was ignored.
This assumption was proved by a special series of test
calculations carried out for the typical discharge condi-
tions under investigation.

In [16], it was shown that the rate constants of the
processes with energy thresholds far above the mean
electron energy are well approximated by the formula

(1)

Here, K is the rate constant of the corresponding pro-
cess; z = exp(–"ω/TV), with "ω being a vibrational
quantum energy; and TV is the vibrational temperature.
The constant C was found by processing the results of
numerically solving the Boltzmann equation for the
EEDF with allowance for collisions of electrons with
vibrationally excited molecules. It was found that, for
CO molecules, this constant has the same value for all
high-threshold electronic processes [17]. In our work,
the constant C in formula (1) was calculated numeri-
cally for each particular mixture. Hence, although the
rate constants K(0) are functions of the mean electron
energy, their dependence on the vibrational temperature
of the low-lying levels was calculated as a function of
the local value of the reduced electric field E/N.

For each spatial cell of the numerical mesh, the
vibrational temperature TV of the low-lying levels of a
CO molecule was calculated by matching the molecu-
lar distribution function over the vibrational levels in

the Treanor region and the function fV =  (see,

e.g., [9]). Here, V is the number of the vibrational level,

K z( )
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------------log
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E/N( )2
-----------------.=
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Fig. 2. Typical form of the distribution function of CO mol-
ecules over vibrational levels, calculated from analytic for-
mulas.
the parameter in the numerator is given by the expres-
sion c = (w/ν)0.5, w is the excitation rate of the vibra-

tional levels , WV is the averaged (over

the RF field period) power expended on the excitation
of the vibrational levels of CO molecules, and ν is the
effective V–V exchange frequency (which depends on
the temperature and gas pressure). The expression for
the V–V exchange frequency was taken from [18]. The
typical shape of the molecular distribution function
over vibrational levels is shown in Fig. 2. The approxi-
mation just described makes it possible to account for
the dependence of the vibrational temperature of the
low-lying levels on the excitation power and the trans-
lational gas temperature. Since the V–V exchange fre-
quency is much lower than the pump frequency, it was
calculated from the excitation power WV averaged over
the RF field period.

In [10], it was shown that, under the conditions typ-
ical of electric-discharge CO lasers, an important role
may be played by the associative ionization reaction in
collisions between the vibrationally and electronically
excited molecules:

CO(V ≥ 15) + CO(I1Σ–)  C2  + e. (2)

This ionization channel was taken into account by
supplementing the RF discharge model with the equa-
tions describing the kinetics of excited molecules in the
CO(I1Σ–) state. The main mechanism for populating the
CO(I1Σ–) state is the electron-impact excitation of CO
molecules from the ground state. As in [10], the cross
section for this excitation process was taken from [19].
The rate of quenching of the CO(I1Σ–) state is equal to
the electron-impact excitation rate, on the one hand,
and to the sum of the quenching rates in collisions with
CO molecules in the ground states and in reaction (2),
on the other hand. In [10], the ratio of the effective rate
constant of reaction (2) to the quenching rate constant
in collisions with CO molecules in the lowest vibra-
tional state was estimated by comparing the results of
model calculations to the experimental data and was
found to be equal to 2 ± 0.5. This estimate was used in
our kinetic model of an RF discharge. The scheme of
the vibrational levels involved in the additional ioniza-
tion channels is shown in Fig. 3, and the processes
accounted for in the kinetic model are listed in the table.
In calculating the rate constant for the excitation of the
CO(I1Σ–) state, as well as the rate constant for ioniza-
tion from the ground state, the effect of the vibrational
temperature was taken into account by means of for-
mula (1). Under our experimental conditions, the
quenching rate of the CO(I1Σ–) level falls within the
range 105–106 Hz, which is below the pump field fre-
quency (81.36 MHz). This is why, in the balance equa-
tion for the CO(I1Σ–) level, the rate of its excitation was
averaged over the RF field period. The populations of
high vibrational levels of a CO molecule (V ≥ 15),

w
WV

NCO"ω
------------------= 

 

O2
+
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which are required to calculate the rates of associative
ionization reaction (2), were determined from the
above analytic formulas. The high rate of conversion of
ëé+ ions into ë2  ions (see table, reaction no. 7)

allowed us to assume that the ë2  ions are the domi-
nant ion species.

The above equations were supplemented with the
obvious boundary and initial conditions. The voltage
across the discharge was determined from a given RF
field power. The simulations were carried out using the
finite-difference scheme proposed in [21, 22].

This difference scheme was implemented on a non-
uniform spatial mesh that was made finer toward the
electrodes. For a typical run of the code, the number of
spatial steps was about 100. The scheme converged to a
steady solution after several thousand periods of the RF
field.

4. RESULTS AND DISCUSSION

When modeling RF discharges, we assumed that the
temperature of the discharge chamber wall and of the
electrodes was independent of the power deposited in
the discharge and was equal to 293 K (our measure-
ments at the highest excitation powers showed that the
wall temperature increased by no more than ~5–10 K).
In [8], the VP characteristics of ëé2-containing gas
mixtures were calculated numerically for the experi-
mental conditions of [7]. A nonlocal model of RF dis-
charges that was similar to the model developed here
provided a good description of the experimental data
from [7] at pressures above 40 torr.

In order to test our experimental method for deter-
mining the VP characteristic of the discharge, we car-
ried out a series of measurements of this characteristic
for discharges in the same ëé2-containing mixtures
that were used in [7] and under nearly the same experi-
mental conditions. Figure 4 shows the VP discharge
characteristics measured in [7] (closed symbols) and in

O2
+

O2
+
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the present paper (open symbols) and also presents the
results of numerical simulations carried out for the con-
ditions of these two experimental works (solid curves).
In our experiments, the pump frequency (81.36 MHz)
was somewhat lower than that in [7] (125 MHz), and
the interelectrode distance (0.19 cm) was larger as com-
pared to that in [7] (0.175 cm). For low excitation pow-
ers, the results obtained using our model agree well
with the data from both experiments. The higher the
excitation power, the worse the agreement between the
model and our experiment; at the same time, the agree-
ment with the experiment of [7] remains quite satisfac-
tory. Presumably, this is because the pump frequency in
the experiments of [7] is 1.5 times higher than that in
our experiments. As was pointed out in [23], the normal
current density in the α form of an RF discharge is com-
parable to that in a glow discharge. As the excitation
power increases, the discharge extends over the entire
gap surfaces of the electrodes and then begins to slip

4
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E, eV

V = 15

CO(X1Σ+)

CO+

C2O2
+

2

6
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10

12

14

CO(I1Σ–)

Fig. 3. Scheme of the levels of the CO molecules involved
in the additional ionization channels.
Processes accounted for in the kinetic model

No. Process K, cm3/s, cm6/s References

1 CO(v) + e  CO(v ') + e EEDF

2 CO + e  CO(I1Σ–) + e EEDF

3 CO + e  CO+ + e + e EEDF

4  + e  CO + CO EEDF

5 CO(v) + CO(v ')  CO(v  + 1) + CO(v ' – 1) Analytic model [9, 18]

6 CO(v) + M  CO(v  – 1) + M Analytic model [9]

7 CO+ + CO + M   + M M = CO, He 1.4 × 10–28 [20]

8 CO(≥15) + CO(I1Σ–)   + e k8/k9 = 2.0 ± 0.5 [10]

9 CO(I1Σ–) + CO  CO** + CO k8/k9 = 2.0 ± 0.5 [10]

C2O2
+

C2O2
+

C2O2
+
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over their outer surfaces. The normal current density
increases with the pump frequency; as a consequence,
in our experiments, the discharge went out of the gap at
excitation powers lower than those in the experiments
of [7].

100
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9030

Fig. 4. Root-mean-square voltage across the discharge gap
filled with a CO2 : N2 : He : Xe = 19 : 19 : 57 : 5 gas mixture
vs. input power density. The solid curves and symbols show
the numerical and experimental results, respectively,
obtained at pressures of P = (1, m) 70, (2, j) 40, (3, s) 60,
and (4, e) 30 torr. The closed symbols show the experimen-
tal results obtained in [7] for f = 125 MHz and d = 0.175 cm,
and the open symbols show the results obtained in the
present study for f = 81.36 MHz and d = 0.19 cm.
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Fig. 5. Root-mean-square voltage across the discharge gap
vs. input power density. The curves and symbols show the
numerical and experimental results, respectively, for P =
100 torr, f = 81.36 MHz, d = 0.19 cm, and different gas-mix-
ture compositions: CO : He = 1 : 5 (dashed-and-dotted
curve, circles), CO : He = 1 : 10 (dashed curve, diamonds),
and CO : He = 1 : 20 (solid curve, triangles).
Figure 5 compares the calculated and experimental
VP characteristics of RF discharges in CO : He mix-
tures with different contents of CO molecules at a pres-
sure of 100 torr. We can see that, on the whole, the the-
ory agrees satisfactorily with the experiment. The sim-
ulations reproduce the effect that was observed
experimentally at low pressures, namely, the increase in
the root-mean-square (rms) voltage across the dis-
charge as the concentration of the molecular compo-
nent in the gas mixture was increased (Fig. 5). As in the
case of ëé2-containing mixtures, the agreement
becomes somewhat worse at higher excitation powers.

Figure 6 illustrates the effect of the pressure on the
rms voltage across the discharge gap filled with a CO :
He = 1 : 10 gas mixture. In the experiment, the rms volt-
age at a fixed excitation power was found to be essen-
tially independent of pressure, while the theoretical
model predicts that, at an excitation power of
35 W/cm3, the rms voltage across the discharge should
increase by a factor of more than 2 as the pressure of the
working gas mixture decreases from 100 to 30 torr. The
reasons for this discrepancy still remain unclear. In par-
ticular, as was mentioned above, it may well be that a
low-pressure discharge in the interelectrode gap is dif-
ficult to initiate because of the low values of the param-
eter pd; in this case, breakdown can occur in the gas
mixture within the ballast volume of the discharge
chamber. Note that, according to [24], the optimal pres-
sures in the gas mixture that provide the maximum radi-
ation power from a CO laser lie in the range 80–
100 torr.

The discharge power associated with the ion current
is almost instantaneously converted into heat, so the
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Fig. 6. Root-mean-square voltage across the discharge gap
filled with a CO : He = 1 : 10 gas mixture vs. input power
density. The curves and symbols show the numerical and
experimental results, respectively, for f = 81.36 MHz, d =
0.19 cm, and different gas pressures: P = (1, e) = 100,
(2, n) 60, (3, s) 30, and (4, h) 10 torr.
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005



EFFECT OF THE VIBRATIONAL EXCITATION OF CO MOLECULES 791
laser efficiency decreases. Within the discharge vol-
ume, the ion current is, as a rule, low, but its contribu-
tion to the discharge current may be substantial near the
electrodes. The effect of gas heating by the ion current
is illustrated in Fig. 7, which shows how the ratio of the
power density dissipated by the ions to the total power
density depends on the latter at different pressures of
the gas mixture. We can see that the relative value of the
ion current increases with increasing excitation power
and with decreasing gas pressure. It can be seen that, at
a pressure of 30 torr and excitation powers of higher
than 40 W/cm3, about 40% of the RF discharge power
goes directly into gas heating. In this case, efficient
operation of the laser is impossible.

The mechanism for creating population inversion in
a CO laser can come into play only when the degree of
vibrational excitation is sufficiently high. In [25], the
spectral and energy parameters of an RF-discharge-
excited CO laser were calculated under the assumption
that the vibrational excitation of CO molecules has no
effect on the structure and characteristics of the dis-
charge. This is why it is important to understand how
this assumption manifests itself in the calculated
parameters of an RF discharge and a CO laser. Figure 8
shows the profiles of the rms reduced electric field
along the discharge gap that were calculated from the
complete model and in the approximation in which the
effect of the ionization of the vibrationally excited CO
molecules on the processes under investigation was
ignored. The profiles of the period-averaged rate con-
stants γ of direct ionization (see table, reaction no. 1)
and associative ionization (reaction no. 8) along the dis-
charge gap are shown in Fig. 9. The central region of
the discharge gap is dominated by associative ioniza-
tion, whose intensity increases with increasing excita-
tion power (Fig. 9, curves 2). The effect of the addi-
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Fig. 7. Ratio of the power density WP, associated with the
positive ion current, to the total power density vs. total
power density for f = 81.36 MHz, d = 0.19 cm, and a CO :
He : Xe : O2 = 50 : 500 : 15 : 2 gas mixture at different pres-
sures: P = (1) 100, (2) 60, and (3) 30 torr.
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tional ionization channels associated with the vibra-
tionally excited CO molecules weakens the reduced
electric field (E/N)RMS at the center of the discharge gap
by 10–20%. An analysis shows that associative ioniza-
tion reaction (2) decreases the parameter (E/N)RMS to a
greater extent than does the effect of the vibrational
excitation on ionization rate constants (see formula
(1)). At a fixed discharge power, a decrease in (E/N)RMS

at the center of the discharge gap leads to an increase in
(E/N)RMS near the electrodes. This occurs because the
conduction current at the discharge center increases. In
order for the conduction current to be closed near the
cathode, the displacement current should grow at the
expense of an increase in the field near the electrodes.
Because of such behavior of the reduced electric field
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Fig. 8. Calculated profiles of the root-mean-square reduced
electric field (E/N)RMS along the discharge gap filled with a
CO : He = 1 : 10 gas mixture. The solid curves were calcu-
lated from the complete model, and the dashed curves were
obtained without allowance for the effect of the vibrational
temperature of CO molecules. The calculations were car-
ried out for P = 100 torr, f = 81.36 MHz, d = 0.19 cm, and
W = (a) 15 and (b) 50 W/cm3.
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(E/N)RMS along the discharge gap, the vibrational exci-
tation of the CO molecules has only a very minor influ-
ence on the VP characteristic of the discharge. This
effect is demonstrated in Fig. 10, which shows the VP
characteristics of discharges at different gas pressures.
On the whole, the increase in the ionization rate due to
the vibrational excitation of CO molecules lowers the
voltage across the discharge gap. An analysis of the
results of numerical simulations shows that the higher
the pressure and the lower the excitation power, the
larger the extent to which the discharge voltage
decreases. At lower pressures, the voltage is not
affected by the additional ionization mechanisms (see
Fig. 10, in which two curves 1, calculated for a pressure
of 30 torr, are virtually indistinguishable from one
another). For a self-sustaining discharge, the values of
the reduced electric field E/N at which the discharge is
sustained correspond to the range in which the fraction
of power that is expended on the excitation of the vibra-
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Fig. 9. Calculated profiles of the period-averaged rate con-
stants of (1) direct ionization and (2) associative ionization
along the discharge gap filled with a CO : He = 1 : 10 gas
mixture. The calculations were carried out for P = 100 torr,
f = 81.36 MHz, d = 0.19 cm, and W = (a) 15 and
(b) 50 W/cm3.
tional levels of CO molecules decreases with increasing
reduced electric field. Since the additional ionization
channels, namely, those related to the excitation of the
high-lying vibrational levels of CO molecules, weaken
the reduced electric field (E/N)RMS in the discharge
plasma, the fraction of power that is expended on the
excitation of the vibrational levels increases (Fig. 11).
From the standpoint of power generation, this is a pos-
itive effect because it increases the laser efficiency.

When being supplemented with the additional ion-
ization mechanisms, the model predicts that the RF
power density is somehow redistributed over the dis-
charge gap. Estimates show that, in calculating the gas
heating rate, one can ignore the energy transfer due to
the diffusion of the excited molecules, i.e., the differ-
ence between the power density that goes into gas heat-
ing and the local discharge power density. In this case,
for a fixed total power, the change in the gas tempera-
ture at the center of the discharge gap is determined by
the power density profile. When the additional ioniza-
tion mechanisms are taken into account, the model pre-
dicts a decrease in the parameter (E/N)RMS and in the
central power density and an increase in the power den-
sity in the electrode sheaths. This redistribution of the
power density is accompanied by a decrease in the cen-
tral temperature. An increase in the pressure leads to an
insignificant decrease in the parameter (E/N)RMS and to
an increase in the temperature of the gas mixture at the
center of the discharge. This last effect stems from the
fact that the fraction of power dissipated within the
sheaths decreases with increasing pressure (see Fig. 7).
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Fig. 10. Calculated dependence of the root-mean-square
voltage across the discharge gap filled with a CO : He =
1 : 10 gas mixture on the total input power density. The
solid curves were calculated from the complete model, and
the dashed curves were obtained without allowance for the
effect of the vibrational temperature of CO molecules. The
calculations were carried out for f = 81.36 MHz, d =
0.19 cm, and P = (a) 30 and (b) 100 torr.
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5. CONCLUSIONS

With a special chamber designed to investigate the
properties of RF discharges by measuring their VP
characteristics, it became possible to experimentally
determine how the root-mean-square voltage across the
discharge gap depends on the power deposited in the
discharges in different CO-containing gas mixtures at
different pressures. This special chamber provided
more exact measurements than can be done in a laser
chamber [5]. The VP characteristics and other parame-
ters of RF discharges in our experiments have been cal-
culated numerically using a one-dimensional model.
For working gas pressures of about 100 torr, which are
optimal for the operation of slab CO lasers, the calcu-
lated VP characteristics of an RF discharge agree with
those obtained experimentally. For a gas mixture at a
pressure of 30 torr, the calculated root-mean-square
voltage across the discharge gap was found to be mark-
edly higher than the experimental one. In order to clar-
ify the reasons for this discrepancy, additional investi-
gations are required.

Numerical simulations performed with the use of
our one-dimensional model have shown that, when the
additional ionization mechanisms associated with the
vibrational excitation of CO molecules are taken into
account, the electric field turns out to be somewhat
weaker at the center of the discharge gap and stronger
near the electrodes. This leads to an increase in the
power expended on the excitation of the vibrational lev-
els of CO molecules and, accordingly, in the efficiency
of a CO laser.
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Fig. 11. Fraction of power that is expended on the excitation
of the vibrational levels of CO molecules in a discharge gap
filled with a CO : He = 1 : 10 gas mixture vs. input power
density. The solid curves were calculated from the complete
model, and the dashed curves were obtained without allow-
ance for the effect of the vibrational temperature of CO mol-
ecules. The calculations were carried out for f = 81.36 MHz,
d = 0.19 cm, and P = (a) 30 and (b) 100 torr.
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Abstract—A discharge produced by a focused microwave beam in a supersonic gas flow has been investigated
experimentally. It is shown that the degree of ionization and the gas temperature in the discharge are fairly high
and that the main properties of the discharge plasma are only slightly affected by the supersonic air flow.
Discharges produced by focused microwave beams can find application in supersonic plasma aerodynamics.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In recent years, a new direction of plasma physics
research—supersonic plasma aerodynamics—has been
actively developed. It was proposed that the gas flow
parameters near an aircraft be controlled and the air-
craft aerodynamic characteristics be improved by pro-
ducing plasma in front of the aircraft and at its planes.
Various types of gas discharge (dc discharges, repeti-
tive pulsed discharges, microwave discharges, etc.) can
be used for this purpose (see [1–2]). It was suggested
that low-temperature gas-discharge plasma can be uti-
lized to ignite supersonic fuel flows in ramjet engines
and to intensify the fuel combustion in them. Here, we
propose that a freely localized (electrodeless) micro-
wave discharge produced in a given spatial region by a
focused high-power microwave beam be used for this
purpose. This type of discharge in still air was previ-
ously studied in many laboratories (see, e.g., [3–12]
and the literature cited therein).

It is well known that, if the electric field strength in
the focal region of a focused microwave radiation
exceeds a certain threshold value, gas breakdown
occurs there. The plasma produced begins to efficiently
absorb microwave energy. This leads to efficient ioniza-
tion, dissociation, and excitation of the gas in this
region. The absorbed energy is redistributed among dif-
ferent components and degrees of freedom of the
molecular gas. A microwave discharge produced by a
slightly converging microwave beam tends to propa-
gate toward the microwave source, the propagation
velocity being a function of the microwave intensity.
Therefore, the propagation velocity and other charac-
teristics of the discharge can be controlled by varying
the microwave intensity [7]. Studies of the properties of
a microwave discharge generated far from the walls of
the discharge chamber and from the radiation source
are important both for solving a number of fundamental
problems of plasma physics and for implementing this
1063-780X/05/3109- $26.000795
type of discharge. This method of delivering power is
best suited, e.g., for producing plasma near an aircraft
moving with a supersonic velocity in a dense atmo-
sphere. The method allows one to control the air flow
near the aircraft and to decrease its drag coefficient. A
freely localized microwave discharge can also be used
to initiate and optimize the combustion of the gaseous
fuel in supersonic ramjet engines.

The aim of this study was to investigate the main
properties of a freely localized discharge produced by a
focused microwave beam in still air, as well as in super-
sonic air and air–propane flows.

2. EXPERIMENTAL SETUP

The experimental setup consists of a discharge
chamber, a magnetron generator, a power supply sys-
tem, a system for producing a supersonic gas flow, and
a diagnostic facility (see Fig. 1).

The microwave source is a pulsed magnetron genera-
tor operating in the centimeter wavelength range. The
parameters of the magnetron generator are as follows:
the wavelength is λ = 2.4 cm, the pulsed microwave
power is W < 300 kW, the pulse duration is τ = 1–300 µs,
and the period-to-pulse duration ratio is Q = 1000. The
magnetron is powered from a pulsed modulator with a
partial discharge of the capacitive storage. Microwave
power was delivered to the discharge chamber through
a 9.5 × 19-mm rectangular waveguide. The input
microwave power was measured with the help of a
directional coupler installed in the waveguide so that a
fraction of microwave power was directed to the mea-
suring arm containing an attenuator and a section with
a crystal detector. The microwave pulse envelop at the
detector output was recorded using a digital oscillo-
scope. The pulse envelop was nearly flat-top. The same
signal was fed to a pulsed digital voltmeter measuring
the pulse amplitude. The voltmeter was preliminarily
 © 2005 Pleiades Publishing, Inc.
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calibrated with the help of a calorimetric power meter
connected to the output of the main arm of the direc-
tional coupler. All the components of the microwave
transmission line were sealed. To avoid electric break-
downs inside the waveguide, it was filled with an insu-
lating gas (SF6) at a pressure of 4 atm. The vacuum sys-
tem allowed us to carry out experiments at air pressures
of p = 1–760 torr.

We used two schemes for producing freely localized
microwave discharges. In the first scheme, the micro-
wave beam was focused by a 0.6-m-diameter dielectric
lens with a focal length of 0.8 m. A freely localized
microwave discharge was produced in the standing-
wave operating mode. The focused microwave beam
was directed onto a spherical metal mirror placed in
front of the lens and was additionally focused by this
mirror. However, to ignite fuels in actual engines, it
seems more expedient to use another scheme for pro-
ducing microwave discharges (Fig. 1). In this scheme,
a horn antenna and a metal short-focus mirror are used
instead of the lens. The microwave power is input into
the discharge chamber through a rectangular
waveguide, which is sealed in the chamber flange. The
waveguide terminates with a rectangular horn inserted
into the discharge chamber. The horn forms a micro-
wave beam incident onto a spherical mirror with a focal
length of 16 cm. This mirror is positioned in front of the
horn at a distance of 30 cm from it. A microwave dis-
charge in a supersonic flow is produced in a quartz
cylindrical channel located between the horn and the
mirror, in the focal plane of the mirror. In this series of
experiments, we used a smooth 3-cm-diameter cylin-
drical aerodynamic channel without a stagnation zone.

The evacuated metal cylindrical discharge chamber
is the basic component of the experimental setup. Its
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Fig. 1. A block diagram of the experimental setup: (1) mag-
netron, (2) discharge chamber, (3) system for producing
supersonic flows, (4) diagnostic facility, (5) pump out,
(6) synchronization unit, (7) aerodynamic channel,
(8) Laval nozzle, (9) horn antenna, (10) metal mirror, and
(11) microwave discharge.
functions are to provide the required pressure in exper-
iments with freely localized microwave discharges in
still gases and supersonic gas flows. It also serves as a
reservoir for exhaust gases. The inner diameter of the
discharge chamber is 1 m, and its length is 3 m. The
chamber consists of a major and a minor section. The
major section is mounted on a car and is equipped with
a special lock unit; it can be detached from the minor
section and be moved aside on rails. This allows us to
easily access the chamber interior for the accommoda-
tion of the necessary experimental objects and for other
purposes. The cylindrical wall of the chamber has more
than twenty diagnostic windows of different diameter
(d = 10–50 cm) and a number of sealed electric connec-
tors, so it is possible to observe the processes occurring
inside the chamber and to feed the required electric
voltages and other control and auxiliary signals into the
chamber without deteriorating vacuum in it.

A supersonic flow was produced by filling the dis-
charge chamber with air through a specially profiled
Laval nozzle mounted on the outlet tube of the electro-
mechanical valve. In our experiments, we used a cylin-
drical nozzle designed for a Mach number of M = 2.
The nozzle was made of a dielectric in order avoid its
influence on the distribution of the electric field in the
focal region of the microwave beam. The electrome-
chanical valve was mounted on the chamber flange so
as to produce a supersonic air flow along the vertical
diameter of the chamber. To synchronize the operation
of the electromechanical valve with the microwave dis-
charge, we used a special circuit that provided the
required time delay between the generation of the dis-
charge and the opening of the valve. The electrome-
chanical valve remained open over 2 s. A freely local-
ized microwave discharge was produced within this
time interval. The supersonic flow was perpendicular to
the propagation direction of the microwave beam.

3. DIAGNOSTIC TECHNIQUES

In our experiments, we measured the integral emis-
sion spectrum from the discharge plasma, the time
behavior of the intensities of various molecular bands
and atomic lines at the outlet from the aerodynamic
channel, and the translational and vibrational gas tem-
peratures. The general view of a freely localized micro-
wave discharge was recorded by a photographic camera
and a digital video camera.

During the combustion of a supersonic air–propane
flow in the aerodynamic channel, we observed the CH,
CN, ë2, and OH molecular bands, as well as intense
lines of atomic hydrogen and oxygen. For example, in
a discharge excited in an air–propane mixture, the
intensities of CN bands were three to five times higher
than those in a discharge in air. However, even several
centimeters downstream from the discharge, the inten-
sities of CN bands dropped sharply, whereas the inten-
sities of CH bands remained almost the same. There-
fore, to confirm that the supersonic hydrocarbon fuel
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
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flow in the aerodynamic channel was ignited by a freely
localized discharge, we used, as an indicator, emission
from the excited CH* radicals. The time behavior of the
intensity of the 431.5-nm molecular band of the excited
CH* radicals (the (0; 0) band of the A2∆  X2π tran-
sition) was measured in different regions of the aerody-
namic channel, at different distances downstream from
the focal region of the microwave beam.

The translational gas temperature in a microwave
discharge in air was determined by a spectroscopic
method based on measuring the distribution of the line
intensities in the rotational structure of the (0; 2) band
of the second positive system of molecular nitrogen
(λ = 380.5 nm) [7]. The vibrational temperature was
determined from the relative intensities of the bands of
the second positive system of molecular nitrogen [13]
and molecular bands of cyanogen [14].

When determining the translational and vibrational
gas temperatures, the emission spectra from a micro-
wave discharge were recorded with the help of an STE-1
spectrograph (with a dispersion of 0.3–1.0 nm/mm) and
a DFS-12 and an MDR-23 monochromator (with dis-
persions of 0.5 and 1.3 nm/mm, respectively). As a
detector, we used either a photomultiplier or a CCD
array (a photodiode unit consisting of a large number of
light-sensitive elements arranged in a line) positioned
behind the exit slit of the monochromator. The spatial
resolution of the recording system depends on the size
and number of light-sensitive elements. In our experi-
ments, we used a CCD array consisting of 3650 ele-
ments, each 8 × 8 µm in size; this ensured spatial reso-
lution of no worse than 0.4 mm. Video signals from the
recording system, which were proportional to the emis-
sion intensity measured in the 300- to 900-nm spectral
range, were encoded by an analog-to-digital converter
and then stored in a PC. The discharge spectrum could
then be displayed on a monitor or printed out with the
use of a specially designed software.

4. RESULTS AND DISCUSSION

Microwave discharges in a focused microwave
beam were produced both in still air and in supersonic
gas flows with a Mach number of M = 2. When operat-
ing with gas flows, microwave discharges could be pro-
duced either in a free gas flow or upstream of a body
flowed around by a supersonic flow.

4.1. Microwave Discharge in Still Air

The magnetron parameters allowed us to produce
electrodeless discharges in a focused microwave beam
at air pressures below 100 torr. When studying the spa-
tiotemporal characteristics of microwave discharges at
pressures higher than 100 torr, it was necessary to ini-
tiate the discharge externally because, in subcritical
electric fields, the discharge cannot develop without a
preliminary breakdown. It is known [5] that, after
breakdown, the discharge can be maintained over a
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
long time by a subcritical field. The discharge can be
initiated, e.g., by an intense laser pulse or by introduc-
ing an initiator (a metal needle or a special target) in the
focal region of the microwave beam. In our experi-
ments, we used a specially designed initiator consisting
of two copper wires inserted in ceramic pipes. The ini-
tiator was placed in the focal region of the microwave
beam, and its position was adjusted so that the wire
ends lay at a distance of 5–20 mm from one another and
were oriented along the electric field. A high voltage
pulse (τ = 1 µs) applied to the initiator resulted in gas
breakdown across the initiator gap. The microwave
pulse was switched on 40 µs after the initiating voltage
pulse. The electrons surviving after the recombination
of the preliminary plasma efficiently absorbed micro-
wave energy, thereby stimulating the development of a
microwave discharge. With such an initiator, discharges
in focused microwave beams could be produced over a
wide range of air pressures and microwave intensities.

Figure 2 shows the general view of a freely localized
microwave discharge at different air pressures. It can be
seen that, at low pressures, the freely localized micro-
wave discharge looks like a chain of plasmoids sepa-
rated by a distance of about 1 cm. The transverse size
of the plasmoids is one to several centimeters. At the
threshold input power, the total length of the discharge
decreases with increasing pressure. At high pressures
(by high pressures, we mean pressures at which the ine-
quality νeff @ ω holds, where νeff is the effective elec-
tron–molecule collision frequency and ω is the micro-
wave circular frequency), the microwave discharge is
highly nonuniform and consists of several bright
plasma channels, which are less that 1 mm in diameter
and are extended along the microwave electric field.

We measured the translational and vibrational gas
temperatures in microwave discharges produced in still
air at different pressures and incident powers. Figure 3
shows the translational and vibrational gas tempera-
tures as functions of the air pressure for the threshold
incident power. It can be seen that the gas temperature
increases monotonically from 500 K to 1800 K as the
air pressure increases from 10 to 100 torr. The increase
in the temperature can be explained as follows. At the
threshold microwave power, the breakdown field
increases in proportion to the air density n. In this case,
as the pressure increases, the reduced electric field E/n
remains constant, whereas the electron density
increases [7]. This leads to an increase in the energy
deposited in the gas and, accordingly, to an increase in
the gas temperature. At the same time, the vibrational
temperature varies nonmonotonically with pressure and
passes through a minimum at p ~ 30 torr. This pressure
corresponds to the minimum in the Paschen curve for
the given microwave wavelength; i.e., the power
required for initiating a freely localized microwave dis-
charge is minimum at this pressure [7].

Figure 4 shows the translational and vibrational gas
temperatures as functions of the incident power at an air
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pressure of p = 60 torr. It can be seen that, as the micro-
wave power increases, the gas temperature first
increases and then decreases, whereas the vibrational
temperature decreases monotonically. In a self-sus-
tained discharge produced by a focused microwave
beam, the electron density at low incident powers is
close to the critical density [10]. The propagation
velocity of the discharge front is low, the region occu-
pied by the discharge plasma is no longer than 1–2 cm,
and the microwave field penetrates freely into the
plasma during the entire microwave pulse. In this case,
the electronic states of molecules are efficiently
excited, the gas is heated during the entire microwave
pulse, and the gas temperature in the focal region
increases with increasing microwave power. As the
microwave power increases further, the propagation
velocity of the discharge increases and the electron den-
sity reaches its critical value at the discharge front. As
a result, the electric field in the focal region of the
microwave beam decreases due to the skin effect and
the gas heating rate decreases.

1

2

3

4

Fig. 2. General view of a freely localized microwave dis-
charge produced in still air at a pulse duration of τ = 20 µs;
repetition rate of f = 10 Hz; and pressures of p = (1) 40,
(2) 80, (3) 300, and (4) 500 torr. The microwave beam prop-
agates from left to right.
It was shown in [15] that the reduced electric field in
the plasma produced by a focused microwave beam is
fairly high. For this reason, in the initial phase of a dis-
charge, excited and charged particles are efficiently
produced and the gas temperature grows rapidly at a
rate of 100 K/µs or more [16–18]. Rapid gas heating
was also observed experimentally when studying dis-
charges in air, nitrogen, and air–nitrogen mixtures [7,
11, 16–18]. It was shown that the gas was heated due to
the deexitation of the electronic states of molecules,
which were efficiently excited by electron impact at high
values of the reduced electric field (E/n ≥ 1015 V cm2).

4.2. Microwave Discharge in a Supersonic Flow

Most gas discharges are produced with the use of
single- or multielectrode energy supply systems. From
the practical standpoint, such systems are poorly suited
to remotely control plasma production in a certain spa-
tial region, e.g., ahead of a body moving with a super-
sonic velocity in the dense atmosphere (rather than at
its surface). Electrodeless systems in which freely
localized discharges are produced using focused micro-
wave beams are best suited for this purpose.

In a freely localized discharge, the electric field is
localized in the waist region of a focused microwave
beam. Microwave beams can be focused in both still
gases and gas flows. Gas breakdown in a microwave
discharge occurs over a time that is shorter than the
time during which the gas propagates through the dis-
charge; therefore, the discharge is not blown off by the
supersonic flow. In contrast, in a transverse electrode
discharge, the current frozen in the moving plasma is
carried away from the electrode gap and forms an
unsteady current loop [19]. Hence, the plasma of a
freely localized discharge can exist in a specified region
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Fig. 3. Translational (1) and vibrational (2) gas tempera-
tures in the plasma of a freely localized microwave dis-
charge as functions of the air pressure at the threshold
microwave power.
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of space during the entire microwave pulse. It was dem-
onstrated experimentally (see Fig. 5) that the discharge
was not blown off by a supersonic flow from the focal
region of a focused microwave beam. The experiments
also showed that the power required for producing a
microwave discharge depended only slightly of the
flow velocity. Thus, there was almost no difference
between the situation in which a freely localized micro-
wave discharge was initially excited in still air and then
a supersonic flow was switched on and the opposite sit-
uation in which a supersonic flow was initially switched
on and then a microwave discharge was produced in the
flow. Note that, under our experimental conditions, the
gas flow velocity was much lower than the discharge
propagation velocity and the supersonic air flow with a
Mach number of M = 2 only slightly affected gas
heating.

To confirm the hypothesis that plasma may be pro-
duced ahead of a body moving with a supersonic veloc-
ity in the dense atmosphere, we carried out experiments
in which a microwave discharge was produced ahead of
a model of the aircraft forepart flowed around by a
supersonic air flow at pressures of p = 50–500 torr. Fig-
ure 6 shows the general view of microwave discharges
at air pressures of 60 and 300 torr and a microwave
pulse duration of τ = 30 µs. It can be seen that the gen-
eration of a discharge in a focused microwave beam is
a reliable method for remotely controlling the produc-
tion of plasma in a specified spatial region ahead of an
aircraft moving with a supersonic velocity in the dense
atmosphere.

The possibility of controlling the ignition and com-
bustion of the fuel in a hypersonic ramjet engine is an
important condition for its practical use. When study-
ing the combustion kinetics of hydrocarbon fuels in
their mixtures with oxygen and air, attention has been
mainly focused on the mechanisms for igniting gaseous
fuels. For the most part, mechanisms determining the
induction time of the mixture during its thermal self-
ignition have been investigated. Only recently, publica-
tions appeared (see [1, 2]) in which the influence of a
low-temperature gas-discharge plasma on the combus-
tion kinetics was considered. In order to solve this
problem, which largely determines progress in hyper-
sonic aviation, it was proposed to use various types of
plasma generators.

In our experiments, we studied the influence of a
nonequilibrium plasma on the combustion kinetics of a
gaseous hydrocarbon fuel using the ignition of a super-
sonic air–propane flow with a Mach number of M = 2
as an example. For ignition, we used a freely localized
microwave discharge. A microwave discharge was
excited in still air inside the aerodynamic channel; the
plasma 1–2 cm in size was produced near the initiator
(Fig. 7a). The discharge dimensions were found to
increase with increasing power and duration of the
microwave pulse. Figure 7b shows photographs of
freely localized microwave discharges in supersonic air
PLASMA PHYSICS REPORTS      Vol. 31      No. 9      2005
and air–propane flows in the aerodynamic channel. It
turned out that the supersonic flow of a gaseous hydro-
carbon fuel was easy to ignite by a microwave dis-
charge. In our experiments, the combustion of a super-
sonic air–propane flow was successfully initiated by
microwave beams with a duration as short as τ = 25 µs.
It should be noted that a repetitive transverse electrode
discharge ensures the ignition of a supersonic air–pro-
pane flow only at pulse durations of no less than 100–
150 µs, whereas the microwave pulse duration required
for ignition is much shorter. This indicates that the
number of active particles produced in a microwave
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Fig. 4. (1) Translational and (2) vibrational gas tempera-
tures in the plasma of a freely localized microwave dis-
charge in air as functions of the microwave power (W0 is the
threshold power for gas breakdown at a pressure of p =
60 torr).

Fig. 5. The general view of a freely localized microwave
discharge produced in a supersonic air flow (M = 2) at a
pressure of p = 350 torr, pulse duration τ = 300 µs, and rep-
etition rate of f = 10 Hz. The microwave beam propagates
from left to right. The arrow shows the direction of the
supersonic flow. The arrow width is equal to the exit diam-
eter of the Laval nozzle.
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discharge is much larger than that in a dc electrode dis-
charge.

Besides photographing the general view of a dis-
charge in the aerodynamic channel, we recorded the
emission spectra from the combustion products of an
air–propane mixture in different regions of the aerody-
namic channel. Thus, in the case of a microwave dis-
charge in a supersonic air flow, the emission spectrum
measured at a distance of z = 7 cm downstream from the
beam focus did not contain any atomic lines and molec-
ular bands. In contrast, in the emission spectrum from a

(‡) (b) (c)

Fig. 7. The general view of a freely localized microwave
discharge produced in still air at a microwave power of W =
100 kW (plot (a)) and in supersonic (M = 2) air and air–pro-
pane flows at W = 200 kW (plots (b) and (c), respectively).
The static air pressure in the chamber is p = 60 torr, and the
microwave pulse duration is τ = 100 µs.

1 2

Fig. 6. The general view of a microwave discharge pro-
duced ahead of a body flowed around by a supersonic air
flow at M = 2, τ = 30 µs, f = 100 Hz, and a static air pressure
in the chamber of p = (1) 60 and (2) 300 torr. The microwave
beam propagates from left to right, and the supersonic flow
propagates from top to bottom.
discharge in a supersonic air–propane flow, we
observed intense radiation from the excited CH* radi-
cals, the molecular bands of ë2 and CN, and the spec-
tral lines of atomic oxygen and hydrogen. In this case,
the radiation pulse lasted over ~1 ms, whereas the dura-
tion of the microwave pulse initiating combustion was
τ = 100 µs.

It was shown in [20] that, at high values of the
reduced electric field (E/n ≥ 1015 V cm2), a significant
fraction (more than 50%) of the energy deposited in the
discharge is spent on the excitation, dissociation, and
ionization of molecules by electron impact with the
subsequent generation of chemically active radicals.
Since a self-sustained microwave discharge exists at
high values of the reduced electric field [7], the number
of active particles produced in such a discharge is larger
than that in an electrode discharge. This should strongly
affect the kinetics of the processes with the participa-
tion of active radicals and should result in a shorter
induction time. Our experiments indicate that, at high
values of the reduced electric field, the gas in a micro-
wave discharge is rapidly heated (dTg/dt ~ 108 K/s) and
the degree of molecular dissociation is high (up to δ ~
50%); this promotes rapid fuel ignition. It should be
noted that, since the reduced electric field in a micro-
wave discharge is high, the plasma is a source of intense
UV radiation, which may substantially affect the pro-
duction of active radicals via photoionization, photo-
dissociation, and photoexcitation. This is also favorable
for reducing the induction time. For this reason, we
believe that it is necessary to more thoroughly examine
the role of charged and active particles, which are very
rapidly produced in a microwave discharge, and the
influence of UV radiation on both the reduction of the
induction time and the increase in the combustion effi-
ciency of hydrocarbon mixtures.

5. CONCLUSIONS

The properties of freely localized microwave dis-
charges in air and in supersonic air–propane flows have
been investigated experimentally. It has been shown
that the microwave discharge is a reliable and efficient
tool for initiating the combustion of supersonic flows of
hydrocarbon fuels. This method for initiating fuel com-
bustion can find application in ramjet engines.
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