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Abstract—A dielectric resonator of the new type—conical quasioptical dielectric resonator—is proposed. The
dependence of the resonance oscillation frequency, the quality factor, and the electric field distribution on the
cone angle of such a resonator with a conducting screen in the base plane has been experimentally studied in
the 8-mm (Ka-band) wavelength range. © 2005 Pleiades Publishing, Inc.
Introduction. Quasioptical dielectric resonators
featuring oscillations of the whispering gallery mode
type have been studied and implemented predomi-
nantly with the shape of a round cylinder (see, e.g., [1]).
In recent years, it has been demonstrated that such
cylindrical quasioptical dielectric resonators with con-
ducting end screens can be used for the measurement of
the surface resistance Rs of thin high-temperature
superconductor (HTSC) films [2, 3]. Advantages of this
method are the increased sensitivity in the region of
small Rs in the millimeter wavelength range and the
possibility of measuring the absolute Rs values, since
the electromagnetic field structure in said resonators is
determined directly from a solution of the Maxwell
equations. However, a significant disadvantage of this
approach consists in that the obtained values of surface
resistances refer to two HTSC films. Determination of
the individual Rs values requires conducting a round-
robin procedure [4], which encounters practical diffi-
culties.

In order to solve this problem, it would be natural to
seek for a special resonator geometry which would
involve a single conducting surface but still allow an
analytical solution of the electrodynamic problem.
Such a geometry is offered by the dielectric hemisphere
on a metal plane [5]. However, manufacturing high-Q
hemispherical quasioptical resonators from single crys-
tal leucosapphire involves a rather complicated and
laborious technology.

An alternative solution is offered by a quasioptical
dielectric resonator having the shape of a cone with a
conducting screen in the base plane. Unfortunately, a
theoretical description of such resonators has not yet
been developed. For this reason, we have experimen-
tally studied a resonator with this geometry and mea-
sured the resonance oscillation frequency, the quality
factor, and the electric field distribution depending on
the cone angle α relative to the axis.

Experiment. We have studied Teflon resonators
having the shape of a truncated cone with the generatrix
1063-7850/05/3110- $26.000811
slope angle relative to the axis varied from 0° to 35°.
The resonator height h was equal to the base radius R =
39 mm. The measurements were performed for both
open resonators (without a conducting screen in the
base plane) and those with a conducting base surface
(brass screen) in the 8-mm wavelength range. The res-
onator was excited using rectangular dielectric (Teflon)
waveguides with one metal-coated surface. The
waveguide orientation was selected so as to excite HE
modes in the cylindrical resonator (α = 0) and was the
same for the other cone angles. The quality factor was
determined from the resonance linewidth under weak
coupling conditions. The electric field distribution in
the resonator was measured using a metal probe.

Experimental results. Figures 1 and 2 show the
results of measurements of the resonance frequency f and
the quality factor Q as functions of the cone angle α.
The measurements were performed for the HE371δ
mode, where n = 37 is the azimuthal index, m = 1 is the
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Fig. 1. Plots of the resonance frequency f versus generatrix
slope angle relative to the axis for a conical quasioptical
dielectric resonator (1) without and (2) with a conducting
screen in the base plane.
 © 2005 Pleiades Publishing, Inc.
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number of field variations along the radius of the cone
base, and δ ≤ 1 is the number of field variations along
the cone axis. As can be seen, a change in α is accom-
panied by evolution of the resonator properties.

The resonance frequencies of both the open resona-
tor and that with the conducting screen in the base plane
increase with the cone angle α (for n = const). The
growth is more pronounced for α < 3° than for α > 3°
and becomes virtually linear in the interval of α =
10°−35°. The further increase in f for the open resona-
tor is almost twice that for the system with a conducting
end screen (Fig. 1).

The behavior of the Q values shows that the quality
factors of both open and screened resonators decrease
with increasing α. However, the Q value of the open
resonator exhibits a sharp drop at α > 20°, while the
variation of Q of the resonator with the end screen
slows down for α > 10°. The inverse quality factor of
the resonator as a function of α can be described using
the following formula:

(1)

where k is a constant factor close to unity,  is the
loss tangent of the dielectric material, As is the coeffi-
cient of inclusion of the conducting end screen, Rs is the
surface resistance of a metal used in the conducting
screen, and Qrad is the radiation quality factor. As the α
angle is increased, the unloaded Q of the open resonator
(As = 0) can increase only at the expense of radiation
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Fig. 2. Plots of the experimental quality factor Q versus
generatrix slope angle relative to the axis for a conical qua-
sioptical dielectric resonator (1) without and (2) with a con-
ducting screen in the base plane. Dashed line 3 shows the Q
value of a hemispherical resonator with a conducting screen
in the base plane.
TE
losses. At the same time, the Q value of a quasioptical
dielectric resonator with a conducting end screen can

decrease as a result of the growth in both As and .
The former factor is useful from the standpoint of
increasing the sensitivity of the Rs measurements, while
the latter factor has to be taken into account to provide
the condition Qrad/Q @ 1 necessary for retaining a high
measurement accuracy. For comparison, Fig. 2 also
shows the Q value of a hemispherical quasioptical
dielectric resonator with a conducting base plane. As
can be seen, the quality factor of this resonators is equal
to that of a screened conical resonator with α ≈ 9°.

The results of our investigation of the electric field
variation along the Z axis coinciding with the longitu-
dinal axis of the resonator showed that, at small cone
angles (α = 5°–10°), the field is “pressed” against the
impedance plane, which improves the interaction
between the field and the conductor and leads to an
increase in As.

Conclusion. We have experimentally demonstrated
the possibility of exciting whispering gallery modes in
dielectric resonators having a truncated cone shape,
both with and without a conducting end screen, for the
cone generatrix slope angle relative to the axis varied
from 0° to 35°.

The field structure in the resonator depends on the
cone angle α, which makes it possible to control the

resonator properties (f, , As) and can be used in
such resonators for various microwave applications.

At small cone angles (α = 5°–10°), the energy char-
acteristics of a conical resonator with the conducting
end screen are close to those of a screened hemispheri-
cal resonator. With allowance for the relative simplicity
of manufacturing conical resonators, this fact opens
ways to the use of conical sapphire resonators in imped-
ance measurements for normal conductors and super-
conductors.
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Abstract—The process of sound generation in a sliding friction contact in the absence of lubricants has been
studied simultaneously with measurements of the friction coefficient. A correlation between the sound intensity,
the spectrum of sound generated in the tribological system, and the friction coefficient is established. It is shown
that not only do the tribological properties of contacting materials influence the characteristics of the acoustic
signal, but the reverse influence may take place as well: the elimination of elastic oscillations accompanied by
sound generation in the junction leads to a decrease in the friction coefficient. © 2005 Pleiades Publishing, Inc.
Under certain conditions of sliding friction, the
junction in a friction couple becomes a source of vibra-
tion and/or acoustic emission (sounding like noise,
creak, or scream). Using special equipment, it is also
possible to detect ultrasonic signals [1] accompanying
the friction. All these phenomena reflect the elastic
oscillations arising due to the relative motion of con-
tacting surfaces in the friction couple. The nature of
elastic oscillations accompanying friction has been
studied for a long time, and now it is commonly
accepted that the main factor responsible for these
oscillations is a decrease in the friction coefficient with
increasing relative sliding velocity [2]. However, the
mechanics does not indicate a reason for this decrease
in the friction coefficient. According to one assumption
[3–6], the elastic oscillations are caused by the fluctuat-
ing friction force, which can be induced by the defor-
mation of surface roughnesses or by their adhesive
interaction with the conjugated surface, as well as by
the detachment of particles of the worn material. All
these processes may give rise to variations in the fric-
tion coefficient, which determines a relation between
the friction force and the normal load, and it not
excluded that these variations will be exactly such that
are necessary in order to excite oscillations in the tribo-
logical system under consideration. A relation between
the elastic oscillations and wear in friction was also
pointed out in [7], where it was concluded that the
greater the wear, the higher the intensity of sound
caused by the fretting process. A decrease in the extent
of wear upon elimination of the ultrasonic oscillations
in the friction couple was reported in [8].

Thus, we may ascertain that elastic oscillations,
including those accompanied by the generation of
sound, are determined by the tribological properties of
materials in the friction couple and are related to the
rate of wear and the coefficient of friction. The other
aspect of the excitation of elastic oscillations in sliding
1063-7850/05/3110- $26.00 0813
friction—namely, their influence on the characteristics
of friction—is practically unconsidered in the available
literature, except for the aforementioned paper [8],
where a decrease in wear in the stage of surface fitting
was observed upon damping the sample with absorbing
gaskets that eliminated the excitation of ultrasonic
oscillations.

This Letter presents the results of investigation into
the dry sliding friction and the related excitation of
acoustic oscillations in the tribological system in the
range of sound frequencies. We have compared the fric-
tion coefficient, on the one hand, and the intensity and
spectrum of sound generated in the friction coupe, on
the other hand. The tribological tests were carried out
for 6 h on a 2168 UMT testing machine in the shaft-in-
sleeve mode at a rotation speed of 0.7 s–1 and a normal
load varied from 250 to 2500 N. The sleeves were made
of a wear-resistant G13 steel and had an inner diameter
of 31.1, 31.2, and 31.3 mm and a height of 10, 20, and
30 mm; the conjugated shafts with a diameter of
31.0 mm were made of a 42KhM4F chromium-based
steel and heat-treated to HRC = 56. Both sleeves and
shafts were fabricated according to the accuracy class 2,
with a limiting diameter deviation of ∆ = +25 µm for
the sleeves and ∆ = –25 µm for the shafts.

The acoustic signals were recorded, characterized,
and processed in a personal computer using a standard
program for digital sound processing. The signal was
detected with a KhM8500 microphone having an
amplitude ripple of ±5 dB in a passband from 100 to
1.5 × 104 Hz. The readings of the frictional torque sen-
sor were monitored once per second.

The influence of oscillations generated in the tribo-
logical system on the friction coefficient was studied
using a specially designed device, in which the sample
and the counterbody were mounted. This device admit-
ted the arrangement of damping sleeves on the outer,
inner, or both surfaces of the working junction, which
© 2005 Pleiades Publishing, Inc.
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allowed us to control the parameters of high-frequency
oscillations of the tribological system in the course of
tests. The sound served as an indicator of the state of the
junction, by which it was possible to judge the efficacy
of damping. The main aim of investigations in this test-
ing system was to vary the parameters of autooscilla-
tions at the tribological junction, while maintaining
constant regimes and conditions at the contact. The
main tests were performed on the sleeves with an inner
diameter of 31.2 mm and a height of L = 10 and 20 mm,
at a normal load to 300 and 250 N, respectively.

As is known [9, 10], Hadfield steel (G13 grade) is
characterized by a high wear resistance, which is
related to the ability of this material to develop an
extremely high rate of strain hardening within a 50-µm-
thick surface layer. Figure 1 shows a micrograph of the
preliminarily polished side surface of a sleeve in the
friction zone observed upon a 6-h test. As can be seen,
the sample surface is deformed to a much greater depth
as compared to the values reported in the literature
cited. In all tests, the strained relief on the side surface
of sleeves had generally the same character as that
depicted in Fig. 1, with the friction-modified depth
dependent only on the load, irrespective of the presence
or absence of the damping sleeves. It should be noted
that a static pressure of the same magnitude as that
applied in the course of friction (slightly above 1 MPa)
does not produce any visible traces of deformation in
the samples. Thus, the deformation observed in a sur-
face layer whose thickness reached about 700 µm was
caused entirely by the elastic excitation. The fact that
the depth of the deformed relief was the same with and
without damping indicates that the frequency range of
oscillations generated during friction is much wider
than that detected by the microphone. It should also be
noted that the damping device probably modified the
spectrum of elastic oscillations, eliminating them in

120 µm

Fig. 1. A micrograph of the side surface of a sleeve in the
friction zone observed upon a 6-h test with a damping
device decreasing the intensity of sound generated in the
friction couple.
TE
one frequency interval and inducing in some other
interval outside the microphone sensitivity band.

The wear of sleeves tested with and without damp-
ing was determined in the contact area—more exactly,
on the arc along which the shaft and sleeve were in con-
tact. For example, the length of this line for 10-mm-
long sleeves was within 25–30 mm (at a 300 N load)
and exhibited no regular influence of the damping
device. However, a comparative analysis of the acoustic
signal and the friction coefficient ffr revealed a correla-
tion between the sound intensity and spectrum and the
ffr value. Once this fact was established, the subsequent
investigation was concentrated on these characteristics.

The results of our sliding friction tests confirmed the
existing notions concerning the relationship between
the sound intensity and the friction coefficient. In all
variants of testing, it was found that a decrease in ffr led
to a reduction in the intensity of sound generated by the
friction couple. The friction coefficient exhibited a
decrease with increasing pressure in the friction zone.
This pressure could be varied by changing the sleeve
size or the external load applied to the junction. It is
interesting to note one specific feature revealed by anal-
ysis of the sound spectrum: an increase in the applied
load was accompanied by a decrease not only in the
friction coefficient and the sound intensity but in the
number of characteristic sound frequencies in the
acoustic signal spectrum as well.

Figure 2 shows the results of simultaneous monitor-
ing of the acoustic signal and friction coefficient in a
standard test without damping, whereby the dry sliding
friction is accompanied by the sound generation. These
data were obtained for a sleeve with a diameter of
31.2 mm and L = 20 mm under a load of 250 N. As can
be seen from the signal amplitude variation in Fig. 2a,
the sound is periodically generated at a repetition rate
of ~1.5 s–1. The spectrum of sound (Fig. 2b) consists of
a series of harmonics, with each peak probably reflect-
ing the excitation of different parts of the tribological
junction, including certain elements of the testing
machine. The character of sound and the intensity and
spectrum of the acoustic signal during each test
remained unchanged. Figure 2c shows a plot of the fric-
tion coefficient versus time, which can be seen to vary
in a random manner with small amplitude about an
average level.

The data presented in Fig. 3 show that the use of a
specially designed damping device holding the sample
and counterbody significantly decreased the intensity
(Fig. 3a) and changed the spectrum (Fig. 3b) of sound
generated in the otherwise identical friction couple. As
can be seen, the resonance frequencies have disap-
peared and the level of sound only rather slightly
exceeds the sensitivity threshold (–120 dB). This
change in the characteristics of sound generated in the
tribological system for the same test regime and contact
conditions must also influence the friction coefficient.
Indeed, the average ffr value in Fig. 3c is lower than that
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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Fig. 2. (a) Time series of the amplitude of sound (arbitrary units), (b) the spectrum of sound, and (c) time variation of the friction
coefficient for a sleeve with a diameter of 31.2 mm tested without a damping device.
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Fig. 3. (a) Time series of the amplitude of sound (arbitrary units, the same scale as in Fig. 2), (b) the spectrum of sound, and (c) time
variation of the friction coefficient for a sleeve with a diameter of 31.2 mm tested with a damping device.
in Fig. 2c. In addition, the time variation of ffr acquired
a pronounced periodic character with the amplitude
significantly exceeding the level of fluctuations
observed in Fig. 2c. A comparison of the friction coef-
ficient profile in Fig. 3c to a sinusoidal fitting curve
showed evidence for a good coincidence with a corre-
lation coefficient of r = 0.87. Note that the correlation
coefficient calculated in the same way for the curve in
Fig. 2c was r = –0.25. The period of oscillations in the
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
friction coefficient in Fig. 3c is several times greater
than the period of sleeve rotation, so that this behavior
cannot be related to rotation of the shaft of the testing
machine or to some features of its design. Such a peri-
odic variation of the friction coefficient (similar behav-
ior was observed in our previous friction tests on wear-
resistant steels) is probably related to the periodic char-
acter of the wear process, as was also pointed out by
other researchers [5]. As is known, the process of wear
05
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involves the stage of defect accumulation in a surface
layer, whereby the material exhibits strain hardening,
and the stage of intensive fracture in this layer with the
detachment of particles of the worn material. The
absence of periodicity in variation of the friction coef-
ficient in the tests performed in a usual tribological sys-
tem can be related to the different character of wear,
whereby the duration of the aforementioned wear
stages exhibits random variations under the action of
elastic stresses caused by oscillations of the elements of
the tribological junction. The possibility of such influ-
ence of the elastic wave on the friction couple was con-
firmed by the results of our mathematical modeling of
the friction process [6], according to which the elemen-
tary event of plastic shear on the surface took place
when the elastic wave front arrived at this surface. In
such cases, the friction stress and the stress related to
the elastic wave are added to induce plastic straining at
the surface.

The aforementioned correlation between the sound
intensity in sliding friction and the friction coefficient
in the tests with G13 steel was repeatedly observed
under different conditions of loading, both with and
without special sample holders. Therefore, we may
suggest that the friction coefficient is determined not
only by the physicochemical interaction of conjugated
surfaces but also depends on the energy losses related
to the excitation of high-frequency oscillations. Thus,
the results of our tests showed that the excitation of
oscillations accompanied by sound generation and the
friction coefficient are influences by the pressure in the
contact zone and by features of the tribological system
design. In some cases, the elimination of elastic oscil-
TE
lations in the tribological junction leads to a decrease in
the friction coefficient.
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Abstract—The differential and total cross sections for the scattering of surface electromagnetic waves in the
optical frequency range (surface plasmon polaritons, SPPs) from a small particle into waves in the near-field
zone (SPPs) and into waves propagating from the surface to the far-field zone have been calculated within the
framework of the dipole approximation. The efficiencies of these scattering channels are compared as
dependent on the main parameters of the system. An increase in the wavelength of the radiation exciting
SPPs at a plane dielectric–metal interface (air–gold) may lead to a change in the most effective scattering chan-
nel. © 2005 Pleiades Publishing, Inc.
In recent years, much attention has been devoted to
investigations of the properties of surface electromag-
netic waves in the optical frequency range, which are
excited at the interface between a dielectric and a metal.
Since the excitation of these waves involves free charge
carriers of the metal, they are frequently called surface
plasmon polaritons (SPPs) [1, 2]. The exponential
localization of SPPs at the surface and their high sensi-
tivity to surface inhomogeneities make SPPs a unique
signal source for near-field microscopy. Indeed, an SPP
propagating along a flat surface and meeting a local
nanodimensional inhomogeneity (surface defect, artifi-
cial nanostructure, biological object, etc.) exhibits scat-
tering and, hence, by monitoring the pattern of distribu-
tion of the resulting electromagnetic field, one can
obtain information about the properties of the scatterer.

The SPP scattering can proceed via two main chan-
nels: (i) the elastic scattering of SPPs into SPPs and
(ii) the scattering of SPPs into waves propagating from
the surface to a far-field zone. Both these channels,
either separately or jointly, can be considered as
sources of information about the scatterer. If the scat-
tered SPP distribution serves the source of information,
the second channel is considered as undesired because
it implies the loss of energy from the SPP channel. In
contrast, monitoring of the response signal in the far-
field zone poses the problem of minimizing the elastic
SPP scattering probability. Which one of the two possi-
ble modes is optimal depends on the specific features of
interactions of the surface object and the probe with
SPPs. Therefore, expanding the possibilities of the SPP
microscopy, including its resolving power, requires a
deeper insight into features of the process of SPP scat-
tering related to the configuration (mutual arrangement
of scatterers and the surface with SPPs) and material
parameters of the system.
1063-7850/05/3110- $26.00 0817
From the theoretical standpoint, this is a rather com-
plicated problem, because even the relatively simple
case of a single symmetric scatterer requires using
numerical methods [3]. However, taking into account
that the dimensions of objects studied in the near-field
microscopy as well as those of a probe (made as small
as possible in order to increase resolution) are fre-
quently much smaller than the SPP wavelength, the
description of SPP scattering in many cases [4] can be
restricted to the dipole approximation. This approach
significantly simplifies the problem and allows a solu-
tion to be obtained in the analytical form.

This Letter presents the results of calculations of the
differential and total cross sections for the SPP scatter-
ing from a small particle for the two mechanisms of
scattering considered in the dipole approximation. The
efficiencies of the two scattering channels are
compared as functions of the main parameters of the
system.

The calculations are performed using the method of
Green’s tensor function for a system comprising two
half-spaces filled with a dielectric medium and a metal
with the relative permittivities εr and εm, respectively,
such that (–εm) > εr (this is a necessary condition for the
existence of SPPs). The permittivity of the metal is
assumed to be real, which considerably simplifies
obtaining the main results and is close to real experi-
mental situations. For the noble metals (gold, silver,
etc.), which are most frequently used in the experi-
ments with SPPs, the SPP decay length related to ohmic
losses is several orders of magnitude greater than the
SPP wavelength [2]. This circumstance is related to the
small value of the imaginary part of the permittivity.
The time dependence will be described by the harmonic
function exp(–iωt), where ω is the cyclic frequency
of SPPs.
© 2005 Pleiades Publishing, Inc.
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The physical system also includes a small spherical

particle with the volume Vp = 4π /3 centered at a
point with the radius vector rp and the Cartesian coor-
dinates (0, 0, zp) on the dielectric side. The particle is
situated over the metal surface, which coincides with
the z = 0 plane (the z axis is directed from metal to
dielectric). The particle radius is assumed to be much
shorter than the SPP wavelength and than the distance
to the surface (zp @ Rp). The particle has the permittiv-
ity εp.

Consider an external plane SPP wave propagating in
the positive direction of the x axis, which is incident on
the particle and is scattered from it. Using the method
of Green’s tensor function of the wave equation, the
electric field strength Esc of the scattered wave at an
arbitrary point r outside the scattering particle can be
described in the dipole approximation as

(1)

where ε0 is the permittivity of vacuum, k0 is the wave-
number in vacuum corresponding to the frequency ω,
E0 is the electric field vector in the incident SPP wave

[5, 6], (r, r') is Green’s tensor function of the system
under consideration in the absence of the scattering par-
ticle, and  is the particle polarizability tensor with
allowance for the influence of the metal surface. For a
small spherical particle, the polarizability can be
expressed as [4, 5]

(2)

where α0 = ε0εrVp3(εp – εr)/(εp + 2εr) is the electrostatic
polarizability of the particle in a homogeneous medium
with the permittivity εr (the permittivities are frequency
dependent); β = (Rp/(2zp))3; ξ = [(εr – εm)(εp – εr)]/[(εr +
εm)(εp + 2εr)]; and , ,  are the unit vectors of the
Cartesian coordinate system.

In order to assess the efficiency of SPP scattering
into SPP as compared to the scattering into waves prop-
agating from the surface to the far-field zone, we may
consider Eq. (1) with Green’s tensor written in the far-
field zone approximation and represent it as a sum of

two parts, (r, r') and (r, r'), where (r, r') is the
Green’s tensor part describing excitations in the SPP

system and (r, r') is the tensor part describing elec-
tromagnetic waves propagating from the metal surface
to the dielectric medium with the permittivity εr . Then,
Eq. (1) written with only one part of Green’s tensor
gives the electric field vector in the corresponding scat-
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Ĝ0

α̂d

α̂d α0
1

1 ξβ+
--------------- x̂ x̂

1
1 ξβ+
--------------- ŷ ŷ
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corresponding magnetic fields can be determined from
Maxwell’s equations. The process of SPP scattering
into SPPs is conveniently described using the cylindri-
cal coordinates (ρ, ϕ, z). The scattering into waves
propagating away from the surface is more conve-
niently described using the spherical coordinates (r, ϕ, θ),
where θ and ϕ are the polar and azimuthal angle,
respectively.

The differential scattering cross section is defined as
the ratio of the time-average flux of electromagnetic
energy in a given direction to the average energy flux in
the incident SPP wave per unit length in the direction
perpendicular to the direction of incidence. The total
cross section is obtained by integrating the differential
cross section over all scattering angles. According to
these definitions, the differential and total cross sec-
tions for the SPP scattering into SPPs are given by the
following expressions:

(3)

(4)

where ϕ is the angle determining the scattering direc-
tion in the cylindrical coordinate system, ks =

k0  is the SPP wavevector, a = ,
and ηp = a2(1 + 2ξβ)/(1 + ξβ).

In calculating the scattering cross sections for the
second mechanism, we can take into account that the
electromagnetic field in the far zone is transverse and,
hence, the amplitudes of the electric and magnetic
fields are related to the wave impedance of the homoge-
neous medium with the permittivity εr . Then, the differ-
ential cross section for SPP scattering into waves prop-
agating away from the metal surface can be written as

(5)

where kr = k0  and r is the distance from the origin
to the point of observation. The total cross sections for
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waves of the two types of polarization are given by the
expressions

(6)

(7)

Here, the electric vector components in the scattered
wave field are determined from Eq. (1):

(8)

(9)

where r(p) and r(s) are the reflection coefficients for the
two types of polarization, which can be found in [6].

Using the obtained results, we can compare the effi-
ciencies of two scattering channels for certain sets of
parameters of the system under consideration. Let us
consider the case when the substrate is made of gold [8]
and the scattering particle is either metal or dielectric.
As can be seen from the results of calculations pre-
sented in Fig. 1, the total cross section for the SPP
excited by light with a wavelength of 800 nm and scat-
tered into SPPs can exceed the cross section for the
SPPs scattered into waves propagating from the metal
surface to the far-field zone for both metal and dielec-
tric particles. As the distance from the scatterer to the
metal surface increases, the difference between the
cross sections of scattering into two channels
decreases. When the particle contacts with the metal
surface, the cross sections sharply increase as a result of
their interaction. However, in this case, the dipole
approximation is insufficient [4] and the description of
scattering must take into account the contributions due
to higher multipoles.

An increase in the wavelength of the radiation excit-
ing SPPs is accompanied by a growth in the permittiv-
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ity modulus of gold, which leads to a change in the ratio
of the cross sections for the two channels (Fig. 2). At a
relatively small distance from the scatterer to the sur-
face, the cross section of scattering into waves propa-
gating away from the metal surface exceeds that for the
scattering into SPPs irrespective of the permittivity of
the scattering particle. Thus, a comparison of the curves
presented in Figs. 1 and 2 leads to an important conclu-
sion: by changing the wavelength of the exciting radia-
tion, it is possible to control the relative efficiency of
different channels for the SPP scattering from a small
particle at the surface featuring SPPs. This conclusion
has direct implementations in the SPP near-field
microscopy, since it helps select the optimum regimes
of measurements depending on the parameters of
experiment. In conclusion, it should be noted that the
limits of applicability of the dipole approximation to
the problems of SPP scattering have been recently con-
sidered in detail in [4].
TE
REFERENCES

1. A. V. Zayats and I. I. Smolyaninov, J. Opt. A: Pure Appl.
Opt. 5, S16 (2003).

2. W. L. Barnes, A. Dereux, and T. W. Ebbesen, Nature
424, 824 (2003).

3. A. V. Shchegrov, I. V. Novikov, and A. A. Maradudin,
Phys. Rev. Lett. 78, 4269 (1997).

4. A. B. Evlyukhin and S. I. Bozhevolnyi, Pis’ma Zh. Éksp.
Teor. Fiz. 81, 278 (2005) [JETP Lett. 81, 218 (2005)].

5. T. Sondergaard and S. I. Bozhevolnyi, Phys. Rev. B 67,
165405 (2003).

6. T. Sondergaard and S. I. Bozhevolnyi, Phys. Rev. B 69,
045422 (2004).

7. L. Novotny, J. Opt. Soc. Am. A 14, 105 (1997).
8. Handbook of Optical Constants of Solids, Ed. by

E. D. Palik (Academic, New York, 1985).

Translated by P. Pozdeev
  

CHNICAL PHYSICS LETTERS

 

      

 

Vol. 31

 

      

 

No. 10

 

      

 

2005

                      



  

Technical Physics Letters, Vol. 31, No. 10, 2005, pp. 821–823. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 19, 2005, pp. 22–27.
Original Russian Text Copyright © 2005 by Dagurov, Dmitriev.

                                                                                                                                                         
Application of the Kirchhoff Method 
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Abstract—A new approach to the problem of electromagnetic wave diffraction on a conducting ribbon at small
sliding incidence angles is developed within the framework of the Fresnel–Kirchhoff method. The wave dif-
fraction in this system has been theoretically and experimentally studied using the proposed method. The exper-
imental data agree with the results of theoretical analysis. © 2005 Pleiades Publishing, Inc.
The problem of electromagnetic wave diffraction on
a conducting ribbon (or a supplementary problem of
wave diffraction on a slit) is among the classical dif-
fraction problems which have been extensively studied.
Strict and asymptotic approaches to the solution of this
problem are offered by the method of separation of
variables and the method of integral equations [1– 4],
the method of edge waves [5], and the geometric theory
of diffraction [5]. In addition, a simple and clear
approximate solution, which is frequently used in prac-
tice, can be obtained using the Kirchhoff method or the
method of physical optics. In the case of application of
the standard Kirchhoff method, the field behind a body
(ribbon) on which the diffraction takes place is inde-
pendent of the polarization and is determined by the
projection of this body onto the wave front surface.
Thus, the diffraction fields behind bodies having differ-
ent shapes, but the same projections are indistinguish-
able. Another conclusion is that a wave incident at a
small glancing angle will not “see” the ribbon.

We propose a new approach to the solution of the
problem of electromagnetic wave diffraction on a con-
ducting ribbon at small sliding incidence angles. The
Kirchhoff theory in its standard formulation does not
cover this angular interval. The proposed method is
based on a consistent application of the Huygens–
Fresnel principle and the method of mirror images with
allowance for the wave polarization.

Figure 1 shows the geometry of the problem under
consideration. A conducting ribbon with a width of a = d2
is situated between elementary dipole A and the point of
observation B. The ribbon occurs in the plane y = 0 and
its edges have the coordinates z = d1 and d1 + d2. The
coordinates of the radiator (y0) and the detector (y3) are
1063-7850/05/3110- $26.00 0821
assumed to obey the conditions y0 ! d1 and y3 ! d3. In
order to find the field at point B, consider the planes S1

and S2 containing the ribbon edges, which are described
by the equations z = d1 and z = d1 + d2. According to the
Huygens–Fresnel principle, the field U(B) at point B is
determined as the total sum of waves coming from all
Huygens’ point sources occurring in the S2 plane. In
turn, the field U(P2) at a current point P2 in the S2 plane
is equal to the total sum of waves coming from all Huy-
gens’ point sources occurring in the S1 plane, with
allowance for the influence of the ribbon. In order to
determine this influence, let us use the method of mirror
images (essentially, the Kirchhoff method, since we
ignore the edge effects). Thus, the influence of the rib-
bon is modeled by introducing the mirror source .
The field at a current point P1 in the S1 plane is, accord-
ing to the Kirchhoff approximation, equal to a source
field in free space.
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Fig. 1. Geometry of the problem under consideration (see
the text for explanations).
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The field at point B can be written in terms of the
Rayleigh–Sommerfeld integral:

(1)

where k = 2π/λ is the wavenumber, λ is the wave length,
n2 is outward normal to the S2 plane, and G2 =
exp(ikr3)/r3 is Green’s function.

In view of the smallness of y0 and y3 values, the
field U is assumed to be approximately equal either to
the electric field component Ex (for a horizontal dipole)
or Ey (for a vertical dipole). Sequentially using for-
mula (1), we obtain an expression for the field at point B:

(2)

where U(P1) = exp(ikr1/)r1 is the field at the current
point P1 in the S1 plane; G1 = exp(ikr2)/r2 +

Φexp(ik )/ ; ,  and ,  are the half-planes
situated above and below the plane y = 0, respectively.

Assuming that kr1, kr2, kr3 @ 1, we obtain an
approximate formula

(3)

Expanding in this expression r1, r2, , and r3 into
series, restricting the expansion to the square terms in
the exponents (Fresnel’s diffraction), putting r1 ≈ d1,
r2 ≈ d2, and r3 ≈ d3 in the amplitude factors, integrating
with respect to x1 and x2, and accomplishing algebraic
transformations, we arrive at the following formula:
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where

F(x) = it2)dt is the Fresnel integral, and

G(x, y) = (y/2π) i(t2 + y2)]/(t2 + y2)dt is the gen-

eralized Fresnel integral [6].
An analysis of formula (4) shows that, for example,

in the case of glancing incidence (where y0 = y3 = 0 and,
accordingly, h1 = h2 =  =  = 0)

(5)

If the electric field strength is perpendicular to the rib-
bon plane, the reflection coefficient is Φ = 1 and U(B) =
exp(ikd)/d, which means that the wave does not “see”
the ribbon.

When the wave is polarized parallel to the ribbon
edges, we have Φ = –1 and
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For d2 = 0, the primary field is U(B) = exp(ikd)/d.
Therefore, formula (6) correctly describes the field in
the absence of the ribbon, although it was derived
assuming that d2 @ λ.

Let the ribbon to extend in the z direction from radi-
ator to the detector, in which case d1 = d3 = 0 and d2 = d.
Then, formula (6) yields U(B) = 0 and, hence, still ade-
quately describes the situation.

Formula (4) shows that, when the source and the
detector (observation point) do not occur in the ribbon
plane and d1 = d3 = 0 and d2 = d, the field at point B is
equal to the sum of a direct wave and that reflected from
an infinite plane when both radiation and detection
points are situated above or below the ribbon plane, and
U(B) = 0 when the radiation and detection points are
situated on the opposite sides from the ribbon plane.

We have performed experimental verification of the
above theory by measuring the diffraction from a rib-
bon at a wavelength of λ = 0.03 m. The experimental
arrangement was as follows: a conducting (duralumin)
5 × 10–4 m thick ribbon was vertically suspended above
a flat horizontal metal surface, so that the bottom edge
of the ribbon with a length of d2 touched the metal sur-
face. The radiating and receiving antennas had the form
of vertical grounded quarter-wave dipoles, so that the
radiation was polarized parallel to the ribbon edges and
the reflection coefficient was Φ = –1. The size of the
horizontal metal surface (i.e., of the “mirror” screening
the bottom half-space) was sufficiently large to avoid
the edge effects. In interpreting the experimental
results, we assumed that the method of mirror images is
applicable and the experimental conditions correspond
to those in the free space for a ribbon and vibrators of
double lengths. In our experiments, the ribbon length
was 1 m and could be considered as infinite. The hori-
zontal metal surface had the dimensions of 1 × 1 m.

Figure 2 shows experimental plots of the diffraction
field intensity (normalized to that in the absence of the
ribbon) versus the detector coordinate y3 for d1 = d3 =
0.42 m, d2 = 0.063 m, and y0 = 0.15 m. For comparison,
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
Fig. 2 also presents the results of calculations using for-
mula (4). As can be seen, the experimental and theoret-
ical curves are in good agreement, which confirms the
correctness of the proposed method of solution of the
diffraction problem.
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Abstract—Output radiation focusing in AlGaAs/GaAs quantum-well curved-grating distributed Bragg
reflector (c-DBR) lasers has been theoretically and experimentally studied. It is established that the focal
spot size for c-DBR lasers is determined to a considerable extent by the spectral perfection of laser radiation.
© 2005 Pleiades Publishing, Inc.
Recent achievements in the development of semi-
conductor lasers—small sources of coherent radia-
tion—have considerably expanded their field of appli-
cation in science and technology. Prominent examples
are offered by fiber-optic communications, photomedi-
cine, and pumping of fiber-optic amplifiers, solid-state
lasers, and nonlinear crystals. However, the needs of
these and many other applications are still incompletely
satisfied, since they require well-focused single-mode
high power laser radiation.

The task of obtaining high-power semiconductor
lasers with focused output radiation reduces to ensuring
a perfect spatial distribution of laser radiation. This can
be achieved, in particular, by creating laser structures
with narrow (about 5 µm wide) stripes. Such lasers pro-
vide an output power of 100–200 mW in a single-mode
regime under continuous pumping conditions [1, 2].
The best lasers of this type can provide an output power
on the order of 500 mW, which is close to the threshold
of catastrophic degradation or overheating of their mir-
rors [3]. Other approaches to meeting the contradictory
requirements of high output power and spatial perfec-
tion of laser radiation are related to the use of laser arrays
with narrow stripes and phase-shifted pumping [4],
unstable-resonator lasers [5], and master oscillator
power amplifiers (MOPAs) with discrete or integrated
optics design [6]. Among these, only MOPAs can pro-
vide an output power above 1 W with a spatial diver-
gence determined by the diffraction limit. Unfortu-
nately, the MOPA technology is highly complicated
and poses considerable limitations on the possible
applications of such devices.

This Letter presents the development of a previously
formulated idea [7, 8] concerning radiation focusing in
a curved-grating distributed Bragg reflector (c-DBR)
laser. In this device, the curved grating imparts cylindri-
1063-7850/05/3110- $26.00 0824
cal symmetry to the output radiation, thus ensuring
focusing of all laser modes in a common focus in the
plane of the p–n junction (Fig. 1a). At the same time,
the Bragg reflector acts as a spectral filter ensuring sta-
ble single-mode lasing, while a large (100 µm and
above) stripe width removes power limitations inherent
in most narrow-stripe structures.

In the course of theoretical analysis, we have con-
sidered three factors determining the focal spot size for
c-DBR lasers (Fig. 1b):

(i) “Paraxial” focusing of laser radiation due to the
cylindrical symmetry of the c-DBR resonator, which is
readily described in the thin lens approximation and
determined by numerical aperture of the device, that is,
by the ratio of the focal length to the output mirror
width. In this approximation, the focal spot size wp is
given by the formula

(1)

where λ is the laser wavelength and NA is the numerical
aperture defined as a half of the ratio of the output mir-
ror width to the focal length.

(ii) “Nonparaxial” smearing of the focus as a result
of refraction of the cylindrical laser beam on a flat out-
put mirror. This factor becomes significant for nonparax-
ial rays (i.e., beyond the thin lens approximation [8, 9]).
The magnitude of this smearing, wq , is proportional to
the square of the numerical aperture:

(2)

where W1 is the output mirror width.

wp
λ

2NA
-----------,=

wq

W1

2
-------N A2,≈
© 2005 Pleiades Publishing, Inc.



        

OUTPUT RADIATION FOCUSING 825

                                                                                                            
(iii) Focusing of the output radiation due to the spec-
tral selectivity of the curved grating. The physical
meaning of this effect can be illustrated by comparing
c-DBR lasers to the usual DBR lasers, in which a dif-
ference in the divergence of various modes in a wide
stripe results in each mode having its own curvature of
the wave front (significantly different from that for the
fundamental mode). In the case of a c-DBR laser, the
curvature of the wave front is determined by a cylindri-
cal symmetry of the resonator and is the same for all
modes. “Noncylindrical” ray propagation in the c-DBR
resonator implies variation of the effective Bragg
period of the cylindrical grating along the ray and,
hence, leads to a spectral broadening of the laser line.
This spectral broadening depends on the length and
curvature of the grating and on the angle between the
direction to the center of symmetry and the direction of
propagation of the “slightly noncylindrical” ray. On the
other hand, the spectral broadening is limited by the
spectral selectivity of the c-DBR grating [10, 11]. A
comparison of the spectral broadening due to the non-
cylindrical propagation and the spectral selectivity of
the DBR resonator allows the focal spot size caused by

(a)
l2 la l1

L
ρL

1

2

3
F

0

ρ0

ρ

0.05
NA

w, µm

10

5

0 0.10 0.15 0.20

15

20

1

2

3

(b)

Fig. 1. (a) Schematic diagram of a c-DBR laser: (1) active
region; (2) curved grating; (3) output mirror. (b) The results
of theoretical calculations of the focal spot size w versus
numerical aperture NA for a c-DBR laser with δλ = 0.1 nm
showing the effects of (1) “paraxial” focusing, (2) “non-
paraxial” smearing due to refraction of a cylindrical ray on
the flat output mirror, and (3) “spectral” focusing.
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the “spectral” focusing to be theoretically calculated as

(3)

where δλ is the laser linewidth and n is the effective
refractive index of the laser waveguide.

Figure 1b shows the values of the focal spot size cal-
culated using formulas (1)–(3) as function of the
numerical aperture for a c-DBR laser with δλ = 0.1 nm,
W1 = 100 µm, and λ = 860 nm. As can be seen from
these data, the nonparaxial smearing of the focus at
small NA values is small as compared to the contribu-
tions due to the two other factors. On the other hand, the
influence of the laser linewidth via the “spectral” focus-
ing mechanism remains significant even at large NA

ws

nW1

NA
---------- 2δλ

λ
---------,≈

876870864858

10

8

6

4

2

0

J, a.u.

I = 2 A

(a)

0 µm

200 µm

400 µm

600 µm
800 µm

1000 µm

1200 µm

1400 µm

λ, nm

876870864858

1.0

0.8

0.6

0.4

0.2

0

I = 1.7 A

(b)

0 µm

200 µm

400 µm

600 µm

800 µm

1000 µm

1300 µm

λ, nm

J, a.u.

Fig. 2. Near-field intensity distributions observed below and
above the threshold for a c-DBR laser with W1 = 100 µm
and a focal length of 0.8 mm for pumping (a) below and
(b) above the laser threshold.
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values. From this we may conclude that a minimum
focal spot size can be achieved in c-DBR lasers with
large curvature of the grating (optimum NA) and nar-
row laser line (minimum δλ).

We have experimentally studied c-DBR lasers based
on AlGaAs/GaAs structures with two quantum wells
(λ = 860 nm). The active region had the form of a
tapered stripe with an output mirror width of W1 =
100 µm. Curved distributed reflectors in the form of a
third-order diffraction grating with a 385-nm period
were created on the structure surface using electron-
beam lithography and ion-bean etching to a depth of
0.6 µm (coupling coefficient, κ = 17.5 cm–1) [9]. The
curvature radius of the gratings was varied from 0.7 to
10 mm, which corresponded to a change in the focal
length from 0.2 to 2.8 mm. The total laser length,
including the two Bragg reflectors and the active
region, was about 1.5 mm. The cleaved mirrors were
provided with antireflection coatings in order to sup-
press the Fabry–Perot modes and filamentation. The c-
DBR laser wavelength was 867 nm. The threshold cur-
rents varied within 1.2–1.5 A depending on the Bragg
reflector curvature (i.e., on the area of the pumped
region). High values of the threshold current are
explained by a large area of the pumped region and by
absorption in the c-DBR regions.

Figure 2 shows the near-field intensity distributions
observed below and above the threshold for a c-DBR
laser with W1 = 100 µm and a focal length of 0.8 mm.
As can be seen, the focal spot size in the case of a nar-
row laser line is about 20 µm, while broadband radia-
tion generated near the threshold can be focused only to
80 µm. These examples illustrate the role of the “spec-
tral” focusing mechanism in c-DBR lasers.

In conclusion, we have theoretically and experimen-
tally studied the features of output radiation focusing in
c-DBR lasers and established that the focal spot size in
c-DBR lasers is determined to a considerable extent by
TE
the spectral perfection of laser radiation. We believe
that an increase in the numerical aperture and a
decrease in the size of unpumped region (due to
increased coupling of curved Bragg reflectors) will pro-
vide an additional decrease in the focal spot size and an
increase in the efficiency of c-DBR lasers.
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Abstract—Nickel coatings on polydisperse microparticles have been deposited from vapor phase in combined
RF discharge–electron beam plasma. Features of the behavior of a dusty plasma cloud in the course of evapo-
ration and deposition of coatings are considered. © 2005 Pleiades Publishing, Inc.
The development of technology of active coatings
on small particles, which can be used in nanotechnolo-
gies, hydrogen power engineering, and for obtaining
disperse phases possessing unusual surface properties,
is among currently important tasks. Such coatings can
be deposited from a gas or vapor phase or by means of
a directed flow of atoms and ions (e.g., in the course of
RF magnetron sputtering [1]). The main problem
encountered in implementing such methods consists in
creating a controlled reaction volume for obtaining
homogeneous coatings on the surface of microparticles
and in providing the transfer of coated particles to a col-
lector-container. Previously, we showed [2] that, by
introducing an electron beam into dusty plasma, it is
possible to combine the evaporation of a substance
from electron-beam-heated target with the generation
of combined RF discharge–electron beam (RFEB)
plasma. This approach employs advantages of the elec-
tron-beam evaporation and the high activity of com-
bined RFEB plasma. Unfortunately, the possibilities of
obtaining a stable dusty plasma structure in the pres-
ence of a metal vapor and the temperature gradients
(related to the heated target and the diffusive and radia-
tive heat transfer to the dusty plasma) and in various
regimes of evaporation have not been studied so far.

This Letter presents the results of investigations of
the dynamics and homogeneity of a volume of the com-
bined RFEB plasma containing polydisperse micropar-
ticles and nickel vapor in helium at pressures within
0.1–1 Torr. The microparticles represented hollow glass
microspheres with diameters from 10 to 120 µm. We
have studied the character of nickel deposition on
microparticles and the possibility of controlling their
flow. The experiments were performed in a large cham-
ber (35 × 35 × 80 cm) of a laboratory plasmachemical
reactor.

Figure 1 shows a schematic diagram of the experi-
mental arrangement. RF discharge 1 was generated
between a flat grid electrode 2 (diameter, 8 cm) and the
1063-7850/05/3110- $26.00 0827
reactor walls 3. Microparticles were injected into the
region above the flat grid electrode, where a dusty
plasma structure 4 was formed. A monoenergetic elec-
tron beam 5 with an energy of 25 keV and a diameter of
1–2 mm was introduced into the reactor chamber via a
two-step gasdynamic window and focused on the sur-
face of nickel target 6. Thus, the reactor provided acti-
vation of the surface of particles and their coating with
nickel. After termination of the deposition process, the
RF voltage was switched off and coated particles fell
down through the grid into collector 7 situated under
the electrode. The dusty plasma structure irradiated
with a laser beam 9 was imaged using video cameras 8
through the side and top optical windows in the reactor
chamber.

Before the onset of target evaporation, a stable dusty
plasma structure with quite a high degree of ordering is
formed over the RF electrode (Fig. 2a). Electron-beam-
induced evaporation of the target gives rise to a temper-
ature gradient caused by the diffusive and radiative heat
transfer, which leads to violation of the homogeneity of
the dusty plasma cloud (Fig. 2b) as a result of the ther-

1

23

4

5 6

7

8

9

Fig. 1. Schematic diagram of the experimental setup (see
the text for explanations).
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mophoretic phenomena in the dusty plasma [3]. The
cloud shifts away from the heated target, primarily
because of the displacement of greater particles
(Fig. 2b). When the target heating is switched off, the
dusty plasma cloud returns to the initial position
(Fig. 3c). The influence of a heated target on the cloud
can be decreased by placing additional thermal screens
and introducing auxiliary temperature fields in the
region of the dusty plasma structure.

The process of activation and coating of the surface
of microparticles takes place both during evaporation
and after termination of the electron-beam heating of
the target. The thickness of the nickel coating on micro-
particles depends on the time of their exposure in the
reaction volume, the electron beam current, and the dis-
tance from the target to the dusty plasma structure. This
conclusion is confirmed by a change in the optical den-
sity of coatings on a model flat glass surface. The task
of obtaining homogeneous (over the particle surface)
coatings with controlled thickness poses additional
requirements on the temporal stability and spatial
homogeneity of the reaction volume. The degree of
inhomogeneity of the density of evaporated metal
atoms in the reaction volume is determined by the
asymmetric mutual arrangement of the evaporation and
deposition zones, the temperature gradients in the reac-
tor, and the edge effects. The influence of these inho-
mogeneities can be eliminated and the equal coating of
particles can be ensured by providing multiply repeated
chaotic stirring of particles over the entire reaction vol-
ume, or by their ordering in the horizontal plane with
mixing of such layers in the vertical direction and rota-
tion of the dusty plasma structure. It is also necessary to
provide for the possibility of changing the grid mesh. In
the standard commercial setups intended for the coat-
ing of flat substrates, homogeneous deposition is
achieved by rotation of the substrates relative to the
sources.

In our setup, rotation of the dusty plasma structure
and variation of the distance between particles were
provided by applying external magnetic fields of preset

(a) (b) (c)

Fig. 2. Fragments of the images of the central part of a dusty
plasma cloud (top view) (a) before switching on the electron
beam, (b) during electron-beam-induced evaporation of the
metal target, and (c) in the course of metal deposition onto
microparticles.
TE
configuration. The rate of rotation and the interparticle
distance can be controlled by changing the magnetic
induction [4]. The charged microparticles and plasma
components were rotated in crossed electric and mag-
netic fields. For the radial magnetic field, the perpen-
dicular field was the longitudinal electric field of the
near-electrode layer of the RF discharge. For the longi-
tudinal magnetic field, the perpendicular field can be
provided by an ambipolar electric field. Note that the
application of a magnetic field also increases the degree
of surface activation [5] prior to metal deposition.

The structure of the cloud of microparticles can be
stabilized and stirred by means of an appropriate mod-
ulation of the RF voltage and the electron beam current,
or by selecting proper parameters in the case of their
joint action, which was confirmed in experiment. The
field-induced oscillations of particles may involve into
stirring all layers in the dusty plasma structure. Pulse
actions upon the dusty plasma structures can lead either
to the chaotization and breakage or to the dynamical
and spatial stabilization of such formations, since dusty
particles in the plasma trap behave as oscillators. The
breakage of the structure and loss of particles from the
plasma trap can take place either at resonance frequen-
cies and is determined by the intensity and duration of
action both on the particles and their charge and on the
plasma.

In order to provide for the collection of coated par-
ticles in a container, it is necessary to switch off the RF
voltage, which implies termination of the discharge and
does not allow the modification (coating) of particles to
be carried out in a continuous regime. Moreover, since
the container is situated in the zone of sedimentation,
uncoated particles can also fall down and mix with the
useful product. The removal of processed particles
from the discharge zone and their collection can be pro-
vided using the phenomenon of electron beam action
upon the dusty plasma structure [6]. According to this,
an electron beam approaching such a cloud results in
the attraction or repulsion of particles, depending on
the beam current. Thus, by moving the beam in the hor-
izontal plane, it is possible to shift the cloud toward the
collector, which can be placed aside from the active
reactor zone. The cloud can be driven using both attrac-
tion of the particles to the beam and their repulsion
from it. Since the container is now situated in the region
of a weak electric field, it is possible to collect coated
particles without switching the RF discharge, by
merely modulating the electron beam current and posi-
tion. Simultaneously, a new portion of microparticles
can be injected into the active zone, so that the process
can be carried out in a quasi-continuous regime. Using
thermophoresis induced by cooling of the container, it
is possible to provide additional correction of the tra-
jectories of collected particles and even to freeze them
to the collector.

To summarize, the results of our experiments
showed that it is possible to realize a stable dusty
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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plasma structure with a metal vapor, to obtain a homo-
geneous metal coating on microparticles, to drive the
cloud of coated particles out of the discharge zone with
the aid of an electron beam, and to collect the particles
in a container.
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Abstract—A substantially new technological approach to the formation of high-porosity metal layers is pro-
posed, which is based on the process of stationary nonequilibrium vapor condensation inside a hollow cathode.
The conditions necessary for the manifestation of such a spatially distributed selective nucleation and growth
of metal condensates are the realization of only monoatomic critical nuclei and the existence of a critical energy
for the binding of adatoms to the growth surface (below this level, the probability of condensate formation is
negligibly small). © 2005 Pleiades Publishing, Inc.
High-porosity layers are promising materials for the
creation of various nanostructures, sensor elements,
ultrafine filters, catalysts, etc., which explains the
increasing interest in the development of technologies
for the formation of such layers. Previously, it was
established [1, 2] that suppression of the process of coa-
lescence in the diffusion field of adatoms in the course
of vapor deposition under ultimately low supersatura-
tion conditions makes possible the realization of a
mechanism of spatially distributed nucleation and
growth of condensates, which favors the formation of a
high-porosity deposit. However, a significant disadvan-
tage of this method is the low velocity of layer growth.

This study was aimed at determining the necessary
conditions and developing the corresponding technical
solutions for the formation of highly porous layers at a
relatively high rate.

Experimental setup, results, and discussion. In
the case of a vapor flowing under ultimately low super-
saturation conditions, the condensation is possible only
provided that the binding energies of adatoms on the
growth surface are sufficiently high to decrease the crit-
ical nucleus size to a minimum [3]. For this reason, it
would be expedient to describe the physics of nonequi-
librium condensation in terms of the Walton–Rhodin
atomistic model of small nuclei [3, 4]. Figure 1 shows
a family of the qualitative dependences lnJ = f(1/Tc)
(where J is the nucleation rate and Tc is the temperature
of the growth surface) constructed using this model.
Each curve corresponds to a certain energy of binding
of a condensed atom to the growth surface, and the
break points indicate a transition from monoatomic
critical nuclei (described by the upper part of the curve)
to diatomic ones.

In order to reveal the conditions necessary for the
formation of porous films, Fig. 1 shows some special
binding energies including the maximum binding
1063-7850/05/3110- $26.00 0830
energy (E1) of adatoms on the defect-free substrate surf
ace, the binding energies (E2, E4) of atoms adsorbed on
the monoatomic steps of two different crystallographic
planes; the binding energy (E3) of adatoms bound to the
substrate surface defects or subimplanted into this sur-
face, and the binding energy (E5) of an adatom occur-
ring at the crystal intergrowth boundary. In the case
under consideration, it is possible to assume that these
characteristic energies obey the inequality E5 > E4 >
E3 > E2 > E1. The mutual arrangement of the curves in
Fig. 1 corresponds to a situation when the crystal inter-
growth boundaries in the condensate are already
formed in large amounts. This family confirms the con-
clusion that purely monoatomic deposition (character-
istic of nanotechnologies) at a relatively high condensa-

1
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4
E5 E4 E3 E2 E1

1/T1 1/T2

1/T, K–1

ln
J

Fig. 1. Plots of the nucleation rate J versus growth surf ace
temperature Tc in the lnJ = f(1/Tc) coordinates.
© 2005 Pleiades Publishing, Inc.
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Fig. 2. (a) Schematic diagram of the ion sputter system: (1) water-cooled anode; (2) magnet; (3) magnetic guide; (4) sputtered part
of cathode; (5) substrate; (6) shutter; (7) water-cooled cathode base. (b, c) Highly porous layers of copper obtained using discharge
power Pu = 45 and 150 W, respectively.
tion temperature (~T1) takes place for binding energies
exceeding a certain critical value Ec . The rates Ji of
monoatomic nucleation at the corresponding points of
intersection obey the conditions J1 < J2 < J3 < J4 < J5.

For a flow of particles acting on the growth surface,
it is convenient to introduce an effective binding energy
in any local region of this surface such that Ee = Ea –
(Es + ∆E), where Es is the average energy transferred by
the incident particles to adatoms and ∆E is the deviation
from Es . For otherwise equal technological parameters,
this decrease in the adatom binding energy to Ee shifts
all plots in Fig. 1 to lower temperatures. Therefore, by
increasing the rate of condensate deposition (see the
model of small nuclei [3, 4]), it is possible to return the
system of curves in Fig. 1 to the initial position and to
obtain high-porosity structures of the deposits.

Thus, the conditions necessary for the high-rate for-
mation of porous structures are as follows:

(1) The process of layer formation on the macro-
scopic level has to be sufficiently stationary: any
changes of technological parameters smear the depen-
dences lnJ = f(1/Tc) and violate selective deposition
processes.

(2) In order to increase the anisotropy of crystal
growth in various directions, the critical energy Ec must
fall within the spectrum of binding energies of the
atoms adsorbed on monoatomic steps of various crys-
tallographic planes.

(3) The condensed atoms and other particles inci-
dent on the growth surface must possess a minimum
spread of energies: otherwise, the effective binding
energy will be smeared and, hence, the selective pro-
cesses will be violated.

(4) In order to exclude the formation of columnar
structures, the supply of vapor to various faces of the
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
growing crystals must be sufficiently equiprobable and
the electric field strength at the growth surface must be
minimum.

Relatively high (up to several tens of microns per
hour) rates of growth of the porous deposit were
obtained with the aid of a substantially new ion sputter
system, in which a stationary process was ensured by
discharge stabilization due to the hollow cathode effect
and the closed region of crossed electric and magnetic
fields (Fig. 2a). The hollow cathode of the device is
made entirely from the metal to be condensed and the
material is sputtered predominantly from the region at
the input hole of the cathode. Subsequently, the sput-
tered atoms are ionized by an intense electron beam
emitted from the hollow cathode, and the ions are accel-
erated in the electric field and drawn into the cathode.
As a result, high-density plasma is formed inside the
cathode with a narrow input hole. The plasma contains
ions of the condensed metal and the working gas
(argon) purified using a special method [5]. A nonequi-
librium character of the condensation process is pro-
vided by the characteristic action of plasma upon the
growth surface [6]. The temperature of deposition was
determined using a method described previously [7].
Ion bombardment of the growth surface leads to
repeated evaporation and sputtering of the condensed
atoms, which are again subjected to ionization and dep-
osition. This cyclic mechanism of mass transfer involv-
ing each atom is reproduced until the binding energy
would exceed the critical level Ec .

Evidently, on the passage to substances possessing
higher equilibrium vapor pressures and ion sputtering
yields and/or lower sputtering threshold energies Er and
melting temperatures Tp , the nonequilibrium character
of condensation is enhanced. Susceptibility of an ele-
ment to the spatially distributed selective nucleation
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Correlation coefficients α, growth surface temperatures Tc, and optimum discharge powers Pu for the formation of high-poros-
ity metal structures

Metal Ta Ni Al Cu

α (eV–1 K–1) 0.13 1.5 3.34 4.6

Tc (°C) 1150–1200 700–800 300–400 120–300

Pu (W) 900 750 350 45–150
and condensation is characterized by the correlation
coefficient α = 108Ki/TrErTp , where Tr is the tempera-
ture at which the saturated vapor pressure for a given
substance amounts to 1.3 Pa and Ki is the sputtering
yield for 200-eV Ar+ ions. The spectrum of metals for
this investigation (see table) was selected so as to pro-
vide for a rather broad interval of α values.

Generalization of the obtained experimental results
leads to the following conclusions:

(i) The structural selectivity, which is manifested by
the formation of layers with a three-dimensional laby-
rinth structure, increases with decreasing electric field
strength at the growth surface, with increasing effi-
ciency of the volume diffusion field at the growth sur-
face, and with growing Tc , which can be provided by
using the optimum discharge power (Pu) in agreement
with the correlation coefficient α (see table).

(ii) By enhancing the repeated sputtering of depos-
ited material at the expense of increased discharge
power, it is possible to obtain involved structures with
TE
connecting elements in the form of nanowires (Figs. 2b
and 2c).
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Abstract—A strict proof of the theorem of infinite collisionality in an ensemble of identical charged particles
in a closed magnetic trap is presented. © 2005 Pleiades Publishing, Inc.
The problem concerning the number of collisions in
a finite ensemble of the ideal gas particles on an infinite
line, infinite plane, or infinite space was formulated by
Ya.G. Sinai several decades ago. It can be shown that
this problem reduces to the billiard-table problem with
a single particle in a phase space of large dimension and
complex geometry, and the total number of collisions is
finite. An introduction to the methods of solving such
problems is presented and the state of the art in this field
is considered in [1–3]. Solution of these problems is
important for the analysis of ergodic properties of the
ideal gas in statistical mechanics.

It is intuitively clear that the number of particle col-
lisions in the system under consideration is finite, since
the particles gradually, one after another, go to infinity
and lose the ability to participate in collisions. How-
ever, if there are reasons or mechanisms preventing the
loss of particles or returning them back to the interac-
tion region, the question concerning collisionality in
the system may have a different answer. For example,
bounded regions or magnetic fields offer such factors
for charged particles.

This Letter is devoted to one of the possible exam-
ples—a finite ensemble of charged particles in a closed
magnetic trap—and gives a strict proof of the theorem
of the infinite collisionality in this system.

The trap Ξ (Fig. 1) comprises an infinite band with
the width L bounded by the walls elastically reflecting
incident particles, to which a homogeneous stationary
magnetic field B is applied. First, let us briefly recall
how a single charged particle will behave in such a trap.
The particle will move along a trajectory representing a
cylindrical helix with constant pitch. The cylinder
radius Rc and the period Tc of particle rotation around
the cylinder axis are given by the formulas

(1)

Note that the period Tc is independent of the trans-
verse velocity v ⊥ ; therefore, particles with identical

Rc
mv ⊥

qB
-----------; Tc

2πm
qB

-----------.= =
1063-7850/05/3110- $26.00 ©0833
ratios of charge q to mass m exhibit synchronous rota-
tion (cyclotron resonance). On reaching the wall, the
particle is elastically reflected, whereby its transverse
velocity component v ⊥  is retained and the longitudinal
velocity v || is changed to opposite. As a result, the par-
ticle will perform periodic helical flights between the
walls with a period of Tb = 2L/v || (bounce oscillations).

Now let us proceed to the question concerning the
number of collisions in an ensemble of identical parti-
cles in a closed magnetic trap Ξ. We will assume that
the number of particles is not very large (so that the
space charge field can be ignored) or that their charge is
compensated by a neutralizing inertialess background
of oppositely charged particles. Under such conditions,
the following theorem is valid:

Theorem. If an ensemble consisting of not less than
two identical charged particles of nonzero diameter
occurring in a closed magnetic trap Ξ features at least

L

Ξ

B

l

Fig. 1. Schematic diagram showing the closed magnetic
trap and the trajectory of a particle in this trap.
 2005 Pleiades Publishing, Inc.
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one collision between particles, then the number of
such collisions will be infinitely large.

Remark 1. According to the principle of mathemati-
cal induction, it will be sufficient to show that, if one
collision takes place, this will be unavoidably followed
by one more collision.

Proof of the theorem. Let us assume that a collision
between a pair of identical particles (for certainty, 1st
and 2nd) took place in the trap Ξ at a point with the lon-
gitudinal coordinate x0. Let this collision occur on a
magnetic field line l passing through the point x0. Upon
collision, the particles will travel along their trajecto-
ries and, in the absence of other collisions, they will
return to the field line l at the same moment of time.
However, their positions on line l will be displaced rel-
ative to point x0 because of the arbitrary values of the

longitudinal velocities  and . Since the transverse

velocities of particles,  and , are also arbitrary,
they may collide again only on the field line l (colli-
sions between the same particles out of line l and the
collisions of any of them with 3rd particle are possible
only under certain specially selected conditions, which
only strengthen the proof).

v 1
|| v 2

||

v 1
⊥ v 2

⊥

a1

a2

L

x0

Fig. 2. Stacking segments of lengths a1 and a2 over the main
segment of length L with reflections from its ends.

x0

a1

a2

2L

Fig. 3. Stacking arcs of lengths a1 and a2 over the circle of
perimeter 2L.
TE
In order to check for the next collision in the pair
under consideration, we have to consider the distance
between these particles at the moment they simulta-
neously cross line l. It will be sufficient to show that, for
any preset value of δl, there exists a number N of their
simultaneous passages through line l, such that the dis-
tance between particles is shorter than δl.

Geometrically, the problem is formulated as fol-
lows. Consider a point x0 on a segment of length L and
let this segment be butt-covered, beginning with point
x0, by stacked segments of the first kind with the length

a1 = Tc and by segments of the second kind with the

length a2 = Tc (Fig. 2). On attaining the end of seg-
ment L, the imposed segment is bent backward and the
coverage is continued. We have to prove that there
exists a number N such that the distance between ends
of the segments a1 and a2 covering segment L on the
Nth step will be shorter than any arbitrarily set dl value.

Remark 2. There are no limitations on the a1 and a2
values (in particular, they can be either greater or
smaller than L).

Remark 3. Segments a1 and a2 can be stacked either
in the same or in the opposite directions from point x0.

Note that the process of stacking segments of
lengths a1 and a2 over the main segment of length L
with reflections from its ends is equivalent to stacking
arcs of lengths a1 and a2 over the circle with a perimeter
of 2L (Fig. 3). 

In order to solve the problem, we will employ a
modified method used to prove the Jacoby theorem [2,
p. 32]. Let us assume, for certainty, that a1 > a2 and the
arcs are stacked in the same direction—for example,
clockwise—from point x0. At a certain step of stacking,
the first particle will overtake the second particle by
making a greater number of complete turns over the 2L
circle. Let the number of arc steps made by this moment
be n and let the distance between particles immediately
upon overtake be b < a1/2 (the case of the opposite ine-
quality is treated similarly, by considering the distance
immediately before the overtake). Then, after the next
n steps, the overtake will reach 2b, after another n steps
it will reach 3b, and so on. Thus, the distance between
particles after every n steps changes at an arc increment
of b and, hence, the arc increment has in fact decreased
from a1 to b < a1/2.

This procedure is continued until a moment when, at
a certain step of motion with an arc step b, we will
cover the distance 2L. For certainty, let the total number
of steps by this moment be m = kn, and let the distance
between particles immediately upon this overtake be
c < b/2 (the case of the opposite inequality is treated
similarly).Thus, the arc increment has again decreased
to become c < b/2 < a1/4.

v 1
||

v 2
||
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Continuing this consideration, we will again cover
the distance 2L by still shorter arc steps and once again
decrease the arc distance between particles at the
moment of overtake. Therefore, by repeating this pro-
cess, we can decrease the arc distance between the two
particles below any preset value. For a finite radius of
particles, this implies unavoidable collision between
them. Thus, the theorem is proved.

The case of stacking segments in the opposite direc-
tions from point x0 is treated similarly, by considering
the points of meeting instead of the points of overtake.

Thus, we have demonstrated that a homogeneous
magnetic field of even very small magnitude can sub-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
stantially change the answer to the question concerning
the collisionality in an ensemble of identical particles.
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Abstract—Under the action of intense plastic straining (IPS), barium titanate (BaTiO3) exhibits a phase
transition from the tetragonal to cubic structure, while lead titanate (PbTiO3) shows a tendency to such a
transformation. In cadmium titanate (CdTiO3), the IPS induces a transition from the perovskite to ilmenite
phase. © 2005 Pleiades Publishing, Inc.
The results of extensive investigations of the ferro-
electric oxides with perovskite structures show that the
formation and stabilization of the structure and proper-
ties of these materials are strongly dependent on
numerous internal and external factors. In recent years,
much attention has been devoted to nanodimensional
effects in the classical ferroelectrics BaTiO3 and
PbTiO3 [1–5]. It is commonly accepted that the transi-
tion to a nanodimensional state in these perovskites
leads to suppression of their ferroelectric properties,
which is analogous to the loss of such properties in the
crystals with various defects [6–8].

As is known, early crystallization stages in barium
titanate (BaTiO3) featuring the passage from nanocrys-
talline (1–20 nm) to macrocrystalline (20–100 nm and
above) states involve a phase transition from the cubic
(nanodimensional) to tetragonal structure [9]. During
the crystallization from an amorphous state at low
annealing temperatures, BaTiO3 forms a pyrochlore
phase [10], which converts into a perovskite phase at
higher temperatures. Cadmium titanate (CdTiO3) syn-
thesized at low temperatures forms an ilmenite phase
[11, 12], which converts into a perovskite phase only at
temperatures above 850°C.

At present, various methods are used for obtaining
nanostructures [13]. In particular, a method based on
the effect of intense plastic straining (IPS) and the
results of using this method were described in much
detail in [14].

This paper presents the results of X-ray diffraction
study of the IPS-induced changes in the structural states
of polycrystalline BaTiO3, PbTiO3, and CdTiO3. The
initial polycrystalline samples had stabilized perovskite
structures corresponding to the macrocrystalline state.

The IPS conditions were realized using an IPD-70M
setup described elsewhere [14]. An external pressure of
0.5 GPa was applied to a sample and a shear strain was
1063-7850/05/3110- $26.00 0836
created by two or four turns of the anvils. The samples
in the initial state and upon IPS in different regimes
were studied by X-ray diffraction. The measurements
were performed n a DRON-3M diffractometer using
CuKα radiation, with computer-aided registration of the
diffraction patterns.

The main experimental results are summarized in
the table. Figure 1 shows the typical diffractograms,
which indicate that BaTiO3 under IPS conditions is sub-
ject to a phase transition from the initial tetragonal to
cubic structure. Upon the transition, the unit cell volume
exhibits an insignificant increase, which was previously
observed in the samples upon grain refinement [9].

Thus, the IPS action is sufficient to convert BaTiO3
into a nanocrystalline state. This is indirectly confirmed
by a sharp growth in the halfwidth (full width at half

43
2θ, deg

I,
 a

.u
.

42 44 45 46 47

200

002

200

1

2

Fig. 1. X-ray diffractograms of BaTiO3 (1) before and
(2) after IPS (at four turns of the anvils).
© 2005 Pleiades Publishing, Inc.
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maximum, FWHM) of diffraction reflections. Unfortu-
nately, the low quality of the diffraction profiles
obtained in experiments did not allow us to clearly sep-
arate the effect of a decrease in the size of coherent
scattering domains from the effect of inhomogeneous
microdeformations (which can also be significant under
IPS conditions).

The action of IPS on PbTiO3 (Fig. 2) was low effec-
tive. The crystal lattice parameters of the sample were
changed rather insignificantly, although the observed
trends showed a tendency of transition to a nanocrystal-
line state: the unit cell volume somewhat increased and
the degree of tetragonal distortion (c/a) – 1 decreased
upon IPS.

43
2θ, deg

I,
 a

.u
.

42 44 45 46 47

200

002

200

1

2002

Fig. 2. X-ray diffractograms of PbTiO3 (1) before and
(2) after IPS (at four turns of the anvils).
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A comparison of the IPS effects on lead and barium
titanates shows that PbTiO3 is a more stable ferroelec-
tric crystal than BaTiO3. This is probably related to the
higher spontaneous polarization in PbTiO3.

A distinctive feature of the IPS action on CdTiO3 is
a decrease in the volume of the monoclinic perovskite
cell. The X-ray diffractogram of CdTiO3 upon IPS
(Fig. 3) exhibits reflections of an ilmenite phase (2θ =
20.30° and 31.36°) in addition to reflections of the per-
ovskite phase. Previously, investigations of the effect of
irradiation at a dose of 107 R on the state of single crys-
tal and polycrystalline CdTi3 samples with perovskite
structures [15, 16] showed that the appearance of radi-

2θ, deg

I,
 a

.u
.

20 25 30 35

101p

1

2

101p 101p

101p

110p

110p

I I

Fig. 3. X-ray diffractograms of CdTiO3 (1) before and
(2) after IPS (at four turns of the anvils).
Structural parameters of BaTiO3, PbTiO3, and CdTiO3 before and after IPS

Sample IPS degree (num-
ber of turns)

Unit cell parameters Unit cell
volume, Å3

FWHM of diffraction reflections

a, Å c, Å B002, deg B200, deg

BaTiO3 0 4.000(1) 4.034 64.54 0.37(5) 0.29

2 4.006 4.020 64.50 Σ = 0.86*

4 4.016 4.016 64.77 0.69

PbTiO3 0 3.896 4.146 62.93 0.24 0.23

2 3.897 4.147 62.98 0.79 0.55

4 3.903 4.143 63.11 1.00 0.45

Sample IPS degree (num-
ber of turns)

Unit cell parameters Unit cell
volume, Å3

FWHM of diffraction reflections

a, Å b, Å β, deg B200, deg B020, deg

CdTiO3 0 3.815 3.828 91.3 55.69 0.29 0.22

2 3.805 3.818 91.2 55.26 0.30 0.34

4 3.804 3.816 91.3 55.23 0.30 0.30

* Total halfwidth of unresolved 002 and 200 reflections.
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ation-induced structural defects led only to an increase
in the perovskite lattice parameters.

Thus, we have observed for the first time a reversible
ilmenite–perovskite reconstructive phase transition in
CdTiO3, whereby the IPS action led to a partial conver-
sion of the initial perovskite structure into a relatively
loose structure of the ilmenite type.

The decrease in the perovskite cell volume in
CdTiO3, in contrast to the increase in the unit cell vol-
umes of BaTiO3 and PbTiO3, is probably related to
some special features of the corresponding crystalline
states. On the one hand, the IPS action on BaTiO3 and
PbTiO3 takes place in the ferroelectric state, whereas
CdTiO3 initially occurs in the paraelectric state. On the
other hand, a decrease in the perovskite cell volume in
CdTiO3 upon IPS can be explained by the fact that the
final ilmenite structure (which is more loose than the
perovskite one) compensates for the possible loosening
of the perovskite structure observed in BaTiO3 and
PbTiO3.
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Abstract—The formation of a photoacoustic response from an inhomogeneous object with a free boundary is
analyzed. Analytical expressions describing thermoelastic strains in an inhomogeneous object bounded by a
plane are obtained within the framework of the perturbation theory. In a quasi-static case, the photoacoustic
image is formed due to inhomogeneities in the thermoelastic coupling coefficient. Formulas for the photoacous-
tic response of a piezoelectric sensor operating in various regimes are obtained. © 2005 Pleiades Publishing,
Inc.
In recent years, processes related to the generation,
propagation, and detection of thermal and acoustic
waves excited by laser radiation in inhomogeneous sol-
ids have received much attention [1, 2]. The interest in
studying these phenomena is related to the wide possi-
bilities of using photoacoustic and photothermal
microscopy for diagnostics of the state of near-surface
layers of various materials and structures on a micro-
scopic level [3]. Correct interpretation of the data of
photoacoustic and photothermal microscopy is based
on a detailed description of the interactions of thermal
and acoustic waves with inhomogeneities present in the
objects studied. Such interactions have been studied in
sufficient detail from the standpoint of photothermal
microscopy [4–6], while the situation in photoacoustic
microscopy with piezoelectric signal detection is much
less satisfactory. An important distinctive feature of the
photoacoustic microscopy with piezoelectric signal
detection, in comparison to the photothermal micros-
copy, is the need to take into account nonstationary
thermoelastic strains arising in the probed object as a
result of absorption of modulated laser radiation.

Previously, the process of laser-radiation-induced
nonstationary thermoelastic straining was studied for
inhomogeneous objects with fixed boundaries [7]. This
Letter presents the results of analysis of the formation
of a photoacoustic piezoelectric response from an inho-
mogeneous object under the conditions where its sur-
face remains free. Similar to the previous analysis [7],
we will consider a three-dimensional model within the
framework of perturbation theory. In solving this task,
we can use the classical theory developed for elastic
straining of a medium bounded by a plane; an approach
to solving such problems is outlined in [8]. However,
the analysis of the photoacoustic effect requires addi-
tional determination of thermoelastic deformations. In
1063-7850/05/3110- $26.000839
this study, the main attention is devoted to the analysis
of features related the thermoelastic effect.

Nonstationary thermoelastic strains arising in a
solid in the course of absorption of modulated laser
radiation can be described using the equations of
motion [8] with the stress tensor σ including the ther-
moelastic effect:

Here, λ and µ are the Lamé elastic constants, γ is the
thermoelastic coupling coefficient, uij are the compo-
nents of the strain tensor, T is the temperature of the
laser-heated object, and T0 is the temperature of the
ambient medium.

An important feature of the above expression, dis-
tinguishing it from the commonly accepted representa-
tions of the stress tensor is that the Lamé constants and
the thermoelastic coupling coefficient are coordinate-
dependent. Previously, it was pointed out [7] that the
lengths of acoustic waves in solids are much greater
than the lengths of thermal waves in a broad range of
frequencies up to about 1 GHz. Therefore, within the
framework of the so-called quasi-static approximation,
the photoacoustic imaging due to inhomogeneities in
the elastic properties of objects is impossible because
of poor resolution. Then, the observed photoacoustic
images are determined predominantly by inhomogene-
ities in the thermoelastic coupling coefficient, since this
response is related to much shorter lengths of the ther-
mal waves.

Taking into account the above remark, let as assume
that all inhomogeneities in the object under consider-
ation are related only to the coefficient of thermoelastic
coupling. Accordingly, this coefficient can be written as
γ = γ0 + γ1(r), where γ0 is the value characterizing the
corresponding homogeneous object and γ1 is the contri-

σij 2µ r( )uij λ r( )ukk γ r( ) T T0–( )–[ ]δ ik.+=
 © 2005 Pleiades Publishing, Inc.
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bution due to inhomogeneities inside the object. Simi-
larly to [7], we will also assume the inhomogeneity of
the object to be weak, so that γ0 @ γ1. Then, within the
framework of perturbation theory, the temperature vari-
ations ∆T in the object excited by nonstationary laser
radiation and the thermoelastic strain vector compo-

nents ∆ui and can also be represented as ∆ui = ∆  +

∆  and ∆T = ∆T(0) + ∆T(1), where ∆  @ ∆  and

∆T(0) @ ∆T(1). Here, ∆  and ∆T(0) describe the strain
and temperature distributions generated by laser radia-

tion in the homogeneous object, ∆  and ∆T(1) corre-
spond to the perturbations caused by inhomogeneities
present in the object.

The equation of motion was presented (with allow-
ance for the above assumptions) in [7]. This equation
has to be solved for an object with a free surface, which
corresponds to the condition σiznz|z = 0 = 0 at z = 0, where
ni are the components of a unit vector perpendicular to
the sample surface. In the explicit form, this boundary
condition for the strain tensor components in the first
order of perturbation theory can be written as

(1a)

(1b)

Within the framework of the proposed model, the
consideration will be restricted to an object which is
homogeneous with respect to its thermal properties.
Then, we may assume that, in Eqs. (1), ∆T(1) = 0 and
∆T(0) can be determined from the equation of heat con-
duction in the homogeneous object.

In order to solve the problem formulated above, we
can use an approach developed in the theory of elastic-
ity for a solid bounded by a plane [8]. However, we
must take into account that the equation of motion in
the problem considered in the theory of elasticity is
homogeneous, whereas our equation of motion is
homogeneous since its right-hand part contains a term

of the type (γ1∆T(0)). Taking this into account, let us

represent the strain vector by analogy with that in [8] as

(2)

where f(0) is a partial solution of the equation of motion.
This partial solution can be found using a method
described in [9]. Not dwelling here on the details of
these calculations, we will use the final result for the f(0)

vector components:

(3)
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λ0∆ull
1( ) 2µ0∆uzz

1( )+( ) z 0= γ0∆T 1( ) γ1∆T 0( ).+=

∂
∂xi

-------
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f i
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4π λ0 2µ0+( )
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γ1 r'( )∆T 0( ) r'( )
r r'– 3

------------------------------------ xi xi'–( ).∫=
TE
Using representation (2) of the strain tensor compo-

nents ∆ , we can rewrite the boundary conditions (1)

for the components of ∆  tensor as

(4a)

(4b)

Note that the equation of motion for vector ∆U(1) is
homogeneous.

It should be noted that, considering the problem of
the usual theory of elasticity with a certain distribution
of the force P(x, y) on the sample surface, the boundary
condition corresponding to the free surface can be writ-
ten as

(5)

where  = λullδik + 2µuij is the stress tensor of the
theory of elasticity without allowance for the ther-
moelastic effect.

A problem of this kind is analyzed in [8]. A compar-
ison of the boundary conditions (4) and (5) shows that
they coincide in form for

(6a)

(6b)

Thus, by introducing a force distribution on the sam-
ple surface using expressions (6), we can take into
account the thermoelastic effect within the framework
of the problem considered in the usual theory of elastic-
ity. A solution of this problem with the boundary con-
dition (5) for the strain vector components is presented

in [8]. Using this result, the components of vector ∆
in the problem of thermoelasticity under consideration
can be written as follows:

(7)

where Gik are the components of the tensor Green’s
function for the equations of motion in the quasi-static
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approximation for a semiinfinite medium occurring
under the action of only the surface force with the com-
ponents Pi given by expressions (6).

The components of the tensor Green’s function are
presented in [8]. For determining vector ∆u(1) it is nec-
essary to substitute the components of P(x, y) from
Eqs. (6) into Eq. (7). In the general case, the resulting
expressions are rather lengthy and are not reproduced

here. Expressions for ∆  can be written in a simpler
form in the case of z @ |x – x0|, z ! |y – y0| (see figure).
Using Eqs. (7), it is possible to show, for example, that

the deformations ∆  and ∆  in this case are
described by the formulas

(8a)

(8b)

Using these formulas, it is possible to determine the
response signal detected by a piezoelectric sensor at a
distance z from the upper surface of the sample.
Depending on the oscillation mode excited in the piezo-
element, the response signal ∆V can be proportional to

 or  +  [10, 11]. The latter

expression refers to thin piezoelectric sensors exhibit-
ing bending oscillations in course of signal detection.

It is possible to show that, in accordance with for-
mulas (8), the piezoelectric signals in the two cases are
given by the formulas

(9a)

(9b)

respectively, where C1 and C2 is a coefficient dependent
on the piezoelectric sensor characteristics.

Formulas (9) present a three-dimensional generali-
zation of the results obtained previously within the

ui
1( )

ux
1( ) uz

1( )

∆ux
1( ) 1 4σ2–( ) 1 σ+( )

2πE 1 σ–( )
----------------------------------------–=

× 1

z2
---- x' y' x x'–( )γ1 x' y' 0, ,( )∆T 0( ) x' y' 0, ,( ),d∫d∫

∆uz
1( ) 3 2σ–( ) 1 2σ–( ) 1 σ+( )

2πE 1 σ–( )
-----------------------------------------------------------–=

× 1
z
--- x' y'γ1 x' y' 0, ,( )∆T 0( ) x' y' 0, ,( ).d∫d∫

∂∆uz
1( )

∂z
---------------

∂∆ux
1( )

∂x
---------------

 ∂∆uy
1( )

∂y
---------------



∆V1 C1
1 4σ2–( ) 1 σ+( )

πE 1 σ–( )
----------------------------------------–=

× 1

z2
---- x' y'γ1 x' y' 0, ,( )∆T 0( ) x' y' 0, ,( ),d∫d∫

∆V2 C2
3 2σ–( ) 1 2σ–( ) 1 σ+( )

2πE 1 σ–( )
-----------------------------------------------------------=

× 1

z2
---- x' y'γ1 x' y' 0, ,( )∆T 0( ) x' y' 0, ,( ),d∫d∫
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
framework of a one-dimensional model [12–18] and
supplement the results obtained in the analysis of the for-
mation of a photoacoustic signal from inhomogeneous
objects with a fixed boundary [7]. Expressions (9) were
obtained without any special assumptions concerning
the properties of materials. Therefore, these formulas
are universal and can be used in the interpretation of
experimental data for various materials. As can be seen
from these expressions, the photoacoustic piezoelectric
reveals inhomogeneities of the thermoelastic coupling
coefficient near the sample surface. It can be also seen
that, by moving the point of laser action over the sam-
ple surface, it is possible to image the inhomogeneities
of the thermoelastic coupling coefficient at a resolution
determined by the thermal wavelength. Previously [14–
17], it was pointed out that the thermoelastic coupling
coefficient depends, for example, on the internal
stresses. Therefore, the obtained results imply that the
photoacoustic images obtained under such conditions
will reflect the distribution of internal stresses near the
sample surface, while formulas (9) can be used for an
analysis of the character of this distribution and for
evaluation of the magnitude of internal stresses in the
sample.
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Forming Composites Based on Mineral Fibers
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Abstract—The effect of aluminum sulfate additives on the structure of a composite material based on basalt
fibers has been studied using electron microscopy and IR spectroscopy. The introduction of aluminum sulfate
leads to the appearance of outgrowths fastening mineral fibers to each other at their intersection contacts. This
is accompanied by the appearance of an absorption band in the IR spectra, which is attributed to hydrogen-
bonded hydroxy groups. Estimates of the hydrogen bond lengths are obtained from an analysis of the IR absorp-
tion band shape. © 2005 Pleiades Publishing, Inc.
Composites based on mineral fibers are widely used
in the production of various paper materials for techni-
cal applications [1, 2]. It was empirically established
that the strength of such composites can be increased by
adding aluminum sulfate to a mineral-fiber mass in a
neutral or weakly alkaline medium, but the mechanism
of this reinforcement is still incompletely clear. It is
obvious that knowledge of this mechanism will offer
new possibilities in the development of methods for
controlled and automated production of composites
based on mineral fibers.

In order to elucidate the mechanism of composite
reinforcement in the presence of aluminum com-
pounds, we prepared a series of samples based on basalt
fibers on a LOA-2 plate-casting machine and studied

(a) (b)

Fig. 1. TEM micrographs of basalt fibers (a) before and
(b) after the introduction of aluminum sulfate (80% as cal-
culated for Al2O3). Magnification: (a) ×4000; (b) ×1181.
1063-7850/05/3110- $26.00 ©0843
their structures using transmission electron microscopy
(TEM) and IR spectroscopy.

Figure 1 shows the TEM images of basalt fibers,
which were examined before and after the introduction
of aluminum sulfate (80% as calculated for Al2O3). As
can be seen, basalt fibers in the material free of alumi-
num sulfate are arranged practically independently of
each other. Upon the introduction of aluminum sulfate,
there appear outgrowths of polynuclear aluminum
complexes, which fasten the mineral fibers to each
other at their intersection contacts.

Information concerning the mechanism of this fas-
tening can be obtained by studying the IR absorption
spectra of samples prepared with and without alumi-
num sulfate additives in the aqueous suspension of min-
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Fig. 2. Fragments of the IR spectra with decomposition into
Gaussian components I and II: (1) aluminum sulfate;
(2) basalt fibers; (3) basalt fibers after introduction of alu-
minum sulfate. Thick solid curve shows a sum of the Gaus-
sian components I and II.
 2005 Pleiades Publishing, Inc.
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Parameters of decomposition of experimental IR absorption bands into Gaussian components (Fig. 2)

Sample

Frequencies of Gaussian
components H-Bond length Relative content

of “strong” H-bonds 
(d1/d2)Peak I, cm–1 Peak II, cm–1 d1, Å d2, Å

Basalt (surface density, 6.5 g/m2) 3117 ± 137 3358 ± 34 2.68 ± 0.04 2.77 ± 0.02 1.42

Aluminum sulfate (pressed into KBr) 3191 ± 81 3432 ± 6 2.70 ± 0.03 2.82 ± 0.01 0.83
eral fibers. For this purpose, we specially prepared a
series of castings with a low mass per square meter and
a thickness of 0.2–0.3 mm and measured their IR
absorption spectra in the transmission mode. Figure 2
shows the fragments of the IR spectra in the region of
absorption by hydroxy groups. As can be seen, the
introduction of aluminum sulfate into the aqueous sus-
pension of mineral fibers led to the appearance of a
rather broad absorption band in the region of 3800–
2600 cm–1, which is characteristic of the hydrogen-
bonded hydroxy groups.

As is known, a characteristic feature of aluminum
sulfate is the ability of this compound to form polyhy-
droxocomplexes involving numerous hydroxy groups.
This is manifested by a broad absorption band related
to the vibrations of hydroxy groups (Fig. 2, curve 1). A
compact mutual arrangement of the hydroxy groups
favors the formation of stable hydrogen bonds (H-
bonds) binding primarily the internal hydroxy groups
of the polyhydroxocomplex and thus determining its
strength. However, if structural components with pro-
ton acceptors (e.g., oxygen atoms) occur in a close
vicinity of the polyhydroxocomplex particles, these
components are also involved in the H-bonds. There-
fore, we may suggest that an aqueous solution of alumi-
num sulfate acts according to this very mechanism as a
binding agent in mineral fiber composites whose struc-
tures usually contain bound oxygen.

An analysis of the shape of the absorption band due
to H-bonded hydroxy groups can provide an estimate of
TE
the H-bond length (O–H···O) in polynuclear aluminum
complexes and related mineral fibers. For this purpose,
we have decomposed the experimental absorption
bands into Gaussian components I and II with the
parameters listed in the table. The H-bond length was
estimated using the method described in [3], according
to which the frequency of the band component is
related to the characteristic bond length, while the band
intensity is related to the concentration of such bonds.
As can be seen from data in the table, the H-bond struc-
tures in the polyhydroxocomplex and in the composite
are approximately the same. However, the relative con-
centrations of short and long bonds differ, so that the
composite contains predominantly the short bonds.
This fact can be related to the enhancement of H-bonds
in the composite. Thus, the H-bonds play a significant
role in the formation of composites based on mineral
fibers and containing the products of aluminum sulfate
hydrolysis.
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Abstract—The effect of illumination on the current–voltage (J–U) characteristics and the temperature depen-
dence of conductivity σ(T) of MnIn2S4 single crystals has been studied. Under illumination, the J−U curves can
be divided into three parts corresponding to the linear (J ~ U), “3/2” (J ~ U1.5) and “5/2” (J ~ U2.5) laws. This
behavior is explained by an increase in the density of free charge carriers under the joint action of electric field
and illumination. The current J1 in the illuminated sample is 104–105 times the dark J2 value. The positions of
energy levels in the semiconductor crystal under study are determined. © 2005 Pleiades Publishing, Inc.
This Letter presents the results of investigation of
the effect of illumination on the current–voltage (J–U)
characteristics and the temperature dependence of con-
ductivity in MnIn2S4 single crystals grown from by
means of chemical vapor transport reactions. The X-ray
diffraction measurements showed that the obtained
singe crystal has a cubic structure (space group, Fd3m)
a unit cell parameter of a = 10.71 Å [1]. The electrical
measurements were performed on sandwich structures
with fused indium contacts.

Figure 1 shows the typical J–U characteristics of an
In–MnIn2S4–In structure measured at 293 K in the dark
(curve 1), in the dark after preliminary illumination
(curve 2), and under constant exposure to a white light
(curve 3). As can be seen, the J–U curve measured in
the dark (curve 1) can be divided into three parts corre-
sponding to a linear increase (J ~ U), a quadratic
growth (J ~ U2), and a cubic buildup (J ~ U3). Previ-
ously, we have established [2] that the current genera-
tion in the quadratic region is due to a single-type (uni-
polar) carrier injection, while the cubic buildup region
is due to the double carrier injection. Upon preliminary
illumination, the J–U curve exhibits a linear portion
(J ~ U) and a region where J ~ U3/2. In a sample illumi-
nated by white light, the photogenerated electrons are
captured by traps and the generated holes are trapped
by recombination centers, which results in the electron
transitions from valence to conduction band and in the
appearance of free charge carriers. The J–U curves
measured upon termination of the exposure and keep-
ing the sample for some time in the dark show that the
current in such a preilluminated crystal is about
102 times that in the nonilluminated one. The additional
conductivity is provided by nonequilibrium charge car-
riers [3].
1063-7850/05/3110- $26.000845
The J–U characteristic observed under constant illu-
mination (Fig. 1, curve 3) can be divided into three part
corresponding to the linear (J ~ U), “3/2” (J ~ U1.5) and
“5/2” (J ~ U2.5) laws. This behavior can be explained by
assuming that the joint action of the applied electric
field and illumination leads to an increase in the proba-
bility of the appearance of free electrons in the conduc-
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Fig. 1. The typical J–U curves of an In–MnIn2S4–In struc-
ture measured at 293 K (1) in the dark, (2) in the dark after
preliminary illumination, and (3) under constant exposure
to a white light (200 Lx).
 © 2005 Pleiades Publishing, Inc.
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tion band, and of the free holes in the valence band,
charge carrier generation under. As can be seen, the cur-
rent J1 in the illuminated sample was 104–105 times the
dark J2 value. The J ~ U2.5 region observed for the illu-
minated sample corresponds to the quadratic region in
the characteristic of a sample measured in the dark. The
illumination of a sample featuring the current due to
unipolar injection can lead to an increase in the space
charge limited current, provided that a part of the space
charge is trapped and that carriers in the traps can
absorb the energy of incident light. In particular, the
trapped carrier can directly absorb a light quantum and
pass to an allowed energy band [4].
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Fig. 2. Temperature dependences of the electric conductiv-
ity of a MnIn2S4 single crystal measured (1) in the dark and

(2) under illumination with white light (3.5 × 103 Lx).
TEC
Figure 2 shows the temperature dependences of the
electric conductivity σ of MnIn2S4 single crystals mea-
sured in the dark (curve 1) and under illumination with
white light (curve 2). As can be seen, the conductivity
in a low-temperature region is significantly higher
under illumination than in the dark. The logσ versus
inverse temperature plots for the illuminated single
crystal reveals two regions with different activation
energies E = 0.065 and 0.21 eV, while the entire curve
measured in the dark has a single slope corresponding
to E = 0.53 eV. It should be noted that virtually the same
energy levels were also revealed by data on the thermo-
stimulated currents [5].

To summarize, we have experimentally studied the
effect of illumination on the J–U characteristic and the
conductivity σ(T) of MnIn2S4 single crystals and estab-
lished that J–U curves exhibit three parts corresponding
to the linear (J ~ U), “3/2” (J ~ U1.5) and “5/2” (J ~ U2.5)
laws. This behavior is explained by features of the
charge carrier generation and trapping under the joint
action of applied field and illumination. The current J1

in the illuminated sample is about 105 times the dark J2
value. The positions of energy levels in the semicon-
ductor crystal under study are determined.
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Abstract—The relationship between the phase synchronization of chaotic oscillators and their time scale syn-
chronization has been considered, and it is established that the onset of the time scale synchronization depends
on the resolving power of the base wavelet. This synchronization usually appears either before or (if said resolv-
ing power is insufficient) simultaneously with the onset of phase synchronization. The results are illustrated in
the case of one-way coupled Rössler type dynamical systems. © 2005 Pleiades Publishing, Inc.
Chaotic synchronization of dynamical systems is
among basic nonlinear phenomena which have been
extensively studied in recent years [1] and are also of
considerable practical importance. The development of
the theory of dynamical chaos revealed various types of
synchronous chaotic behavior of coupled dynamical
systems, including the phase [1], generalized [2],
lag [3], and complete synchronization [4]. Each partic-
ular type of synchronous chaotic dynamics has its own
distinctive features, but the question of the relationships
between various types of synchronous behavior has
been also actively discussed in recent years. Indeed,
various forms or synchronization of coupled chaotic
oscillators can be considered as manifestations of cer-
tain general laws valid for coupled nonlinear systems
(see, e.g., [5–7]).

Recently, we have demonstrated [8–10] that all the
aforementioned types of synchronous chaotic behavior
can be considered as partial cases of the same type of
synchronous dynamics referred to as the time scale syn-
chronization. For example, it was found that, if two
coupled chaotic oscillators occur in the regime of phase
synchronization, then the time scale synchronization
can be revealed as well. The inverse statement is gener-
ally not valid and it is quite a typical situation when the
coupled chaotic oscillators exhibit signs of the time
scale synchronization, while the phase synchronization
is not observed (see [8, 9, 11]).

The aim of this study was to establish a relationship
between the phase synchronization of chaotic oscilla-
tors and their time scale synchronization. In particular,
we studied the mutual arrangement of the boundaries of
these regimes on the plane of control parameters (drive
frequency–coupling parameter) of two coupled oscil-
lators.
1063-7850/05/3110- $26.00 ©0847
The phenomenon of phase synchronization is usu-
ally described and analyzed in terms of the phase φ(t)
of the chaotic signal [1, 12–16]. The phase synchroni-
zation of chaotic signals implies entrainment of their
phases, while the amplitudes remain mutually indepen-
dent and appear as chaotic. The entrainment of phases
leads to coincidence of the frequencies of chaotic sig-
nals (the characteristic frequency of a chaotic signal is

defined as the average rate 〈 (t)〉  of phase variation).

There are several methods of introducing the phase
of chaotic oscillations, which are applicable to systems
with a simple topology of chaotic attractors (i.e., with
phase-coherent attractors). First, the phase φ(t) of a cha-
otic signal can be defined as an angle in the polar coor-
dinate system on the (x, y) plane [3, 17]. However, in
this case, all trajectories of the projection of the chaotic
attractor onto the (x, y) plane will rotate around the ori-
gin. Sometimes it is possible to use a transformation of
coordinates in order to obtain a projection suited for the
phase introduction [1, 17]; otherwise, it is possible to
consider the system dynamics on the plane of velocities
( , ) [18]. Another way of defining the phase on a
chaotic dynamical system is based on the introduction
of an analytical signal [12, 14] with the aid of the
Hilbert transform. Finally, the phase of a chaotic signal
can be introduced with the aid of the Poincaré cross
section [12, 14]. All these approaches give similar cor-
rect results for the systems with phase-coherent attrac-
tors [17]. On the other hand, these methods frequently
lead to incorrect results when applied to the systems
with poorly defined phase (see, e.g., [1, 19]). For this
reason, the phase synchronization of such a system can
be revealed in some cases by means of indirect obser-
vations [17, 20] and measurements [21], although there
are cases where the presence or absence of phase syn-
chronization cannot be practically established.

φ̇

ẋ ẏ
 2005 Pleiades Publishing, Inc.
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The regime of time scale synchronization [8–11] is
usually described in terms of the time scales s intro-
duced using a continuous wavelet transform with a base
wavelet function of the Morlet type (see, e.g., [22]):

(1)

Each time scale s is characterized by the corresponding
instantaneous phase φs(t) = (s, t), where W(s, t) is
the complex wavelet surface. In these terms, the phe-
nomenon of time scale synchronization of coupled cha-
otic systems is manifested by the synchronous behavior
of phases φs1, 2(t) of the first and second oscillator,
respectively, observed in the interval of synchronized
time scales sm < s < sb . Each time scale s from this inter-
val obeys the condition of phase entrainment

(2)

and the energy fraction of the wavelet spectrum in said
interval is nonzero. Since the base wavelet (1) depends
on the parameter Ω , it is important to study the influ-
ence of this parameter on the possibility to determine
the boundary of the regime of time scale synchroni-
zation.

Let us consider the problem of the relationship
between the phase synchronization and the time scale
synchronization in the case of two one-way coupled
chaotic oscillators representing Rössler systems with

ψ0 η( ) 1

π4
------- jΩη( ) η2

2
-----– 

  .expexp=

Warg

φs1 t( ) φs2 t( )– const,<

1.051.000.950.900.850.80
0

0.1
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ωd

ε

The plane of control parameters (ωd, ε) for two one-way
coupled chaotic Rössler oscillators (3). Solid curve shows
the boundary of the onset of phase synchronization of cha-
otic oscillators; dashed curve shows the boundary of the
time scale synchronization for the Morlet wavelet parame-
ter Ω = 2π, and dash-dot curve shows this boundary for Ω =
16; points indicate the boundary of the time scale synchro-
nization as determined by analysis using the Morlet wavelet
parameter Ω = 0.05.
TE
slightly mismatched parameters:

(3)

where ε is the coupling parameter. The values of the
control parameters are selected by analogy with those
used in [23]: a = 0.15, p = 0.2, and c = 10.0. The control
parameter of the driven (response) system, ωr = 0.95,
which characterizes its fundamental frequency, is fixed.
The analogous parameter of the drive system ωd is var-
ied in the interval from 0.8 to 1.1, which corresponds to
a slight mismatch of the two oscillators. It is known
that, for the selected values of control parameters, the
chaotic attractors of interacting oscillators are phase-
coherent (except for small regions on the (ωd, ε) plane
not having significant influence on the final results),
which makes possible correct introduction of the phase
of chaotic signals and reliable detection of the regime
of phase synchronization.

The boundary of the region corresponding to the
onset of phase synchronization on the plane of control
parameters (ωd, ε) for the system under consideration is
shown in the figure. The appearance of phase synchro-
nization was determined by the condition of entrain-
ment of phases of the drive and response oscillators (3).
The phases were defined as the polar angles in the coor-
dinate systems on (xd, yd) and (xr, yr) planes. It should
be noted that the boundary of the region of phase syn-
chronization in cases when the phase was introduced in
terms of the Hilbert transform or as the polar angle on
the ( , ) plane virtually coincided with that presented
in the figure, which is related to the good topology of
the chaotic attractor in the system studied. As can be
seen, the region of phase synchronization has the shape
of a “tong,” which touches the point (ωr, 0) on the plane
of control parameters (ωd, ε) and then expands with
increasing coupling parameter ε.

The same diagram shows a boundary corresponding
to the onset of time scale synchronization for the base
Morlet wavelet parameter Ω = 2π. This choice (pro-
posed in [8, 9, 11]) is determined by the fact that it pro-
vides for a simple and natural relationship between the
time scale s and the frequency f of the corresponding
Fourier spectrum: s = 1/f. For other values of Ω , rela-
tions between the frequency and the time scale are more
involved (for detail, see [22]).

In the case of a relatively large mismatch between
the parameters of interacting oscillators (see the figure),
the regime of time scale synchronization is observed at
lower values of ε as compared to that corresponding to
the onset of phase synchronization. In the case of a
small mismatch, the boundaries of the onset of both
types of chaotic synchronization practically coincide.

ẋd ωdyd– zd, ẋr– ωryr– zr– ε xd xr–( ),+= =

ẏd ωdxd ayd, ẏr+ ωrxr ayr,+= =

żd p zd xd c–( ), żr+ p zr xr c–( ),+= =

ẋ ẏ
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This behavior is related to the resolving power of the
wavelet function for a given value of Ω: as long as the
detuning of frequencies of the drive and response oscil-
lators is small, the synchronous behavior of both sys-
tems on the time scale s1 (corresponding to the funda-
mental frequency in the Fourier spectrum of the drive
system) can be “masked” by asynchronous dynamics
on a time scale s2 corresponding to the fundamental fre-
quency of the response system [22]. For this reason,
asynchronous behavior on both s1 and s2 scales will be
observed unless the asynchronous dynamics on the s2
scale is not completely suppressed by the synchronous
dynamics on the s1 scale, which corresponds to estab-
lishment of the regime of phase synchronization.

As the mismatch between the drive and response
oscillators increases, the interval between the time
scales s1 and s2 grows accordingly and the dynamics on
these scales can be distinguished with the aid of the
wavelet function. For this reason, the threshold of the
onset of time scale synchronization for a large ωd–ωr

difference is detected before the phase synchronization
threshold.

An increase in the parameter Ω leads to an increase
in the resolving power of the Morlet wavelet function
(see, e.g., [22]), which makes possible the detection of
fine details in the synchronous dynamics. Therefore,
the threshold of the onset of time scale synchronization
must shift toward lower values of the coupling parame-
ter ε with increasing Ω and, on the contrary, a decrease
in Ω will shift the threshold of detection of the regime
of time scale synchronization toward greater ε values.
Simultaneously, a decrease in Ω is accompanied by
expansion of a region on the plane of control parame-
ters (ωd, ε) in which the boundaries of the time scale
synchronization and the phase synchronization coin-
cide. This is illustrated in the figure, which also shows
a boundary of the time scale synchronization deter-
mined using the Morlet wavelet function with Ω = 16.
As can be seen, the time scale synchronization in this
case is detected earlier than in the case of Ω = 2π.

For comparison, the diagram also shows a boundary
of the time scale synchronization determined using a
Morlet wavelet function with a very poor resolving
power, which corresponds to Ω = 0.5. In this case, the
boundary of the time scale synchronization is detected
virtually simultaneously with the onset of phase syn-
chronization even for a relatively large mismatch
between the parameters of interacting oscillators. Thus,
an analysis of the behavior of coupled chaotic oscilla-
tors with the aid of the Morlet wavelet with a poor
resolving power (small Ω) makes possible the detection
of the boundary of the time scale synchronization even
for a relative large mismatch between the two coupled
oscillators. In such cases, the phase coherence (or its
absence) of the chaotic attractor is probably not as
important. In particular, for a system of two coupled
Rössler oscillators described in [21] with a coupling
parameter of ε = 0.05, a synchronous regime can be
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
detected using a Morlet wavelet with Ω = 0.5 even
despite the fact that the chaotic attractor is not phase-
coherent (in [21], the synchronous regime was detected
by passing to the ( , ) plane)).

In conclusion, we have studied a relationship
between the phase synchronization of chaotic oscilla-
tors and their time scale synchronization and deter-
mined the role of selection of the Morlet wavelet
parameter on the detection of synchronous regimes in a
system of coupled oscillators.
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Abstract—The phenomenon of thermal magnetization of fine-grained alloys has been studied by micromag-
netic modeling in a multilayer stochastic system. It is established that thermal magnetization in this system is
manifested in a certain temperature interval. The mechanism of this effect is different from that stipulated by
the Zaitsev–Lileev model. © 2005 Pleiades Publishing, Inc.
According to the Zaitsev–Lileev model [1, 2], the
phenomenon of thermal magnetization is explained by
the presence of microdomains with different values of
the anisotropy constant K in the initially demagnetized
material. Heating the sample leads to a decrease in
these constants and to an increase in the role of magne-
tostatic interactions. As a result, the magnetization vec-
tors of microdomains with small K values are aligned in
the direction of magnetization in the microdomains
with large K, which is manifested by the magnetization
of the whole sample. It is believed that the final distri-
bution of magnetization is energetically more favorable
than the initial state, so that the heating-induced mag-
netization is retained upon cooling of the sample.

Recently, we proposed [3] an alternative explana-
tion of the thermal magnetization phenomenon.
According to the developed model of a multilayer sto-
chastic system composed of infinite uniaxial magnetic
layers, the heating-induced magnetization is due to the
exchange interaction between these layers in the
absence of an external magnetostatic field [3].

In this study, we checked the role of magnetostatic
interactions for a model comprising 50 magnetic layers
separated by nonmagnetic interlayers (spacers), which
excluded the exchange interaction between the mag-
netic layers. The easy magnetization axes were oriented
perpendicularly to the magnetic layers.

A simplified schematic diagram of the model sys-
tem comprising four magnetic layers without spacers is
depicted in the figure. The Cartesian coordinate system
is oriented so that the x0y plane is parallel, and the
0z axis is perpendicular to the magnetic layers. The
magnetization vector M and the system parameters are
considered as functions of the z coordinate. The free
1063-7850/05/3110- $26.00 0851
energy functional G of the system under consideration
can be written in a dimensionless form as

(1)

where the integrand comprises a sum of the energy den-
sities due to exchange, anisotropy, and magnetostatic
interactions. Here, MS = |M| is the saturation magneti-
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zation, m = M/MS = (mx, my, mz) is the unit vector par-
allel to the magnetization M, A is the exchange con-
stant, K is the anisotropy constant; U ' is the derivative
of the magnetostatic field potential with respect to the
z coordinate, L is the multilayer system thickness, and
z = 0 and z = 1 are the left and right boundaries of the
system (the dimensionless coordinates are expressed in
the L units).

The magnetostatic field potential for a certain distri-
bution of the magnetization is described by the follow-
ing system of equations:

(2)

(3)

where n is the unit vector of the normal to the surface
of layers.

The problem of determining an equilibrium distri-
bution of the magnetization reduces to finding a local
minimum of the free energy functional (1) under condi-
tions (2) and (3). It was assumed that the system
evolves so as to provide for the steepest decrease in the
free energy. In terms of the numerical modeling, this
corresponds to using the method of steepest descent for
a discrete analog of the energy functional (1) consid-
ered as the function of a finite number of variables.

In order to study the phenomenon of thermal
(re)magnetization in the model system under consider-
ation, we have set a completely demagnetized initial
state, whereby the magnetization vectors in the adja-
cent layers were antiparallel and their anisotropy con-
stants acquired the alternating values of K and K/2. The
temperature variation was expressed via the tempera-
ture dependence of K, while the other parameters of the
system remained unchanged. In the course of model-
ing, the relative value of the anisotropy K/K0 (where K0
is the K value at T = 293 K) decreased from 1 to 0.01
and then increased to the initial value. The correspond-

U''
4π∂mz

∂z
--------- (inside  magnetic  layers),

0 (outside  magnetic  layers); 





 

=

∂U
∂n
------- ∂U
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--------------+ 4πm– n⋅=

(on  the  boundaries  between  layers),
TE
ing interval of temperature variation for Nd2Fe14B is
depicted in the figure [4].

The results of modeling showed that, as the temper-
ature increases, the system acquired nonzero magneti-
zation because vectors M of the layers with small
anisotropy exhibited rotation to become parallel to
these layers. This rotation corresponded to a decrease in
the free energy of the system due to a significant reduc-
tion in the magnetostatic energy component even at a
certain increase in the anisotropy energy (see figure).
As the temperature was increased further, the magneti-
zation vectors M of the layers with large anisotropy
also exhibited rotation and acquired the in-plane orien-
tation. As a result, the sample became completely
demagnetized. In the course of cooling, orientations of
the magnetization vectors of neighboring layers change
in the reverse direction, but a nonzero magnetization is
observed in a much wider temperature interval. Eventu-
ally, the system returns to the initial demagnetized
state. The reason for this behavior is that the states in
which the magnetization vectors of the adjacent layers
are oriented in the opposite directions are energetically
more favorable than the states with their parallel orien-
tation. Therefore, the mechanism according to which
the magnetization of low-anisotropy layers tends to
align in the direction of magnetization of the high-
anisotropy layers in not operative in the system studied.
The behavior analogous to those depicted in the figure
was also observed for the systems with layer thick-
nesses d = 5.37 and 10.74 nm.
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Abstract—A new autonomous differential dynamical system with dimension N = 4 is introduced, which has
solutions in the form of stable two-frequency oscillations and features a sequence of period-doubling bifurca-
tions of two-dimensional ergodic tori. At the points of period-doubling bifurcations, no resonances are observed
on a torus and only ergodic tori exhibit doubling. © 2005 Pleiades Publishing, Inc.
Investigation into bifurcations of quasi-periodic
oscillations and the transitions to chaos as a result of
their breakage is an important direction of research in
modern nonlinear dynamics. Details of the transition to
chaos via multifrequency oscillations can be described
using the classical mechanisms of Landau–Hopf [1, 2],
Ruelle–Takens [3, 4], and Afraimovich–Shil’nikov [5].
The problem has been analyzed in application to
a broad class of both real and model dynamical systems
[6]. The regimes of quasi-periodic oscillations are most
frequently described using discrete and differential sys-
tems with external periodic excitation (i.e., nonautono-
mous systems).

This study was aimed at finding the simplest auton-
omous differential system admitting solutions in the
form of stable two-frequency oscillations and featuring
the main bifurcation mechanisms of their breakage,
including period-doubling bifurcations. Although the
doubling of a two-dimensional (3D) torus was discov-
ered many years ago [7–9], details of the bifurcation
mechanisms of ergodic torus doubling are still incom-
pletely clear. A 2D torus can be realized in a 3D auton-
omous dissipative system as demonstrated, for exam-
ple, in [10]. However, realization of the torus-doubling
bifurcation requires the system dimension to be
increased to N ≥ 4.

This Letter proposes the simplest autonomous
dynamical system with N = 4, which features the
regime of a stable 2D torus, admits bifurcations of torus
doubling, and exhibits the transition to chaos via its
breakage. The proposed model will be used to study
some details of the bifurcation mechanism of ergodic
2D torus doubling.
1063-7850/05/3110- $26.00 0853
The initial system represents the known oscillator
model [11]:

(1)

The first two equations in system (1) describe the van
der Pol oscillator. At a finite g value, the system reveals
an inertial character of action on the amplifying circuit
of this oscillator, which is the main factor responsible
for the appearance of chaotic oscillations. Indeed, the
third equation in (1) describes an additional inertial
(delayed) feedback chain, including the nonlinear
transformation Φ(x), which can be set by a function of
the type ex – 1 or I(x)x2, where I(x) = 1 (x > 0) and
I(x) = 0 (x ≤ 0).

In order to provide for the required properties of the
system, let us change the inertial feedback circuit so as
to increase the system dimension:

(2)

Here, γ is the damping parameter of the new filter and g
is still the parameter characterizing the inertia. Equa-
tions (2) describe a dissipative circuit in the regime of
induced oscillations:

(3)

Analysis showed that, in order to provide for the
regime of self-sustaining autonomous oscillations, it is
sufficient to replace the control signal z(t) in Eqs. (1)

ẋ mx y xz– dx3,–+=

ẏ x,–=

ż gz– gΦ x( ).+=

ż ϕ ,=

ϕ̇ γϕ– γΦ x( ) gz.–+=

ż̇ γż gz+ + γΦ x( ).=
© 2005 Pleiades Publishing, Inc.
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with its derivative (t) = ϕ(t). Thus, the modified oscil-
lator is described by the following equations:

(4)

Equations (4) represent a nonlinear dissipative dynam-
ical system with N = 4, which is characterized by four
parameters: m (excitation parameter), d (nonlinear dis-
sipation parameter), γ (damping parameter), and g
(inertial parameter).

The results of numerical experiments showed that
system (4) features the regime of stable 2D torus, dou-
bling bifurcations, and breakage of the torus with the
transition to chaos. In addition, system (4) with small g

ż

ẋ mx y xϕ– dx3,–+=

ẏ x,–=

ż ϕ ,=

ϕ̇ γϕ– γΦ z( ) gz.–+=
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Fig. 1. (a) Bifurcation diagram of regimes of the proposed
generator (γ = 0.2, d = 0.001) showing the curves of cycle
period-doubling bifurcations (l1, l2), torus formation (lt),
torus breakage (lu), and chaotic attractor breakage (lc) and
the boundaries of 1 : 4 resonance on the torus (lr) (A is the
point of codimension 2 corresponding to φ = 1 : 4); (b) plots
of the Lyapunov exponent versus m (d = 0.001, γ = 0.2, g =
0.5) in the region of parameters between curves lt and lu
(B, C, D are the points of torus doubling bifurcations).
TE
(i.e., a system close to (1)) exhibits bifurcations of cycle
period doubling and the transition to chaos, thus show-
ing a behavior analogous to that of system (1).

Figure 1a presents a bifurcation diagram of regimes
for system (4) on the plane of control parameters m and
g for fixed values of the two other parameters (γ = 0.2
and d = 0.001) and Φ(x) = I(x)x2. Here, line m = 0 shows
the appearance (via a soft Andronov–Hopf bifurcation)
of a stable limiting cycle T0. Upon crossing the bifurca-
tion curve l1, this cycle exhibits a period-doubling
bifurcation. The cycle appearing on curve l1 exhibits a
period-doubling bifurcation on curve l2. The bifurca-
tion curve lt corresponds to the conditions under which
the pair of complex-conjugate multiplicators of cycle
T0 attain the unit circle and a 2D torus (m1, 2 = e±jφ) is
softly born. Naturally, on the passage along curve lt , the
angle φ value runs through a set of rational values cor-
responding to resonances on the torus. As an example,
Fig. 1a shows the region of resonance φ = 1:4 bounded
by curves lr originating from point A with codimen-
sion 2. Crossing the curve lu , situated above the torus
formation curve lt , corresponds to the transition to
chaos via breakage of the quasi-periodic oscillations.
Curve lc corresponds to the crisis (breakage) of the cha-
otic attractor formed on curve lu . Curve ldc reflects the
bifurcation of merging and vanishing of a pair of saddle
cycles, and the region between curves lt and lu corre-
sponds to 2D torus doubling bifurcations.

Now let us fix the parameters g = 0.5, d = 0.001, and
γ = 0.2 and consider the evolution of the torus in the
region of parameters between curves lt and lu. Figures 2a–
2f show the projections of attractors onto the z–Y plane
corresponding to the passage of points of the 2D torus
doubling bifurcations. The doubling is clearly evi-
denced by the structure of the Poincaré section and by
the analysis of time series and the corresponding power
spectra. Here, the tore period doubling bifurcation cor-
responds to the bifurcation of modulation period dou-
bling (or the cycle period doubling in the Poincaré
map).

From the standpoint of the bifurcation theory, it is
important to know whether the ergodic torus exhibits
doubling or a resonance initially takes place on the
torus, which is followed by doubling of the resonance
cycle and the double torus formation. In order to
answer this question, we have calculated the complete
spectrum of Lyapunov exponents corresponding to the
passage of bifurcation points (Fig. 1b). As can be seen
from Fig. 1b, all three major Lyapunov exponents van-
ish (Λ1 = Λ2 = Λ3 = 0) at the points of bifurcations (B,
C, D). The bifurcation transition is characterized by the
following change in the signs of the characteristic
Lyapunov exponents:

.0 0 – –, , , 0 0 0 –, , , 0 0 – –, , ,⇒ ⇒
torus3torus2 torus2
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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The results of calculations performed with a very
small step in parameter m (∆m = 3 × 10–6) showed that
the limiting cycle (with the spectrum of Lyapunov
exponents 0, –, –, –) was not formed on the passage
through the bifurcation point. At this point, we deal
with a structurally unstable 3D torus, which gives rise
to a stable double ergodic 2D torus. Thus, the above
data confirm the results previously obtained in [12],
where this conclusion was made for the first time. The
period-doubling bifurcation takes place for the ergodic
torus; no resonance cycles were observed in the numer-
ical experiment.
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Fig. 2. Projections of the attractors of system (4) for g =
0.125 and the corresponding Poincaré sections on the z–Y
plane for d = 0.001, γ = 0.2, g = 0.5 and various m values.
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Thus, the proposed dynamical system (4) actually
makes possible the realization of a stable regime of
ergodic two-frequency oscillations (2D torus regime)
and exhibits modulation period-doubling (2D torus
doubling) bifurcations. The autonomous system (4)
offers the simplest model for investigations of the bifur-
cations of quasi-periodic oscillations with two indepen-
dent frequencies. Detailed analysis of such regimes is
beyond the scope of this study and will be performed in
future work.
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Interaction between a Liquid
and a Cylindrical Body Touching a Wall
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Abstract—An exact solution is obtained for the problem of interaction between the ideal liquid homo-
geneously moving at infinity and streamlining a round cylinder touching a solid wall. © 2005 Pleiades Publish-
ing, Inc.
Determining a force acting upon a solid moving
according to a preset law in a liquid medium is of inde-
pendent basic interest and may favor finding new
hydromechanical effects [1–4] (see also [5] and refer-
ences therein).

This study is devoted to a description of the interac-
tion between the ideal incompressible liquid homoge-
neously moving at infinity and streamlining an immo-
bile hard round cylinder touching a solid wall. An exact
solution of this problem is obtained, which shows that
the cylinder exhibits repulsion from the wall.

We consider the ideal incompressible fluid, bounded
by a hard flat wall, and a hard infinitely long round cyl-
inder occurring in the liquid and touching the wall (see
figure). The wall and the cylinder are in rest relative to
the inertial Cartesian coordinate system XYZ. The wall
surface coincides with the Y = 0 plane, and the cylinder
touches this plane along the Z axis. The liquid occupies
region Ω in the half-space Y ≥ 0, is homogeneously
moving at infinity with the velocity V∞ = (V∞, 0, 0)
along the X axis, and performs two-dimensional poten-
tial motion in the entire region Ω . The task is to
describe the interaction between the liquid and the cyl-
inder, that is, to determine the force F acting upon a part
of the cylinder between two planes spaced by a unit dis-
tance in the flow (then, the force with which this part of
the cylinder acts upon the liquid is –F).

Let us introduce the polar coordinates (R, θ) in the
plane Z = 0, which are related to the Cartesian coordi-
nates (X, Y) as

(1)

where a is the cylinder radius. In these coordinates, the
force components Fx and Fy (the projections of F onto
X and Y axes, respectively), the Cauchy–Lagrange inte-
gral I, the equation of continuity, and the boundary con-

X R θ, Ysin– a R θ;cos+= =
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ditions at infinity and at the solid–liquid interface can
be written as

(2)

(3)

(4)

(5)

(6)

(7)

(8)

where Φ is the velocity field potential in the liquid, ρ is
the liquid density, P is the pressure in the liquid, and I
is the function of time t.

Fx a P R a= θsin θ;d

π–

π

∫=

Fy a– P R a= θsin θ;d

π–

π
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∂Φ
∂t
-------

1
2
--- ∇Φ( )2 P

ρ
---+ + I;=
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∂Φ
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∂Φ
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Y
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Schematic diagram of the system under consideration.
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It is convenient to introduce the coordinates (η, ξ)
related to (X, Y) as

(9)

The functions η = η(X, Y) and ξ = ξ(X, Y) defined by
expressions (9) map the cross section of the region Ω
with the plane Z = 0 into the band –∞ ≤ η ≤ ∞, 0 ≤ ξ ≤ 1.
Passing to the coordinates (η, ξ) in Eqs. (5)–(8), we
eventually arrive at

(10)

(11)

(12)

(13)

Substituting in these relations

(14)

we obtain a system of equations for χ:

(15)

(16)

(17)

(18)

The problem formulated by Eqs. (15)–(18) has the fol-

η 2a
X

X2 Y2+
------------------, ξ– 2a

Y

X2 Y2+
------------------.= =

∂2Φ
∂η2
---------- ∂2Φ

∂ξ2
----------+ 0 ∞– η ∞ , 0 ξ 1< < < <( );=

∂Φ
∂ξ
------- 0  for  ξ 0, ∞ – η 0  and  0 η ∞ ; < < < < = =

∂Φ
∂ξ
------- 0  for  ξ 1, ∞ – η ∞ ; < < = =

Φ 2aV∞
η

η2 ξ2+
-----------------   for  η 2 –  ξ 

2 0, 0 ξ . ≤ +  ∼

Φ χ
πηcosh πξcos–

----------------------------------------,=

∂2χ
∂η2
--------- ∂2χ

∂ξ2
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π
πηcosh πξcos–

----------------------------------------+ +

× 2 πη∂χ
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------sinh πξ∂χ
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 –

---+ π πηsinh πξcos+( )χ 0=

∞– η ∞ , 0 ξ 1< < < <( );

∂χ
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∂χ
∂ξ
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χ
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η
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-----------------–∼

for   η 2 ξ 
2 0, 0 ξ . ≤ +                                         
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lowing solution:

(19)

Then, according to relations (14) and (19),

(20)

Using Eqs. (1)–(4), (9), and (20), we obtain

(21)

where

(22)

Substituting into these expressions θ = 

and taking into account the formula k–2 =

–π2/12 (see [6]), one can readily show that B = (π2 + 3)

(numerical calculations yield A ≈ 10.34 and B ≈ 4.49).

Formulas (21) determine an exact solution to the
problem of interaction between the liquid and the cyl-
inder as formulated above. In particular, Eqs. (21) show
that the cylinder exhibits repulsion from the wall, since
the force F is directed toward the region Ω occupied by
the liquid.

Let the liquid at infinity perform periodic oscilla-
tions with the period T. Using formulas (21) to deter-
mine the time-average force acting upon the cylinder,
we obtain

(23)

where 〈…〉  = dt. Expressions (23) indicate, in

particular, that the average force 〈F〉  directed toward the
region Ω is perpendicular to the solid wall. It should be
noted that the time-average force acting upon a body
(round cylinder or ball) occurring far from the wall is
such that the body is attracted to the wall [1–3].

The obtained results can be used in the investigation
of phenomena involving liquid flows along interfaces in

χ πaV∞ πη.sinh–=

Φ πaV∞
πηsinh

πηcosh πξcos–
----------------------------------------.–=

Fx Aa2ρ
pV∞
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----------, Fy BaρV∞
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π
9
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1
T
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T

t T+∫
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the presence of surface roughnesses and foreign parti-
cles.
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Abstract—A method of silicon carbide (SiC) deposition onto silicon via a nonequilibrium disilicon carbide
(Si2C) vapor phase is proposed, theoretically described, and experimentally verified. Estimates obtained using
thermochemical calculations show that a sufficiently large number of SiC molecules, which are transported by
mobile Si2C species, are obtained using this method on the silicon surface. It is established that homogeneous
epitaxial SiC layers can be grown on a Si(111) substrate surface. © 2005 Pleiades Publishing, Inc.
The high mobility of free electrons, high electric
strength in combination with a sufficiently large band-
gap width, and excellent thermomechanical character-
istics make silicon carbide (SiC) a highly promising
material for various semiconductor devices [1]. How-
ever, the realization of this potential is hindered by the
absence of a technology of high-quality heteroepitaxial
SiC layers. For this reason, much effort has been
devoted in recent years to the investigation of SiC het-
eroepitaxy on silicon, which is related to the advanta-
geous combination of the properties of these materials
and the existence of a highly developed silicon technol-
ogy [1]. In addition, SiC epilayers can be used as buff-
ers for the growth of gallium nitride and aluminum
nitride films.

Silicon carbide layers are most frequently obtained
using three methods: deposition via sublimation in vac-
uum, molecular beam epitaxy (MBE), and chemical
vapor deposition (CVD) (see, e.g., [1–6]). Each of these
methods has certain advantages and disadvantages, but
no SiC layers of the required quality have been
obtained so far using either of these techniques. This is
related primarily to the extremely low density of satu-
rated vapor of both carbon and its carbide at a temper-
ature of and below SiC melting. For this reason, the
evaporation material exhibits immediate condensation
and has a low mobility on the substrate surface, which
leads to poor epitaxial growth [7]. In order to improve
the epitaxy, it is necessary to increase the mobility of
deposited particles from which the film is growing [7].
For the epitaxy of SiC, this implies that the film has to
be grown under conditions of a high density of satu-
rated vapor over the intrinsic crystal surface and a low
energy of SiC binding to silicon. As is known, silicon
carbide exhibits decomposition on sublimation with the
formation of compounds such as SiC, Si, Si2C, and
SiC2 in the vapor phase. However, the equilibrium
vapor densities of Si and SiC in the gas phase over solid
SiC at temperatures below 1400°C are extremely low.
1063-7850/05/3110- $26.00 0859
Even the vapor densities of two other compounds, Si2C
and SiC2, in equilibrium with solid SiC at T = 1400°C
(albeit five orders of magnitude higher than that for
SiC) are still insufficient to provide for any significant
growth of SiC on the surface of silicon.

These circumstances lead to the idea of depositing
silicon carbide under nonequilibrium conditions,
whereby the density of vapor delivering the material
possessing a sufficiently high mobility on silicon is
many orders of magnitude higher than the equilibrium
vapor density over solid SiC at a given substrate tem-
perature. Among all compounds formed between sili-
con and carbon, the only volatile substance occurring in
equilibrium with the solid phase at T < 1400°C is sili-
con. Thus, only silicon is capable of shifting the chem-
ical reaction toward a regime in which the concentra-
tion of the reaction products would be higher than that
under equilibrium conditions. In the presence of excess
Si in the gas phase, the reaction of SiC dissociation into
gaseous silicon and carbon, as well as the reaction of
SiC2 formation, will be suppressed according to Le
Chatelier’s principle. In particular, only gaseous Si2C
will be formed in the reaction between gaseous Si and
solid carbon.

Thus, gaseous Si will significantly increase the con-
centration of only one gaseous reaction product:

(1)

where ∆Q is the heat of formation of Si2C. An increase in
the concentration [Si] of the gaseous reagent (e.g., via
evaporation from the substrate) will shift reaction (1)
toward the right-hand side thus increasing the gaseous
product concentration [Si2C]. According to equation (1),
the concentration [Si2C] is proportional to the square of
the silicon concentration [Si] in the gas phase: [Si2C] =
K[Si]2, where K is the equilibrium constant of reaction (1).
This reaction is highly effective as a means of deliver-
ing material for the growth of SiC, because the product

2Si v( ) C s( ) Si2C v( ) ∆Q,+ +
© 2005 Pleiades Publishing, Inc.
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(Si2C) formation is accompanied by the evolution of a
considerable amount of heat. The results of thermo-
chemical calculations show that, for example, ∆Q ≈
360 kJ/mol at T = 1250°C. For comparison, note that
the heat of formation of Si2C via the reaction Si(v) +
SiC(s)  Si2C(v) + ∆Q is negative and amounts to
∆Q = –160 kJ/mol at T = 1250°C. As a result, the prod-
uct concentration [Si2C] is about seven orders of mag-
nitude lower than that in reaction (1) for the gaseous sil-
icon concentration [Si] in equilibrium with solid Si at a
given temperature. By the same token, the concentra-
tion of another product, SiC2, formed in the reaction
Si(v) + 2C(s)  SiC2(v) – 167 kJ/mol is about four
orders of magnitude lower than the concentration of
Si2C formed in reaction (1).

Let us evaluate the nonequilibrium flux of Si2C from
the gas phase to the substrate. The pressure p of Si2C
vapor formed as a result of reaction (1) where silicon in
the gas phase is in equilibrium with solid silicon (i.e.,
its pressure is equal to the equilibrium value pe) is

(2)

where p0 = 1 bar is the base pressure in the ground state
adopted in thermochemical calculations. The equilib-
rium constant of reaction (1) is

(3)

where R is the universal gas constant and ∆S and ∆H are
the changes in the system entropy and enthalpy upon
the reaction, respectively. Calculation of the ∆S and ∆H
values using reference data [8] for T = 1250°C yields
T∆S = –153 kJ /mol, ∆H = –360 kJ/mol, and K = 1.3 ×
107. For these values, formula (2) yields an estimate for
the Si2C pressure: p = 15 Pa. Since solid Si2C does not
exist and, hence, cannot condense from the gas phase,
the energy of Si2C binding to silicon is much lower than
that for C or SiC. Therefore, Si2C molecules must pos-
sess sufficiently high mobility for a good epitaxial
growth.

The flux of Si2C molecules to a substrate can reach
a level of

(4)

where m is the molecular weight of Si2C and kB is the
Boltzmann constant. For p = 15 Pa and T = 1250°C, for-
mula (4) yields J = 5 × 1020 cm–2 s–1. This is a suffi-
ciently large flux of molecules that provides, even at a
rather short lifetime in the adsorbed state, the presence
of a relatively dense Si2C adsorbate featuring the
decomposition reaction

(5)

p K
pe

2

p0
-----,=

K
T∆S ∆H–

RT
-------------------------,exp=

J
p

2πmkBT
-------------------------,=

Si2C v( ) SiC v( ) Si v( ).+
TEC
Gaseous SiC formed in this reaction immediately
attaches to the solid phase or decomposes because its
equilibrium vapor density is extremely low. The result-
ing silicon also either incorporates into the substrate or
evaporates. It is important to note that both solid Si and
SiC serve as active catalysts in the decomposition reac-
tion (5).

In order to realize the proposed mechanism of SiC
deposition, it is necessary to provide for the depot of
silicon involved in reaction (1). In this study, we used
the following patented method [9, 10]. A three-inch
Si(111) substrate plate is placed at a distance of
1−10 µm from a parallel, ground, and mirror-polished
surface of a 3-mm-thick porous carbon plate prepared
as described in [11]. This system is placed into a vac-
uum furnace and treated for 5–60 min at 1100–1400°C
and a residual air pressure of ~10 Pa. During this treat-
ment, silicon initially evaporates from the substrate sur-
face and penetrates into the porous carbon “sponge” to
an average depth of about 0.2 mm. Then, silicon vapor
occurring in equilibrium with solid silicon both in the
substrate and in porous carbon enters into the chemical
reaction with carbon according to equation (1). This
reaction leads to the formation of Si2C molecules in the
gas phase, which adsorb on the silicon substrate. These
high-mobility adsorbed Si2C species exhibit rapid
decomposition with the formation of gaseous SiC,
which results in the instantaneous nucleation and
growth of a solid SiC phase on the substrate surface.
According to the general theory of nucleation [7], this
process decreases supersaturation and renders it non-
equilibrium. The SiC nuclei grow and merge together,
thus forming a continuous film on the substrate surface,
which takes about 5–10 min at a substrate temperature
of 1250°C. At a higher temperature, the time necessary
for the formation of a continuous coating decreases,
while at a lower temperature this time increases. Once
such a continuous film is formed, the evaporation of Si
from the substrate surface ceases and the growth pro-
ceeds only at the expense of silicon accumulated in
porous carbon. In some time, this source is exhausted
and the process of silicon carbide film growth is termi-
nated.

Figure 1 shows a micrograph of SiC nuclei on
Si(111) formed within 5 min of heating at 1250°C. The
results of X-ray diffraction and electron diffraction
investigation showed that SiC layers grown on Si(111)
substrates using the method described above are epitax-
ial and homogeneous over the entire substrate surface.
Figure 2 presents the typical X-ray diffractogram and
the pattern of electron diffraction for a SiC layer grown
for 20 min at 1250°C.

Investigations of the SiC film thickness as a function
of the temperature of epitaxial growth in the interval
from 1100 to 1400°C showed that this temperature
dependence is well described by the Arrhenius curve
with an activation energy of ~2.5 eV (for approximately
~50-nm-thick film grown at 1250°C). This activation
HNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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energy is close to the activation energy of desorption
(~2.6 eV) from silicon surface, which is indirect evi-
dence for the proposed mechanism of epitaxial growth.
The maximum surface density of SiC islands as a func-
tion of the temperature is also well described by the
Arrhenius curve, which is characterized by an activa-
tion energy of ~1.5 eV.

Thus, using the proposed method of silicon carbide
deposition on silicon via a nonequilibrium Si2C vapor

25 µm

Fig. 1. Microphotograph of SiC nuclei formed on Si(111)
for 5 min at 1250°C.
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Fig. 2. The typical X-ray diffractogram and an electron dif-
fraction pattern (inset) of a SiC film grown on Si(111) for
20 min at 1250°C. The X-ray diffraction measurements
were performed on a Geigerflex D/max-RC diffractometer
(Rigaku, Japan) using CuKα radiation (λ = 1.54056 Å;
angular step, 0.01°; detection time, 1 s). The rocking curves
were measured in the two-crystal diffraction scheme
(ω scan mode). The electron diffraction measurements were
performed in the reflection mode on an EMR-100 elec-
tronograph operating at an accelerating voltage of 75 keV.
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phase, it is possible to obtain homogeneous epitaxial
SiC layers on Si(111) substrates. The main advantage
of this method is that it employs nonequilibrium Si2C
gas-phase species possessing high mobility and a suffi-
ciently large density. Homogeneous evaporation of sil-
icon from the substrate surface provides for a highly
uniform flux of Si2C species and, hence, for the homog-
enous growth of SiC.

Acknowledgments. The authors are grateful to
V.E. Khil’chenko, the General Director of “Sozvezdie”
Corporation, for his support of this study and to
A.P. Belyaev, V.N. Bessolov, I.P. Kalinkin, M.E. Kom-
pan, V.P. Rubetz, and L.M. Sorokin for their help in
investigations of SiC samples.

This study was supported by the “Sozvezdie”
Corporation (St. Petersburg), the Science and Educa-
tion Support Foundation (St. Petersburg), and the
Russian Foundation for Basic Research (project
no. 03-03-32503).

REFERENCES

1. Silicon Carbide. A Review of Fundamental Questions
and Applications to Current Device Technology, Ed. by
W. J. Choyke, H. M. Matsunami, and G. Pensl (Akade-
mie, Berlin, 1998), Vols. 1–2.

2. A. Fissel, Phys. Rep. 379, 149 (2003).
3. Yu. V. Trushin, E. E. Zhurkin, K. L. Safonov, et al.,

Pis’ma Zh. Tekh. Fiz. 30 (15), 48 (2004) [Tech. Phys.
Lett. 30, 641 (2004)].

4. A. N. Andreev, N. Yu. Smirnova, A. S. Tregugova, et al.,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 31, 285 (1997)
[Semiconductors 31, 232 (1997)].

5. V. V. Zelenin, M. L. Korogodskiœ, and A. A. Lebedev,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 35, 1172 (2001)
[Semiconductors 35, 1120 (2001)].

6. E. V. Bogdanova, A. A. Volkova, A. E. Cherenkova,
et al., Fiz. Tekh. Poluprovodn. (St. Petersburg) 39, 762
(2005) [Semiconductors 39, 730 (2005)].

7. S. A. Kukushkin and A. V. Osipov, Usp. Fiz. Nauk 168,
1084 (1998) [Phys. Usp. 41, 983 (1998)].

8. A Handbook of Thermodynamic Properties of Individual
Substances, Ed. by V. P. Glushko (Nauka, Moscow,
1979), Vols. 1–2 [in Russian]; Thermodynamic Proper-
ties of Individual Substances, Ed. by L. V. Gurvich,
I. V. Veyts, and C. B. Alcock (Hemisphere, New York,
1989–1994).

9. S. K. Gordeev, S. B. Korchagina, S. A. Kukushkin, and
A. V. Osipov, RF Patent Appl. No. 2005103321 (Febru-
ary 10, 2005).

10. S. K. Gordeev, S. B. Korchagina, S. A. Kukushkin, and
A. V. Osipov, RF Patent Appl. No. 2005103322 (Febru-
ary 10, 2005).

11. S. K. Gordeev, in Nanostructured Carbon for Advanced
Applications, Ed. by G. Benedek, P. Milani, and
V. G. Ralchenko (Kluwer, Dordrecht, 2001), pp. 71–88.

Translated by P. Pozdeev
05



  

Technical Physics Letters, Vol. 31, No. 10, 2005, pp. 862–863. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 20, 2005, pp. 14–18.
Original Russian Text Copyright © 2005 by Zubarev, Zubareva.
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for an Equilibrium Uncharged Conducting Jet Configuration 
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Abstract—The problem concerning the equilibrium configurations of the surface of an uncharged conducting
jet in a transverse electric field has been considered. It is established that this electrostatic problem is analogous
to the problem of the potential streamlining of a two-dimensional gas bubble by the ideal liquid, for which
effective analytical solution methods are available. Using this analogy, an exact solution for the jet shape has
been constructed and studied with respect to stability in the particular case in which the difference of pressures
inside and outside the jet is zero. This solution is characterized by a significant degree of deformation, whereby
the aspect ratio of the jet cross section amounts to 23/4. © 2005 Pleiades Publishing, Inc.
In the absence of an external electric field, the only
stable equilibrium jet configuration is a round cylinder.
Let us consider a jet of conducting fluid in an electric
field of strength E, which is oriented perpendicularly to
the jet axis. Since the applied field does not penetrate
inside the conducting fluid, it induces charging of the
jet surface. The force with which the electric field acts
on the surface charge will produce azimuthal deforma-
tion of the jet surface and stretch it along the field.
Compensation of the electrostatic forces by the surface
tension will lead to a new equilibrium configuration of
the jet surface.

As is known, capillary effects (in the absence of
electric fields) lead to the development of the so-called
Rayleigh instability of a round cylindrical jet, which is
manifested by the growth of small longitudinal pertur-
bations with a characteristic wavelength exceeding the
circumference length [1]. In order to analyze the stabil-
ity of a jet occurring in an electric field, it is necessary
first to find a solution of the problem for the unper-
turbed state. This solution is no longer represented by a
round cylinder and, hence, we have to study how the jet
cross section is deformed under the action of electro-
static forces.

In this Letter, we describe a particular solution for
the special case in which the difference P of pressures
inside and outside the jet is zero and consider the con-
ditions of existence of stable solutions for arbitrary P
values. Previously, a broad class of exact solutions was
found [2, 3] for an analogous problem concerning the
configuration of a charged jet of conducting fluid.

Let us assume that the jet cross section remains con-
stant and the fluid occurs in rest in the frame of refer-
ence moving with the jet. Then, the electric field poten-
1063-7850/05/3110- $26.00 0862
tial ϕ in the jet cross section plane {x, y} is described by
the two-dimensional Laplace equation

This equation has to be solved together with the equi-
potential condition ϕ = 0 on the conductor surface.
Another boundary condition corresponds to the homo-
geneity of the electric field at infinity:

The equilibrium relief of the surface of a conducting
fluid is determined by the condition of balance for the
forces acting on this charged surface:

(1)

where the first term describes the electrostatic pressure
at the liquid boundary and the second term describes
the surface pressure (α is the surface tension coefficient
and K is the local curvature of the surface).

A comparison of Eq. (1) with equations describing
the shape of a gas bubble moving in the ideal liquid [4]
shows that these expressions coincide to within the fol-
lowing substitution:

where V is the velocity of liquid streamlining the bub-
ble, ρ is the density of this liquid, and ψ is the current
function. Rewritten in terms of these variables, Eq. (1)
becomes the stationary Bernoulli equation for the bub-
ble surface, in which the constant P describes the dif-
ference between the pressure inside the bubble and the
energy density in the liquid at infinity.

An exact solution for the bubble shape in the partic-
ular case of P = 0 was obtained by McLeod [4], and the

ϕ xx ϕ yy+ 0.=

ϕ Ey, x2– y2 ∞.+

8π( ) 1– ∇ϕ( )ϕ 0=
2 αK P+ + 0,=

E 4πρV , ϕ 4πρψ,–
© 2005 Pleiades Publishing, Inc.
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jet shape corresponding to this partial solution is
described by the following expressions:

(2)

(3)

where s is a parameter varying within the interval 0 <
s ≤ 2π. As can be seen from these formulas, the electric
field produces a strong deformation of the jet, whereby
the ratio of characteristic dimensions of the jet cross
section (aspect ratio) is 23/4.

Now we will show that the above solution is unsta-
ble with respect to azimuthal deformations of the jet
surface. Let us construct a family of “perturbed” solu-
tions for the equilibrium jet configurations correspond-
ing to small nonzero differences P of the pressures
inside and outside the jet. Restricting our consideration
to the terms of the zeroth and first order of smallness
with respect to the small dimensionless parameter p =
8πP/(81E2), we obtain the following expressions for the
shape of the jet cross section:

(4)

(5)

It should be noted that similar expansions for two-
dimensional bubbles were considered by Shankar [5].

The degree of deformation of the jet surface is con-
veniently characterized in terms of the aspect ratio
defined as the ratio of characteristic cross section
dimensions along the y and x axes:

(6)

This formula shows that an increase in the p value leads
to contraction, while a decrease in p results in an exten-
sion of the jet cross section along the field.

The jet cross section area for the perturbed solution
given by formulas (4) and (5) is

(7)

x
8πα
9E2
---------- scos

1
9
--- 3scos– 

  ,=

y
8πα
9E2
---------- 5 ssin

1
9
--- 3sin s– 

  ,=

x
8πα
9E2
---------- 1 113 p+( ) scos

1 133 p–
9

--------------------- 3scos–
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+
2 p
5

------ 5scos 
 ,

y
8πα
9E2
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9
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–
2 p
5
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4
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S
28π3α2

36E4
----------------- 67 6154 p+( ).≈
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As can be seen from this relation, an increase
(decrease) in the electric field strength for a constant S
leads to a corresponding increase (decrease) in p and,
according to (6), to contraction (extension) of the jet
cross section in the field direction (e.g., along the y
axis). This result immediately implies that the solution
given by Eqs. (2) and (3) is unstable with respect to
small surface perturbations. In the domain of stability,
an increase in the electric field strength (and, hence, in
the force deforming the jet) must lead to an extension
of the jet cross section. This means that stable configu-
rations correspond to deformations leading to the
aspect ratios significantly below 23/4.

The monotonic character of the dependence of E on
p determined by relation (7) must be violated at rather
large p values, that is, outside the domain of applicabil-
ity of expressions (4) and (5). Indeed, in the absence of
the field (E = 0), the jet will have a round cross section.
The force balance condition (1) shows that the pressure

difference for such a round jet is finite: P = α . In
this case, E  0 for p  ∞. As a result, the E versus
p curve must exhibit an extremum Emax, which coin-
cides in the order of magnitude with the field corre-
sponding to the exact solution given by Eqs. (2) and (3):

The existence of equilibrium jet configurations is prin-
cipally impossible for the field strengths above this
threshold. An analogous criterion is known for the
uncharged drop of a conducting liquid occurring in an
electric field [6, 7].
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Abstract—The results of the optimization of the ammonia MBE technology of AlN/AlGaN/GaN/AlGaN het-
erostructures for high-power microwave field-effect transistors (FETs) are presented. The creation of techno-
logical systems of the EPN type for the deposition of group III nitrides by ammonia MBE, in combination with
the development of optimum growth and postgrowth processes, make it possible to obtain
AlN/AlGaN/GaN/AlGaN based heterostructures for high-power microwave FETs with the output static char-
acteristics on the world best level. One of the main fields of application of the semiconductor heterostructures
based on group III nitrides is the technology of high electron mobility transistors (HEMTs). Most investigations
in this field have been devoted to the classical GaN/AlGaN structures with a single heterojunction. An alterna-
tive approach based on the use of double heterostructures with improved two-dimensional electron gas (2DEG)
confinement offers a number of advantages, but such structures are usually characterized by a lower carrier
mobility as compared to that in the single-junction structures. We succeeded in optimizing the double hetero-
structure parameters and growth conditions so as to obtain conducting channels with a 2DEG carrier mobility
of 1450, 1350, and 1000 cm2/(V s) and a sheet electron density of 1.3 × 1013, 1.6 × 1013, and 2.0 × 1013 cm–2,
respectively. Experimental HEMTs with 1-µm-long gates based on the obtained multilayer heterostructure with
a doped upper barrier layer exhibit stable current–voltage characteristics with maximum saturation current den-
sities of about 1 A/mm and a transconductance of up to 180 mS/mm. © 2005 Pleiades Publishing, Inc.
Introduction. With respect to the combination of
working parameters, field-effect transistors (FETs)
based on GaN/AlGaN heterostructures occupy an
exceptional position in the series of analogous micro-
wave devices based on traditional semiconductors. In
particular, GaN based high electron mobility transistors
(HEMTs) have recently been created that are capable of
operating at a power density of up to 32 W/mm in a dis-
crete form [1] and at a total power in excess of 150 W
in the form of integrated amplifiers [2]. However, most
of these devices are based on the classical GaN/AlGaN
structures with a single heterojunction featuring a two-
dimensional electron gas (2DEG) with a sheet electron
density on the order of 1013 cm–2. The mobility of elec-
trons in 2DEG significantly depends on the degree of
perfection of the heterostructure and may reach about
2000 cm2/(V s) at 300 K [3], although most typical
devices are characterized by room-temperature mobili-
ties within 1000–1500 cm2/(V s). FETs based on such
single-junction heterostructures usually exhibit a satu-
ration current density of 0.6–1.2 A/mm and a transcon-
ductance in the interval from 120 to 200 mS/mm. A dis-
advantage of the classical GaN/AlGaN structures is the
limited potential for increasing the properties of related
1063-7850/05/3110- $26.00 0864
devices, which practically reduces to thorough optimi-
zation of the growth technology and the postgrowth
treatment conditions.

An alternative approach is related to the use of dou-
ble heterostructures (DHSs) with improved 2DEG con-
finement, which are widely employed in the traditional
semiconductor systems [4] and offer a number of
advantages, including the possibility of two-sided doping
of the conducting channels. In application to group III
nitrides, the use of this approach in the form of AlGaN
layers in the buffer part of heterostructures prevents the
upper barrier AlGaN layers from cracking (which fre-
quently takes place in the classical structures under the
action of tensile stresses [5]) and ensures excellent
insulating properties of the buffer layer (which are dif-
ficult to provide in the classical heterostructures).

Although the number of communications concern-
ing the growth of DHSs with improved 2DEG confine-
ment in the Al–Ga–N system is very restricted, this
approach has already been implemented at the device
level. In particular, a DHS doped on both sides from a
250-Å-thick GaN channel obtained by Maeda et al. [6]
was characterized by sheet electron densities up to 3 ×
1013 cm–2 at a 2DEG carrier mobility of ~ 800 cm2/(V s).
© 2005 Pleiades Publishing, Inc.
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HEMTs with 1.5-µm-long gates based on these DHSs
exhibited a maximum saturation current density of
1.2 A/mm and a transconductance of 200 mS/mm.
Chen et al. [7] showed that, by adjusting the AlGaN
layer thicknesses and compositions in a DHS with
200-Å-thick GaN channel, it is possible to increase the
2DEG mobility to 1150 cm2/(V s) at a sheet carrier den-
sity of ~1.1 × 10–13 cm–2. The related transistors with
1-µm-long gates exhibited saturation current densities
within 0.6–0.8 A/mm, which is comparable with the
analogous values for the classical HEMTs. Previously,
we also reported on the fabrication of a test series of
FETs based on DHSs of the AlGaN/GaN/AlGaN type
with modulation-doped upper barrier layer. In the static
test regime, the obtained structures were characterized
by saturation current densities up to 0.6 A/mm at a
transconductance of up to 100 mS/mm and could oper-
ate in the small microwave signal regime at 8.15 GHz.
Test devices based on the otherwise analogous undoped
DHSs exhibited maximum saturation current densities
of about 0.35 A/mm [9].

This Letter presents the results of the optimization
of the design and technology of multilayer heterostruc-
tures based on AlxGa1 – xN compounds, with either
undoped or modulation-doped upper barrier layers,
which allowed us to obtain a 2DEG mobility of no less
than 1300 cm2/(V s) at a sheet carrier density of no less
than 1.6 × 1013 cm–2. The test HEMTs with 1-µm-long
gates, based on the DHSs with a carrier mobility of
about 1000 cm2/(V s) and a sheet carrier density of
1.3 × 1013 cm–2, exhibited a maximum saturation cur-
rent density of about 1.0 A/mm and a transconductance
of 180 mS/mm. These characteristics are comparable
with the values reported for the modern classical sin-
gle-junction heterostructures and related devices.

Experimental. Multilayer AlN/AlGaN/GaN/AlGaN
heterostructures on (0001)-oriented sapphire substrates
were grown using EPN type setups specially designed
for the molecular beam epitaxy (MBE) of group III
nitrides with ammonia as the source of active nitrogen.
These technological systems are capable, in particular,
of maintaining the substrate temperature at the level of
1100°C, which has proved to be a significant condition
for the growth of high-quality AlxGa1 – xN layers with
x  >  0.5. The typical deposition rates were within
0.5−1.0 µm/h. The in situ monitoring of the growth
temperature and the growth rate was provided by a uni-
versal device combining a pyrometer and a He–Ne laser
interferometer. The state of the growth surface was
studied by means of reflection high-energy electron dif-
fraction (RHEED).

Prior to DHS growth, the sapphire substrates were
degreased by standard methods, annealed for 1 h at
1100°C in vacuum, and nitrided for 10 min at 850°C in
a flow of ammonia. The main distinction between our
heterostructures [10] and the most widely used classi-
cal HEMT configuration is the presence of a relatively
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2
thick AlxGa1 – xN (0.3 < x < 1.0) buffer with a total
thickness of 0.8 µm, which ensures high (above 200 V)
breakdown voltages of the device insulation [8, 9]. This
layer is followed by a 2500-Å-thick undoped GaN layer
covered by an undoped or Si-modulation-doped
AlxGa1 − xN (0.25 < x < 0.35) layer with a total thickness
of 250 Å. In the structures with doped upper barriers,
we used a scheme with spacer, doped, and barrier
AlGaN sublayers (30, 100, and 120 Å thick, respec-
tively).

The properties of separate layers and multilayer het-
erostructures were studied using Hall effect measure-
ments, atomic force microscopy (AFM), and X-ray dif-
fraction (XRD). Some of the heterostructures repre-
sented test modules with dimensions 6 × 6 mm, which
contained regions for determining the properties of car-
riers (Hall effect measurements), the electrical parame-
ters of ohmic contacts (long line technique), and the
breakdown voltage of the device insulation (buffer
layer), as well as the test FETs with a source–drain dis-
tance of 4 µm and a 1-µm-long gate for the primary
evaluation of current–voltage characteristics of the
two-dimensional conducting channel. The electric
insulation between elements of the mesa structure was
provided by reactive ion etching in SiCl4 plasma
through a photoresist mask. The ohmic contacts con-
sisting of Ti/Al/Ni/Au layers were fused by rapid (40 s)
thermal annealing at 820°C. The 1-µm long gates were
formed by means of explosive photolithography using
Ni/Au composite metallization.

Results and discussion. The most difficult prob-
lems encountered in the optimization of multilayer het-
erostructures in the AlxGa1 – xN/GaN system are related
to the growth of GaN, since this material is always
strongly stressed being surrounded by relatively thick
AlxGa1 – xN layers with a high Al content. The transport
properties of carriers in the 2DEG are determined by
the perfection of the GaN layer and by the quality of its
boundaries with the AlGaN barrier layer.

The MBE-grown GaN layers typically possess a
developed mosaic structure with a pronounced surface
roughness, which usually increases with the layer
thickness [11]. The density of dislocations of such GaN
layers is also higher (on the average, by one to one and
a half order of magnitude) than the analogous parame-
ter of layers grown by metalorganic vapor phase epit-
axy (MOVPE). The most probable factor responsible
for these features is the relatively low surface mobility
of atoms at a typical MBE growth temperature, which
is insufficient for the effective coalescence of nucleated
blocks. In particular, it was established that the charac-
ter of the surface morphology of MBE-grown GaN lay-
ers exhibited a significant change in the course of their
subsequent postgrowth annealing under the conditions
characteristic of MOVPE (substrate temperature,
1000°C; ammonia pressure, 100 Torr). It should also be
noted that competitive optoelectronic devices, whose
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efficiency also depends on the density of dislocations in
nitride based materials, can be obtained by MBE only
on the commercially available quasi-GaN substrates
(templates) manufactured by MOVPE [12–14]. On the
other hand, it has sometimes been pointed out that the
properties of device heterostructures are improved in
the case of AlN templates [15].

Taking into account all these circumstances, we paid
special attention to the initial stages of MBE growth of
the nitride based heterostructures. In contrast to the
case of the traditional relatively thin (~20 nm) nucle-
ation layers widely used all over the world for the initi-
ation of growth on sapphire substrates, we have used
relatively thick (in excess of 100 nm) AlN buffer layers
grown at unusually high (for MBE) substrate tempera-
tures above 1000°C. This approach ensured the suffi-
ciently high surface mobility of atoms that is necessary
for the coalescence of nuclei without the risk of mate-
rial decomposition (because the thermal stability of
AlN is much higher than that of GaN). In addition, the
use of relatively thick AlN layers is advantageous for
the subsequent growth of AlxGa1 – xN layers with a high
Al content. The result of our investigations showed that
the optimum growth conditions correspond to a sub-
strate temperature of 1070°C, an ammonia flow rate of
3 sccm, and an AlN growth rate of 0.5 µm/h. The
0.2-µm-thick AlN layers grown under these conditions
exhibit a surface roughness comparable with that of the
initial sapphire substrates (rms size, ≈4.7 Å) and exhibit
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Fig. 1. AFM images of a 3 × 3 µm surface area scanned in
(a) AlGaN/GaN/AlGaN (rms roughness, 34 Å) and
(b) AlN/AlGaN/GaN/AlGaN (rms roughness, 17 Å) hetero-
structures.
TEC
a clear 2 × 2 RHEED pattern characteristic of a metal
surface [16].

It was established that the formation of such an AlN
template in the initial stage of the multilayer hetero-
structure technology substantially improves the struc-
ture and reduces the surface roughness of GaN layers,
which improves the quality of the GaN/AlGaN inter-
faces and eventually significantly increases the 2DEG
mobility. In particular, the full width at half maximum
(FWHM) of the (0002) reflections corresponding to
GaN in the ω scan mode decreased from ≈800 to 350
and 500 seconds of arc for 1-µm- and 0.2-µm-thick
GaN layers. The total roughness of the obtained hetero-
structures also decreased practically by half with a
simultaneous increase in the lateral size of separate
“hills” (Fig. 1). The 2DEG parameters of the optimized
multilayer heterostructures in comparison to those of
the initial DHSs grown on a thin nucleation layer are
presented in the table.

All multilayer heterostructures exhibited a signifi-
cant increase in the carrier mobility when the tempera-
ture was decreased from 300 to 77 K, while the sheet
electron density remained virtually unchanged (which
was evidence of a complete localization of conduction
electrons in the two-dimensional channel). The test
transistors with 1-µm-long gates exhibited maximum
values of the saturation current density (about 1 A/mm)
and transconductance (≈180 mS/mm) already for a car-
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Fig. 2. Static current–voltage characteristics of a test field-
effect transistor based on an AlN/AlGaN/GaN/AlGaN het-
erostructure measured at a gate voltage of Ug = 1 (1), 0 (2),
–1 (3), –2 (4), –3 (5), –4 (6), –5 (7), –6 (8), and –7 V (9).
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Some 2DEG characteristics of initial and optimized multilayer heterostructures

No. Buffer layer Barrier layer
Sheet electron density, 1013 cm–2

300 K/77 K
Electron mobility, cm2/(V s)

300 K/77 K

1 AlxGa1 – xN Undoped 1.3/1.2 500/1200

2 AlN/AlxGa1 – xN Undoped 1.3/1.3 1450/4650

3 AlN/AlxGa1 – xN Doped 1.6/1.6 1350/3980

4 AlN/AlxGa1 – xN Doped 2.0/2.0 1000/2200
rier mobility of 1000 cm2/(V s) and a sheet carrier den-
sity of ≈1.3 × 1013 cm–2 (Fig. 2).

Conclusion. Optimization of the design and technol-
ogy of multilayer heterostructures in the AlxGa1 – xN/GaN
system (0 < x < 1) significantly improved the crystal
perfection and reduced the roughness of GaN layers
between the lower and upper Al-containing barrier lay-
ers. As a result, the room-temperature 2DEG carrier
mobility in undoped heterostructures with xAl ≈ 0.3–0.35
in the upper barrier layer reached 1450 cm2/(V s) at a
sheet electron density of 1.3 × 1013 cm–2. In heterostruc-
tures with a Si-modulation-doped barrier layer of the
same composition, the mobility decreases to 1350 and
1000 cm2/(V s) at a sheet electron density of 1.6 × 1013

and 2.0 × 1013 cm–2, respectively. The experimental
HEMTs with 1-µm-long gates based on the obtained
multilayer heterostructures with a doped upper barrier
layer exhibit stable current–voltage characteristics with
maximum saturation current densities about 1 A/mm
and a transconductance of up to 180 mS/mm. These
2DEG characteristics are comparable with the best data
published for the classical structures with a single
GaN/AlGaN heterojunction.
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Abstract—The effect of additional illumination on the photomodulated absorption spectra of quantum-dimen-
sional CdSe/dielectric structures has been studied. Using this method, it is possible to reveal additional absorp-
tion bands inside the bandgap of semiconductor nanoparticles. © 2005 Pleiades Publishing, Inc.
The energy band structure of semiconductors
(including quantum-dimensional systems) is frequently
studied using modulation spectroscopy techniques [1].
These techniques are highly sensitive to optical transi-
tions and allow their energies to be determined with
high precision (to within several millielectronvolts).
The methods and mechanism of electromodulation
have been thoroughly studied and are described in
much detail [2]. At the same time, the nature of photo-
modulated spectra is still incompletely clear, since the
action of light leads to both electron and thermal pro-
cesses in a sample. This paper demonstrates the possi-
bility of separating the contributions of these processes
by probing electron states in the bandgap of semicon-
ductor nanoparticles using photomodulated absorption
spectroscopy with additional illumination (three-beam
technique).

We have studied CdSe/dielectric thin-film structures
prepared by the alternating deposition of components
in vacuum onto glass substrates. The structures com-
prised semiconductor (CdSe) inclusions in a dielectric
matrix of poly(ethylene terephthalate) (PETP). The
semiconductor content in the film was about 50 vol %.
The bandgap of the semiconductor inclusions was Eg =
2.0 eV. These inclusions had the form of nanograins with
an average diameter of ~6 nm [5], as evaluated from the
“blue” shift in the optical absorption spectra [3]. The
sample film thickness was about 0.8 µm.

The photomodulated absorption spectra were mea-
sured using the standard method [4]. The source of
modulated pumping radiation was a He–Ne laser oper-
ating at λpump = 633 nm. The laser beam power density
on the sample surface was 0.6 W/cm2. The modulation
frequency (43 Hz) was selected so as to provide for the
best signal to noise ratio. In order to exclude the influ-
ence of nonuniform illumination on the results of
absorption measurements, the laser beam diameter was
several times that of the probing light beam. The sam-
1063-7850/05/3110- $26.000868
ple was oriented at a Brewster angle relative to the
probing beam, which excluded interference oscillations
in the photomodulated transmission ∆T/T [4, 5]. The
pumping and additional nonmodulated radiation beams
were incident on the sample at an angle close to the nor-
mal. The constant nonmodulated illumination was pro-
vided by semiconductor lasers operating at λL1 =
635 nm and λL2 = 670 nm, while the illumination at
λL3 ≥ 700 nm was ensured by an incandescent lamp
with a color filter (KS19). The power of the additional
nonmodulated illumination was about one-tenth of the
excitation beam power. The measurements were per-
formed at room temperature.

Figure 1 shows the spectra of photomodulated trans-
mission ∆T/T measured with and without additional
illumination at various wavelengths. The peak of ∆T/T
at hν = 2.0 eV corresponds to the bandgap of semicon-
ductor nanoparticles. The width of this peak can serve
as a measure of the dimensional homogeneity of the
nanostructure [5]. The second maximum observed at
hν = Eg – 0.2 eV is probably related to cadmium vacan-
cies [5, 6], which is confirmed by data on the tempera-
ture quenching of the photocurrent in CdSe films [7].
Of special interest in this study is the broad, weakly
structured modulation signal observed in the range of
energies significantly below Eg (Fig. 1). The photoin-
duced absorption in this spectral range can be explained
by the trapping of photogenerated charge carriers on
various structural defects, surface states of the nanopar-
ticles, and dielectric matrix.

The effect of additional illumination was substan-
tially selective depending on the wavelength (Fig. 1).
Figure 2 shows the spectra of a relative change in the
photoinduced absorption δα = (∆α – ∆α0)/∆α0, where
∆α and ∆α0 are the values of photoinduced absorption
with and without additional illumination, respectively.
As can be seen, the illumination of a sample by the light
with hν ≥ Eg and even with a photon energy below (but
 © 2005 Pleiades Publishing, Inc.



        

LIGHT-INDUCED CHANGES IN THE PHOTOMODULATED ABSORPTION SPECTRA 869

                                                                                                                                   
close to) Eg (as in Fig. 2, curve 2) decreases the photo-
induced absorption in the entire wavelength range stud-
ied. One possible reason for this behavior is the limited
total number of photogenerated carriers in quantum-
dimensional nanoparticles. For comparable powers of
the pumping and additional illumination, the latter is
competitive with the exciting radiation. The additional
illumination at λL2 = 670 nm increases the photoin-
duced absorption in the region of hν = Eg – 0.2 eV,
while decreasing it in all other regions (Fig. 2, curve 1).
At a constant illumination by the incandescent lamp
with the KS19 filter transmitting light with λL3 >
700 nm, the spectrum exhibited an additional maxi-
mum at hν = Eg – 0.7 eV (Fig. 2, curve 3), which was
not observed on the photomodulated absorption spec-
trum (Fig. 1). A shift of the peak from hν = Eg – 0.2 eV
toward longer wavelengths with an increase in the
wavelength of additional illumination is probably
related to a broad absorption band (on the order of
0.25 eV) featuring a redistribution of the electron states
populated by carriers generated by the additional illu-
mination.

Let us consider the spectral region near hν = Eg
(Fig. 1), which is related to the fundamental absorption
of semiconductor nanoparticles. In this region, the
effect of additional illumination is manifested by a
decrease in the photomodulated absorption signal. The
shorter the wavelength of additional light, the greater
the decrease in this signal. If the photomodulated
absorption were entirely related to the thermal mecha-
nism, the observed decrease in ∆α under additional
illumination could be explained only by assuming that
the modulation effect occurs in a nonlinear regime
(approaching saturation). However, investigations of
the photoinduced absorption as a function of the pump-
ing intensity showed that this dependence in the spec-
tral region near hν = Eg is linear for pumping powers up
to 0.8 W/cm2. Moreover, the additional illumination
always changed the photomodulated absorption signal
by the same value irrespective of the pumping power.
These facts indicate that ∆α is determined by both ther-
mal and electron processes, which decrease the photo-
induced absorption. Taking into account the small val-
ues of changes in the photoinduced absorption, we may
express this effect as

(1)

where ∆αT(λ) is the thermal component and ∆αel(λ) is
the electron component of changes in the photoinduced
absorption. The choice of signs corresponds to the
assumption that the temperature produces a “red” shift
of the bandgap edge, thus increasing the photoinduced
absorption, whereas the electron component produces a
“blue” shift of this edge and decreases the photoin-
duced absorption [8].

Now let us proceed to the spectral region near hν =
Eg – 0.2 eV, where an additional photoinduced absorp-

∆α λ( ) ∆αT λ( ) ∆α el λ( ),–=
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tion maximum is observed (Figs. 1 and 2). As was noted
above, this maximum can be attributed to the absorp-
tion of light by electrons occurring on the energy levels
formed by cadmium vacancies. An increase in the pho-

1

2

3

0.0020

0.0016

0.0012

0.0008

0.0004

2.0 1.8 1.6 1.4 1.2

∆T/T

hν, eV

λpump

Eg

1

2

3

Fig. 1. The spectra of photomodulated transmission ∆T/T of
a CdSe/PETP thin-film structure measured without addi-
tional illumination of the sample (curve 1) and with such
illumination at λL2 = 670 nm (curve 2) and λL1 = 635 nm
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toinduced absorption in the presence of additional illu-
mination at λL2 = 670 nm is probably related to an
increase in the slope of α(λ) in this region of wave-
lengths. This, in turn, is due to a decrease in the total
number of optical transitions from these energy levels.
Since this energy region (in contrast to that where
hν > Eg) contains a lower density of electron states, the
additional illumination saturates the electron transition
and excludes it from the pumping–probing scheme. In
terms of Eq. (1), this is manifested by a decrease in the
electron contribution ∆αel to the total photomodulated
absorption signal (since the constant illumination does
not influence the thermal component).

The additional maximum in the change of photoin-
duced absorption at hν = Eg – 0.7 eV, which is observed
for the additional illumination at λL3 ≥ 700 nm, is prob-
ably also explained by the factors considered above.
Data on the optical quenching of a photocurrent in
CdSe films showed that the behavior in this spectral
region is influenced by the so-called slow recombina-
tion centers, which represent complex defects includ-
ing cadmium and selenium vacancies [7]. It should also
be noted that the additional nonmodulated illumination
(continuous in a broad wavelength range) decreases the
photoinduced absorption and reveals no additional fea-
tures in the bandgap.

In concluding, an additional nonmodulated illumi-
nation makes it possible to act upon the electron com-
ponent of the photoinduced absorption at low modula-
tion frequencies (<1 kHz). The use of such additional
illumination at various fixed wavelengths in the course
TEC
of photomodulated absorption measurements provides
new possibilities in the investigation of features of the
energy band structure of semiconductor (CdSe) nano-
particles.
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Abstract—A numerical model describing the process of thin adhesive film peeling off a solid surface is con-
sidered. A qualitative distinction between the “microscopic” picture and the notions of the standard theory of
adhesion (based on the energy balance) consists in that separate elements of the film peel off the surface along
virtually the same trajectory irrespective of the direction of the external force action. A more thorough analysis
shows that a fine difference between the scenarios of behavior in the vicinity of the touch point still exists, so
that one can speak of two classes of universality, corresponding to α < π/2 and α > π/2. The results of analysis
of the proposed microscopic model allow a more correct macroscopic criterion to be formulated for the adhe-
sive surface peeling. © 2005 Pleiades Publishing, Inc.
Introduction. In recent years, increasing attention
has been devoted to the phenomenon of adhesion in
various fields, such as contact mechanics, tribology,
and the technology of adhesives and, especially, of self-
adhesive materials [1]. A large number of investigations
have been devoted to theoretical aspects of the adhesive
interactions as well as to their practical aspects [1–3].
One particular task of these investigations has been
inspired by the need of robot technology in creating
artificial surfaces of the gecko foot type capable of
sticking (reversibly) to solid surfaces of various kinds.
Theoretical investigations of the adhesive contacts usu-
ally proceed from the main idea of the classical
Johnson–Kendall–Roberts (JKR) theory [4], which is
based on an analysis of the balance of the elastic energy
of deformation of contacting bodies and the contact
surface energy. However, as will be shown below, this
simple microscopic approach does not always provide
for an adequate description of the laws of adhesion.

The simplest example of the application of the
energy approach in the theory of adhesion is offered by
a thin, flexible and nonstretchable film peeling off a flat
solid surface (Fig. 1). The force per unit length of the
peel-off line at an angle α relative to the substrate sur-
face will be denoted F = {Fx, Fz} = {Fcosα, Fsinα},
and the energy necessary to separate a unit film area
from the substrate surface (i.e., the effective surface
energy of interaction between the film and substrate)
will be denoted γ. Let us calculate the angle α for which
the peel-off line occurs in equilibrium. As the contact
length between the film and the substrate surface
increases by ∆l, the film energy decreases by γ∆l, the
end of the film travels over a certain distance s and per-
forms the work Fs against the pull-off force F. In equi-
librium, we have Fs = γ∆l. As can be readily shown, s =
∆l(1 – cosα) and, hence, F0(1 – cosα) = γ. Here, F0 is
1063-7850/05/3110- $26.00 0871
the pull-off force, below which the film exhibits self-
adhesion and above which the film peels off. Thus, the
critical pull-off force is a monotonic function of the
peeling angle:

(1)

which decreases from F0 @ γ at small angles (α ! 1) to
F0 = γ/2 at α = π.

Microscopic model. If the above standard energy
considerations were correct, it would be possible to
reproduce the result described by relation (1) in a
microscopic model with a surface energy modeled by
interactions between solids (of the van der Waals force
type). However, the results of an analysis of the micro-
scopic model described below show that direct model-
ing leads to behavior qualitatively different from that
predicted by relation (1).

F0 γ/ 1 αcos–( ),=

∆l∆l∆l

8

4

0

F0

1/3 2/3 α/π

x

z

α

s

Fig. 1. Geometry of film peeling off a flat solid substrate
surface (see the text for explanations). The inset shows a
plot of the critical pull-off force F0 versus angle α corre-
sponding to formula (1).
© 2005 Pleiades Publishing, Inc.
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For the sake of simple and illustrative representation
of results, our consideration below will be restricted to
a one-dimensional elastic chain. However, the results of
our additional numerical experiments showed that vir-
tually all results obtained for this simple model can be
reproduced in a more realistic model of a two-dimen-
sional adhesive film. In constructing the simple micro-
scopic model, we have to take into consideration at
least the following factors: the elastic interaction
between elements (segments) of the chain, their attrac-
tion to the surface of the substrate and repulsion from
its deeper layers, and the external pull-off force.

In order to reproduce the elastic properties of a sys-
tem, it is usually sufficient to restrict consideration to
the linear elastic bonds in a sequence of “material
points” spaced by dx, which represent the neighboring
surface elements with the coordinates z(x + dx) and
z(x): K[z(x + dx) – z(x)], where K is the elastic constant
characterizing the interaction between mobile elements
in the elastic chain. However, the linear bonds cannot
determine the distance between elements in cases
where the chain is freely moving in space rather than
being supported on a certain “substrate.” For adequate
modeling of such a chain, the elastic bonds should be
nonlinear [5–7]. In a widely used simple variant (see,
e.g., [8] and references therein), it is possible to restrict
consideration to a fourth-order interaction potential of

1/3

700

400

0 1/2 2/3 1
α/π
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500

300
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0.6

1.4

1.0
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Fig. 2. Plots of (1) the critical pull-off force Fr for the film
peeling and (2) the total peel-off time tr versus angle α as
determined by numerical calculations. Curve 3 corresponds
to the macroscopic theory taking into account the work per-
formed only by the vertical force component.
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2

TE
the type Uelastic(r) = r2(1 – r2/2)/2, where r2 = dx2 +
[z(x  + dx) – z(x)]2. Then, the required components

 =  and  =  of
the force of interaction between elements are character-
ized by the cubic nonlinearity that does not admit rup-
ture of the chain and (for the elastic constant K = 4 used
below) quite rigidly sets the distance between elements.

The surface acts upon each element in the chain with

the van der Waals force with the components  =

 and  =  corre-
sponding to the adhesion potential Uadhesion. This poten-
tial can in most cases be represented by a pair of Gaus-
sians with opposite signs and variable width, which
describe the attraction partly compensated by the repul-
sion at short distances: Uadhesion(r) = Cexp(–r2/c) +
Dexp(–r2/d). This “seeding” potential (calculated for
C = 0.8, c = 0.2, D = –8, and d = 1) is depicted by the
thick gray curve in Fig. 4. Since this potential does not
provide for a repulsion of the chain from the “bulk”
substrate, it has to be supplemented with a δ-like term
Ubulk = U0δ(z) (U0 @ D; in the calculation, U0 = 300),
which represents a step force supporting the sticking

chain on the substrate surface:  = .

For certainty, let us consider the case of a chain
peeled off the surface by the external force Fext =
Kext(Vt – r1), which is developed by a spring extended
between the first chain segment r1 = {x1, z1} and a
holder moving away at the angle α with the velocity
V = {Vx, Vz} = {Vcosα, Vsinα} (in the calculation,
V = 0.2).

In the overdamped limit, the dynamic equations for
the model described above appear as

(2)

Results and discussion. The main results of numer-
ical modeling using system (2) are presented in Fig. 2,
which shows plots of the critical pull-off force Fr for
the film peeling (curve 1) and the total peel-off time tr

(curve 2) as functions of the angle α. As can be seen,
the obtained behavior of Fr(α) cannot be described
using the function γ/(1 – cosα) predicted by the macro-
scopic theory (see the inset in Fig. 1).

A qualitative distinction of the “microscopic” pattern
from the simple geometry used to derive relation (1) con-
sists in the fact that each segment of the elastic chain
peels off the surface along virtually the same trajectory
irrespective of the direction of the external force action.
At the terminal touch point, the flat surface is tangent to
this trajectory.
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Fig. 3. Two types of the universal behavior at the point of film peeling off the substrate surface: (a) film configurations in the mobile
frame related to the touch point x = x* for the peeling at various angles (the inset shows the vicinity of the touch point on a greater
scale); (b) quasi-periodic time variation of the force acting on the segment at the touch point.
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(b)
A more thorough analysis shows that a fine differ-
ence between the scenarios of behavior in the vicinity
of the touch point still exists (see Fig. 3 and the legend
to this figure), so that one can speak of two classes of
universality, corresponding to α < π/2 and α > π/2.
However, this difference is much smaller than might
have been expected in the entire broad range of angles
0 < α < π.

As can be seen from Fig. 2, the critical force and the
efficiency of work performed by this force (character-
ized by the total peel-off time for a chain of certain
length) as functions of the angle α are almost symmet-
ric relative to the vertical line α = π/2. Taking this sym-
metry into account, we have to revise the process of a
chain peeling off the substrate surface.

Since every sequential segment peels off the surface
along the tangent, the horizontal component of the
external force is “spent” to perform the work (against
the elastic force) on elongating the chain segments in
this direction. Therefore, only the vertical force compo-

nent  = Fsinα works against the adhesion potential
Uadhesion. Over a distance on the order of the potential
width d, this force has to perform a work sufficient to
detach the chain segment: Frdsinα = Uadhesion|z = 0. This
corresponds to the angular dependence of the pull-off
force Fr ~ 1/sinα, which provides a very good approx-
imation (Fig. 2, curve 3) of the results of numerical
modeling.

In the discrete numerical description of the system
(and in real molecular chains), this scenario of segment

Fx
ext
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peeling off the surface must lead to an almost periodic
step process. According to this scenario, each segment
extends to a certain (nearly equilibrium) length and
simultaneously peels off the surface. Subsequent exten-
sion involves the next element into this motion and so
on. This process leads to a quasi-periodic time variation
of the force F(t) in the region of peeling (Fig. 3). As can
be seen, the oscillations in F(t) are most pronounced for
the sliding angles close to α = π. In the continuum limit
(where the spacing of chain segments is much smaller
than the characteristic width of the adhesion potential),
F(t) degenerates into a monotonic function.

The effective potential (z), which acts upon an
arbitrary inner kth segment in the chain at a distance z
from the substrate surface, can be determined by a
numerical integration of the vertical force component
Fz(z(t)) over the time series z(t):

(3)

Figure 4 shows the results of such integration for
various angles α. The obtained potential is in good
agreement (with allowance for oscillations related to
the detachment of sequential discrete segments) with
the “seeding” adhesion potential. For relatively small
deviations of α from π/2 (π/4 < α < 3π/4), the effective
potential is virtually independent of the external force
direction. This behavior confirms the above assumption
that, in most cases, the chain peels off the substrate in a

Ueff
k( )

Ueff
k( ) z( ) F z t( )( )dz t( )∫ .=
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universal manner and the process rate is determined
predominantly by the vertical force component.

The obtained results lead to the following conclu-
sions.

(i) The microscopic process of adhesive bond rup-
ture cannot be adequately described within the frame-
work of the macroscopic approach based on the energy
balance.

(ii) The most adequate macroscopic description
with allowance for a real microscopic process can

12

Ueff

0.08

0.04

0 84 z

0

π/3 < α < 2π/3

α = 3π/4

α = π/4

Fig. 4. The effective potential Ueff acting upon an arbitrary
(inner) segment in the chain at a distance z from the sub-
strate surface as determined by numerical integration of the
vertical force component F(z(t)) over the time series z(t) for
various angles α. The thick gray solid curve shows the
“seeding” adhesion potential entering into the equations of
motion.
TE
employ the principle of virtual work only for the verti-
cal force component. The horizontal component appar-
ently performs work against other forces, such as the
force of friction in the adhesive contact, which are usu-
ally not taken into consideration in the macroscopic
theory of adhesion.
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Abstract—The anisotropic magnetoresistance effect has been used for direct measurement of the coercivity and
exchange bias fields of magnetization reversal in conducting ferromagnetic films of nanometer thickness and in
sandwich structures containing such films, which are used in spin dependent tunneling junctions featuring colossal
magnetoresistance. The measurements have been performed for 25-nm-thick permalloy (Py) films obtained by RF
magnetron sputtering on oxidized silicon substrates and for FeMn(15 nm)/Py(10 nm)/SiC(1.5 nm)/Py(10 nm)
structures on glass ceramic substrates. The results of measurements performed using the proposed method are
in satisfactory agreement with the data obtained by the induction method. © 2005 Pleiades Publishing, Inc.
Important characteristics of the nanodimensional
magnetic films used in spin dependent tunneling (SDT)
magnetoresistive elements [1, 2] include the coercivity
field and the magnetization reversal field bias caused by
the exchange interaction in structures comprising ferro-
magnetic films and antiferromagnetic pinning layers [3].
The films in such elements usually have the shape of
narrow stripes. For multilayer structures with films hav-
ing the shape of disks or rectangles of relatively large
size, these characteristics can be determined using the
measurements of magnetization in an external mag-
netic field. Such measurements are performed using
special setups (see, e.g., [4, 5]), which are not always
suitable for the investigation of structures having rela-
tively small lateral dimensions.

There are alternative techniques based on the aniso-
tropic magnetoresistance (AMR) effect [6, 7]. The
AMR phenomenon consists in the variation of the elec-
tric resistance R of a film depending on the direction of
its magnetization vector rotated in an external magnetic
field [6]:

(1)

where θ is the angle between the electric current direc-
tion and the magnetization vector in the sample, R0 is
the resistance at θ = π/2, and ∆RAMR is the maximum
change in the sample resistance under the action of the
applied magnetic field. Previously [6, 7], AMR mea-

R R0 ∆RAMR θ,cos
2

+=
1063-7850/05/3110- $26.00 ©0875
surements were performed for samples either possess-
ing relatively large lateral dimensions or specially pre-
pared so as to provide for a sufficiently high sensitivity.
For this purpose, the samples were cut from a “wide”
film so that the anisotropy axis made an angle of θa =
45° with the direction of current in the sample. In prac-
tice, the SDT magnetoresistive elements are usually
made so that the anisotropy axis is oriented along the
stripe (θa = 0). The characteristics of such STD struc-
tures are calculated using experimental angular depen-
dences of the magnetoresistance and formulas obtained
within the framework of various theoretical models.

This Letter presents for the first time the results of
the direct (not using theoretical models) determination
of the exchange bias and coercivity fields in nanodi-
mensional conducting magnetic films and related struc-
tures, in which the anisotropy axis coincides with the
current direction. The measurements were performed
for the samples with lateral dimensions on the same
order of magnitude as those of the film elements used
in SDT structures. We have measured the dependence
of the resistance on the magnetic field, which was ori-
ented parallel to the anisotropy axis in the sample.
At first glance, the sample resistance in this geometry
(where the anisotropy axis coincides with the direction
of current and the magnetic field (1)) must not depend
on the magnetic field because the angle between this
field (and, hence, the magnetization vector) and the
current remains unchanged. However, our experiments
showed that the resistance exhibits a noticeable change
 2005 Pleiades Publishing, Inc.
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as a result of the motion of domain boundaries (where
the magnetization vector changes its direction), since
the volume of such domain boundaries can be suffi-
ciently large. At a field strength close to the coercive
force of the magnetic film, the volume of domain
boundaries featuring the magnetization vector rota-
tion sharply increases, the effective θ value becomes
nonzero, and the resistance of the sample decreases.
Thus, the determination of the external magnetic field
corresponding to the maximum volume of domain
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Fig. 1. Plots of the relative change ∆R/R0 in the sample
resistance versus magnetic field H for a single permalloy
film in the field oriented along the stripe and varied in the
(1) increase and (2) decrease mode. HC is the coercive
force.
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Fig. 2. Plots of the relative change ∆R/R0 in the sample
resistance versus magnetic field H for a FeMn–Py–SiC–Py
structure in the field oriented along the stripe and varied in
the (1) increase and (2) decrease mode. HEB and HC1 are the
exchange bias and coercive force of the Py film contacting
with the FeMn layer; HC1 is the coercive force of the Py film
not contacting with the FeMn layer.
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boundaries provides a means of directly measuring
the coercive force and the exchange bias of the mag-
netization reversal field.

The samples of conducting magnetic fields with
uniaxial anisotropy were prepared by the RF magne-
tron sputter deposition of 25-nm-thick permalloy (Py)
layers on oxidized silicon substrates. The exchange
bias of the magnetization reversal field was studied in
FeMn(15 nm)/Py(10 nm)/SiC(1.5 nm)/Py(10 nm)
structures grown by the same method on glass ceramic
(Sitall) substrates. The films had the shape of 70-mm-
long stripes with a width of 100 µm. The direction of
magnetic anisotropy in the samples of both types was
set by the orientation of external magnetic field in the
course of film growth.

A sample was exposed to a magnetic field with
constant orientation in the plane of the film, and the
resistance R was measured as a function of the field
strength H varied (in the monotonic increase and
decrease modes) from –400 to +400 Oe. The measure-
ments were performed at room temperature in the dc
mode. The results of measurements were virtually the
same over a range of dc currents from 1 to 100 µA.

Figure 1 shows plots of the relative change ∆R/R in
the sample resistance versus magnetic field H for a sin-
gle permalloy film measured in the field oriented along
the stripe. As can be seen, ∆R/R ≤ 0 in the entire range
of the magnetic field variation. When the field
approaches the coercive force value HC, the ∆R/R value
exhibits a sharp decrease, which is manifested by nar-
row minima in the curves. The coercive force of a single
Py film was found to be HC = 1.5 Oe, which is in good
agreement with the results of measurements performed
by other methods.

Figure 2 presents the results of measurements for a
multilayer structure in the field oriented along the
stripe. As can be seen, each ∆R/R curve exhibits two
narrow minima. One of these (HC1) corresponds to the
magnetization reversal in the Py film not contacting
with the antiferromagnetic (FeMn) layer, and the sec-
ond minimum (HC2) reflects the magnetization reversal
in the other Py film, which is biased due to the exchange
interaction with the FeMn layer. The minima measured
in the field increase and decrease mode exhibit relative
shifts as a result of the coercivity. The experimental
curves show that HC1 = 4 Oe, HC2 = 7.5 Oe, and the
exchange bias is HEB = 39 Oe. The coercivity and
exchange bias of the magnetization reversal field in mul-
tilayer structures prior to the stripe patter formation were
previously measured using the induction method [5].
With allowance for the demagnetization factor related
to the sample shape and the zig-zag domain boundary
pinning at the stripe edges, the results obtained by two
methods show satisfactory agreement.
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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Abstract—The spectra of normalized extinction of electromagnetic radiation by the interstellar medium have
been analyzed in terms of a model representing the total extinction as a sum of three absorption coefficients.
The first coefficient is related to optical transitions of the π–π* type and the second is related to those of the
σ−σ* type in amorphous carbon. The third term represents two absorption features occurring in the region of
the π−π* type transitions in the amorphous phase, which are satisfactorily described by the Gaussian contours
peaked at 3.2 eV (385.6 nm) and 5.67 eV (217.5 nm). These contours are compared to published data on the
absorption spectra of a copolymer composed of alternating triphenylamine and fluorene molecules. The results
of this analysis confirm the hypothesis concerning the most probable chemical composition and physical state
of particles of the interstellar medium. © 2005 Pleiades Publishing, Inc.
Investigations of the optical properties of the inter-
stellar medium (ISM) [1, 2] are important for deeper
insight into the nature of the particles constituting this
medium. Primary attention in this paper is devoted to
carbon as the most probable component of such parti-
cles. There are many hypotheses concerning the allot-
ropic forms of carbon entering into ISM particles.
However, we believe that, in view of the long-term irra-
diation of the interstellar dust particles by cosmic rays,
only the amorphous carbon (a-C) can be considered as
the most probable candidate structural material for the
ISM among the numerous existing allotropic modifica-
tions of carbon, including graphite [3], fullerenes [4],
carbon nanotubes and onions [5, 6], aromatic hydrocar-
bons [7, 8], and amorphous species [9]. As will be
shown below, the hypothesis assuming an amorphous
structure of the interstellar substance makes it possible
to analyze details of the normalized interstellar extinc-
tion (NIE) spectrum and to refine the chemical compo-
sition and physical state of particles in the ISM.

The main idea of the proposed approach is to com-
pare the NIE spectrum to the optical absorption spec-
trum of a-C. As is known, electrons of the two (π and
σ) subsystems determine the contributions to the opti-
cal absorption of a-C in the partly overlapping spectral
intervals [11]: the transitions of π electrons from occu-
pied to vacant states (π–π*) occur in the range of pho-
ton energies 0 & ε & 8 eV, while transitions of the sec-
ond type (σ–σ*) are manifested at ε * 8 eV [10]. This
circumstance makes it possible to separate the two con-
tributions in the dielectric response of a medium con-
taining a-C. Accordingly, the total optical absorption
coefficient α of a-C can be written as a sum

(1)α α j,
j 1=

2

∑=
1063-7850/05/3110- $26.00 0878
where j = 1 and 2 refers to transitions of the first and
second type, respectively.

Previously, we demonstrated [12] that the absorp-
tion coefficient αj as a function of the photon energy ε
for a-C has the following form:

(2)

Here, Aj is a constant factor, EGj is the energy corre-
sponding to the maximum density of electron states, sj

is the characteristic of smearing of the density of states,
and Egj is the energy gap between occupied and vacant
states in the electron energy spectrum [13]. Relations (1)
and (2) can be used for evaluating the contribution due
to a-C in the total NIE.

Figure 1 shows a dispersion of the normalized
extinction αist reconstructed from the experimental NIE
spectrum1 k(λ) [2] using the relations

(3)

Here, λ is the wavelength of absorbed photons, the
expression in parentheses represents experimental NIE
data (the function E and the quantities V and B are
denoted as in [2]), and C is a constant term added to the
experimental data so as to obey the condition αist(ε) ≥ 0
that is necessary for calculating the contributions α1(ε)
and α2(ε) to the total dispersion αist(ε). The latter con-

1 The original experimental data were kindly provided by
D. Massa.
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stant was selected using the asymptotic relation C ≈
k(λ  ∞).

The results of the calculation of α1(ε) and α2(ε) are
also presented in Fig. 1. The values of variables Aj , EGj ,
sj , and Egj (j = 1, 2) entering into expressions (1) were
determined by least squares through minimization of
the variance functional

(4)

where i is the index of points on the experimental NIE
curve (i = 0–1200). The values of parameters deter-
mined using this procedure are listed in the table (the
curves of α1(ε) and α2(ε) corresponding to these values
are depicted in Fig. 1). As can be seen from data in the
table, the energy gap for transitions of the second type
is Eg2 = 0, which reflects a significant degree of amor-
phization of a-C particles in the ISM under the action of
cosmic rays. Here, by amorphization we imply both
disorder in the mutual arrangement of carbon atoms in
the material and fluctuations of the interatomic dis-
tances and bond angles, as well as the presence of rup-
tured bonds between the nearest neighbors.

The value of Eg1 can be used for estimating the num-
ber of graphene rings entering into compact clusters.
Such clusters, representing incomplete fragments of
graphite planes, can be elements of the a-C structure on
the intermediate scale [11]. In order to obtain this esti-
mate, we use the expression [11]

(5)

where M is the average number of graphene rings and
β ≈ –1,4 eV is the parameter characterizing the local
interaction of π electrons in a cluster. Substituting the
Eg1 value from the table into relation (5), we estimate
the average number of rings as M ≈ 27.

Figure 2 presents a comparison of the experimental
normalized extinction (points) to the sum of absorption
coefficients α1(ε) + α2(ε) depicted by the dashed curve.
A difference between αist(ε) and the calculated sum
clearly reveals two features in the extinction (Fig. 2,
open squares). As can be seen, these features can be sat-
isfactorily described by Gaussian profiles. A contribu-
tion to the FP feature [2] manifested by a shoulder in
the absorption band is due to a π–π* transition with an
energy of about 3.2 eV.

For the further analysis of the features of ISM
extinction, we have compared the absorption bands
revealed in Fig. 2 to the absorption spectra of copoly-
mers containing six-member graphene rings. The ener-
gies of maxima (3.2 and 5.67 eV) observed on this
extinction curve exhibit a striking coincidence with the
energy positions of the most intense bands in the
absorption spectrum of a copolymer of triphenylamine

F A1 A2 EG1 EG2 s1 s2 Eg1 Eg2, , , , , , ,( )

=  α1 εi( ) α2 εi( ) α ist εi( )–+( )2,
i

∑

Eg1 2 β M 1/2– ,=
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(C6H5)3N and fluorene C13H10 [14]. This coincidence is
illustrated in Fig. 3, which shows a comparison of the
experimental absorption spectrum of a triphenylamine–
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Fig. 1. Variation of the normalized extinction αist as a func-
tion of the absorbed photon energy (solid curve). Dashed
and dash-dot curves show the α1(ε) and α2(ε) calculated
using Eqs. (1) and (2) with the values of parameters listed in
the table. The FP arrow indicates a shoulder in the NIE
spectrum reported in [2].

The values of coefficients in Eq. (1) determined by least
squares fitting to experimental NIE data [2]

j Aj, eV Egj, eV EGj, eV sj, eV

1 49 0.54 3.36 2.29

2 215 0 7.1 1.95
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Fig. 2. A comparison of the experimental normalized
extinction αist (points) and the sum of contributions α1(ε)
and α2(ε) due to optical transitions of the first (π–π*) and
second (σ–σ*) types (dashed curve). Open squares show a
difference (multiplied by a factor of 2) between the experi-
mental (αist) and calculated (α1 + α2) curves (solid curves
show the best fit to Gaussian profiles). The FP arrow indi-
cates a shoulder in the NIE spectrum reported in [2].
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fluorene copolymer [14] and the Gaussian contours
separated in Fig. 2.

Fluorene belongs to the hydrocarbons widely occur-
ring in nature [15]. This compound is formed upon the
thermal decomposition of various carbon-containing
substances and is well known as a chemically stable
and active environmental pollutant [15, 16]. Moreover,
the absorption spectrum of a fluorene-based polymer
(polyfluorene) [14] also exhibits features in the same
spectral regions where the extinction features are
observed in Fig. 2. However, the relative intensities of
the two main components in these cases exhibit oppo-
site trends (Fig. 3). On the contrary, the spectrum of the
triphenylamine–fluorene copolymer exhibits both the
same positions of the main features and the same ten-
dency in the peak intensity to increase with the energy
(frequency) of absorbed photons. However, tripheny-
lamine entering into this copolymer is not among the
compounds widely occurring in nature. On the other
hand, the C–N bond is chemically stable, for example,
in amorphous carbon (a-C:N) formed in the course of
carbon deposition in nitrogen-containing plasma under
laboratory conditions [17]. Such bonds are typical of
triphenylamine proper and of its precursors and deriva-
tives. Therefore, triphenylamine copolymers (or their
precursors) can also be present in a-C:N, probably, in
the amorphized state. In comparison to the narrow
bands observed in the spectra of copolymers (Fig. 3),
the two features separated from the interstellar extinc-
tion curve can be inhomogeneously broadened as a
result of amorphization caused, in particular, by long-
term interaction with corpuscular cosmic radiation.

With allowance for the above considerations, the
chemical composition of a-C particles in the ISM can
be evaluated by assuming them to consist (like the
above copolymer) of alternating coupled tripheny-

1.0

0.5

0
2 4 ε, eV6

Fig. 3. A comparison of the features (fitted by Gaussian pro-
files) revealed in Fig. 2 to the experimental optical absorp-
tion spectra of a copolymer composed of alternating triphe-
nylamine and fluorene molecules (open squares) [14] and
the spectrum of polyfluorene (dash–dot curve) [14]. Each
spectrum is normalized to the maximum intensity.
TE
lamine and fluorene molecules. As can be readily veri-
fied, this medium contains 58 at. % of carbon, 40 at. %
of hydrogen, and 2 at. % of nitrogen.

According to the above considerations, the solid
phase of the interstellar medium is an amorphous car-
bon-based substance with a certain degree of ordering.
The amorphous character is evidenced by the similarity
of the optical properties of ISM and a-C. The presence
of an order is confirmed by two inhomogeneously
broadened spectral features with the maxima at 3.2 and
5.67 eV contributing to the NIE spectrum, where the
component at 3.2 eV was revealed for the first time.
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Abstract—The effect of irradiation with neutrons possessing an average energy of 1.1 and 14 MeV on the char-
acteristics of quasi-ballistic metal-Schottky-gate field-effect transistors (MESFETs) with various structures of
the buffer layer has been studied. In the series of MESFETs with buffers based on a GaAs homostructure,
AlGaAs-based heterostructure, and AlAs/GaAs superlattice, the radiation stability increases (on every passage,
by a factor of 1.2–5) due to the compression of electron trajectories in the conducting channel and the gettering
of radiation defects at a heteroboundary of the buffer layer. © 2005 Pleiades Publishing, Inc.
As is known, the use of heterostructures improves
the characteristics of field-effect transistors, in particu-
lar, with respect to the two-dimensional electron gas
formation in high-electron mobility transistors
(HEMTs) [1]. However, as the size of the active region
in such devices is decreased to a level corresponding to
collisionless flight, the advantages of HEMTs over the
usual metal-Schottky-gate field-effect transistors
(MESFETs) become less pronounced [2]. From this
standpoint, good prospects are offered by MESFETs
with a built-in energy barrier at the channel–buffer
interface [3], which separates the active region from a
substrate.

Under conditions of irradiation, the presence of any
heteroboundary is an additional factor of risk for the
transistor structure: ternary compounds are unstable and
are susceptible to radiation-induced decomposition [4],
while heteroboundaries can be the sites of defect accu-
mulation [5]. The problem of defect formation at heter-
oboundaries is usually related to the radiation resis-
tance of laser structures and heterobipolar transistors—
devices in which the carriers move in the direction per-
pendicular to the interfaces between layers. In the case
of field-effect transistors, it is important to consider
changes in the parameters of heteroboundaries that sig-
nificantly influence the lateral transport of electrons
immediately at the barrier, in particular, in the investi-
gation of the radiation resistance of HEMTs [6]. No
such investigations have been performed previously for
quasi-ballistic MESFETs based on heterostructures
with buffer layers.

This Letter presents the results of investigations of a
series of quasi-ballistic MESFETs with recessed
(V-shaped) gates and buffer layers based on (i) a GaAs
homostructure (Fig. 1a) [7], (ii) an AlGaAs-based het-
1063-7850/05/3110- $26.000881
erostructure (Fig. 1b), and (iii) an AlAs/GaAs superlat-
tice (Fig. 1c) [3]. The superlattice period was optimized
so as to provide for the maximum (~90%) coefficient of
reflection for hot electrons. This was achieved due to a
small width (≈23 meV) of the first band of dimensional
quantization in the Γ valley, which is situated
≈180 meV above the conduction band bottom in GaAs
(this energy gap is much greater than the transverse
energy component of electrons in the conducting chan-
nel). The first miniband of dimensional quantization in
the X valley had a width not exceeding 5 meV. Owing
to the special shape of the gate, the channel length in
such MESFETs is within 30–100 nm [7], which pro-
vides for a quasi-ballistic character of electron motion
in the active region. Since the structures of transistors
in the series studied differed only in the type of buffer
layer, all the radiation-induced changes in their charac-
teristics must be related to the presence of heterobound-
aries. Therefore, by comparing the parameters of MES-
FETs with homo- and heterobuffer layers, it is possible
to extract information concerning radiation-induced
changes in the electron transport along these heter-
oboundaries.

In this study, the drain–gate current–voltage (I–U)
curves of MESFETs with homo- and heterobuffer lay-
ers were measured before and after irradiation with
neutrons possessing different energy spectra. We have
studied 30 devices of each type. The MESFETs with
GaAs and AlGaAs buffers were irradiated from both
the gate and substrate sides with neutrons possessing an
average energy of 1.1 and 14 MeV, while the transistors
with buffers based on the superlattice were exposed
only to 1.1-MeV neutrons from the gate side. The sam-
ples were irradiated in a pulsed nuclear reactor produc-
ing 800-µs pulses of neutrons with a dome-shaped
spectrum and an average energy of 1.1 MeV; the time
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagrams showing the structures, conduction band bottom energy W profiles, and dopant concentration Nd profiles
for quasi-ballistic MESFETs with buffer layers based on (a) a GaAs homostructure, (b) an AlGaAs-based heterostructure, and (c) an
AlAs/GaAs superlattice: (1) source; (2) gate; (3) drain; (4) channel; (5) buffer. Arrows indicate the injection of Au atoms from the
gate and Al atoms from the heterobuffer for various directions of neutron irradiation.
interval between pulses was one day. The MESFETs
with superlattices were irradiated in a continuous
regime, but at the same rate of accumulation of the neu-
tron fluence. The beam of neutrons possessing an aver-
age energy of 14 MeV was obtained in an NG-12 neu-
tron generator whose energy spectrum was close to
monochromatic; the total fluence gained over a 10-h
continuous operation period was about 1014 cm–2.

We have studied relative changes in the threshold
voltage ∆U/U0 = (U0 – UF)/U0 and the I–U curve slope
(transconductance) ∆g/g0 = (g0 – gF)/g0 as functions of
the neutron fluence Fn at different energies (Fig. 2). A
change in the transconductance was determined prima-
rily by defects contained in the channel, while changes
in the threshold voltage were caused by the defects
occurring at the channel–buffer interface.

The obtained experimental data were interpreted
using a combination of two models. The first model [8]
was based on a quasihydrodynamic approximation of
the motion of carriers in the channel of transistors with
buffer layers of different types, which were set by intro-
ducing an energy barrier of a corresponding shape into
the potential profile at the channel–buffer interface. The
second model [9] involved Monte Carlo simulation of
the process of defect formation in the device structures
under various conditions of neutron irradiation, with
allowance for the injection of gold atoms knocked out
TE
of the gate and aluminum atoms injected from the het-
erobuffer (Fig. 1).

The model calculations and experiments gave the
following results.

(i) The presence of a heterobuffer leads to compres-
sion of the electron trajectories in the conducting chan-
nel, whereby most of the charge carriers move along
short trajectories in a thin region of the channel at the
heteroboundary. This circumstance explains the
observed sequential two- to threefold decrease in the
rate of change of the transistor parameters with increas-
ing energy barrier at the channel–buffer interface in the
series of heterostructures studied (Fig. 2).

(ii) The energy of electrons in the channel is 0.4–
0.7 eV and, hence, the carriers are scattered predomi-
nantly on subclusters of the radiation defects [10],
rather than on the whole clusters. In the samples irradi-
ated with 14-MeV neutrons, the average size of such
subclusters is approximately two times greater and
their scatter is about 2.5 times greater than those in the
samples irradiated at an average neutron energy of
1.1 MeV. This fact accounts for the observed sequential
decrease by a factor of 1.2–2 in the rate of change in
parameters of the transistors with homobuffers and a
greater (on the average) scatter of their parameters
observed upon the irradiation of 14-MeV neutrons
(Fig. 2).
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Fig. 2. Variation of the (a, b) transconductance and (c, d) threshold voltage of MESFETs with (1) GaAs, (2) AlGaAs, and
(3) GaAs/AlAs buffer layers irradiated by neutrons with different spectra and average energies: (a, c) 1.1 MeV; (b, d) 14 MeV. The
data are presented for the samples showing typical behavior in each series of devices of the 1–3 types.
(iii) The transconductance of the devices with
homobuffers is sensitive to the direction of irradiation,
which is related to the fact that the gold penetration
depth was ≈40 nm for 1.1-MeV neutrons and ≈100 nm
for 14-MeV neutrons. For this reason, only a small
number of gold atoms is injected into the channel of
devices irradiated with 1.1-MeV neutrons (most of the
knocked out gold atoms are stopped in a titanium sub-
layer), although the number of injected gold clusters
will increase with the neutron fluence. At the same
time, the knocked out titanium atoms form defects out-
side the active region. The irradiation with 14-MeV
neutrons from the gate side leads to the formation of
gold subclusters in the channels of transistors of all
types. In MESFETs with heterobuffers, this irradiation
also leads to the injection of aluminum atoms knocked
out of the heterobuffer, which is more pronounced in
the case of irradiation via substrate and less pronounced
for the irradiation from the gate side. In comparison
with the influence of intrinsic Ga and Au atoms, the
injected Al atoms (possessing a lower weight) produced
a relatively smaller disorder in the channel, so that the
injection of aluminum can be ignored (to the first
approximation) for both neutron energies.

(iv) In the MESFETs with heterobuffers, a change in
the transconductance does not depend on the direction
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
of neutron irradiation (Fig. 2b). This is probably
explained by a transformation or rearrangement of
point defects formed in the active region. The stressed
channel–buffer interface acts as a getter collecting a
part of defects from the channel. This assumption is
confirmed by two experimental facts. First, the thresh-
old voltage of MESFETs with AlGaAs buffers is sensi-
tive to the direction of neutron irradiation (Fig. 2d), and
the scatter of cutoff voltages exceeds that of the
transconductance. In the devices with superlattices, the
rate of variation of the threshold voltage is 20–30%
greater than that of the transconductance, which con-
firms the conclusion that defects are displaced toward
the supertlattice. Second, the MESFETs with heter-
obuffers are insensitive to the neutron energy. Appar-
ently, differences in the defect concentrations and
topologies in the active regions of such devices lead to
changes in the redistribution of these defects such that
the effect of gettering in the case of irradiation with
14-MeV neutrons is more pronounced.

On the whole, a positive change (a two- to threefold
increase) in the radiation resistance is produced by the
compression of electron trajectories in the presence of
an energy barrier for the charge carriers, and an addi-
tional positive effect (increase by a factor of 1.5–2) is
related to the gettering of defects at a heteroboundary of
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the buffer layer. The latter effect is more pronounced
(due to the presence of several stressed interfaces) in
MESFETs with AlAs/GaAs superlattices than in the
devices with AlGaAs heterobuffers.
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Field-Modulated Conductivity
in Quasi-One-Dimensional Molecular Conductors
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Abstract—Planar molecular conductors between two carbon nanotubes in a polymer matrix have been created
and studied. It is established that the conductivity of the obtained current channel can be modulated by the trans-
verse electric field. A sharp variation of the transverse field can switch off the molecular channel, while the sub-
sequent application of the longitudinal field to the channel switches it on again. In order to explain the observed
behavior, it is necessary to consider the micromechanics of molecules in external electric fields. © 2005 Pleia-
des Publishing, Inc.
The creation and investigation of quasi-one-dimen-
sional conductors (quantum wires) has received much
attention because such materials can provide for sub-
stantial progress in the development of nanoelectron-
ics [1], including new nanodimensional sensors of var-
ious physicochemical quantities [2]. One promising
direction is related to the use of single polymer mole-
cules—in particular, carbon nanotubes—as such quasi-
one-dimensional conductors [3].

Previously, we created two-electrode elements with
quasi-one-dimensional vertical polymer microconduc-
tors in a tunneling microscope and showed that these
elements possess unique properties [4]. In particular,
the obtained microconductors exhibited spontaneous
quantization of the conductivity at room temperature.
The quantum of resistance determined in experiment
deviated from the theoretical value by no more than
20%. The polymer microconductors could pass cur-
rents up to 200 mA due to the ballistic transport of
charge carriers. Apparently, these were the first ele-
ments created by means of probe nanotechnology.

In order to create quasi-one-dimensional conducting
channels using dipole–dipole interactions of molecules
in an external electric field, it is necessary to provide for
several conditions. First, the dipole–dipole interaction
energy must exceed the energy of thermal breakage of
the conducting channel, which implies that there exists
a critical field for the channel formation. Second, the
electric field must have a “channel” configuration
whereby the longitudinal field component is maximum
at the axis and rapidly decays in the radial direction.
Third, it is necessary that the linear molecules possess
reactive ends and that they be capable of self-assembly
with the formation of long conducting channels. Such
1063-7850/05/3110- $26.00 0885
conditions were provided between a flat metal substrate
surface and a tungsten point probe with a tip radius
below 20 nm. By gradually moving the probe away
from the surface, it was possible to grow vertical
molecular conductors [5].

In order to obtain planar molecular conductors, we
used multiwall carbon nanotubes (or their bundles) as
electrodes so as to provide the conditions formulated

Fig. 1. Atomic force microscope images of a multiwall car-
bon nanotube (a) before and (b) after cutting (left-hand
bright region corresponds to one of the conducting paths).
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Fig. 2. A family of current–voltage characteristics of a circuit involving the molecular conductor between carbon nanotubes mea-
sured at various gate voltages Ug = 0 (1), –20 (2), and +20 V (3). Curve 4 corresponds to the conductivity switch-off caused by a
sharp change in the applied transverse electric field.
above. These nanotubes were placed between conduct-
ing paths and cut (mechanically or electrically) with the
aid of the probe of an atomic force microscope (Fig. 1).
The obtained gaps ranged from 20 to 500 nm. The field
between such electrodes had the required “channel”
configuration. A planar molecular conductor was
obtained by applying a drop of ED-20 epoxy diane
resin (ED-20). This dielectric liquid has a large vis-
cosity, consists of sufficiently long extended mole-
cules with a molecular mass of M = 400–900 (contain-
ing two benzene rings per monomer), and possesses a
residual bulk resistivity on the order of 1010 Ω cm.
Application of a potential difference of up to 10 V to
the gap between nanotubes led to the appearance of
electric current in the circuit, which indicated that a
molecular conductivity channel was created in the
gap. Owing to the planar character of the channel, the
molecules constituting this channel are subjected to
the orienting action of the substrate. This factor
accounts for the stability of the channel in the absence
of a drain–source voltage. Since the diameter of nan-
otube electrodes is on the order of 10 nm and the applied
voltage is on a level of several volts, the fields generated
at the ends of such electrodes reach 108–109 V/m and are
sufficient to provide for the cold electron emission at
a high current density. Electrons emitted with an
energy exceeding 5 eV can produce a rupture of the
intramolecular bonds of the epoxy resin. Therefore, it
is not excluded that the molecular channel formed
TE
between carbon nanotubes may contain fragments of
the molecules of the epoxy diane resin and residual
impurities.

It was found that the conductivity of the molecular
channel could be controlled using the third electrode
situated under a silicon oxide layer of the substrate.
Figure 2 shows several static current–voltage character-
istics of a circuit including conducting paths, multiwall
carbon nanotubes, and the molecular channel. A con-
siderable contribution to the resistance of this circuit is
related to the contacts of nanotubes with the conduct-
ing paths. As can be seen, the conductivity of the
molecular channel is modulated by the control gate
field, so that the experimental device exhibits the prop-
erties of a field-effect transistor. It should be noted that
multiwall carbon nanotubes played the role of elec-
trodes and their conductance was not significantly
modulated by the field. Upon a sharp change in the
control field (e.g., switching the gate voltage from –20
to +20 V with a transient time on the order of 0.1 ms),
the conductivity disappeared. In order to restore the
conductivity, it was necessary to apply again a drain–
source voltage of about 10 V. In these regimes, the
experimental device exhibited the properties of an
energy-independent memory cell.

We believe that the observed experimental behavior
can be explained by considering the micromechanics of
molecules in external electric fields. The longitudinal
electric field aligns macromolecules and favors the for-
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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mation of linear conducting molecular bridges (evi-
dence for rather high linearity is provided by the ballis-
tic transport regime observed in an analogous vertical
structure [4]). The transverse field of the gate probably
produces a partial reorientation of the molecules. How-
ever, questions concerning the particular mechanism of
conductivity modulation in the molecular channel
remain open.
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Abstract—Analytical formulas for a systemic analysis of the structural coarsening of an island film on a solid
substrate are obtained based on a comparison of the characteristics of theoretical and experimental distributions
of the island size. This approach established a correlation between the features of transformation of the exper-
imental distributions (histograms) and the features of processes in the island film material. © 2005 Pleiades
Publishing, Inc.
Let us consider the stability of thin island films with
respect to coarsening via the Ostwald coagulation of
microscopic islands with the accompanying processes.
Important information about this process can be
obtained from an analysis of the island size distribution
and its variation with time and from a comparison
between the experimental histograms and theoretical
distributions.

Theoretical island size distributions are obtained
from the relation between the rate of the growth and
dissolution of microscopic islands and their dimensions,
which is called the dimensional motion equation. One
variant of such equation was obtained previously [1]
through a modification of the Chakraverty formula [2]
and can be written as follows:

(1)

where dr/dt is the rate of variation of the size of an
island with the current radius r = rs/sinΘ, rs is the effec-
tive radius of islands in the substrate plane, Θ is the
contact angle, v k(t) is the reduced rate of variation of
the critical island radius rk with the time t, u = r/rk is the
dimensionless radius, and γ(u) is a factor determining
the mechanism of the process under consideration.

Assuming that

(where As is a factor characterizing various types of
mass transfer corresponding to s = 1, 2, 3, …), we
obtain a universal formula combining several different
mechanisms of the diffusion mass transfer in disperse
systems [3]. It should be noted that the quantity s is iden-
tical to p in an analogous expression in [4, Eq. (37)]. Tak-

v u( ) v k t( )
drk

dt
------- 

 
1– dr
dt
----- u 1–

γ u( )
-----------,= =

γ u( ) us and v k t( )
drk

dt
-------

rk
s

As

-----= =
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ing into account that each particle in the disperse sys-
tem under consideration can be assigned its own diffu-
sion regime, it would be expedient to make a
generalizing assumption that s can vary in a broad inter-
val from zero to infinity (see also [3]). The information
concerning the influence of s on the process has to be
exhaustive.

In particular, a mixed reaction–diffusion mechanism
corresponds to

where K is the velocity of atoms crossing the interface
(or the rate of their attachment to the island [1]), DS is
the coefficient of surface diffusion of the adatoms, V is
the specific volume of the film, and α is the parameter
of the structural distribution of islands on the substrate
surface. In the case of

we deal with a mixed diffusion–reaction mechanism
leading to the coarsening of islands in the film.

An expression for the set of theoretical distribution
functions corresponding to a given v(u) is as follows [5]:

(2)

In terms of the dimensional variables, each distribution
density function at every moment of time t can be deter-

mined as f(r, t) = C ϕ(u), where C is a constant quan-
tity. The characteristics of particular theoretical
distribution curves significantly depend on the factor γ(u)
in Eq. (1). Taking this circumstance into account,

γ u( ) = εu3 u1 α– , v k t( )+  = 
drk

dt
-------

rk

aKV
----------- and ε = 

Krk

DS
--------,

γ u( ) = u3 ε1u1 α– , v k t( )+  = 
drk

dt
-------

rk
2

aDSV
-------------- and ε1 = ε 1–

ϕ u( )
3v k

v ku v u( )–
--------------------------- 3v k

ud
v ku v u( )–
---------------------------∫– .exp=

rk
4–
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Table 1.  Numerical characteristics of the theoretical distribution density function of islands with respect to their relative size
for various values of s in the quantity γ(u) = us in Eq. (1)

s ug v k um up1 up2 v

0 ∞ 1 0 – 0 ∞
0.2 6 0.5824 0.2180 – 0.6745 27.528

0.5 3 0.3849 0.6633 – 1.2055 4.523

0.9 2.111 0.2687 0.9609 0.5143 1.3412 2.197

1 2 0.25 1 0.6084 1.3458 2

2 1.5 0.1481 1.1346 0.9721 1.290 1.322

5 1.2 0.067 1.1187 1.0777 1.1588 1.073

∞ 1 0 1 1 1 1

Note: v  = ug/um is the degree of asymmetry of the distribution density curve; up1 is the bending point on the distribution curve in the
interval from 0 to um; up2 is the bending point on the distribution curve in the interval from um to ug; for other notations see the text.
we  will obtain the corresponding expression using
[1, Eqs. (9)–(11)].

The upper boundary of the relative island size ug =
rg/rk (where rg is the maximum island size, that is, the
distribution width) can be determined from the follow-
ing equation:

(3)

The reduced velocity v k = v k(t) is calculated as

(4)

The values of um = rm/rk (where rm is the modal
radius corresponding to the maximum of the distribu-
tion density function) can be determined from the equ-
ation

(5)

Positions of the bending points in the distribution
curves are determined from the equation

(6)

where z = γ – γ'(u – 1). In Eqs. (3)–(6), γ' and γ'' denote
the first and second derivatives of γ = γ(u) with respect
to u.

Table 1 gives the numerical values of characteristics
of the theoretical distributions of islands with respect to
their relative size for various values of s in the quantity
γ(u) = us. It should be noted that no contradictions
appear in the case of continuous variation of s from zero
to infinity. The well-known theoretical distributions can
be obtained for the corresponding values of s, including
the Wagner distribution (s = 1) [6], the Lifshits–Slezov

γ γ'u u 1–( ) ug
– 0.=

v k γ γ'u+( ) 1–
ug

γ'u2( ) 1–
ug.= =

4v kγ
2 γ– γ' u 1–( ) um

+ 0.=

2Ov k
2γ4 13v kγ

2z– 2z2+

– γγ'' u 1–( ) 2γ'z+[ ] v kuγ u– 1+( ) up
0,=
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distribution (s = 2) [7], and some others [8, 9]. All these
distributions exhibit one, two, or none bending points
for s varying from zero to infinity, and they have a sin-
gle bending point in the interval from um to ug .

Assuming that s = 0 (ug = ∞, v k = 1) and substituting
Eq. (1) into expression (2), we obtain ϕ(u) =
cuexp(−3u). Since v k > 0, a disperse system of islands
described by this function is susceptible to diffusion
coagulation. For large s (s = ∞), a polydisperse system
of islands degenerates into a monodisperse one, which
is not susceptible to coagulation (v k = 0).

However, all distributions with s in the interval I ≤
s < ∞ (including the well-known distributions) exhibit a
negative asymmetry with the coefficient Sk = µ3/σ3 < 0,
where µ3 is the central moment of the third order and σ
is the standard variance.

Table 2 gives the numerical values of characteristics
of the theoretical two-parametric distribution functions
corresponding to two mechanisms of island coarsening
in the disperse system. The case of α = ε = 0 corre-
sponds to the Wagner distribution function [6], and the
case of α = ε1 = 0 corresponds to the Chakraverty dis-
tribution [2]. This table also presents the results of an
analysis of the experimental data [10] on the distribu-
tion of the effective radii of platinum islands on γ-Al2O3
substrates. In these experiments, the samples of films
on the substrates were heated to 700°C in a 2%O2 + N2
atmosphere. The analysis showed a high similarity of
the theoretical and experimental distributions, which
allowed us to determine the parameters of distributions
(using [1, Eq. (15)]) upon a heat treatment for 1 h (α =
0.19, ε = 0.01, Sk = –0.276, rk = 9.32 nm) and for 16 h
(α = 0.362, ε = 0.01, Sk = 0.311, rk = 11.48 nm). A
change in the sign of Sk is indicative of a significant
transformation of the experimental distribution func-
tion. Further evidence for an anomalous course of the
Ostwald coagulation of islands is provided by the char-
acter of variation of the parameter α, the related change
05
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Table 2.  Numerical characteristics of the theoretical distribution density function of islands with respect to their relative size
for various values of γ(u) in Eq. (1)

α ε; ε1 ug v k um up1 up2 v

γ(u) = εu3 + u1 – α; 0 ≤ α ≤ 1; 0 ≤ ε ≤ 1

0 0 2 0.25 1 0.6084 0.1358 2

0.2 0 2.25 0.2904 0.9110 0.3803 1.3298 2.4697

0.1239

0.8 0 6 0.5824 0.2180 – 0.6746 27.528

0.8 0.05 2.0449 0.3231 0.5752 – 1.3570 3.5552

0.19 0.01 2.0924 0.2730 0.9421 0.4443 1.3437 2.2210

0.1100

0.362 0.01 2.2649 0.3100 . 0.8440 – 1.3216 2.6835

γ(u) = u3 + ε1u1 – α; 0 ≤ α ≤ 1; 0 ≤ ε ≤ 1

0 0 1.3333 0.1055 1.1417 1.0508 1.2297 1.1679

0 0.5 1.3865 0.0830 1.1455 1.0314 1.2565 1.2104

0.2 0.5 1.3890 0.0841 1.1459 1.0307 1.2583 1.2122

0.0688

1 0.5 1.3948 0.0881 1.1480 1.0310 1.2640 1.2149

1 0.8 1.4254 0.0807 1.1481 1.0167 1.2800 1.2417
in ug , v k , and v, and a decrease in the fraction of grow-
ing islands from 24.91 to 18.69% after the 16-h heating.

The proposed method for the identification of the
experimental distributions based on the comparison of
their characteristics with those of the theoretical distri-
bution functions can provide substantial supplementary
information to that obtained by means of a dispersive
computer-aided analysis analogous to the procedure
used in the case of volume disperse systems [11]. The
new approach provides valuable information on the
influence of various factors (doping, interaction with
atmosphere, faceting of the growing islands, etc.) on
the process of coarsening of the island film material.
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Abstract—An anomalously low level of electric field strengths for the field evaporation and field ionization of
metals and alloys has been observed in the presence of elevated partial pressures of water vapor. This effect can
be used in field ion microscopy for the formation and polishing of point samples with dimensions on a micron
scale, which allows the sample volume to be increased by 3–4 orders of magnitude. © 2005 Pleiades Publish-
ing, Inc.
Field ion microscopy (FIM) is one of the methods
making possible the direct observation of atoms on
solid surfaces. Among the other modern high-resolu-
tion techniques of surface physics, FIM is distinguished
by the ability to form atomic-smooth surfaces of sam-
ples with various crystal orientations, which is achieved
due to the phenomenon of field evaporation. This
makes possible, in particular, the investigation of sur-
face morphology on the crystal faces with high Miller
indexes. Field evaporation has been widely used [1, 2]
for the cleaning and smoothening of points prior to FIM
imaging. Sequential field evaporation of surface layers
reveals the internal structure of the point material, thus
being an important tool not only for the preparation of
samples, but for the subsequent profound investigation
of their microstructure as well [2].

As is known, the operation of a field ion microscope
(ion projector) requires the creation of an electric field
with a strength of (2–6) × 1010 V/m at the sample sur-
face, which provides for the field ionization of atoms of
an inert gas usually employed for the FIM image for-
mation. Such field strengths can be created at the sur-
face of a sample with a point tip curvature radius of
10−100 nm at an applied positive potential of 2–30 kV.
The possibility of increasing the radius of curvature at
the point tip is limited by the breakage of point samples
under the action of ponderomotive forces developed in
the electric field [3], which is related to the strength
scaling factor. An increase in the sample surface radius
is accompanied by the growth of the working voltage
and, hence, of the vacuum breakdown, which also leads
to breakage of the samples.

This Letter presents the results of our attempts to
increase the range of dimensions for the samples stud-
ied by FIM. This was achieved by using the
phenomenon of water-vapor-stimulated field evapora-
tion [1, 4] for the sample surface formation. It was dem-
onstrated [4] that the field strength required for the eva-
poration of tungsten is decreased 2–2.5 times in the
presence of water vapor with a partial pressure of
1063-7850/05/3110- $26.00 0891
(1.9−2.7) × 10–4 Pa. We have performed experiments on
the field evaporation of samples at elevated partial pres-
sures (up to 10–1 Pa) of water vapor and observed an
anomalous—by two orders of magnitude—decrease in
the evaporation field strength for some metals at room
temperature, which allows the limiting curvature radii
of samples for the FIM imaging to be increased up to
several microns.

The experiments were performed in a field ion
microscope equipped with an image brightness
enhancer employing an MKP-46 microchannel plate
(amplification coefficient, 103). The residual gas pres-
sure in the vacuum chamber was 10–5 Pa, and the partial
pressure of water vapor was controlled on a level of
10−1–10–2 Pa. Under these conditions, the evaporation
field strength for tungsten and a W–20% Re alloy at
room temperature decreased from 5.5 × 1010 V/m (in
a residual vacuum) to 6 × 108 V/m (in the presence of
water vapor). The analogous phenomenon of decrease
in the room-temperature evaporation field strength at
elevated partial pressures of water vapor was observed
for molybdenum and chromium–nickel steel
Kh18N10T. An unexpected result was that the rate of
water vapor ionization at such low electric field
strengths was sufficient for the FIM image formation.
According to the classical theory of the field ionization
for gases [1, 2], the known ionization potential of water
molecules (12.6 eV) implies a much higher ionization
field strength on the order of ~1010 V/m.

In order to evaluate the sample surface curvature
radius and the magnification factor, we used either the
initial value of the tip radius determined according to
the standard FIM method [1] or the final tip radius after
the field evaporation, as determined using shadow
imaging in an optical microscope. Intermediate values
of the sample curvature were determined assuming a
linear relation between the field evaporation voltage
and the sample curvature radius. The evaporated layer
thickness was calculated from a change in the field
© 2005 Pleiades Publishing, Inc.
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evaporation voltage for a preliminarily determined
value of the cone angle at the sample point tip.

For samples on a micron size scale, the resolution of
a field ion microscope is virtually independent of the
diffraction effects and the size of imaging gas mole-
cules. In this case, the well-known expression for the
resolution of an ion projector [1] can be written as

δ 4β rkT
k f eF
------------ 

  1/2

,=

(a) (b)

(c) (d)

Fig. 1. A series of FIM images of the surface of a polycrys-
talline point prepared from a non-recrystallized W–20% Re
alloy and studied under the conditions of water-vapor-stim-
ulated field evaporation.
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Fig. 2. The typical depth profiles of dihedral angles α
between grain boundaries at a triple junction indicated by
the arrow in Fig. 1.
TE
where r is the sample curvature radius, β is the image
compression factor, kf is the field geometry factor, T is
the sample temperature, F is the electric field strength
at the sample surface, and e is the electron charge. For
our instrument, the field geometry factor (which
depends on the electrode configuration) was kf = 10.
For the samples with r = 1 µm, the field strength for the
best image was F = 2 × 109 V/m. Assuming the image
compression factor to be β = 1.5 and the sample tem-
perature T = 300 K, we estimate the resolution at δ = 7
nm. This value is decreased as compared to the resolu-
tion achieved in the instruments using inert imaging
gases, but all the other advantages (including the possi-
bility of forming atomically-smooth surfaces and
studying the sample microstructure in situ in the course
of sequential layer removal by stimulated field evapora-
tion) are retained.

Figures 1a–1d show a series of FIM images of the
surface of a polycrystalline point prepared from a non-
recrystallized W–20% Re alloy. The sample voltage in
the course of exposure was 12 kV, while the field
strength in the course of material evaporation and the
resulting increase in the tip curvature radius monotoni-
cally decreased from 2 × 109 to 1.5 × 109 V/m. The
micrographs presented in Fig. 1 were obtained in the
course of the water-vapor-stimulated field evaporation
of a 1-µm-thick layer of the sample. As can be seen, the
FIM images display grains comprising chaotic sets of
bright spots and reveal grain boundaries, which are dec-
orated in the course of stimulated field evaporation in
the presence of water vapor. The micrographs in Fig. 1
show the possibility of using the proposed FIM tech-
nique for investigations of the topology and statistics of
the ensemble of grain boundaries and their triple junc-
tions. In particular, we have determined the statistical
distributions of dihedral angles α between grain bound-
aries and studied their variation in the course of stimu-
lated field evaporation to a depth D.

Figure 2 shows the typical distributions of dihedral
angles α between grain boundaries at the triple junc-
tions. The angles were measured by passing at a step of
about 100 nm along the triple junction line. The dihe-
dral angle is one of the main characteristics of triple
junctions and is a factor determining the mechanical
and other structure-sensitive properties of fine-grained
polycrystalline materials [5]. Until now, FIM has not
been used for the investigation of dihedral angle distri-
butions in individual triple junctions, this being related
to the limited volume of material removed in the course
of field evaporation. Previously, statistically reliable
data were obtained only for the ensembles of triple
junctions in various samples [6, 7].

Using the anomalous decrease in the evaporation
field strength as a result of the water-vapor-stimulated
field evaporation, it is possible to study the samples
with initial dimensions on a micron level and to
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005
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increase the volume of evaporated material to 103–104

µm3, which is 3–4 orders of magnitude greater than the
volume evaporated in the standard FIM investigations
using inert imaging gases.
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Bromine–Iodine Excimer Electric-Discharge Lamp
with Continuous UV Radiation Spectrum
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Abstract—The optical characteristics of a small-size UV lamp filled with a working mixture of xenon and
krypton with bromine and iodine vapor and pumped by longitudinal electric discharge have been studied. The
lamp emits a resonance atomic line of iodine I* at 206.2 nm (with a full width at half maximum of 0.10 nm)
and a continuum in the range 220–390 nm, which is formed by the emission bands of diatomic molecules
[XeI(B–X), XeBr(B,D–X), Br2(B–X), I2(B–X), and IBr(B–X)]. The optimum partial pressure of iodine vapor
is 100–200 Pa, that of bromine vapor ranges from 130 to 400 Pa, and that of heavy inert gases, from 400 to
800 Pa. The average total UV output radiation power was 10–12 W at an efficiency of 10–12%. © 2005 Pleiades
Publishing, Inc.
Excimer–halogen dc lamps are the most powerful
sources of UV radiation available at present, but the
working life of such sources operating on the 222 nm
(KrCl*) and 308 nm (XeCl*) bands does not exceed
100 h [1]. The passage to iodine, which is the least
aggressive halogen, increases the working life of a
glow-discharge-pumped lamp in a static regime up to
500–1000 h [2, 3]. About half of the output radiation
power of such lamps is concentrated in the form of a
continuum in the wavelength range from 220 to
360 nm, which represents broadened emission bands at
253 nm (XeI*) and 342 nm ( ).

In order to provide for a more uniform coverage of
the 220–400 nm wavelength range and to create an
effective wide-band UV lamp capable of operating in
the continuous regime (replacing the well-known but
insufficiently effective lamp emitting the continuum
due to hydrogen molecules), we suggested to supple-
ment the emission from iodine-containing molecules
by that of the bromine-containing species. For this pur-
pose, it was necessary to obtain a complex halogen car-
rier containing a mixture of bromine and iodine vapors.
Unfortunately, the emission characteristics of glow-dis-
charge plasmas in Xe–Br2–I2 and Kr–Br2–I2 mixtures
were not previously studied and, hence, the working
regimes and output characteristics of such lamps were
unknown.

This Letter presents the results of investigations of
the emission characteristics of a wide-band UV exci-
mer dc lamp operating on a mixture of heavy inert gases
with bromine and iodine vapors.

The longitudinal dc glow discharge was initiated in
a quartz discharge tube with an internal diameter of
14 mm and an interelectrode distance of 100 mm. The

I2*
1063-7850/05/3110- $26.00 0894
tube walls were transparent for radiation wavelengths
up to 190 nm (on a transmission level of no less than
70%). High-purity crystalline iodine was contained in a
special finger situated behind the anode. Bromine vapor
was introduced into the discharge tube from a container
with high-purity liquid bromine via a special vacuum–
gas admission system. The discharge tube was initially
evacuated to a residual pressure of 3−7 Pa, washed with
neon of spectral purity, and outgassed by glow dis-
charge in this neon at a maximum discharge current. A
criterion for the lamp being prepared to filling with a
working gas mixture was the absence of most bright
lines of the second positive stem of nitrogen in the
emission spectra of glow discharge in heavy inert gases.

The emission spectrum of glow discharge plasma
generated in the lamp was analyzed using a spectrome-
ter based on a monochromator (MDR-2) with a diffrac-
tion grating (1200 lines per mm) or a holographic grating
(2400 lines per mm) and a photomultiplier (FEU-106).
The detector was preliminarily calibrated with respect
to the relative spectral sensitivity in a 190−400 nm
wavelength range with the aid of a standard hydrogen
lamp. The envelope of the resonance emission line of
iodine atoms (λ = 206.2 nm) was studied using a holo-
graphic grating.

The glow discharge was power supplied from a
high-voltage rectifier (Ich ≤ 100 mA; Uch ≤ 10 kV). In
the course of experiments, the discharge tube could be
heated up to 40°C, so that the saturated iodine pres-
sure was within 100–200 Pa [4]. The total UV radia-
tion power was measured using a power meter of the
Quartz-01 type according to the standard photometric
technique with allowance for the experimental geom-
etry [5]. The electric power supplied to the discharge
was varied from 5 to 100 W. The current–voltage
© 2005 Pleiades Publishing, Inc.
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(I−U) characteristics of discharge in Xe and Kr mix-
tures with Br2–I2 vapors corresponded to the subnor-
mal and normal stages of dc glow discharge. The I–U
curves were very close to those previously observed

206 nm I*

253 nm XeI*

386 nm IBr*
342 nm I2

*

(a)
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Fig. 1. The typical spectral characteristics of a wide-band
excimer–halogen lamp measured at an average discharge
current of 30 mA and various partial pressures of the work-
ing gas mixture components: (a) P(Xe)/P(Br2)/P(I2) =
800/400/(100–200) Pa; (b) P(Xe)/P(Br2)/P(I2) =
1200/130/(100–200) Pa; (c) P(Kr)/P(Br2)/P(I2) =
800/200/(100–200) Pa.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      200
for the discharge in Kr and Xe mixtures with iodine
vapor [6].

Figure 1 shows the emission spectrum of the pro-
posed dc lamp (without correction for the relative spec-
tral sensitivity of the monochromator and photomulti-
plier). The most intense emission line corresponding to
the emission from atomic iodine at 206.2 nm (I*) was
observed in all experiments. The full width at half max-
imum (FWHM) of this line was 0.10–0.12 nm and
weakly depended on the experimental conditions. In
the spectrum of discharge in Kr–Br2–I2 mixtures, this
line virtually coincided with a narrow band at 207 nm
(KrBr*) (Fig. 1c). More than half of the total UV output
radiation power is concentrated in the continuum extend-
ing from 220 to 390 nm, where the main components rep-
resent the broad emission bands at 221 nm [XeBr(D–X)],
253 nm [(XeI(B–X)], 282 nm [XeBr[B–X)], 289 nm
( ), 342 nm (I*), and 386 nm (IBr*). The maximum
contribution to the UV continuum was observed for a
partial xenon pressure within 400–800 Pa and a partial
bromine pressure of 300–400 Pa (Figs. 1a and 1b). In
the continuous emission of the lamp filled with
Kr−Br2–I2 mixtures, the main power was radiated in the
spectral interval of 300–390 nm.

Figure 2 shows plots of the intensity of the main
spectral line 206.2 nm (I*) and the main continuum
components versus electric power supplied to the
plasma of discharge in Xe–Br2–I2 mixtures. The maxi-
mum rate of increase in the intensity of emission for the
spectral line of atomic iodine and the main molecular
bands was observed in the subnormal stage of dis-
charge. On the passage to a normal stage, the intensity
of emission increased with the supplied power at a
lower rate. The optimum partial pressure of a heavy

Br2*
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Fig. 2. Plots of the relative intensity of (1) the atomic
emission lines at 206.2 nm (I*) and the main continuum
components at (2) 282 [XeBr[B–X)], (3) 253 nm
[(XeI(B−X)], and 342 nm [I2(B–X)] versus electric power
supplied to the plasma of glow discharge in a Xe–Br2–I2
mixture with the partial pressures P(Xe)/P(Br2)/P(I2) =
800/130/(100–200) Pa.
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inert gas in the mixture was within 400–800 Pa, while
the optimum partial pressures of iodine and bromine
vapors were within 100–200 and 100–400 Pa, respec-
tively.

The average total UV output radiation power was
10–12 W at an efficiency (percentage of the electric
power supplied to the discharge) of 10–12%. The work-
ing life of the experimental lamp was 300–400 h.

In conclusion, we have demonstrated that a low-
pressure glow-electric-discharge-pumped lamp filled
with a mixture of xenon or krypton with a complex
halogen carrier Br2–I2 radiates a narrow resonance
emission line of iodine atoms (206.2 nm I*) and (pre-
dominantly) a continuum over a spectral range from
220 to 390 nm formed by a system of broad emission
bands due to xenon and krypton halides. The optimum
partial pressure of Xe or Kr in the working mixture was
within 400–800 Pa, and those of iodine and bromine
TE
vapors were within 100–200 and 100–400 Pa, respec-
tively.

REFERENCES
1. M. I. Lomaev, V. S. Skakun, E. A. Sosnin, et al., Usp.

Fiz. Nauk 173, 201 (2003) [Phys. Usp. 46, 193 (2003)].
2. M. I. Lomaev and V. F. Tarasenko, Proc. SPIE 4747, 390

(2002).
3. A. K. Shuaibov and I. A. Grabovaya, Opt. Spektrosk. 98,

567 (2005) [Opt. Spectrosc. 98, 510 (2005)].
4. Properties of Inorganic Compounds: A Handbook

(Khimiya, Leningrad, 1983) [in Russian].
5. A. K. Shuaibov, L. L. Shimon, A. I. Dashchenko, and

I. V. Shevera, J. Phys. Stud. 5, 131 (2001).
6. A. K. Shuaibov and I. A. Grabovaya, Zh. Prikl. Spek-

trosk. 72, 247 (2005).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 31      No. 10      2005



  

Technical Physics Letters, Vol. 31, No. 10, 2005, pp. 897–899. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 20, 2005, pp. 88–94.
Original Russian Text Copyright © 2005 by Shandarov, Shandarova, Kip.

                                                          
Discrete Diffraction and Spatial Self-Action of Light Beams 
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Abstract—Features of the behavior of light beams in one-dimensional photonic lattices in iron-doped lithium
niobate have been experimentally studied. It is demonstrated that bright discrete spatial solitons and bright gap
solitons can be formed in this system using 633 nm radiation on a microwatt power level. © 2005 Pleiades Pub-
lishing, Inc.
Light beams can exhibit diffractionless propagation
(called spatial optical soliton regime) in a nonlinear
optical medium, whereby the diffraction is completely
compensated by self-focusing and self-defocusing
effects [1–3]. In recent years, special attention has been
devoted to the behavior of light beams in periodic
arrays of coupled optical waveguides (OWGs) [4, 5]. In
such arrays, the waveguide effect leads to certain fea-
tures in the diffraction of light and changes the sign of
optical nonlinearity for the light propagating in direc-
tions close to the Bragg angle [4]. This makes possible
the self-focusing of light beams with the formation of
bright discrete spatial solitons in a medium with defo-
cusing nonlinearity and, on the contrary, the self-defo-
cusing and the formation of dark discrete solitons in a
medium with focusing nonlinearity. Such effects have
been observed in one-dimensional arrays of GaAs-
based channel OWGs with Kerr’s nonlinearity for light
with a wavelength of 1.53 µm at an instant power on the
order of 102 watts [6]. These effects were also observed
in one- and two-dimensional photonic lattices (PLs)
representing optically induced waveguide arrays in
photorefractive crystals of strontium barium niobate [7,
8], where the photorefractive optical nonlinearity
allowed the spatial self-action effects to be observed on
a microwatt power level. A high photorefractive optical
nonlinearity is also inherent in lithium niobate
(LiNbO3) doped with iron (Fe), copper (Cu), and some
other admixtures. In particular, the formation of bright
spatial gap solitons in a one-dimensional channel OWG
array in LiNbO3:Cu was observed at a light beam power
below 10 µW [9].

This Letter reports on the first experimental study of
discrete diffraction and spatial self-action of light
beams in one-dimensional PLs formed in LiNbO3:Fe
crystals.

The PLs were formed using a double-beam scheme
of photorefractive hologram recording with He–Ne
1063-7850/05/3110- $26.00 0897
laser radiation (λ = 633 nm). The PL vector was ori-
ented along the optical axis of a crystal and the total
power of a recording beam was ~1 mW. The polariza-
tion of light corresponded to that of the ordinary wave
in the crystal. In our experiments, the PL period was
varied from 10 to 15 µm and the PL aperture was within
2–3 mm.

Figure 1a shows a schematic diagram of the experi-
mental setup used to study the features of light propa-
gation in the obtained PLs. The laser beam was focused
onto the entrance plane of the PL by spherical lenses 4
with a focal length of F = 20–200 mm. The readout
beam polarization corresponded to that of the extraor-
dinary wave (i.e., the optical axis of the crystal is paral-
lel to the polarization plane). This polarization allows
the depth of the refractive index modulation for the
readout beam in the PL region to be increased due to the
electrooptical coefficient r33. The image of the exit
plane of the PL was projected by lens 5 onto CCD cam-
era 6. The crystal sample was mounted on a rotary table,
which provided for a high-precision adjustment of the
light propagation direction relative to the PL vector.

Since the PL represents a system of coupled OWGs,
diffraction in the direction of the PL vector can be
either completely absent or manifested due to the light
tunneling to the adjacent waveguide layers. The dis-
crete diffraction was experimentally studied upon the
light wave excitation in one or several (up to six) PL
layers. Figure 1b shows the light wave intensity profiles
in the entrance (curve 1) and exit crystal sample faces.
The light was focused by a lens with F = 30 mm onto
the PL entrance plane where the beam waist size was
15–17 µm. As a result of diffraction, the beam width
increased to ~150 µm at the exit plane of a homoge-
neous crystal 9-mm-long in the direction of light prop-
agation (Fig. 1b, curve 2). The output intensity distribu-
tion in a crystal with the PL with a period of 15 µm illu-
minated with a parallel beam is depicted by curve 3. For
© 2005 Pleiades Publishing, Inc.
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this PL, the induced change in the refractive index is
∆ne ~ 10–4. In the case of the excitation of a single
waveguide, the main portion of the light energy at the
PL exit plane is distributed (as a result of the light tun-
neling) between five waveguide layers, with a maxi-
mum at the periphery (Fig. 1b, curve 4). This behavior
well agrees with the previous experimental and theoret-
ical results [5]. In the waveguide plane, the light beam
exhibits diffraction similar to that in a homogenous
medium (Fig. 1b, curve 5).

The optical nonlinearity in photorefractive crystals
is manifested even for the light beam power on a micro-
watt level. As was noted above, the optical nonlinearity
changes sign in the region of anomalous diffraction
(i.e., for the light propagating in the directions close to
the conditions of Bragg’s reflection). In the arrays
based on LiNbO3 (a material with defocusing photore-
fractive nonlinearity), this may result in the formation
of bright discrete spatial solitons. In addition, the opti-
cal nonlinearity can remove the prohibition on light
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Fig. 1. (a) Schematic diagram of the experimental setup
used to study the light field in PLs: (1) He–Ne laser; (2) col-
limator; (3) polarizer; (4) spherical focusing lens; (5) imag-
ing lens; (6) CCD camera; (7) personal computer. (b) The
patterns of discrete diffraction of a light beam in a one-
dimensional PL, showing the light wave field intensity pro-
files (1) in the entrance plane, (2) in the exit plane in the
absence of a PL, (3) in the exit plane for the PL excited by
a parallel beam, (4) in the exit plane in the lattice vector
direction for the excitation of a single waveguide layer, and
(5) in the plane of a separate waveguide layer.
TE
propagation in the directions corresponding to Bragg’s
reflection, thus leading to the formation of the so-called
spatial gap solitons [10].

We have studied the phenomenon of spatial self-
action using light beams with a power of 10–50 µW.
The array was illuminated in the directions close or cor-
responding to the conditions of Bragg’s reflection. Four
to six waveguide layers were excited in this experiment;
the light beam was focused onto the PL entrance plane
by a lens with F = 20 cm. The light wave intensity pro-
files in the PL output plane are presented in Fig. 2. At
the initial moment, immediately upon the excitation of
light in the sample array, the distribution of light inten-
sity in the output beam (separated from the total light
field by means of spatial filtration) exhibits a character-
istic minimum corresponding to the conditions of
Bragg’s reflection (curve 1). The intensity of the part of
the field reflected from the array is depicted by curve 2,
while curve 3 presents the total field intensity distribu-
tion in the PL exit plane.

The photorefractive self-action leads to a change in
the light field intensity distribution in the PL exit plane
with time. In particular, the field exhibited localization
near a direction corresponding to the conditions of
Bragg’s reflection (Fig. 2, curve 4), so that a significant
part of the energy was concentrated within two
waveguide layers. This situation corresponds to the for-
mation of a bright discrete spatial soliton in the region
of the field for which the angular spectrum components
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400 450250

Fig. 2. The patterns of spatial self-action of a light beam,
showing the light wave field intensity profiles (1) in the ini-
tial transmitted beam, (2) in the diffracted beam, (3) in the
PL exit plane at t = 0, (4) in the PL exit plate at t = 120 min
(in the stage corresponding to the formation of a discrete
spatial soliton), and (5) in the PL exit plane at t = 300 min
(in the stage corresponding to the formation of a spatial gap
soliton).
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occur in the immediate vicinity of the first Brillouin
zone edge. In some time, the bright discrete spatial soli-
ton was broken, but a new region of the light wave
localization appeared, as is seen in curve 5. In this case,
the light wave field was localized in a single waveguide
layer occurring at equal distances from the region of
minimum intensity in the transmitted beam (Fig. 2,
curve 1) and the region of maximum intensity in the
reflected wave field (curve 2). Apparently, this stage
corresponds to the formation of a spatial gap soliton.
Indeed, a gap soliton must correspond to a light beam
propagating in the PL in the direction corresponding to
the transmission band edge. However, in this case, the
group velocity vector must point in the forward direc-
tion, so that the energy is transferred along the
waveguide layer [10]. Accordingly, the localization of
light in the PL exit plane can be expected in the same
waveguide layers where the light is excited in the PL
entrance plane.

It should be noted that the nonlinear localization of
light observed in our experiments did not exhibit a sta-
tionary character and the gap soliton was broken with
time (like the bright discrete soliton) at the edge of the
first Brillouin zone. The main reason for this behavior
is evidently the irreversible variation of the PL field
upon readout with a beam possessing extraordinary
polarization in the absence of recording beams. A cer-
tain role is also played by the diffraction of light in the
plane of the waveguide layer, which makes the coeffi-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 10      20
cient of coupling between adjacent waveguide layers
dependent on the longitudinal spatial coordinate.
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