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Radiation from 0—900 MeV electrons in thin amorphous films is inves-
tigated experimentally in the photon energy range 20—-700 keV. The
Landau—Pomeranchuk—Migdal suppression of the soft part of the
bremsstrahlung spectrum and the Ter-Milae density effect are de-
tected. Coherent bremsstrahlung on macroscopic inhomogeneities in
the target material is observed. €997 American Institute of Physics.
[S0021-364(07)00105-9

PACS numbers: 78.70.Ck

Despite the fact that bremsstrahlung from electrons with energy of the order of 1
GeV in amorphous targets has been investigated for a long time now, the region of the
bremsstrahlung spectrum from several keV to 1 MeV has been little studied experimen-
tally. Interesting effects such as the density effetctandau—Pomeranchuk—Migdal
suppressiof,and coherent bremsstrahlung on inhomogeneities in the target niaterial
occur in this in this region of the spectrum. The first two effects have been investigated
for accelerated electron energies from 8 to 20 Gaxd the third effect has not been
investigated. A theoretical analysis of this question was made in Ref. 5. We have per-
formed in this connection an experimental investigation of the bremsstrahlung spectra in
this energy range in thick41 mm) and thin (~10 um) aluminum and molybdenum
targets.

The investigations were performed on the “Sirius” synchrotron in Tomsk at accel-
erated electron energies up 900 MeV. The working accelerated-electron current was
10-20 mA with the electrons directed onto the target for 20 ms with an acceleration cycle
of 200 ms. Bremsstrahlung from electrons with energy up to 900 MeV in targets con-
sisting of different materials and different thickness was investigated in the spectral range
from 20 to 800 keV. The collimation of the bremsstrahlung was equal to 0.6 mrad. The
energy range up to 1 MeV is accessible for measurements with @INdetector.

The experimental arrangement is displayed in Fig. 1. X 64 mm Nal(Tl) detector
was placed in the direct bremsstrahlung beam. In this arrangement the accelerated-
electron current was lowered by 5 to 6 orders of magnitude from the nominal value so as
not to overload the detector. The detector load was equal to 20—40 events per 20 ms.
Furthermore, the load on the spectrometric channel was checked by recording the spec-
trum with random triggering of a charge-to-digit converter. To remove the Compton
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FIG. 1. Experimental arrangement.

component appearing in the response function of the detector due toyheags, in
addition to the main spectral measurements we took the spectra with an absorber, con-
sisting of a lead plate 0.5 mm thick and a copper plate 1 mm thick, inserted into the
bremsstrahlung beam. This information was then used in analyzing the spectra in order to

remove the Compton component.

We investigated the radiation in targets consisting of 1.4 mm apdaluminum,
0.3 mm and 12um thick molybdenum, and xm thick Mylar at accelerated electron
energies of 600 and 900 MeV. The accelerated-electron current and the total energy of
the radiation from a target were recorded in order to normalize the spectra.

The radiation spectra from thin and thick molybdenum targets with accelerated-
electron energies of 600 and 900 MeV are presented in Fig. 2. For convenience, the
critical energies for the density effect and for coherent bremsstrahlung in thin targets are
also indicated here. The critical energy for the density effecds,, wherey is the
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FIG. 2. Spectra of the intensity of radiation from 600 and 900 MeV electrons iprh3and 0.3 mm thick
molybdenum targetsy.,=2y%/|, wherel is the target thickness; is the Lorentz factor, ang,, is the plasma
frequency.
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FIG. 3. Spectra of the intensity of radiation from 600 MeV electrons in aluminum and Mylar targets of different
thicknessweon=272/1.

Lorentz factor andw, is the plasmon energy. The critical energy for coherent
bremsstrahlung is #2/I, wherel is the thickness of the target.

The radiation spectra from 600-MeV accelerated electrons in 1.4 mmn25nd 4
pm thick aluminum targets and in agom thick Mylar target are displayed in Fig. 3. The
critical energies for the density effect and for coherent bremsstrahlung are also indicated
in the figure.

Figure 4 shows the radiation spectra in the same targets as in Fig. 3 but at an
accelerated electron energy of 900 MeV. The thickness of the targets and hence also the
radiation intensity in different targets differ very strongly, and for this reason, for con-
venience in making comparisons, the spectra are normalized to the intensity of the radia-
tion near 700 keV.

We can see that suppression of radiation in the soft part of the spectrum as compared
with the classical Bethe—Heitler distribution is observed in all thick targets. The depen-
dence of this suppression on the energy of the accelerated electrons corresponds to the
analogous dependence of the density effect on the electron energy. However, the char-
acteristic suppression energy in the experiment is higher than the theoretical value. This
could be due to the presence of a Landau—Pomeranchuk—Migdal type effect in the
observed spectra. According to Ref. 4, the suppression of the radiation intensity in the
bremsstrahlung spectrum appears if

w< kLPM: EZ/ELPM y (1)
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FIG. 4. Spectra of the intensity of radiation from 900 MeV electrons in aluminum and Mylar targets of different
thicknessweon=272/1.

where o is the energy of the emitted photork is the electron energy,
ELpw=Mm?c*Xya/8mfic, mis the electron mas¥, is the radiation length, and is the
fine-structure constant.

For our conditions E=900 MeV, aluminum targetk, py=20 keV. However, an
approximate calculation of the spectrum taking account of the distribution of the elec-
trons over the path length up to the exit within the limits of the arggle 1/y shows that
under our conditions a Landau—Pomeranchuk—Migdal contribution can exist in the spec-
tral region 50—400 keV. The shape of the spectrum in this energy range also indicates
this.

One can see that in Fig. 3 there is a dependence of the suppression effect on the
target thickness. Analysis of this fact shows that this dependence is due to the large
multiple-scattering angles of the electrons in molybdenum. This is why there is a large
contribution from radiation to the collimator at large angles to the direction of motion of
the electron, when its Lorentz factor no longer influences much the characteristics of the
radiation. Allowing for multiple scattering in the density effect confirms the appearance
of this dependence on the thickness. That is, there is no new effect here. This is also
confirmed by the fact that there is no such dependence for light taiigigts3).

At an accelerated electron energy of 600 M@Rig. 3) we see only suppression of
radiation in the soft part of the spectrum, but for 900 MeV electi(@iig. 4) the shape of
the spectrum in thin targets is qualitatively different. As the target thickness decreases,
the radiation intensity in the energy range up to 100 keV increases substantially. We note
that for this energy range the target thicknessu@) is much smaller than the radiation
formation length &30 wm). Under these conditions the transition radiation is sup-
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pressed. To be certain that the increase in the radiation intensity in the energy range up to
100 keV is not due to transition radiation, we measured the radiation spectrum in a 4
pm thick aluminum target with an electron energy of 900 MeV under conditions of strict
collimation (0.2 mrad of the bremsstrahlung. In this case, the ratio of the transition
radiation intensity to the bremsstrahlung intensity should be several times lower. How-
ever, the shape of the experimental spectra with collimations of 0.6 and 0.2 mrad turned
out to be the same. We note that the radiation intensity in the soft part of the spectrum
from a 5 um thick Mylar target is much higher than the radiation intensity of 700—800
keV photons. This can happen only if we are observing some kind of coherent radiation.
In addition, this effect appears only in thin targets, when the target thickness is equal to
or less than the radiation formation length. We assume that under these conditions there
are no other coherent processes besides coherent radiation on macrgsttpcorder

of several hundreds of angstronishomogeneities in the target material. The intensity of
this radiation depends very strongly on the character and size of the inhomogeneities, and
for this reason it is still impossible to calculate it. Our estimates showed a qualitative
correspondence between the forms of the theoretical and experimental spectra of the
coherent radiation and the dependence of this radiation on the energy of the accelerated
electrons.

Our investigations with accelerated electron energies less than 1 GeV confirmed the
density effect, predicted by Ter-Miky@an, in bremsstrahlung from electrons in amor-
phous targets. It was shown that the suppression of the soft component of the radiation in
thin amorphous targetsvhen the thickness of the target is less than the radiation forma-
tion length is different from the suppression calculated neglecting the target thickness.
The shape of the measured spectra suggests that the Landau—Pomeranchuk—Migdal ef-
fect makes a substantial contribution under these conditions. Coherent bremsstrahlung on
macroscopic inhomogeneities in the material of thin amorphous targets was observed
experimentally.
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A “Hodge strings” construction of solutions to associativity equations
based on thé-part of t—t* equations is proposed. This construction
formalizes and generalizes the “integration over the position of the
marked point” procedure for computation of amplitudes in topological
conformal theories coupled to topological gravity. 197 American
Institute of Physicg.S0021-364(107)00205-3

PACS numbers: 11.25w

1. TOPOLOGICAL STRINGS AND ASSOCIATIVITY EQUATION

The “topological string theory®® studies genus+ “generalized amplitudes”
GA, which take on values in cohomologies of the Deligne—Mamford compactification
Mg, of the moduli space of complex structures of gequBiemann surfaces with

marked points. The pairing betwe&A, and the cycleCe M, , is given by>° the
functional integral:

(GAq,cxvl,...,vn):fC _ fwvm(zl))...vn<¢<zn>>exrxsTs<¢>>,
€Mgn
W

where the fieldsVi(¢(z)) are called vertex operators and the ordinary amplitudes
Aq(V1, ...V, correspond tlC=Mg .

The Deligne—Mamford compactificatidlq, is a union ofM;,, (set ofn noncoin-
cident points orCP; moduli SL(2,C) action and a compactification divis€€omp The
divisor Compis a union of component§(S), whereS is a partition ofn marked points
into two groups consisting af,(S) andn,(S) points,n;>1. A surface corresponding to
a general point inC(S) is a union of two spheres having one common point with
n.(S) marked points on the first sphere ang(S) on the second. The set of general
points inC(S) form a spaceM on,+1®Mop +1.

It is expected that the functional integral for surfaces corresponding to points in
C(9) factorizes, and

(GAO,C(S))(Vil,...,Vin)=7yjkA0(Vi1,...,Vinl,V]-)AO(V- Vi Vi, ()

e’

where 7 is a matrix of symmetric bilinear nondegenerate products of vertex operators.
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Keel found that the homology ringl, of M_O,k is generated by cycle€(S). He
described relations between these cycles in homologies ledbingirtue of (2)) to
constraints orGA,.

An elegant way of formulation of these constraints uses the generating function for
the amplitudes. Introducing formal paramet&rswe define

©

1
F(D =2 (AT Vi TV 3
Then
FPRT)  , PRT) PR PR @

TT AT 0T T dTpdTq  dTdTdTe | dTdT;0T,

Using the factorization property and Keel's decription of homologies of the moduli
space, one can reconstrigf, from A, (Ref. 5; see also )4

2. AMPLITUDES IN TOPOLOGICAL CONFORMAL THEORY COUPLED TO
TOPOLOGICAL GRAVITY

The Hodge string construction generalizes the “integration over the position of the
marked point” procedure® of computation of amplitudes in the “conformal topological
theory coupled to topological gravity.”

The general covariant actidsy,, of the topological field theory is a sum of a topo-
logical (metric-independenQ-closed ternt,,, and aQ-exact term for a fermionic scalar
symmetryQ:

Sm= Stop( $)+Q(R(¢),9),

whereg denotes the metric on the Riemann surface. The energy—momentum Teissor
Q-exact:

OR
T=Q<5—g> =Q(G). ®)

We call a topological field theory conformal R is conformal invariant, i.e., ifG is
traceless.

We introduce fermionic two-tensor fieldgs such that functions daf,  are forms on
the space of metrics and external differential on these fo@gs: ¢ (/59).

The action for topological theory coupled to topological gravity is

Srs=Smt G =Sipt (Q+Qg)(R).

The functional integralZ(g, ) over the set of fieldsp with the actionS;gis a closed

form on the space of metrics. Sin€eis tracelessZ is a horizontd}® form® with respect

to conformal transformations of the metric and diffeomorphisms of the Riemann surface,
and thus it defines a closed form on the moduli space of confdr@mplex structures

on the genust Riemann surface.
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To construct generalized amplitudes, at marked points on the Riemann surface we
insert field$zero-observables or “vertex operatojsV; such that

Q(Vi)=0, Go_(Vi)=0. (6)

Here Gy _ is the superpartner of the component of the energy—momentum t&gpsor

that corresponds to the rotation, with the constant pkase'z, of the local coordinate

at the marked point. The first condition (6) is needed to construct a closed form on the
space of metrics, while the second provides horizontality of the corresponding form with
respect to diffeomorphisms that leave the marked points fixed but rotate the local
coordinate?810:11

3. INTEGRATION OVER POSITIONS OF THE MARKED POINTS

The “integration over marked points” procedure reduces all genus-zero amplitudes
to the three-point amplitude:

Fijk=Ao(Vi,Vj, Vi),
which can be computed from the topological matter theory.

In conformal topological theory we associate to a zero-observebla two-
observable\/i(z)=GL,_lGR,_lvi . Thus we deform a topological theory to a family of
theories parametrized by, with the action S,(t)=S,+tV(®), and so the zero-
observabled/ form a tangent bundle to this space of thedies

If in the functional integral that computes the measureMy), we first integrate
over the position of the marked point and only then take the functional integral, the
n-point amplitude becomes the derivativetiof the n—1 point amplitude.

In the process of integration we should take the special care about the region where
the moving point tends to hit a fixed point, since the geometry there is not a “naive” one.
The contribution from this regioficontact term$®®9 leads to a specific contact term
connection on the bundle of zero-observables over the space of theories and thus on the
tangent space to the space of theories.

Repeating this procedure again and again, we can recover the amplitudes from
Fijk(t). The amplitudes should be symmetric and independent of the order of integration
over the positions of the marked points.

In other words, the generating parametd@rdrom (3) should become so-called
special coordinates on the space of theories, the derivatives with respect to special coor-
dinates should become covariantly constant sections of the contact term connection, and
the symmetric tensd¥; (in the special coordinate framshould be a third derivative of
F(T). Moreover,F(T) has to satisfy the WDVV equatior{d).

This implies that the contact term connection is quite a special one!

To gain a better understanding of this connection we will study the space of states in
2D theory associated to the boundary of the Riemann surface — to the circle. Moreover,
we will restrict ourselves to the subspadeof these states that are invariant under the
constant rotations of the circle.
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The fermionic symmetryQ of the theory and5,_ reduce to odd anticommuting
operatorQ andG_ onH.

Zero-observable¥,;, when inserted at the middle of the punctured disc, generate
statesh; that areQ- and G _-closed:

Qh,=G_h;=0; (7)

the zero-observable 1 generates the distinguishedtggaléhe operation of stitching two
discs together corresponds to the bilinear paikir)g Integrals of zero-observables along
the boundary give operatorB; = s Vido.

One can show that they have the following properties:

Q*=G2=QG-+G-Q=0, [Q,®]=0, [®; P;]=0, (8)

Q'=€Q, G'=—¢G, O'=0. 9
Here the transposeT” is taken with respect to the pairing,), and the operatoe

commutes withd and anticommutes wit andG_ .

In the deformed theory one h&¥t)=Q+[G_ ,t;®;] at first order int. To ensure
it globally we will take for simplicity’

[[G-.,®i],;]=0. (10)

The contribution from the region near the place where the “moviny’point hits
the markedjth point gives the “cancelled propagator argume€PA) constraint on
statesh; over the space of theorié$:®

5§CPA>hj:G_fO d7Go . exp(— 7Ty )dih;, (11)

s0 5(°PAh is G_-exact. Herel , is the Hamiltonian acting on the spae andGy .. is
its superpartnerTy , =Q(Gg ).

Covariantly constant sectioh®f the CPA connection will be denoted hgt). This
connection induces the connection on the space of zero-observables: covariantly constant
sections of contact term connectiovg(t)zui‘(t)vj are such that, when inserted in the
middle of the disc in the-deformed theory, they produce covariantly constant sections
h;(t):

hi(t)=lim rTo+d ho(t)ul(t). 12

r—0

Let us denote byC;(t) the matrix of operations ofb; in Q(t)-cohomologies. Then
relation (12) reads:

[hi(H) I =ul() Cj([he(t) g (13
here and beloWh]q stands for a class of @-closed elemeni in Q-cohomologies.
From the functional integral we get:

Fij(H) = (hi(1), @ () uj(t) . (14)
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While the string origin of the above procedure is quite natural, its consistency is far
from being obvious.

In the next section we will show how to construct solutions to the associativity
equations(and thus allGA,) from the Hodge dataH,Q,G_ ,®; ,{)) if we assume the
Hodge property and the primitive element property. In particular, this would demonstrate
the consistency of the “integration over the positions of the marked point” procedure if
the Hodge data were obtained from some topological conformal theory.

Hodge property There is a set of)- and G_-closed vectord); such that classes
[hi]lg and[h;]s_ form bases iMQ- and G _-cohomologies.

Primitive element propertyThere is a clasphg]q in Q-cohomologies such that the
matrix Diazcibyaho,b is square and nondegenerate. Here the indidebel some basis in
Q—cohomologies(:ib’a is a matrix representing the operationd®fin these cohomologies,
andhgy, are components of the claiy]q -

4. “HODGE STRING” CONSTRUCTION

The Hodge string construction gives the solution to the associativity equations start-
ing from the following dataZ, -graded vector spaded, odd operator§) andG_ , even
operators®;, and a bilinear pairind,), having properties satisfying Eq&), (9), and
(10), the Hodge propert§, and the primitive element property.

The construction goes in two steps. In the first step we construct a flat connection
with the spectral parameter from the Hodge data. In physical terms it is a constraint on
the space of states. The primitive element property is not used in the first step. In the
second step, with the help of the primitive element property we induce flat constraint on
the tangent bundle to the deformation space from the constraint constructed in the first
step(i.e., we induce connection on the space of zero-observables from the connection on
the space of states, like {13)). Then we will integrate covariantly constant vector fields
of this constraint to special coordinatén the deformation space and finally construct
F(T).

Step 1.From the Hodge data one canonically constructs the conne(tish con-
structed by Saitt in a slightly different context

J
— PabT 2 'Cian(t) (15
I
such that this connection is flat for a@landC; ,,=C; ,,. This connection is known as
thet-part oft—t* equation§

Idea of the proof:The Hodge property leads to the Hodge property @gt) and
G_ for all t close enough to zertwith the preferred vectork;(t), such thaty;h;(t) is
G_ exact — they generalize covariantly constant sections of the CPA connétfipn
Consider Q(t,z2)=Q(t)+zG_ cohomologies in H®C[z,z !]. Classes of
[Pi(z,z‘lhi(t)]Q(t,Z) (for P; being t-independent polynomiglsform a Hodge basis in
Q(t,z) cohomologies. Next, we construct the Gauss—Mdiinthe Saitd? sense flat
connection inQ(t,z)-cohomologies through its covariantly constant sections
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p(—tiqni
ex
4

The Gauss—Manin constraint written in the Hodge basis takes the fbBn Since
bilinear pairing descends 8 _ cohomologies it ig independent in the Hodge basis and
can be taken to be equal &,. This leads to the symmetry of matr; .

Step 2From Step 1 we conclude that there exists a symmetric maggix such that

Q(t,2)

J
Ci,ab:(?_tiTab-

Let us define special coordinatdg, on the deformation space with the help of the
primitive element

Ta(t)=7ap(t)hop. (16)

StatementThere exists a functiofr (T) defined by

d
.7, F(M=7a(t(T) (17

such that it satisfies the associativity equations wjffi= 52°.
Proof: Explicit check.
Then we define a new set of coordin&tds as linear combinations of, by:

Ta=Cj ap(0)hgp. (18)

A function F(T4(T;)) is the desired function that solves associativity equations with
7' such that its inverse is given by:

(7~ ij=(No,CiCiho)=hga(CiCj) aphop -

Below we present some explicit formulas. Define

Jlt]n TJlTJn
Ci,ab(t)=2 Cij, . .j,.ab i F(T)=2>, Fjl...jnT- (19
Then
Fij=(ho,CiC;Cxho), Fijii=(ho,Ci[C;,Cyi]ho), (20

Fijkim=(0,Ci[Cjxi ,Cmlho) + {No[ Cim ,C;1Ciihg) + (o[ Cim ,C11Cjho)
+(ho[ Cim ,CICyjho) -
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bA differential form on the principal bundle is called horizontal if its contraction with the vertteaigent to
the fibe) vector is zero. Closed horizontal forms on the total space correspond to closed forms on the base of
the bundle.

91n the general case one has to make arguments of the Kodaira—Spencer type, see Ref. 6.

YFlatness of the CPA connection is nessesary for consistency of the procedure.

®The Hodge property is possessed, for exampl®,#dG _ are two supersymmetries k=2 supersymmetric
guantum mechanics with a discrete spectrum of the Hamiltonian.

NThe coordinated; integrate the vector fields; introduced in Eqs(12) and(13).
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We analyze the response of an ensemble sffcitons driven by a
femtosecond optical pulse, beyond traditional “slowly varying ampli-
tudes” approach. For optical pulses of a given duration it is shown that
the off-resonance optical field can evolve into a stable soliton with
nonzero asymptotic behavior. @997 American Institute of Physics.
[S0021-364(®7)00305-9

PACS numbers: 02.30.Jr, 42.50.Md, 42.65.Tg, 7H36.

Over the past few years, optical pulse durations as short as 6—10 femtoseconds have
been demonstrated for wavelengths ranging from the blue-green to the near-infrared.
These have been widely exploited to generate a unipolar single-cycle electromagnetic
pulse in a variety of nonlinear mediand have prompted a flurry of activity in theoretical
studies in order to answer the question of whether it is possible to obtain correct knowl-
edge relevant to the dynamics of such pulses within the traditional framework of the
slowly varying envelope approximatidiSVEA) operating with a quasi-monochromatic
field. From this point of view there is much importance in the recent observaiwapos
Kerr self-focusing, that the SVEA loses its justification long before the pulse duration
approaches an optical cyde.

The problem encountered by the SVEA in a femtosecond domain is that both the
wide spectrum of the pulse and its intense field increase the number of harmonics that
have to be included in the series expansion of the polarization in powers of the field and
whose phase-matching conditions must be adjusted for all harmonics simultaneously.
This violates the basic assumptions of the SVEA as to the presence of a weakly nonlinear
and highly dispersive medium; superposition does not hold, preventing one from limiting
consideration to a finite number of interacting waves. And, what is more, quantum-
mechanical effects may come into play at the subwavelength scale.
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The purpose of this letter is to go beyond the SVEA to show the advantages of a
self-consistent description based on the semiconductor Maxwell-Bloch equations
(SMBES9 and to impose proper relationships among nonlinearity, dispersion, dissipation
(or amplification, and backscattering effects. We derive an asymptotic analytic solution
for the induced polarization of excitons at low density. It gives rise to new features in the
quasiadiabatic following which are absent in the standard SVEA model; known fesults
are also recovered.

Consider the response of a semiconductor to a femtosecond electromagnetic field. It
is described by the total macroscopic polarizatidpbtained by summing over all wave
vectorsk, i.e., P=2Z,d,.Px, whered,. is the interband dipole matrix element; in the
summation, the factor of 2 takes the spin degeneracy into account. The time dependence
of P, is given in the Hartree—Fock limit by the semiconductor Bloch equations written in
the notation of Ref. 4:

ifi g Py=(€ck— €kt €9)Px
+(ne,k+nh,k_1)dCUE_% V\qulpq- (1)

it 9 Ngx=d,.EP,—d,EPf, 2

here the subscriftindicates the corresponding derivative. The sum in the right-hand side
of Eq. (1) is conventionally termed a Coulomb hole and is given by the departure of the
screened Coulomb potentigl, from its unscreened value. For simplicity the collision
terms in Eqs(1) and(2) are neglected; this places an upper limit of 60 fs on the pulse
width 7, which can give rise to a quasiadiabatic followm&ince we are interested in
low carrier densities, the contribution dominated by changes in the chemical potential
(i.e., phase-space fillingconventionally called screened exchange, can be neglected, and
the sumsE,Vy_qPqNg, ZqVk—qNgPq. andZqVy_4P4Pk , can be also omitted in Egs.

(1) and(2).

Following the steps used to calculate the macroscopic polariz&iave subse-
guently Fourier transform Eq$§l) and(2) and scale the transformed polarizati®p and
excitation densityr, with the Wannier function, defined at the lattice site. In this way,
one can formally write ouP, as

Ex(z,t)zidcvﬁ‘lf [1—27,(z,7)]E(z, 7)ex —i w, (t—7)]d7, 3)

where\ labels the discrete exciton energy states. In turn, the macroscopic polarization
P may be written agP(t) =2d.,=, |4, (R=0)|?P, +c.c.

These equations show that if one knows a functional reld®ipa P, (n, ,E) among
the induced polarization, excitation density, and the pulse field, th¢E) may be
determined. Furthermore, if both (E) andP,(n, ,E) are known, then one can derive,
at least formally(by resolving the SBBsthe functional relatiorP=P(E). This turns the
wave equation into a nonlinear partial differential equation E¢e,t) alone. Pursuing
this program, we replace the integk&) by
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t 1 § (—1)k o _
f_m...dﬁm >, o L (L ZEL (4)

which presumes that the dependen¢&) is a power series it and ¢;E. In principle,

the serieg4) generates an infinite hierarchy of coupled equations. Thus the best one can
hope to do is to truncate this expansion, i.e., to find an expansion parameter which makes
such a truncation meaningful. In general, this means long pulsesyj.€,> 1, which is
essentially the approach first introduced by CRiswhose expansion parameter was
s=U(wg— wp) 7p<1.

From Egs.(3) and(4) one can derive the relation

begd o h2°E 1 _E?

me \E 27 2582 ©

P(z,t)=

wherery=[1—2n,(t=—=)], Eg=¢,/2d.,, and €. is the exciton binding energy.
Note that we dropped all terms of the order higher than two in the expa@icend that

both amplifying and absorbing semiconductors are described by(Fqlt is also of
particular importance for the analysis below that the nonlinearity and dispersion contrib-
ute to the polarization(5) with the same sign. In the plane-wave approximation, its
substitution into the classical wave equation leads to

9, E =020 1+ 167 o €cxc/ €) (1~ (fi/ €,)%01) — 8r o €oxc! €2)(E/Eg)?]E. (6)

This can be further simplified under the assumption EatcE,~E;, which physically

means that we consider a femtosecond pulse propagating in the pasiikection and
stipulates that the backscattered wave is taken into account on a spatial scale larger than
the pulse length. Under these circumstances,(Egbecomes

E,+vg "t CEE + CoE =0, )
where the following set of parameters is used:
1 674
vg=C[1+4mroxi(0)]" 75 C1=—c Toxni(0),

I*x
dw?

thT 1
€)\ ES’

U g

szro_cz

1
} . and x(0)= 4
w=0

where x,(w) is the linear susceptibility of exciton&)LT=8wsdﬁuh*1, ands is the
Sommerfeld factory,,(0) is related to the traditional cubic susceptibility of the semi-
conductor as follows:

4
an(o): §X(3)(3w1wvwvw)|w:O:4X(3)(wrwvw!_w)|a):O'

Equation(7) is the modified Korteweg—de Vries equationKdV) which belongs to
the class of partial differential equations integrable by the inverse scattering trarisform.
The general solutions of Eq7) are governed by the relative sign between the nonlinear
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and dispersion terms, the asymptotic values of the figle boundary conditionand by
the pulse width. In the notatida(z= = »)=E,,, the general single-soliton solution takes
the form
4e B(1-E4/Ey)
(1—E4/Eoq—26% P)°+25% 2%

E(zt)=E.|1 : (8

Here

B=(t—2zlv)lmy+ By, E;=2EZ+E], O6=E../E,

— [ [O X|/OL() ]w:O
1 1 2 2

= + 0 + d = - -
U Ug [1 2 (I ro)(m( )(3Eoo EO)]’ al 7p 2E(2)Xn|(0) y

whereE, labels the maximum amplitude of the bright soliton, and its displacement from
E.. is given byEy, which is to be found for a given set of boundary conditions. It turns
out that the solution&(z,t) lie in the rangeE,,<E=< Em+45ES. They describe either a
bright soliton superimposed on a continuous-wave background, i.e., a unbound soliton, or
a hyperbolic-secant solitary pulse; the behavior depends on the valug. dfhe transi-

tion between bound and unbound solitons occuis.at 0, which may be brought about

by biasing the semiconductor with a dc electric field. It is under this condition that the
unbound soliton(8) is excited and will propagate through the medium of excitons.

In the limiting caseE..=0 one can expect that the general solutiBnconverges to
the hyperbolic-secant form

7 z _
E(z,t)= i\/—[a X 190710 sech(t Z/U), 9)
Tp Xni(0) Tp

which is determined exclusively by the given pulse widtj its velocity is

arr 072)(

-1 -1 0 |
v "=V 1+ ——
g ( Ts dw?

) | (10
w=0

This leads to the expected result that the solit®nhas a lower velocity than that of a
low-frequency electromagnetic wave in the inverted mediug+(1), and a greater ve-
locity than that of a low-frequency electromagnetic wave in the absorbing medium
(ro=-1).

In the general case of the nonzero boundary condition, the unbound s(8iton
occurs, and its behavior is considerably more complicated. In Fig. 1 we plot the intensity
of single bright solitons with nonzero boundary conditions for a variety of different ratios
6. There is a typical spreading out of the hump amplitudes for values=cf. Notice
also the appearance of asymmetry #¥0.5. This is due to the line broadening by the dc
field E,,, which shifts the dispersion contour and thus makes the whole pulse profile
asymmetric.

Let us return to Eq(5). As we mentioned, the relative contributions to the polar-
ization of excitons from nonlinearity and dispersion effects are of the same sign and this
dictates our choice of the solution with nonzero asymptotic behavior of the @yrand
rules out the following dark soliton solution:
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FIG. 1. Normalized intensity versus normalized time for single bright solitons with nonzero boundary condi-
tions; 6=0.75 —(solid), 1.0 — (dashep and 2.0 —(dotg. Note the asymmetry of the soliton acquired with

the growth of§.
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where
B=(t—2/v)/ 7o+ By, and v =vy 1+ 27T oxni(0)(3EZ—EJ)].

This solution is depicted in Fig. 2 and describes the bifurcation of the dark-grey soliton
state into the coupled state of two dark-black solitons of equal width, &ith/2/2 as a
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FIG. 2. Dark-grey to dark-black soliton bifurcatiofi= J2/2 — (solid), 0.72 —(dashek and 2 —(dots. Note
the asymmetry as in Fig. 1.
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point of bifurcation. Although this topology of the femtosecond field should be regarded
as only illustrative, it is noteworthy that it refutes the misconception of Hayata and
Koshib& that a prerequisite of its existence is the presence of a quadratic nonlinearity in
the system.

It would be of interest to verify our results experimentally for, say, a GaAs/AlGaAs
guiding structure, in which Harteet al. observed the escape of a subpicosecond pulse
from a quasiadiabatic followingThis was identified with carrier density oscillations in
the semiconductor. It is anticipated in our study that the effects of phase-space filling and
exciton screening may be quasiadiabatically ruled out, and thus the line broadening must
be lifted. On the other hand, the quasiadiabatic following regime requires that the pulse
contains several optical cycles, and hence sets a window for the pulse width used in
experiments. In addition, one must have a structure as long as several soliton interaction
lengths in order to ensure soliton formation. The first step is thus to do shape measure-
ments to see if the pulse reaches the steady-state shape corresponding to the given pulse
width and the material parameters. If the soliton is observable, its shape can be changed
by a dc seed field, and this provides a further test of the theoretical predictions. Therefore,
1-cm long GaAs/AlGaAs guiding structure at room temperature may Yyield the predicted
behavior upon a 10 GW/chexcitation by a Ti:sapphire laser generating 20—60 fs pulses
at A =850-940 nm. Such an experiment may dramatically change the picture of quasia-
diabatic following in semiconductors obtained so far within the SVEA.

We thank S. A. Darmanyan, F. Lederer, A. Miller, and S. G. Tikhodeev for helpful
suggestions and comments. The work performed in Jena was supported by Deutsche
Forschungsgemeinschd®FG).
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Observation of oriented 2 3S; helium atoms in a
sodium—helium plasma irradiated by polarization-
modulated laser radiation

S. P. Dmitriev, N. A. Dovator, R. A. Zhitnikov, V. A. Kartoshkin,
and V. D. Mel'nikov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021
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An experiment on the observation of spin polarization of metastable
helium atoms interacting with optically oriented sodium atoms under
continuous rf discharge conditions is described. Laser radiation with
alternating-sign circular polarization, tuned to the resonance excitation
of the 3S,,,-3?P,,, transition in Na atoms, is used as the source for
optical pumping of ground-state sodium atoms. 1897 American
Institute of Physicg.S0021-364(07)00405-3

PACS numbers: 67.6%.z, 52.80.Pi, 32.80.Bx

Spin orientation of atoms can be obtained not only as a result of their interaction
with optical resonance radiation but also as a result of spin-orientation transfer from
atoms of one kindpreorientegl to atoms of a different kindinitially unoriented. For
example, orientation of metastable triplet helium atoms can occur as a result of the
interaction of the atoms with optically oriented alkali atoms in a pulsed rf discharge
plasma. Orientation of 35, helium atoms in Cs—HERb—-He?* and K—Hé plasmas has
been obtained by this method. The characteristic experimental features of these works
were the use of a pulsed rf dischar@éhich produced the alkali—helium plasinéhe use
of electrode-free spectral lamps as light sources for optical pumping of the alkali-metal
atoms, and detection of the orientation of the helium atoms according to the change in the
absorption of the pump light accompanying the excitation of magnetic resonance in the
23S,, state of the helium atoms.

In the present work we observed the transfer of spin orientation from sodium atoms
oriented by laser radiation to*3; metastable helium atoms excited in the Na—He plasma
of a continuous rf discharge. The use of polarization-modulated laser pump radiation in
this experiment made it possible to detect spin orientation of the helium atoms according
to a change in the absorption of the resonant helium light without using the magnetic-
resonance technique.

The experimental arrangement is displayed in Fig. 1. In this work, we used(a
mW tunable continuous dye lasehodamine-6G built in the laboratory, with a 4-watt
argon pump laser tuned to the wavelength<589.6 nm) of the 3S,,,—3?P,,, transition
in the sodium atoms. The essence of the experiment was as follows. An alternating-sign
orientation of the sodium atoms is produced by the action of the pump laser radiation
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FIG. 1. Schematic diagram of the experimental appardtus: Argon laser,2 — tunable laser3 — rotating
A/4 plate,4 — thermostatted gas-discharge chamber; enameled electrodé,— rf discharge generator,—
Helmholtz coil,8 — ferromagnetic shield® — helium spectral lampl0 — circular analyzerl1l — interfer-
ence filter {), 12 — photodetecting unit with a synchronous detector.

which is directed along a constant magnetic fidig=40 mOe and passes through a mica
quarter-wave A/4) plate rotating with frequenc/=60 Hz. The 2S, metastable helium
atoms were aligned as a result of spin-dependent collisional proBessesrring in a
gas-discharge chamber, consisting of a glass cell with metallic sodium and helium-4
under a pressure of 1 torr. Unpolarized radiation from a helium lamp was passed through
the plasma in the direction of the pump beam and was used to detect the spin orientation
of the helium atoms that arises in atom—atom and electron—atom collisions. A circular
analyzer and an optical filten 1083 nm, 2S,-23Py, , , transition in He atomswere

placed between the gas-discharge chamber and the photodetector. In this case the inten-
sity of the light recorded by the photodetector depends on the direction and degree of
orientation of the ensemble of3; helium atoms. Since the sign of the circular polar-
ization of the light pumping the Na atoms changes freihto o~ twice during every
revolution of theA /4 plate and the orientation of the helium atoms follows the change in
the orientation of the Na atoms, the output signal of the photodetector consists of an
alternating voltage with a frequencyf 2 120 Hz.

Figure 2 displays the signal showing the variation in the intensity of the probe light
from the helium lamp. The signal was obtained by synchronous detection at the fre-
quency X while slowly varying the wavelength of the tunable laser near the resonance
line of sodium O, line, A=589.6 nm). Detection of such a signal indicates unequivo-
cally the appearance of spin-oriented helium atoms in a sodium—helium plasma. The
width of the signal in Fig. 2 is determined by the spectral width of the tunable laser
radiation and equals 0.007 nm. The relative amplitude of signal corresponds to
61/A1=0.001, wheresl is the change occurring in the intensity of the probe light as the
wavelength of the laser radiation is scanned Amds the change in the intensity of the
probe light due to absorption of the light in the chamber when the discharge is switched
on. The ratiosl/Al can serve as an estimate of the degree of orientatior &f Beta-
stable He atoms.

In conclusion it should be noted that the comparatively low degree of orientation
(0.1%) of the helium atoms which is obtained in the present experiment can be increased
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FIG. 2. Signal showing the variation in the intensity of the probe light as the wavelength of the radiation from
a tunable laser is scanned in the region of Eheline of sodium (A =589.6 nm. The signal was recorded at a
gas-discharge temperature =fl50 °C.

by decreasing the depolarization of the sodium atoms at the walls of the chébyber
increasing the pressure of the buffer géke)), optimizing the parameters of the gas
discharge, and increasing the spectral power of the laser radiation. We plan to do this in

future experiments.

3Elementary processes of this kind in an alkali—helium plasma also include spin-dependent Penning ionization
of n2S,,, alkali-metal atoms interacting with®3; helium atoms, interatomic spin exchange occurring in
elastic collisions of these atoms, and also collisions of He atoms with electrons polarized in the process of spin
exchange of free plasma electrons with optically oriented alkali-metal atoms.
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Achromatic reconstruction of the wave front of
femtosecond laser pulses
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Wave-front reconstruction by geometric-optical reflection of the recon-
structing radiation from interference surfaces of a structure recorded in
the bulk of a medium by counterpropagating laser pulses is observed.
The recording is done with the aid of a sapphire titanate laser. Pulse
durations of 30—40 fs are used. €97 American Institute of Physics.
[S0021-364(®7)00505-7

PACS numbers: 42.40.Kw, 42.15.Dp, 42.40.Ht

This paper reports an experimental check of the following mechanism of wave-front
reconstructiort.Let the interference pattern of the objégi(r) exdikLo(r)] and reference
Ar exdikLg(r)] waves, satisfying the scalar equations of geometric optics, be recorded
in a bulk medium. Her&k=2sx/\ is the wave number and is the wavelength of the
radiation,Ly(r) andLg(r) are the eikonals of the wavesy(r) and Ag are the ampli-
tudes of the waves, armdis the coordinate vector. Under the conditions of geometric-
optical reflection of the reconstructing wawe. exfik’Lg(r)] from the surface of con-
stant phase difference of the object and reference waves

Lr(r)—Lo(r)=p, (1)

wherep is a constant for a given surface, the ph&se¢q(r) of the reflected wave on
this surface equals the phase of the incident wave

K'Lpe(r)=K'Lg(r). 2
It follows from Egs.(1) and(2) that
Lrefl(r):LO(r)+p- 3

i.e., to within an additive constant, the eikonal of the object wave is reconstructed for an
arbitrary value of the wave vectd’. Hence follows achromatic reconstruction of the
wave front — the surfackq(r)= const.
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This wave-front reconstruction mechanism was proposed by Derfidpukhree-
dimensional holograms. However, in Ref. 1 it was noted that this mechanism is funda-
mentally different from the holographic mechanism of reconstruction because there is no
diffraction of the reconstructing radiation by the periodic interference structure whose
local period contains holographic information about the form of the wave front. At the
same time, in Ref. 3 it was shown that the mechanism of geometric-optical reconstruction
does not work in real volume holograms. This is because diffraction by a trangirerse
the plane of the hologranperiodic structure dominates. This is indicated by the experi-
mentally observed presence of dispersion on reconstruction. For example, in the simplest
case of a plane-wave hologram the change in the wavelength of the reconstructing radia-
tion results in a change in the direction of propagation of the reconstructed beam accord-
ing to the formula of the grating, the period of the grating corresponding to the period of
the transverse structure. Since the reconstructed beam can be observed only for the
wavelength varying within the spectral selectivity band of the hologram, a large increase
in the thickness of the hologram makes this observation impossible for waves which
differ appreciably from the Bragg reconstruction. At the same time, in the case of Bragg
reconstruction the diffraction and geometric-optical images are ideritital.observe
achromatic wave-front reconstruction the number of surfaces of interference maxima
recorded in the bulk medium must be decreased while the thickness is increased. This can
be done by using ultrashort laser pulses for recordiihg.

The experiment was performed with the aid of a femtosecond-pulse generator based
on sapphire titanate with an argon ion laser pump. Dispersion compensation, achieved by
inserting a system of prisms in the cavity, made it possible to obtain consistently at the
output of the generator pulses with a duration of 30—40 fs, measured by an autocorrela-
tion method, and diffraction divergence. The radiation wavelength was varied in the
range 780—830 nm and the pulse repetition frequency was equal to 80 MHz with average
power exceeding 100 mW. The laser beam was divided with the aid of a half-transmitting
interference mirror into two beams, which were directed toward one another. The record-
ing plate was positioned so that its photosensitive layer was located in the region of
overlapping of the oppositely propagating pulses. The method of Ref. 5 was used to
equalize exactly the lengths of the optical paths. The normal to the plate made an angle
of the order of 20° with the optic axis. Specially prepared photographic plates with a
photosensitive layer of thickness from 110 to 28t were used. An IAEbpposed-type
photoemulsion, produced at the Kurchatov Institute Russian Science Center, was sensi-
tized to a wavelength of 800 nm. The exposure was set experimentally and was of the
order of a tenth of a Joule per square centimeter. Several fields with different exposure
were irradiated on each photographic plate. As a control, some fields were exposed with
continuous radiation in the same geometry as with the pulsed radiation. Use was made of
the possibility of rapidly transferring the laser from the femtosecond-pulse lasing regime
into a continuous lasing regime.

In processing the photographic plates, we encountered a number of problems con-
nected with the large thickness of the photosensitive layer. These included the problem of
ensuring that the development process occurs over the entire thickness of the photo-
graphic layer, separation of the photoemulsion during the processing and drying opera-
tions, and strong diffusion of light in the processed layer. These difficulties were over-
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come mainly by optimizing the processing regime. Two basic processing methods were
employed: physical development in GP-2 developer and development in phenidolmetol-
hydriquinone developer, followed by bleaching. Development and washing were con-
ducted in a refrigerator at a temperature of the order 4 °C. Drying was gradual, and
initially it occurred in a closed volume with a little exchange of air. When the photo-
graphic plates were processed, the photographic layer shrank substantially, as a result of
which the reconstruction band shifted to wavelengths of the order of 600 nm. In contrast
to Ref. 5, in this range the brownish-black color, acquired by the exposed sections of the
photosensitive layer as a result of processing in GP-2 developer, did not present an
obstacle for penetration of the reconstructing radiation to a large depth.

An argon-laser pumped dye lasghodamine 6G solution in ethylene gly¢atas
used for reconstruction. A continuous lasing regime with wavelength tuning from 580 to
630 nm with the aid of a dispersing element was used. The constructed beam of light was
observed in a reflective geometry on a diffuse screen placed d@bwufrom the photo-
graphic plate. The spectral selectivity of the structure recorded with the pulsed radiation
made it possible to observe the reconstructed beam with a smooth variation of the wave-
length of the radiation from 585 to 607 nm. With this variation the spot produced on the
screen by the reconstructed beam did not move, i.e., the direction of propagation of the
reconstructed beam did not change. At the same time, for the structure recorded with the
continuous radiation under the same conditions the spot on the screen moved by 6 cm.
This proves that in the present case the geometric-optics mechanism of reconstruction
and not the diffraction mechanism operates for structures recorded with femtosecond
pulses.

In summary, achromatic restoration of a wave front by geometric-optical reflection
of the reconstructing radiation from surfaces of constant phase difference between the
object and reference waves has been realized experimentally.

We thank R. V. Ryabova for preparing the photographic materials. These investiga-
tions were made possible by a grant from the Russian Fund for Fundamental Research
(95-02-0599% and a US CRDF grantRP-2-154 for independent states of the former
Soviet Union.
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The probabilityw, of Lorentzian ionization, which arises when an
atom or ion moves in a constant magnetic field, is calculated in the
quasiclassical approximation. The nonrelativistics(e*/4 =1, v is the
velocity of the atomand ultrarelativistic §—c=137) cases are exam-
ined and the stabilization fact®, which takes account of the effect of
the magnetic field on tunneling of an electron, is found. 1€@97
American Institute of Physic§S0021-364(17)00605-1]

PACS numbers: 03.3@&p, 79.70+q

1. When an atom or ion enters a magnetic field, an electric #gldiving rise to
ionization of the atom appears in its rest syst€mas a result of the Lorentz transfor-
mation. This process has been termed Lorentzian ionization. We shall examine the qua-
siclassical theory of the Lorentzian ionization and obtain formulas for the probability
w, which are asymptotically exact in weak fields ii<<1). We shall use, as a rule, the
atomic unitsz =e=m,=1 and the “reduced” intensities of the external fields:

e=&k3%E,, h=Hylk*H,,

where k=\—2E, (E, is the energy of the atomic leyel&,=5.14 10° V/cm, and
H,=2.3510° G. Here we confine our attention to the most important case of the ion-
ization of ans level (1=0).

2.1f an atom moves with velocity at an anglep with respect to the direction of the
magnetic fieldH, then in the field€, andHy (oL Ho) given by

Eo=qH=(T?-1)Y%sin ¢-H,
Ho=(1+q?)Y2H=(T"?sirfp+cose) ?H, )

whereq=p, /mc and p, is the transversérelative to the field{) momentum of the
particle and™ = (1—v?/c?)~Y?is the Lorentz factor, operate the rest system of the atom.
An important physical parameter determining the subbarrier motion of an electron is
y.= ol we,? where w.=eHy/mgc is the Larmor or cyclotron frequencyy,=E&y/« is

the tunneling frequency in an electric figfi

kHy « cot 2|2
= = ( ) : 2

N"es v r?
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where the velocity is expressed in the atomic unié/z=2.19 10 cm/s. For nonrela-
tivistic particles&y/Hy=v, /c<1 andy_=«/v, can assume arbitrary values. At the
same time, in the case of ultrarelativistEx 1) particles€,/Ho=1-(29%) '—1 and
crossed fields appear in the syst&wg, i.e., &L Ho and Ey="Hy. Here &y can be many
times greater than the initial magnetic fiett] and the parameter

Y= 137[1+ (2T %sirf) ~1]<1.

Using the quasiclassical solutibhobtained by the imaginary time methoibr the
problem of ionization of an atom in electric and magnetic fields we find for the probabil-
ity of Lorentzian ionzatior(in the laboratory systerK)

€ 1-29

WL:F71K2Ai 5
Here A, is an asymptotic factor of the wave function in the freé&=(H{=0) atom at
infinity (see Eq(9) in Ref. 4, =2/« is the Sommerfeld parametet,is the charge of
the atomic coré),

2
P(VL)[Q(VL)]”GXD[ - xg(n))- (©)

_ 3_ UJ_h
e=&lk 137¢ (4)
370 To— ‘yz

1-———|, 5
9N=7, 7 (5)

. ’y SinhTo To -2
P(y)= T_o ( 7 + Sinhro)cosrvo—% . (5a

f d cosh—o coshr\?

Qy)= _ ex T 7-0 smhro
sinhr 7\?]71? 1 Eh
sinhre 7o o7/ (5D

and, finally, 7o= 7o(y) is determined from the equation

TS— (7o coth 7g—1)%=y? (6)

(see Fig. 1L We note thatry has a simple physical meaning= —i w.ty, Wheret, is the
initial (purely imaginary moment of subbarrier motion, which terminates &0 when
the electron emerges from beneath the barrier. The fattérin Eq. (3) takes account of
the time dilation on transforming from the rest syst&mto the systenk.

The functiongy, P, andQ calculated according to the formulas presented above are
shown in Fig. 2. We note that the facto¢/2) 27Q” in Eq. (3) is due to the Coulomb
interaction between the emerging electron and the atomic (borenegative ions of the
type H , He™ and others it changes to one, site »=0). As follows from Fig. 2, this
(Coulomb factor is much greater than the ionization probability, especially in the
casey >1. The pre-exponential factd?(y,) arises as a result of summing the contri-
butions to the tunneling probability from the pencil of subbarrier trajectories close to the

406 JETP Lett., Vol. 65, No. 5, 10 March 1997 Karnakov et al. 406



] I 1 [ J
0 1 2 dJ

FIG. 1. 7y versusy according to Eq(6).

extremal trajectory(see EQq.(3) in Ref. 4, and it operates in the opposite direction.
Although the functionsP(y) and Q(y) vary more rapidly tharg(y), the probability
w,_ is most sensitive to a change @fvy,), since this function appears in E@) in the
exponential with a large coefficient 23

It is convenient to write the probability of Lorentzian ionization in the form
w =T "1sSw &), (7)

20

15

10- clp)et0”

0.9

0 1 2 3 b p
FIG. 2. Plots of the functions appearing in Eg). C(y)=+vQ(7y).
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wherew(&y) is the probability of ionization of as level under the action of only the
electric field€, and S is a stabilization factor which takes account of the suppression of
the decay of the ground state by the magnetic field:

S=P(yD[Q(y)]7exp{—h~*f (v}, tS)
where
3
y 1 ,
L il <1
X 451—1—25274-..., Y
f(y)=379(n—1]=1 42 g8 2 L 9
—1- = >
4(1 3 +—+.. ) 04
L 2 3\ , <1
+ § Z i A Y
PQ”: 1 . (10)
0.177 ex;{— E«yz—m;y+(277—1)(|n«y+2.27)“, y>1

For slow patrticles the stabilization factor is exponentially small:

1 k)2
S%exp{—m<a) ], V<K (11

(y<<1). However, it increases rapidly with the velocity of the atom and approaches 1 for
v>0.3xh~ 3 when y<3.5hY%:

S=1- — K)31+2h+ 12
3. A numerical calculation gives fd8 the curves in Fig. 3, whence one can see that
S<1 in the case of quite “weak” magnetic fields as well as 9= 1. The effect of the
Coulomb interaction orS becomes appreciable foy, >1.5 (compare the solid and
dashed curves in Fig. 3, referring to the same values of the paraméteiThe pre-
exponential factoP(y,) sharply decreases the ionization probabilityyjf>10.

The static magnetic fields obtained under laboratory conditions do not exceed 1 MG.
The method of magnetic cumulatidie., compression of an axial magnetic field with the
aid of an explosio)) proposed by Sakharov in 1981imade it possible to reach record-
high valuesH=25 MG in the USSR’ and H=15 MG in the USA® With further
progress in this field it can be expected that fields af®— 10° G will be reached.On
this basis, we calculated the stabilization facdor a hydrogen atonfsee Table |, where
the magnetic field is expressed in MG, the veloaityin atomic units,¢= /2, and
a(b) =a-10P). It is evident from the table that for the range of valuestdfand v
considered, a sharp transition occurs from exponential suppreddipaf the probability
w, to the casg12), when the effect of the magnetic field can be neglected. For fast
(v=10x and especially fod’>1) particlesS~1, i.e., ionization of the atomic level
occurs practically with the same rate as in the case of a purely electric&jel@his
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FIG. 3. Stabilization factoss: Solid lines — for the ground state of the hydrogen atow=(p=1), dashed
curves — for a negative ion witk=1, »=0. The numbers on the curves are the values of the parameter

Y-

distinguishes Lorentzian ionization with>1 from the well-known problem of pair
production from vacuum, whose probability in the case of crossed fields vanishes
identically°

We shall present some numerical estimates. Het1l MG an atom is essentially
stable, since the electric fiel} is too weak €,<<0.01 forI'<25). Lorentzian ionization
can be observed in the regigi™>10 MG if the velocityv is not too low. For example,
for H=25 MG we obtainw, ~10 %, 7-10"% 1.5.10° 10"*and 310°s ! for v=1;
1.25; 2; 5 and 10 a.u., respectively. Therefore in this range of velocities the situation
changes from practically complete stability of an atom up to ionization of the atom over
a time comparable to the atomic time.

4. In closing we shall make several remarks.

a) The theory examined above can be extended to the casd #iih The form of
the exponential factor in E¢3) remains the same but the pre-exponential factor changes
substantially.

b) Extending the imaginary time method to the relativistic case, it is possible to

TABLE I.
U

H 1.0 1.25 2 10

1 2.2—24) 1.2—12) 1.39-3) 0.950
10 4.53-3) 6.63—2) 0.524 0.995
25 0.119 0.345 0.779 0.9985
50 0.355 0.598 0.889 0.9995
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study ionization of a level whose binding energy is comparablade?. Taking account
of corrections of order?, the ionization probability in the case of crossed fiefdand
H equals

2
W(EH) = expr - g(l—clazkz)] (13
(with exponential accuragywhere
1[99 [H\? e 1 13
©="3927\F) ' The 137 (133

Specifically,c,;=3/40 for a purely electric field and, = 1/24 for crossed fields. In these
cases the relativistic correction slightly increases the ionization probability.

We note that the leading term-(2/3¢) in the exponentiall3) is determined only by
the electric field and does not dependdn A different situation arises when the level
approaches the limit of the lower continudhwe shall postpone this question to a more
detailed paper.

¢) For negative ions and the Rydberg states of atoms, the parametér For
example,x=0.236 and 0.75 for H and He and «=1/n for the excited states of the
hydrogen atom with principal quantum numberWeakly bound states witk<<1 are
also encountered in solid-state physics, for example, Wannier—Mott excitons in semicon-
ductors ~0.01 for a germanium crystaland elsewhere. In these cases, substantially
lower field$ than those presented above for the hydrogen atom are required to ionize a
level; this will undoubtedly make it easier to formulate an experiment.

We are grateful to Yu. N. Demkov for a helpful discussion in the course of this work
and also to S. G. Pozdnyakov and A. V. Sergeev for assisting in the numerical calcula-
tions.

de-mail: karnak@theor.mephi.msk.su

PWe note that this parameter is analogous to the well-known Keldysh parameterw/w, in the theory of
multiphoton ionization of atoms by laser light with frequensy

9z=1, 0, and 2 for the neutral atom and singly-charged negative and positive ions. For the ground state of the
hydrogen atonmk= =1 andA,= V2. We note that for the outex electrons in neutral atoms the coefficient
A, varies over quite narrow limits: fromA,=1.31 for the Cs atom t&\,=1.72 for Hg. Therefore the
probability w, is determined mainly by the binding energy of the level.

9This can be realizéd*? in superheavy Z~Z,=173) atoms or in a collision of two heavy nuclei
(Z2,+2,>2Z).

9The characteristic external field intensitiesc3€, and «?H, for k<1 are much lower than atomic fields.
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Dissociation energy and ionization potentials of
molecules and molecular ions in a collisional hydrogen
plasma

S. I. Anisimov and Yu. V. Petrov
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It is shown that the dissociation energies of a hydrogen molecule and a
hydrogen molecular ion are virtually independent of the screening
length of the Coulomb potential in plasma even at densities for which
the decrease in the ionization potential of the molecule reaches 30%.
For this reason, ionization of hydrogen in high-temperature shock-wave
experiments should occur in a molecular phase with the formation of
the molecular ion. ©1997 American Institute of Physics.
[S0021-364(®7)00705-9

PACS numbers: 71.3&h, 33.15.Fm, 33.15.Ry, 52.25.Mq

The metal-insulator phase transition in hydrogen under pressure is the subject of
intense investigations both in low-temperature static experiments on compression in dia-
mond anvil$? and at high temperatures with shock compression in the liquid phase.

Under normal conditions the molecular phase of hydrogen is an insulator. It is of
interest to know what the high-temperature high-pressure phase is, whether remains
molecular(in the form of hydrogen molecular ioPsor is atomic. Both possibilities have
been discussed in the literatuigee, for example, Refs. 6)%9The calculations showed
that in both cases the dielectric gap closes at megabar pressures. However, the calcula-
tions were performed for crystalline phases and therefore they do not have any direct
bearing on the dynamical experiments,in which compressed hydrogen was in a liquid
or plasma state.

A decrease of the dielectric gap is equivalent in plasma to a decrease in the ioniza-
tion potential(which occurs in a nondegenerate plasma as a result of a decrease of the
Debye screening radius under compressionUnder sufficiently strong compression,
this decrease is substantial and results in virtually complete ionization of the plasma. For
a substance consisting of molecules, such as hydrogen, the question of the effect of the
screening lengtt. on both the dissociation and ionization energies of the molecules is
important.

In this letter we calculate the dissociation energy of molecular formations of hydro-
gen (the H, molecule and the molecular ion,B, in which the interaction potential
energy of the charged particles has the form of a screened Coulomb interaction

412 0021-3640/97/050412-07$10.00 © 1997 American Institute of Physics 412
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FIG. 1. Energy of the bound state of two hydrogen atoms, allowing for screening of the potential, as a function
of the distance between the atomis— A=5; 2 — Ax=10; 3 — A =40.

o(r)= e, &

where q; and g, are the charges of the particles. The Hamiltonian of the molecule
(neglecting the motion of the nuclei in the adiabatic approximattwas the form(in
atomic unit$

R 1 efrlzl)\ e*"la”\ erlb”\ erZa/A efer/)\ efR/A
H=—>(A;+A,)+ — - - - + )
2 12 lia l'ip I'2a I'2p R

Herer, is the distance between the electrons 1 andq2,andry, are the distances
between the electron 1 and the nuclei of the molecalend b with the coordinates
R, andR,, respectively, andR=|R,—R| is the distance between the nuckeandb.

TABLE I. Equilibrium interatomic distanc®,, the interatomic distancB, at which the interatomic
interaction energy vanishes, and the dissociation enBrgyf the H, molecule as a function of the
screening lengtix.

Y Ro R, D
(a.u) (a.u) (a.u) (a.u)

5 1.45561 0.83089 0.13340
10 1.43673 0.82086 0.13666
20 1.43367 0.81809 0.13760
40 1.43057 0.81737 0.13782
80 1.43152 0.81715 0.13791
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FIG. 2. Relative decrease of the ionization potential of a hydrogen atom as a function of the screening length.

We take the wave function of the electrons with a fixed distaRceetween the
nuclei in the valence-bond approximation as a linear combination of the covileand
ionic ¥, and¥ 5 basis functions:

¥,=(ab)—(ba), @3

V,—aa, )

V,=bb. (5)
Here

i a(l)a(l) a(2)a(2) 6
@)=y 1) b2)sR) ©

1 0
a(1) is the atomic orbital of electron 1 on nucleasa= (0) and B= (1) are the

spin states of the electrons in the atomic orbitals. We chose as atomic orbitals a linear
combination of six Gaussianslorbitals

6
#(N)=2, cioy(r), W
where
) 2 2\ 3/4
dyn=| 22 e ®
Hereé is a variational parameter, and the coefficiemtande; (i=1, 2,...,6) are taken

from Ref. 10. The functiori7) is a good approximation to thesiSlater atomic orbital.
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FIG. 3. Energy of the hydrogen molecular ion as a function of the internuclear distance with different screening
lengths:1 — A=5;2 — A=10; 3 — A=40.

In finding the smallest eigenvalue of the Hamiltonié®) in the basis functions
(3)—(5), the following one- and two-electron matrix elements in a Gaussian basis arise:

1) the overlap integral

(ay|bl)y= J @y(r—Ra) @l (r—Ry)dr; (9)

2) the matrix element of the kinetic energy:

. . ) 1 )
(@ioh= [ elir-Ra| - 3 ehr—Roar 0

3) one-electron electrostatic matrix elements:

(aglvplaly= J @y(r —Ra)v(r—Ry) @l (r—Ry)dr; (11)

(aglvalbly= f @y(r—Ra)v(r—Ry) ¢l (r—Ry)dr; (12)

4) two-electron electrostatic matrix elements:

(ayal|bgby) = f 011~ Ra) @h(11— Ra)v (119 (12— Ry) @ (r,— Ry)drdr,
(13)
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FIG. 4. Relative decrease of the ionization potentials as a function of the screening lergth,, 2 —
H; .

(ayal|akby) = J 0y(11—Ra) @l(r1—Ra)v(r12) @k(r— Ra) gy(r,— Rp)drdr,
(14)

(agbylaghy) = f #4112~ Ra) @4(r1 = Re)0 (119 952~ Ra) @y(r2 = rp)drydr.
(15

The details of the calculation of these elements will be given in a detailed paper.

The computed energif(R,\) of the H, molecule as a function of the internuclear
distanceR is presented in Fig. 1 for three values of the screening leng# 10, and 40.
The dashed lines indicate the doubled values of the energy of a hydrogen atom for the
same values ok (i.e., the energy of the molecule in the linkt— ). The equilibrium
interatomic distanc® in this range of\ is virtually independent of the screening length
(Table ). In exactly the same way, the depth of the potential well for the interaction of
atoms in a hydrogen molecuke=E(o°,\) —E(Rg,\) is virtually independent ok. We
calculated the dissociation enerByof a molecule assuming that the interaction between
the atoms in Fig. 1 is described by the Morse potential:

U(R)=E(R,\)—E(%,\)=€e(e 2P—2e ), (16)
where
x=(R—Ro)/Rq. 17)

In this approximation the dissociation enemyof a H, molecule is
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TABLE Il. Equilibrium interatomic distanc&,, the interatomic distancB, at which the interatomic
interaction energy vanishes, and the dissociation enBrgy the molecular ion Bl as a function of the
screening length.

A Ro R, D
(a.u) (a.u) (a.u) (a.u)

5 2.02305 1.15250 0.080574
10 2.00652 1.14720 0.080990
20 2.00454 1.14586 0.081040
40 2.00362 1.14550 0.081039
80 2.00327 1.14540 0.081037

D In 2 \/? 18
T ReR VW "o

whereM is the mass of the hydrogen atom dRg is the interatomic separation for which
U(R, ,\)=0. The corresponding values Bf. andD are presented in Table I. One can
see that in the range af investigated the dissociation energy is virtually independent of
the screening length. At the same time, as shown in Fig. A, dscreases from 40 to 5,

the ground-state energy of the hydrogen atom, i.e., its ionization potential, changes sub-
stantially. Its relative decrease for large values\aé shown in Fig. 2.

The change in the ionization potential of the hydrogen molecule itself is also of
interest. To find it, we calculated in the same approximation the energy of the molecular
ion Hy . Itis shown in Fig. 3 as a function of the distance between the nuclei for the same
values of the screening length. The parameters of the molecular jofoHdifferent
values of\ are presented in Table Il. One can see that even for a molecular ion the
dissociation energy is virtually independent)ofin the range of values investigated.

Now, knowing the ground-state energieéH,) andE(H, ) of the molecule and the
molecular ion, respectively, for fixed, we can calculate the decrease in the ionization
potentials of the molecull, = E(H, ) — E(H,) and its ionl ,= — E(H,) for this value of
\.

The relative decrease in the ionization potentiglsand |, (compared with the
unscreened interaction=<) is shown in Fig. 4. Even fok =20, it is of the order of
10%. Therefore a simultaneous increase in the free-electron density, resulting in a sub-
stantial decrease of the ionization potentials of the molecules, does not affect the disso-
ciation energy. For this reason, it can be expected that at high temperatures appreciable
ionization of hydrogen will be achieved in the molecular phase.

This work was supported by the Russian Fund for Fundamental Resgaraht
95-02-06381pand INTAS-94-1105.
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New approach to the construction of flux coordinates in
toroidal systems

V. D. Pustovitov®
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

(Submitted 6 February 1997
Pis’'ma Zh. Kksp. Teor. Fiz65, No. 5, 402—-40410 March 199y

A universal method for introducing flux coordinates in toroidal equi-
librium plasma configurations is proposed. The characteristic features
of this method are a prescription of two scalar functions, one of which
determines the explicit form of the Jacobian, and a universal form of
the equations for arbitrary flux coordinates. This makes the method
simple, clear, and effective. @997 American Institute of Physics.
[S0021-364(©7)00805-0

PACS numbers: 52.55.Hc

Magnetic surfaces and magnefior flux) coordinates are fundamental concepts
without which a theory of toroidal systems for confinement of thermonuclear plasma is
unthinkable. Magnetic surfaces are surfaaesconst in which the lines of the magnetic
field B lie. The position of a point on such a surface can be specified by two numbers
(6, £). Then @, 6, {) are the flux coordinates.

Tying the coordinate system to magnetic surfaces greatly simplifies the description
of the equilibrium configuration, since by definitid®-Va=0. Moreover, as follows
from the equation of equilibrium

Vp=j-B, (€

the lines of currenj=V XB also lie on these surfaces and the plasma pregsuee
constant.

Evidently, the “radial” coordinatea and the angular coordinat@sand{ are not of
equal value. The first coordinate, being strictly related with the shape of the magnetic
surfaces, is determined by the physics of the problem. But the construction of the coor-
dinate grid @, ) on these surfaces is a formal mathematical procedure admitting great
arbitrariness. This unavoidably raises the question of how best to make use of the free-
dom in choosingg and .

To answer this question one ordinarily turns to the general expression for the mag-
netic field in the flux coordinatég
27B=Vy-V{+VD-VH+Va-Vy, 2

where ¢(a) and ®(a) are the poloidal and toroidal magnetic fluxes ands some
doubly periodic function that depends on the method for prescrilsirend . It is
considered obvious to expend one of the two degrees of freedom so as topmdke
Then the field line will be straight in thed( {) plane. Accordingly, the variablesa(
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0, {) with =0 are coordinates with straight field linéSFL9. Other coordinates are

very rarely used in plasma theory and only three variants from the one-parameter family
of coordinates with SFLs have been widely recognized — coordinates with fixed
Hamada coordinate’s,and Boozer coordinatésin constructing these coordinates, ordi-
narily, the equations in which the desired properties of the coordinates are taken into
account at the outset are solved. In each of these three cases these equations have a
different form. There exists a general thethhat explains the principles of the con-
struction of systems with SFLs and for transforming from one to another. But for all its
rigor and apparent completeness it does not contain any equations according to which all
possible choices of and { and the advantages and disadvantages of different variants
can be seen at a glance and the degree of similarity and difference of one set of coordi-
nates from another can be assessed immediately. The objective of the present letter is to
formulate such equations for the general case and not only for coordinates with SFLs.

Besides Egs(2), this requires only the simple expression
1 4n f
Jg V' «(H)

for the Jacobian/g=((Va-V#6)-V¢) L. This is a trivial consequence of the definition of
the averaging operation over a layer between close magnetic surfaces:

3

d 1
<X>:Wﬁ, Xd3r:WJ X\/gded¢. (4)

HereV is the volume of the torua=const and the prime denotes differentiation with
respect toa.

After the equality(3) is written down, it appears obvious but uninformative or even
useless — after allf in Eq. (3) is unknown, just as ig in Eq. (2). But if, following to
the end the logic of introducing coordinates with SFLs, both functions are assumed to be
known (and it is by no means necessary thgt0), then with the aid this equality we
arrive at a surprisingly simple and extremely clear method for constructing flux coordi-
nates with the desired properties.

If f and % are given, the® and{ must be regarded as unknowns. From Egsand
(3) we obtain foré

gt

(ZWB—Va-Vn)~V0=—4ﬂ-2V~m. (5)

An equation for{ can be written in exactly the same manner, except that on the right-
hand side— ¢' must be replaced bg'. But even more elegant, when paired with Eq.
), is

(27B—VaVy)-V({—q#)=0, (6)

whereq=—®'/y’ is the stability excess. These two equations together witH Eare
our goal. They show explicitly what the freedom in choosthgnd ¢ which here trans-
formed into the freedom of choosingandf can give: The form of the operator on the
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left-hand side of Eqs(5) and (6) can be changed and the form dﬁ can be changed
independently. That is all. Evidently, no proofs besides E8s. (5), and (6) are not
required.

The general equation8), (5), and(6) make it possible to view all flux coordinate
systems on the basis of a single approach and to switch easily from one system to another
by changingn and f. For example, in the family of coordinates with SFLg=0, f
arbitrary) we obtain the Hamada coordinates witk 1 and the Boozer coordinates with
f=B?, andf=B-V/{ corresponds to coordinates with SFLs with fixgd

The Hamada and Boozer coordinates are introduced all the sgsn@:is assumed
and the explicit form ofy/g is prescribed. But in the “old” theory no small amount of
work is required to establish the relation between these coorditidteshereas our
equation(5) solves this problem immediately. Moreover, the proposed method can be
used for arbitrary coordinates.

For coordinates with prescribed however, the standard procedure is different: The
conventional toroidal angle or the length of the geometric axis scaleétis 2hosen for
¢ and 6 is sought under the condition=0. Then the calculation of/g becomes a
separate probler® In our case, however, everything is extremely simple — the explicit
form of /g is given. Here, it is true, there arises the question of whether or not it is
possible, given only two degrees of freedom, to choose as the initial functions not two but
three functions{, »=0, andf=B-V{. It turns out that it is possible because with
f=B-V{ Eq. (6) becomes an identity after substitutiBgV 6 from Eq. (5). The con-
straints on are thereby removed aridcan be arbitrary, including also the conventional
toroidal angle.

The equationg3), (5), and(6) also make it possible to construct any other conve-
nient system of coordinates. For example, for the salmas for the Hamada or Boozer
coordinates but without SFLs a coordinate system with any other helpful property can be
constructed. The equatioii3), (5), and(6) make it extremely easy to invent new coor-
dinates.

An equation of the typd5) could also be formulated without Eq3), but the
previously unnoticed possibility of representing/@/in the form(3) makes it possible to
“materialize” the freedom of choice i and ¢ in the best manner. It should be noted
that f can be regarded as a real “free parameter” only only becausg tan be
expressed in this manner in terms of a different unknown fundtiand this is the main
advantage of the proposed method. Indeed, if in(Bgsome functiorh appeared instead
of f/(f), then the constrainth)=1 would follow from Eq.(4). The general theoRy
suggests that=1+B-Vy. The new functiony appearing here is found as the operand
of the operatoB-V, and moreoveB-Vy must be dimensionless so that the simplicity
and clarity of the construction of the coordinates wjttprescribed are lost. But in our
case neither the normalization nor the dimensioffi afe of any significance, since only
f/(f) appears in Eq93) and(5).
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Stability limits, structure, and relaxation of a mixed state
in superconducting films with an edge barrier

. L. Maksimov and G. M. Maksimova®
Nizhegorod State University, 603600 NizhNbvgorod, Russia
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Pis’'ma Zh. Kksp. Teor. Fiz65, No. 5, 405-41010 March 199y

The interval of external magnetic fields where a mixed state can exist in
a superconducting film with a fixed value of the flux is determined. The
equilibrium and reversible magnetization curves of the sample are cal-
culated, and the dynamics of the magnetic relaxation in the film is
described. Nonuniform deformation of the Abrikosov lattice is pre-
dicted. © 1997 American Institute of Physics.
[S0021-364(07)00905-3

PACS numbers: 74.76.Db, 74.60.Ec, 74.25.Ha, 65:50.

1. The structural features and the equilibrium and relaxational characteristics of a
mixed state in low-dimensional superconducttitsn films, single crystals with a high
demagnetizing factor, and othgrnsave been comparatively little studied. At the same
time, the fundamentally irremovable nonlocality of intervortex interaction as well as the
possibility of the existence of an edge barrier for entry and/or exit of vortices can lead to
the appearance of nontrivial structures of the magnetictflland, furthermore, they
make possible a substantial overheating of the Meissner state. The latter condition is
manifested as the existence of a continuum of metastable mixed states with finite trapped
flux ®. The corresponding situation in bulk superconductors has been described almost
exhaustively in Refs. 3 and 4. For low-dimensional superconductors this question has
almost not been discuss&d.

In the present letter the contributidyG, of a test vortex to the Gibbs free energy of
a superconducting film in a mixed state with a fixed magnetic fluxs calculated.
Analysis of the conditions of vortex entry into and exit from the film made it possible to
determine the range of external magnetic fieldg,,(P)=H=H,(P) where a
quasiequilibrium mixed state with a prescribed flux can exist. The thermodynamically
equilibrium fieldH(®) is calculated, the complete magnetization curve of the sample
(including equilibrium is constructed, and the magnetic relaxation dynamics of the film
is described. It is predicted that the Abrikosov lattice is subject to deformation as a result
of the substantially different dependence of the paraneja@f the vortex lattice on the
field intensityH.

2. Let us consider a thin-film strip of width\® (0<|y|<W) and thicknesd
(0=z=d) placed in a magnetic fielti =(0, 0, H). In the absence of bulk pinning the
vortex and current distributions in the film can be represented in the form

b2_y2

n(Y)=¢#O w2 lvI=b, (1)

y
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. cH [y“=b°

(y)=5_ Wi—y? signy), b<ly|<W. 2
Heren(y) characterizes the average density of vortigeer unit length of the filjnand
i(y)=im(y)+iy(y) is the total current density comprised of the Meissnigy)(and
vortex (iy) components. Here and below we employ the current density per unit length
(integrated over the thickness of the samplg) = [ ij(y, z)dz. Expression(1) and(2)
are the solutions of the one-dimensional version of the Maxwell—Loi(llihn) equations
obtained(in the wide-film approximatioWs A, whereA =2\?/d andX is the London
length in the absence of bulk pinnintg?’®> We note that expressid®) holds sufficiently
faraway from the film edgesW—A>|y|=b). In a narrow region near the edges
(ly|>W—A) the expression for the current density can be approximated by a constant
i(Y) =imax determined by matching expressi¢®) with the exact solution of the ML
equations. The trapped flu®, per unit length, corresponding to this distribution of
vortices is

w
CD=<I>OJ n(y)dy=2HWF(«), (3
-W
where k=b/W is a dimensionless parameter characterizing the width of the region oc-
cupied by the flux andF(«x)=E(x)—[1— «?]K(«x) is expressed in terms of complete
elliptic integrals of the first £) and secondK) kinds, respectively.

To determine the characteristics of the vortex entry and exit barriers it is necessary
to calculate the parA G, of the total Gibbs energ®, of a film in a field as a function
of the position of a test vortex with coordinatesy)0,In so doing, the renormalization of
the screening currents which arises in the presence of voitiggsenetrating the film
must be taken into account. A nontrivial calculation, performed according to a scheme
similar to that in Ref. 6, yielddA G, in the form

10 17
26,5 [ (n-Foast <[ (-Fds @

wherei; andF; are the current density and vector potential referring to the test vortex
and found taking account of the corresponding boundary condfidie first term in

Eq. (4) describes the self-energy of a vortex in the fifraking account of the image of
the vortey; the second term describes the interaction of the vortex with the total current
i=iy+iy given by Eq.(2). After integrating along the longitudinal coordinate the
expression foA G, acquires the form

D (W,
26,1y, @)=Eoy) - [ ity 1ay, 8

where the self-energgq(y) is
2 In(A/§), [y|<sW-A

— 0 . —

}, W-A<|y|sW-£.
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FIG. 1. Diagram of mixed states with trapped flix:— ®=®, ; 2 — ®=P/ <Dy ; 3 — H=H (D).

We note than G, dependgvia iy) on the magnitude of the flusb entering the film. It

is easy to see that in the absence of trapped vort®es(@) expressior5) becomes the
well-known expressidhdescribing the case of the interaction of a test vortex with the
Meissner current.

3. From the conditioh
Hen(P)

IAG,(y,®) o -

% y=W-¢
we find an equation for the barrier-suppressing fid|g(®) corresponding to the entry
of the next vortex into the film:

(D:2HenWF([1_(H1/Hen)2]1/2)- (8)

HereH,=®,/[27&(2AW] is the entry field for the first vortex entering the film. The
field H,,, essentially determines the maximum possible magnetic figld, in which a
mixed state with a prescribed flux can still exigtlo,(P)=H {(P). For small fluxes
®<2H,W the behavior oH.(®) (see Fig. 1is characterized by the linear relation

Hen(®P)=H,+®/(7W),

which is fundamentally different from the quadratic behavibi, {(®)—H,~®2) oc-
curring in bulk superconductofé' A uniform flux distribution is observed in the opposite
case (b>2H,W):

Hen(®)=d/2W.

As follows from the explicit form given in Eq(5) (substituting Eq.(2)) AG,(y)
increases withy| for b<|y|<W-— A; this produces a potential well for confining vorti-
ces in the film. As the external field decreases, the Ibtii) as well as the correspond-
ing maximum of the functiod G, (y) shift to the edges of the strip. For this reason, the
vortex exit fieldH,(®) is found from the conditiomo(H.,) =W— A correspondingdin
our mode] to the condition for vanishing of the exit barrier. This gives
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Hex(¢):%v[l+e In(4/e)], 9)

where e= A/2W. The expressiorf9) determines the minimum external magnetic field
He(P)=H,in(®) for which a mixed state with a fixed fluk can still exist. As the field
decreases further, the vortices start to leave the film, as a result of which th@ flyx
remaining in the film fortH <H.(®) is determined by the external field

P o= 2WH.

The test-vortex method proposed in this letter also makes it possible to calculate the
thermodynamically equilibrium fieltH.(®) determined from the energy condition

AG,(y=02)=AG,(y=W—-¢,®) (10)

together with Eq(3). Using the explicit expression f&G,,, we obtain the condition of
equilibrium in the general form

(1= ki) 1"+ (e, 1 k59 =2H¢4 /H, (12)
whereH,=H,(d) is the first critical field of the film:

Hei(d)= m'm(A/S),

a=4€e<1, keqcorresponds to the equilibrium width of the vortex region, and

3 _ (£ du [B—u
(a,ﬁ)— 0 \/m a+u'
In the limit a—0 J(0, B) =2F(y/B), which together with Eq(3) makes it possible to

find an explicit expression for () (see Fig. 1, curvé). For low values of the flux
®<mH W the functionH(®) is strongly nonlinear

d  [167WHy
Heq(q)):Hcl+ In )

47W
and for ®>xwH W it is replaced by a function of the forn8). Note the singular
behaviordHgq/d® ~In[1/® ] —o as®—0, contrasting sharply with the smooth behav-
ior of the functionH¢((B) in bulk superconductorsiHe,/d Blg_.o~€xd —H/B]—0.
This difference is due to the long-range character of the intervortex repulsion in films,
which makes it difficult for vortices to enter the sample whérH_;.

4. The field dependence of the magnetization of the film
1 (w

M=— > 7Wi(y)y dy (12

in the regionH ,,{®)=H=H,,,(P) is determined by the equation
®=2HWF([1—M H,/M; H]*?), (13

whereM;=M,,(H,;)=—H;W?/8 and the functiorF(z) is determined in Eq(3). The
function M (H) displayed in Fig. 2 is characterized by the smooth behavior of the mag-
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FIG. 2. Field dependence of the magnetizatdifH) of a fim: 1 — &= ; 2 — d=P/ <P, ; 3 —
M=Mg(H).

netization forH — Hg,(®) <H o, (P): dM/dH~In"H.,/(H—Hg)]—0, but it has a sharp
kink in the derivative in the limitH—H.,(®P) (see Fig. 2 We call attention to the
reversible (nondissipative behavior of the magnetization in the range of fields
Hmax((I))BHBHmin(q))-

The equilibrium magnetization curd .(H) (see Fig. 2, curve) is described by
Egs.(10)—(13). NearH, the functionM¢(H) has the form

|

(here M;;=Mp(H¢q)) and is characterized by anomalous behavior of the magnetic
susceptibilityd Meq(H)/dH|H_,Hcl+0<0 arising as a result of comparatively slow pen-
etration of the flux neaH.;. In strong fieldsH>H, the equilibrium magnetization
becomes constaMl (/M =4H /7mH <1.

5. The relationg5) and (13) make it possible to find the vortex entégxit) activa-
tion energyU , of the film and describe quantitatively the relaxation of the magnetization
M to its equilibrium valueM,. Specifically, for vortex entry wittH=H, the depen-
dence ofU$" on the local(in time) magnetizatiorM (t) has the form

He
(H=Hc)

H-—H
g Mo He

1-4/In
Her

Meq(H):Mcl

UganO[ln\/Men/M_l+\/M/Me”]’ (19

whereU0=®§/8w2A is the characteristic electromagnetic energy of a solitary Peierls—
Abrikosov vortex and M¢,=M,,(H). Assuming that the relaxation is of a thermal
activation character, Eq14) implies the exotic dependend® ,—M(t)|~int, de-
scribing the initial stage of relaxatidiv.,— M (t)|<|M,. The next stage of relaxation

at entry|M¢,|>|M(t)|=|Mat finite temperaturd is characterized by the power-law
function

IM(t) =M ~t™**

427 JETP Lett., Vol. 65, No. 5, 10 March 1997 I. L. Maksimov and G. M. Maksimova 427



with exponents=U,/T>1. Therefore the relaxation at flux entry through a barrier,
strictly speaking, is not logarithmic in the entire time range. It can be shown that the
relaxation at flux “exit” in the indicated range of fields is, conversely, practically always
described by a logarithmic law.

We note that the characteristic activation energy in the fitat$, contains a small
parameterd/A<<1 compared to its analog in bulk samples. Indeed, an estimate of the
Arrhenius exponens=U, /T in sufficiently thin highT. superconducting filmsg=300
A in the temperature rangd {— T)/T.=0.1 gives, for typical values of the parameters,
s=10, which is much less than in the case of surface relaxtiimerefore the rate of
edge relaxation in thin films can be much higher than the analogous quantity in bulk
superconductors.

6. The situation discussed in the present letter can be realized by rapidly cooling a
film in an external fieldH,. It is obvious that aH =H,, which on account of Eq9) is
the vortex exit fieldH . (®+,) =H,, the distribution of the trapped fluk,, =2H W will
be uniform over the entire film, and a triangular vortex lattice with period
ag=(Dy/Ho)?is established inside the filhAs the fieldH increases, additional mag-
netic flux starts to penetrate the samplelor H, (P, ), satisfying Eq(7). In the region
of fieldsHy<H<H.(®,,), however, the distribution of vortices will be compressed in
the transversérelative to the curreptdirection. This will destroy long-range order in the
ensemble of fluxoids, i.e., it will ultimately destroy the Abrikosov vortex lattice.

Indeed, assuming that locally(B)~B~ Y2, whereB=B(y) is the local induction
produced in the film by vortices concentrated inside a strip of wityh(W>Ay>1,
wherel, is the average distance between the vortex joivis easy to obtairin the limit
Ho<H=<H,.,): b(H)=2W+Hy/27. The local inductionB(y)=n(y)®, (i.e., the flux
density per unit length of the filirvaries appreciably from the vallg= B =®/\?
(in the limit y—b) to the valueB=B,=2(HHy/m)¥? (at y=0). Correspondingly,
the local value of the lattice parameter will vary from=a,,=\ near the
boundary of the region occupied by the flux ta=a,<ag(Hp) (since
amin/ag(Ho) =(0.257Hy/H)Y4< 1) at the center of the film.

Moreover, the uniaxialalong they axis) compression of the lattice due to the effect
of the Meissner currents will destroy the symmetry of the lattice, as a result of which the
hexagonal structure of the lattice will be replaced by an orthorhombic structure. We
underscore that such distortions of the vortex lattice can be observed only in low-
dimensional superconducting samp{adich sharply contrasts with the situation in bulk
superconductofs Therefore it can be concluded that a lattice of Peierls—Abrikosov
vortices in low-dimensional superconductors is more easily deformed than its analog in
macroscopic samples.

The predicted deformation of the vortex lattice can be observed in experiments on
magnetic decoration of thin film®r single crystals with the corresponding geometiy
neutron scattering by a vortex structure. In the first case, a direct visualization of vortex
bunching at the center of the sample should be expected. In the second case, the break-
down of the symmetry of the vortex structure should be accompanied by a smearing and
even vanishing of the Bragg neutron-scattering peaks.

In real samples the presence of bulk pinning can appreciably distort the picture
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being discussed. The structure, the limits of stability, and the relaxation characteristics of
a mixed(critical) state in superconductors with bulk pinning will be analyzed separately.

As this paper was being prepared, we learned of the content of Ref. 10 where similar
expressions were obtained for the vortex entry/exit field in the case of an edge geometric
barrier on the basis of a qualitative analysis of its characteristics.
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Anisotropy of the hypersonic grating and spectra of four-
photon Rayleigh-line-wing spectroscopy in water

N. P. Andreeva
A. Navoi Samarkand State University, 703061 Samarkand, Uzbekistan

(Submitted 9 January 1997
Pis’'ma Zh. Kksp. Teor. Fiz65, No. 5, 411-41310 March 199y

A model describing the Rayleigh-line-wing spectra obtained in water
by four-photon polarized spectroscopy is proposed.1997 American
Institute of Physicg.S0021-364(®7)01005-0

PACS numbers: 78.3%.c, 42.65.Es, 42.65.Hw, 77.65.Dq, 43.35.Cg

The study of the Rayleigh-line-wing spectra obtained in water by four-photon po-
larized spectroscopfFPRLWS showed that peaks shifted relative to one another by the
Brillouin frequency() in the region of frequency detunings of up to 2 chon both sides
of the Rayleigh frequency are observed in these spéEtta 1).

As is well known! the spontaneous Brillouin scattering is an isotropic process.
However, in the present experiment a property of Brillouin scattefmift of the fre-
quencyQ) which requires explanation appears in the depolarized component. One likely
mechanism for the appearance of the observed peaks is anisotropy of the hypersonic
grating which appears as a result of the development of stimulated Brillouin scattering
(SBS accompanying the interaction of the pump radiatiop with the experimental
medium?

In the general case electrostriction is not isotropic. For sufficiently strong electric
fields, electrostriction produces anisotropy in the medium even in isotropic dielettrics.
The n04nlinear susceptibility of the electrostriction-induced anisotropy is defined as
follows:

AXAB :iﬁA Ap=(yl2mv?)|E|? _( 2 1
(w) am plp Ap (yl2mv9)|El%, v Panl (1)

wherev is the hypersound velocity arf is the electric field intensity of the radiation
giving rise to electrostriction. Therefore the electrostriction-induced hypersonic grating is
not only a grating of density fluctuations but also a grating of anisotropy fluctuations.

It is well knowrP that the resonance behavior of the nonlinear susceptibility will be
observed only if ;— w,)=€. Then we can write for the FPRLWS intensity
XAB ‘2

HAR ()

IS ii(wl—wZIQ)/6VA3|

wherel  is the intensity of the pump radiatiany, |, is the intensity of the probe-beam
radiationw,, | is the nonlinear interaction lengthy,g=10 cm ! is the half-width of the
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FIG. 1. FPRLWS spectrum in water at 34 °C.

Rayleigh-line wing at water temperature 34°Qhen the anisotropic-scattering spec-
trum should have the form displayed in Fig. 2, where the experimentally observed peaks
are absent.

In the course of the experimenfsthe absence of the SBS radiation accompanying
the interaction of the pump radiation, with the experimental medium was strictly
controlled, i.e., the investigations were performed below threshold. However, it can be
asserted that in this case a hypersonic grating does exist in the medium, though the SBS
radiation is not recorded by the instruments.

It is known' that the exponential dependence of the SBS intengityn the pump
intensityl, decreasesg by a factor of 400, i.e.lg completely vanishes when the inten-
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FIG. 2. Theoretically computed FPRLWS spectrum in water neglecting hypersonic grating anisotropy.
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FIG. 3. Theoretically computed FPRLWS spectrum in water allowing for hypersonic grating anisotropy.

sity decreases by a factor of 1.2 below the threshold value. The intensity of the hyper-
sonic grating is directly proportional tq and!g:?!
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whereG is the SBS gain and is the hypersound absorption coefficient. A decrease of
I, by a factor of 400 andlz by a factor of 1.2 gives a overall decreasePoby a factor

of 500. The intensity of the signéy is 10° times higher than that of the FPRLWS signal,
which ordinarily is 16— 1P times weaker than the SBS signal, which says something
about the intensity of the hypersonic grating formed as a result of the interaction of
with the medium. Therefore the anisotropy of the hypersonic grating associated with the
interaction of the pumpm, with the medium must be taken into account in describing the
FPRLWS spectra obtained in this series of experiments.

Tuning the difference frequency,— w, gives the greatest intensification of the
hypersonic grating existing in the medium in the case wher-w,=Q,, where
n=0, 1,2, .... The intensification is determined by the ratio of the detufimg
cm™1) to the displacement and it shows that for a given value only e#tipeak of the
hypersonic grating is amplified. In this case expressBncan be replaced by the ex-
pression

|~ XAB ‘
s ii(a)l—w2+nQ)5vAB"

(4)

where2=0.13 cmi' ! and 6v,g was adjusted in the calculations and was found to be
equal to 0.075 cm'. As one can see, even taking account of the interaction of the
hypersonic grating with the tunable frequeney— w, in such an elementary manner
gives dependences of the anisotropic scattering intensity which are close to those ob-
served experimentally. On this basis, it can be asserted that in the present experimental
arrangement the Rayleigh-line wing in the near region is formed mainly by the anisotro-
pic scattering associated with the hypersonic grating formed as a result of the interaction
of the pump wavew; with the experimental medium. Of course, to obtain a better
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description of this process it is necessary to perform calculations taking account of the
dependence aX,g on the intensity of the electric field according to expression but
this is a subject for a future work.

In conclusion, | wish to thank A. F. Bunkin and A. A. Nurmatov for providing the
data for discussion.
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Growth and structure of epitaxial diamond films grown
on Si(111) single crystals

S. N. Polyakov, A. T. Rakhimov, N. V. Suetin, M. A. Timofeev,
and A. A. Pilevskit

Institute of Nuclear Physics, M. V. Lomonosov Moscow State University, 119899 Moscow,
Russia

(Submitted 14 January 1997
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Experiments on growing single-crystal diamond films on silicon crys-
tals with (111 surface orientation have been performed. Results attest-
ing to the possibility of obtaining thin heteroepitaxial films are pre-
sented. ©1997 American Institute of Physics.
[S0021-364(®7)01105-3

PACS numbers: 68.55.Jk, 68.55.Ln, 68.55.Nq, 85.40.Vx

The prospects for using diamond as a semiconductor material for the elemental base
of a powerful, radiation-resistant, fast electronics have stimulated a search for methods
for growing diamond films epitaxially on different substrates. At present there are no
reliable technologies for heteroepitaxial growth of structurally perfect single-crystal dia-
mond films on readily available and inexpensive substrates with a surface area that is
adequate for mass production of electronic products. This is the main reason why dia-
mond films have not yet found wide applications in solid-state electronics. We note that
different methods for depositing polycrystalline and textured diamond films on a wide
class of substrates have now been demonstrated but grain boundaries, interphase bound-
aries, and inclusions of other phases together with lattice defects strongly influence the
electrophysical properties of such films, limiting their possible applications.

Epitaxial growth of diamond films is now possible only in the case when natural
diamond crystals, usually witt100), (110), and(111) orientation of the faces, are used as
substrated:? At the same time, new substrate materials for epitaxial growth of diamond
films are being actively sought. Today, cubic boron nitride is still the best material from
the standpoint of good coupling of the crystal lattices of the film and substrate as well as
the values of the surface enerdjy.Unfortunately, substrates with a boron nitride buffer
layer grown epitaxially on them are considered to be “exotic,” since the process of
growing single-crystal c-BN films with a low density of structural defects is in itself a
difficult technological problem. For this reason, preference is given to traditional sub-
strates, specifically, silicon with no buffer layers. Moreover, silicon is one of the most
perfect crystals with respect to the density of structural defects and impurity content, as
a result of which it is the material most widely used for substrates.

As a result of attempts to use silicon substrates with a chemically-mechanically
polished surface for epitaxial growth of diamond films, the films grew either with an axial
texture or a faceted texture with misorientation angles of &héj axes of the film in the
substrate plane of 10°—20°%-8 The best results were demonstrated in Refs. 9, where
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the authors were able to grogvoriented films on SD01) substrates witl{a, b) misori-
entation angles=3.8°. In all of these works, the now conventional gas-phase synthesis
technology in which the gas medium is activated with a microwave discharge in a mix-
ture of hydrogen and methane was used to deposit the diamond films, but a special
procedure for depositing a thin carbon layer by applying an additional voltage to the
substrate was used at the initial stage of growth in order to increase the density of
nucleation centers. This stage is necessary, since the heterogeneous formation of nucle-
ation centers of the diamond phase on the surface of silicon crystals is a very low-
probability process.

Despite the substantial progress made in the technology of growing diamond films,
including textured films, we know of no works where epitaxy was achieved.

This letter reports the growth of thin epitaxial diamond films by gas-phase deposi-
tion using an unconventional mixture activated with a DC discharge. In contrast to
previous works, where methane was used as the source of carbon, we employed alcohol
vapors and the films were deposited on silicon substrates not@th but rather(111)
surface orientation. In addition, the surface of the silicon plate is slightl$) misori-
ented relative to thé€111) crystallographic plane, which presupposes the presence of
atomic steps on the silicon surface that are heterogeneous-nucleation centers. The effect
of the misorientation angles of the silicon crystal surfaces relative t¢lth® crystallo-
graphic planes on the growth rate of diamond films on them was investigated in Ref. 10.

The substrate was subjected to special treatment prior to deposition. The deposition
process lasted for 1-2 h. Analysis of the obtained patterns with the aid of a scanning
electron microscope showétihe data are not presented in this letthat the films grown
have a high resistivity and their surface is smooth and uniform with no extraneous
protuberances over the entire area of the substratg {55mm).

The modern methods of x-ray diffractometry and scanning electron microscopy
were used to study the structure of the grown films. Attention was focused on the crys-
tallinity of the films (i.e., whether or not the films are single- or polycrystalline, the
texture of the film, and so gnand the relative orientation of the film and substrate
lattices.

Before discussing the results obtained, we shall briefly consider the existing ap-
proaches to solving the question of the coupling of the crystalline lattices, one of the main
questions in solving epitaxy problems. Of the large number of different approaches to
solving this problem, two main approaches stand out. The first one involves the idea of
pseudomorphism, i.e., a change in the lattice periods which produces epitaxy of the
crystals before they completely match at the interfdd&ccording to the second criterion
of commensurateness of crystal lattices at an interface, it is thought that the natural lattice
periods are preserved in epitaxy and the difference of the periods is compensated by
misfit dislocations? In most cases of epitaxy, however, matching of two undistorted
lattices without pseudomorphism is most likely. In this case, the orienting action of the
substrate is characterized according to a structural-geometric indicator: Oriented nucle-
ation centers arise on account of the fine atomic topography of the surface, i.e., on
account of the presence of rows of potential wells on the substrate along which it is
advantageous for the atoms of the deposited substance to arrange themselves. This idea is
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FIG. 1. Arrangement of atoms in diamofill dots) and silicon(open dots lattices in the(111) planes.

the basis of a criterion that makes it possible to predict the relative orientations of the
lattices of the grown epitaxial film and substrate. It is postulated that in epitaxy the
relative orientations of the lattices are such that the directions with the maximum packing
density of atoms of the same kind in the two lattices are parallel with respect to one
another. We employed this very simple criterion for the special case of determining the
relative orientations of lattices in epitaxial growth of diamond films on silicon single
crystals with(111) surface orientation.

To perform such a crystal-geometric analysis it is convenient to use a scheme in
which the atoms are arranged in the diamond and silicon latticé$lify planes. The
pattern of such a relative arrangement of atoms on(iid) crystallographic planes of
diamond and Si lattices is reproduced in Fig. 1. It is evident from Fig. 1 that the best
matching in the intergrowing planes is obtained when the following epitaxial relation is
satisfied:

(11D[ 111C giamond/ (11 D[ 111]Si.

Calculation shows that the mismatch of the lattice peri@lby 2) in the intergrowing
planes equals 0.7%or diamond and Si lattice parameters equal to 3.567 and 5.431 nm,
respectively, aff =300 K). We note that for th€100) surface orientation this mismatch
equals 1.5%. In Ref. 13 the conclusion that epitaxial growth of diamond films on silicon
crystals is possible witlf111) surface orientation was drawn in on the basis of calcula-
tions using a cluster model.

It is well known that in the case of silicon substrates with this orientation the surface
tilted by a small angl€2—5°) with respect to thél11) crystallographic plane in the 10]
direction has a stepped relief, which should increase the rate of nucleation, since it is
easier for nucleation centers to form at the corners of the $téftsis circumstance was
also used as a basis for choosing substrates (itl) surface orientation to obtain
epitaxial growth of diamond films.

X-ray diffraction investigations of the grown films were performed on a Rigaku
D-max/RC diffractometef12 kW source, C«a radiation, graphite crystal analyzer
Only (111 reflections were observed in th##26-scan diffraction patterns. This means
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FIG. 2. ®-scan diffraction patterns of th@11), (220, and(111) reflections of a diamond filnfa, b, 9 and
(220 reflections of the silicon substratd).

that the orientation of the surface of the grown films correspond$it) atomic planes.

To within the limits of sensitivity of the method, no other phases, sucB-&C, graph-

ite, and others, were found. The half-widths of thecan diffraction-reflection curves for

the (111) reflections do not exceed 0.4°, which attests to the very small variance in the
misorientation of thg¢111] axis of the film relative to the substrate surface. The average
values of the crystal lattice parameter of the films, determined fromothe-scan dif-
fraction patterns, are equal to 3.590.00.

The d-scanning technique in a noncoplanar Bragg diffraction scheme was used to
determine the relative orientation of the crystal lattices of the film and silicon substrate.
To this end, th€220), (113, and(111) reflections of the film and th€20) reflections of
the substrate were used. Thescan diffraction patterns of the corresponding reflections
are presented in Fig. 2. The presence of asymmé&6), (113, and(111) reflections
indicates unequivocally that the films grown are single-crystalline. It is evident from the
diffraction pictures presented that the diamond films grow in the manner conjectured
above(see Fig. L

It should be noted that our method makes it possible to achieve epitaxial growth
only in thin <500 E layers. For large thicknesses misorientation of 1id] axis occurs
as a result of the formation of blocks and appearance of regions with orientations differ-
ent from(111).

Analysis of these investigations makes it possible to draw the following conclusions.
1. It was demonstrated experimentally that it is possible to grow thin single-crystal
diamond films on silicon substrates withl1) surface orientation.

437 JETP Lett., Vol. 65, No. 5, 10 March 1997 Polyakov et al. 437



2. Epitaxial growth of diamond films without the deposition of buffer layers is
achieved by using an unconventional mixture in the working chamber.

3. The films grown have a high resistivity and they are smooth and uniform over the
entire area of the substrate.
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Superconductivity in impurity bands

A. I. Agafonov and E. A. Manykin
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We present a theory of superconductivity in doped insulators. In the
magnetic metal state of the compound we obtain the self-consistency
equations for the superconducting state in the spin-dependent impurity
bands of both extended and localized states in the initial insulator gap.
A BCS-type triplet pairing field is considered. We show that the super-
conducting gap in which single-electron extended states do not exist is
overlapped by the distribution of the localized states. The formation of
a latent superconducting gap is discussed in connection with the un-
usual properties of higfi;, compounds. ©1997 American Institute of
Physics[S0021-364(®7)01205-X]

PACS numbers: 71.2%a, 71.30+h, 74.20.Mn, 74.72:h

A surprising feature of high-. materials is the strong doping dependence of the
density of electronic statd®0S). It has been established from experimental studies of
the optical properties of these materials is that doping diminishes the DOS above the
initial insulator gap and gives rise to new features deep in thé-gap.

The formation of the substitution-induced gap states is inherent to the doped
compound$. The parent compounds have an antiferromagnetic insulating state. The mag-
netic phase disappears with small doping, and the material goes to a poor-metallic phase
with a largeT,.

An adequate model for describing high-superconductors must be consistent with
the position of the Fermi level with doping. The most commonly used approach is to
relate the superconductivity to processes occurring in structure elements of the parent
compound, e.g., in the Cy®lanes of the cupratés' Then one would expect the Fermi
level to lie outside the initial insulator gap in both the metal and superconducting
state€2 However, there are reliable experimental data which indicate that the Fermi
level lies inside the gap, among the doping-induced gap sts¢esRef. 6 and references
cited therein. Moreover, the Fermi level appears to depend weakly on impurity concen-
trations.

From our point of view, the combined effect of disorder caused by impurity atoms
and electron correlations in the doped system is a central issue inrhighperconduc-
tivity.

Upon substitutional doping, in La,Sr,CuQ,, for example, LA" is randomly re-
placed by St". Both valence electrons of Sr go to satisfy the bonding requirements, and
a singly occupied acceptor level arises in the initial gap. Doping with nominal
cé for Nd®*" in Nd,_,CeCuQ, gives a singly occupied donor level in the gap. Hy-
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bridization between the impurity levels and the initial band states of the insulator can
significantly change the DOS.

The DOS maodification caused by the hybridization and potential scattering of band
electrons by impurity atoms randomly distributed in the host lattice has been studied in
Ref. 13. With the use of multiple-scattering theory, the configuration-averaged Green'’s
functions over the impurity ensemble were calculated by the Matsubara method. It was
shown that doping sharply decreases the DOS above the gap near the band edge and
gives rise to impurity bands of both extended and localized states in the gap region. The
formation of the narrow, high-density band of extended states is caused by hybridization,
which induces virtual electronic transitions over the impurity ensemble: an initial impu-
rity site — a band state~ another site— a band state, etc. It is important that the main
high-concentration peak of the localized states lies within this band.

The Anderson model with strong on-site electron correlations for the impurity levels
and the hybridization has been used to study magnetic ordering and insulatoetal
phase transitions in the impurity bands in the self-consistent Hartree—Fock
approximation* The narrow, high-density bands of extended stdtelsich are spin-
degenerate only in the case of a paramagnetic nefighin the insulator gap have the
same origin as in Ref. 13. Although the impurity band structure depends strongly on the
impurity concentratior(as a matter of fact, it causes the transitions in the systtdm
Fermi level depends only weakly on the doping. For the singly occupied donor levels a
magnetic insulator state with a finite magnetic moment per impurity atom is realized in
the system at low impurity concentrations. With increasing concentration, two metalliza-
tion stages of the system have been fotthdhich correspond to the transitions: mag-
netic insulator— magnetic metal» paramagnetic metal. In these metallic states the
Fermi level lies within the main peak of the localized states, but this peak lies within the
impurity band of extended states.

In this letter we present a model of high-superconductivity in the impurity bands.
In the magnetic metal state the problem reduces to searching for superconductivity in a
subsystem with low concentrations and kinetic energies of the electrons but with a high
density of extended states at the Fermi level. Because of the spin dependence of the DOS
in this state, only triplet pairing can be realized. Here we restrict ourselves to the BCS-
type triplet pairing field caused by electron—phonon coupling. The hopping mechanism
of superconductivity, which is also predicted by the model, will not be calculated nu-
merically. We shall show that the superconducting gap in which single-electron extended
states do not exist is overlapped by the distribution of the localized states. The latent
superconducting gap must result in unusual properties of these superconductors.

The Hamiltonian of the system is
H:HA+HeI—phi )]

whereHg, 1, describes the electron—phonon interaction, Hnds the Anderson Hamil-
tonian describing the insulator in the single-band approximatfon definiteness, the
valence bandwith an ensemble of impurity atoms randomly distributed in the host
lattice:
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FIG. 1. The DOS per impurity atom for the magnetic metal state near the Fermilvel.158 eV. The
energy is reckoned from the unperturbed valence band top. ParameteX,sed:2 A3, D,=1.5 eV,
£0=Dp+0.5 eV,N;;=0.1,, V); N{*=1.3 eV,U=0.5 eV.
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wherea,, andd;,, are the usual annihilation operatoesjs the spin indexk is the wave
vector of an electron in the band state with the enexgyj is the number of the impurity
atom; g is the bare impurity level located in the gap above the band ¥gp;is the
matrix element of the hybridizationty is the on-site electron correlation for the impurity
levels. HereZ,,=N; is the total number of band states;=N;y, is the impurity con-
centration.

The Hamiltonian(2) has been solved in the Hartree—Fock approximation with self-
consistent determination of the Fermi leyske Ref. 14 for detailsTo model the DOS
modification, we chose the “semi-elliptical” model of a symmetrical, narrow valence
band of width D,. At a certain impurity concentration the system goes to a metallic
phase with a finite magnetic moment per impurity atom. The fraction oftspin DOS
per impurity atom near the Fermi level in the initial insulator gapNa;=0.15N; is
shown in Fig. 1. Herer=* denotes the spins. Thé&function peak of the localized
statesDy, corresponds to a simple pol§ of the Green’s functiors (). This peak lies
within the high-density band of extended staks. That the position of this pole lies
within the bandeg is a common feature for the various parameter sets. The Fermi energy
E2=¢; and, accordingly, th®, andE, bands are partially occupied. The total number
of localized states per impurity atortor, in other words, the pole amplitudes
N, =0.597, and the occupation per impurity atomsjs=0.394. The total number of
extended states per impurity atorrNg‘ =0.128, and their occupation per impurity atom
is 17; =0.063. The magnetic moment is 0.46§ ; the bands withr= — are unoccupied.

Thus the problem reduces to one of searching for superconductivity in a subsystem
with low concentrations and kinetic energies of the electrons but a high density of ex-
tended states at the Fermi level. From Fig. 1 one can estimate that the average DOS in the
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FIG. 2. The diagram equation for the anomalous Green’s funcﬁml(w). A line < represents the anoma-
lous Green's functiorF*, a line —— represents the single-electron Green’s functnand a dashed line
represents the unperturbed phonon Green’s fundiog, v — ;).

narrow bancEg , which has a width oA =0.124 eV, is equal tdy N;,/A=0.3x 10*®
cm 3ev L.

When theD,, and Eg bands are taken into account, the Hamilton{ah can be
reduced to the fornfthe spin index is omitted

Hz; §ka+Ck+E| §df|+f|+th+|;q (Klkq f|+Ck+h.C.)¢q

+kzq )\qcl-:ck—qﬁbqv (3)

wherec, is the annihilation operator of an electron in tE§ band state with energy
& f, is the annihilation operator of an electron in g band statekq and\ 4 are the
matrix elements for electron—phonon scatterigg;=b,+ bfq; by is the annihilation
operator of a phonon with wave vectqy th describes the unperturbed phonons. Here
3y =Ny Ny and = =N Nip,.

From Eq.(3) one can easily obtain a system of eight equations for the Green’s
functions in the superconducting state. In Fig. 2 we only show the diagram equation for
the anomalous Green’s functid?ﬁkkl(w). These diagrams use the conventional nota-
tion. It is interesting to note here that for the mechanism of hopping superconductivity the
diagrams including the anomalous Green’s functiEﬁlqsz(w) andF,;(w) are important.

For this reason the most commonly used approximation in terms of the diagonal Green'’s
functions cannot be applied. Here, since we are restricting ourselves to this approxima-
tion, hopping superconductivity will not be considered. Using the representation of a
given number of electrons, the system of equations is reduced to thédbteast at zero
temperaturg

Gi(w)=(0—&—3)(w) ™ 4
where the self-energy
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Here the superconducting gap function is given by

. dw,
A*(k,w)=—|§ fEp\qFD(q,w—wl)Fin,k_q(wl). (10)
The system4)—(10) should be supplemented by the equation for determination of
the Fermi level, which can be written in the form:

1 Er
R
Ng T Mm= N 70cdw Im

Z G”<w>+§ Gi(®) |- (11)

The self-energy8) has the same form as in the Eliashberg equations obtained for
pure metals. This term is important in the strong-coupling case and its role is understood.
A distinction of the present model is that both localized and extended states exist at
Er. Moreover the total number of the localized states and their occupation are much
greater than those for the extended states, as was shown above. In order to determine how
the localized states influence the pair condensate, we henceforth take into account the
self-energy(7) only.

In the calculationsc, is taken to be independent kfandq. Using the unperturbed
Green’s function for phonons, one obtains:

_ 2Kk|q
(2m) 22 |raq*D(G,0—01) =~ s T(w—wy), (12)
where
) 05— ¥
T(w)=0D+wzlogT+l7Tw2®(0D—|w|). (13

Here 6y is the Debye temperature ang is the crystal lattice parameter. On introduction
of the effective constant s, Eg. (10) can be reduced to a BCS-type equation for the
superconducting gap:
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FIG. 3. The single-electron DOS for the superconducting state. The energy is reckoned fign titee Fermi

level E=0.672 meV. The solid curve is the impurity baRg . The dashed curve is the impurity bab, .

The superconducting gafyo=10 meV. Inset: The energy distribution of the electron pairs. Parameter set:
p=33 meV,\er=16.9 eV &, kN, /(03a)=0.47.

d
A+:_i7\eﬁ; f%Ftk,k(a’)(@D_Ek—EFD- (14)

The self-consistency equatiof®)—(7), (9), (11), and(14) for the superconducting state
were solved by an iteration procedure.

The single-electron DOS per impurity atom for the superconducting state is shown
in Fig. 3. HereA,=10 meV. In the superconducting gap region the density of single-
electron extended states is equal to zero. The lower edge of the region is sharp, whereas
the upper edge is smeared. The width of the region is about 14 meV, which is less than
the 2A, corresponding to the “big” gap in the BCS model. Near the edges the DOS
increases sharply, as expected.

The important result is that although single-electron extended states do not exist in
the superconducting gap region, the peak of the localized states overlaps this region, as
can be seen from Fig. 3. Thus the distribution of the localized states can obscure the
superconducting gap in experimental observations. This can explain the observed quali-
tative distinction between the optical conductivity of4lggSry 1Cu0, and the conduc-
tivity of the classical BCS superconductor NBNA clear superconducting gap opens up
in the conductivity of NbN at a photon energs6 meV. For Lg gSi, 1£Cu0, the gap did
not manifest itself up to a photon energg3 meV. In the present model, because the
bandD,, of localized states is partially occupied and overlaps the superconducting gap,
the optical conductivity at such low photon energies can be due to both hopping conduc-
tivity in the D, band and optical transitions from the localized states to the extended
states above the upper edge of EE‘@ band.
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In conclusion we present data on the electron concentration in the superconducting
state. The energy distribution of the electron pai¢g,) is shown in the inset of Fig. 3.
One can see that the distribution tends to 1/4 rigar We calculated the pair concen-
tration N,=2.3X 10°° cm™2. FromE¢ and Eq.(11) we obtained the occupation number
7m=0.396 for the localized stateﬁg+ =0.061 for the extended states. The concentration
of localized electron®N, = 7,-N;,=1.188< 10?2 cm™3, and the electron concentration in
the single-particle extended statég= 74 Nin—2N,=1.38< 10°* cm . Thus the rela-
tion N,<Ng<N,; shows the unusual character of the superconducting state.
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Self-localized carrier states in disordered ferroelectrics
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A theory of self-localized states of free carriers near polarization fluc-
tuations(fluctuong in disordered ferroelectrics is developed. Calcula-
tions are carried out for the model disordered ferroelectric
K;_Li,TaO; (x<0.05). The basic characteristics of the fluctuon —
the energy and radius of the fluctuon state — are calculated as func-
tions of the impurity dipole concentration and temperature. The theory
predicts the appearence of stable fluctuon states in both the mixed
ferroelectric—dipole-glass phasz dipole glass is the electric analog of

a spin glassand the dipole-glass state of disordered ferroelectrics. The
possible role of fluctuons in kinetic phenomena such as conductivity in
these substances is discussed. 1€97 American Institute of Physics.
[S0021-364(®7)01305-4

PACS numbers: 71.38.i, 77.80—e

Self-localized states of the charge carr{etecton, hole, or sometimes excijon
namely polaronsand fluctuong, play an important role in the physics of insulators and
semiconductors. While a great deal of scientific work has been devoted to investigations
of polaron stategsee, e.g., Refs. ) 4the available information about fluctuon states is
very limited. Since a fluctuon is known to be a carrier trapped near a polarization
fluctuation®® the carrier can interact with fluctuations induced by both longitudinal and
transverse phonons. The latter are especially important in ferroelectrics for which the
spontaneous polarization is due to transverse phonons. A theory of fluctuon states in
ordinary ferroelectrics was developed in Ref. 5, where the domain walls were considered
as the main source of polarization fluctuations in the ferroelectric phase. However, the
presence of short-range polar order in the dipole-glass state or a mixture of short- and
long-range polar order in the mixed ferroglass phase is peculiar to disordered ferroelec-
trics (see, e.g., Ref. 6 and the references cited theréinsuch a system polarization
fluctuations are a basic characteristic of those phases. In view of the existence of a
fundamental electric current in many disordered ferroelecfritthe appearence of fluc-
tuon states in these systems seems to be very probable. In the present work we propose
a theory of self-localize¢fluctuon states of the charge carrier in disordered ferroelectrics
with random electric dipoles which induce concentrational phase transitions of the
dipole-glass—mixed-phase—ferroelectric type. The calculations are carried out for the
model disordered ferroelectric,K,Li,TaO; (KLT) (x<0.05), the impurity Li ions
being electric dipoles with random site and orientation.

The disordered ferroelectric KLT is known to have an ordinary ferroelectric phase
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transition forx>0.05 and dipole-glass—mixed-ferroglass phase transitions<@.05 at

low temperatures {<50 K).X° The latter two phases correspondrtoi<1 (n=x/a®,
andx, r., anda are the dipole concentration and the host lattice correlation radius and
lattice constant, respectivelyit is known'® that in this concentration interval the effects

of disorder are quite stron@t large Li concentrations we simply have the case of the
ordered ferroelectric LiTag), so that spatial nonuniformity of the polarization should be
taken into account.

The fluctuon energy functional, allowing for the interaction of the charge carrier
with the polarizationP in the effective mass approximation for strong coupling of the
carrier to the polarization, can be written as in Ref. 1:

2
W= 5 )2|d3r—f P~Dd3r+f fdr, (1)

wheref is the free-energy density of the disordered ferroeleatnicand¥ (r) andD are
the effective mass and wave function of the carrier and the electric displacement pro-
duced by the carrier, respectively. The last is given by

D(r)——eJ I\I'(rl)l2 1|1, d3r;. )

The free energy was calculated recentiy/for the case of 8-orientation dipoles and can
be written in the form

4m| 1 d*? °°(1—CinplEo(p)))eXp(Fl(P))dp

= —| Zp24+
f cl2" ViBJo e ’ @
pEo(p)sin ZB
1 1
C:___l
Ex €p

where d* = yde /3 is the effective dipole moment of the impurity, is the Lorentz
factor, e and ¢, are the low- and high-frequency dielectric permittivities of the host
lattice, Eq(p) is the average electric field induced by the dipoleg,p) is the width of
the distribution function of the random fields, calculated in Ref.\1 js the unit cell
volume, andB=1/kT. Note that the factoc appears in(3) because only the inertial part
of the polarization contributes to the energy of the self-localized carrier state.

Equation(1) in reference ta2) and (3) determines the properties of the fluctuon.
Independent variation afl) with respect to¥ andP gives the following equations for
the fluctuon structure:

4 d* (=sin(pP1Eq(p))exp(Fi(p))dp B
D[]+ P—Voﬁf r(ﬂ) —o, (48
Sin Zﬁ
2 z)
5 VAU eP(\If)f‘I'(rl)| |3d3r1=0, (4b)
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System(4a), (4b) should be solved under the normalization condition
f |W|2d3r=1. (40)

Equation(4a gives the relation betweed and P. It therefore determines the de-
pendence of the electric field of the carriers on the concentration of impurity dipoles, the
characteristics of the host lattice, and the parameters of the distribution function of the
random fields of the impurity dipoleghe latter were used in the calculation of the free
energy 3; see Ref. 11We must emphasize that in the case of a ferroelectric phase
induced by electric dipolesn(r§’>1) the integral in Eq(4a can be calculated in the
mean field approximation, which is valid at large impurity concentratises Refs. 10,

11), and turns out to equg@P;. It is easy to see that the expression in the brackets in Eq.
(4a) equals zero, so th&@ =0 and the fluctuon does not exist. This is because we did not
take into account the domain walls, which have been sAdwie the main source of
polarization fluctuations in ordinary ferroelectrics. Note that the sygéan (4b) can

also be applied to investigation of the influence of charge carriers on the polarization of
disordered ferroelectrics. This influence has been shown to be important in many disor-
dered ferroelectric:® Since the systeni4a), (4b) is rather complicated, we were not
able to find its analytical solution. We shall therefore study the fluctuon properties by a
direct variational method. To do this, we must substitd@® into (1) in reference tq2)

and minimize the resulting expression subject to condi(#m) with some trial function

v,

To obtain the energy of fluctuon ground state we shall choose the one-parameter
trial function which gives the lowest energy as compared to any other one-parameter trial
function, in a form similar to Ref. 1:

1

r
NTar 8/2 ’{ o

wherer is a variational parameter. Minimization of functior(@) in reference to rela-
tions(4a) and(2) and with the parameters values for KLT leads to the following form for
the fluctuon energy:

342 0.428332%c

r
1+ —
o

V= : )

WW:lmn*rO_ 6D (v, 7)rg ®
dP;
‘D(V,T)=<—dD) , @)
P,=P,

where P, is the equilibrium homogeneous polarizatiod (P,)=0), v=nr>, and
=T/T.mi (Tems IS the ferroelectric phase transition temperature calculated in the mean
field approximatioh

A calculation of® (v, 7) in reference to relatiofda shows that the dependence of
P, on D has a hysteretic character: on th® (D) curve there are parts with
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FIG. 1. Energy of fluctuon ground state as a function of the variational paramefarstable(1) and unstable
(2) states of the fluctuon.

dP;/dD<0 and parts witldP;/dD>0. It follows from Eqgs.(6) and (7) that the parts
where dP,/dD<0 and the parts wherdP;/dD>0 can lead to the maximum and
minimum fluctuon energy, respectively. In the latter case the fluctuon is stable, and its
energy and radius of localization are as follows:

67°D (v, 7) m* e*c?

m* eZC y Wmin: _0005494 ﬁzq)z(v'T) . (8)

I min=

These parameters are depicted in Fig. 1 along with the general form of the depen-
dence of the fluctuon energy any as calculated on the basis of Eq8) and (7) in
reference to relatioda). It is seen from relatioi4a) that the dependence of the dimen-
sionless radius of the fluctuon state on the dipole concentration and temperature is deter-
mined by® (v, 7). The temperature dependencedefv, 7) is shown in Fig. 2 for param-
eters which correspond to the dipole glass<(,) and to the mixed phase
(1=v>v,,) with coexistence of short- and long-range polar order, i.e., with the onset of
spontaneous polarization. It is seen from Fig. 2 that in the latter case the localization
radius has a temperature dependence similar to that of the spontaneous polarization. This
is truly a manifestation of the fluctuon nature of the carrier localization in disordered
ferroelectrics. Indeed, the increase of the spontaneous polarization with decreasing tem-
perature means that its fluctuations are inhibited, which in turn decreases the fluctuon
nucleation probability. This behavior also follows from E®) and Fig. 2, because
|Wmm|~1/rr2nin, i.e., the localization radius growth decreases the depth of the fluctuon
energy minimum. Points at whic#®(v,7)=0 correspond to the onset of spontaneous
polarization, i.e., to the phase transition temperattire.

At these points ,;,—0 while W,,;,— —0°. This means that the fluctuon collapses at
phase transition points. At>T, (paraelectric phase ,;,#0 and the localization radius
is finite on account of polarization fluctuations induced by the random electric fields of
the impurity dipoles. Fluctuons can also be stable in the dipole-glass state, where polar
clusters of short-range order can induce strong polarization fluctudsesasFig. 2.
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The calculations have shown that disordered ferroelectrics are suitable media for
revealing and investigating self-localized fluctuon states of carriers. It can be supposed
that the fluctuon contribution to the electric curréahd photocurrent, which was ob-
served recently in KLT® might be substantial. This contribution depends on the position
of the fluctuon local level in the ferroelectric band gap. To shed light on this question, let
us make some numerical estimates gf, andW,,,;,. We have from Eq(8)

o ac?
I min= 3.185(,&), W in= —O.lGF(eV), 9

where a=m*/mgy (m, is the free electron mapsFor validity of the effective mass
approximation we must haveg,,=(3-4)a (a=4 A for KTa0,). Puttingr ,,=3ain (9),
we haved/ac=3.8, which gives

0.01
Winin= — T(ev) (10

Therefore|Wp,,,|<0.01 eV, i.e., fluctuons produce very shallow local levels in the
lattice band gap near the valence band bottom for electrons. Note that the observed
temperature anomalies of the photocurrent in KLT have been explained on the assump-
tion that a very shallow local level exists near the valence band céillings level could
be of a fluctuon nature. More-precise estimates of the fluctuon characteristics in disor-
dered ferroelectrics and of their contribution to the conductivity and other kinetic phe-
nomena require additional experimental and theoretical investigations.
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The possibility of a very large magnetoresistance in half-
metallic oxide systems

A. M. Bratkovsky
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The tunnel magnetoresistan€EMR) is analyzed for ferromagnet—
insulator—ferromagnet junctions, including novel half-metallic systems
with 100% spin polarization. Direct tunneling is compared with the
impurity-assisted and resonant TMR. Direct tunneling in iron-group
systems leads to about a 20% change in resistance, as observed experi-
mentally. Impurity-assisted tunneling decreases the TMR to 4% with
Fe-based electrodes. A resonant tunnel diode structure would give a
TMR of about 8%. The model applies qualitatively to half-metallics,
where the change in resistance in the absence of spin flips may be
arbitrarily large and even in the case of imperfect magnetic configura-
tions the resistance change can be several thousand percent. Examples
of half-metallic ferromagnetic systems are GfOO, and
CrO,/RuUG,. A discussion of their properties is presented. 1€97
American Institute of Physic§S0021-364(17)01405-9

PACS numbers: 73.40.Gk, 73.61r, 75.70.Pa

Tunneling of spin-polarized electrons is of fundamental interest and is potentially
applicable to magnetic sensors and memory devidesa search of systems with maxi-
mal performance it is important to consider the generic properties affecting the magne-
toresistance and other characteristics. A standard model for spin tunneling has been
formulated by Julliereand further developed by Steafrand SlonczewsKi.This model
is expected to work rather well for iron-, cobalt-, and nickel-based metals, according to
Refs. 3 and 5. However, important aspects have not been taken into account there, such
as an impurity scattering and a reduced effective mass of carriers inside the barrier. Both
issues have important implications for magnetoresistance and will be considered here,
along with proposed novel half-metallic systems which in principle should show the
ultimate performance.

We shall describe electrons in ferromagnet—insulating-barrier—ferromégqietf)
systems by the Schdinger equatioh (H,—h- o) y=Ey, where Ho=—(#2/2m,)V?
+U, is the single-particle Hamiltonian, with potential enetdyr) and exchange energy
h(r) (=0 inside the barrigr and o stands for the Pauli matrices; the index1, 2, 3
labels quantities pertaining to the left terminal, barrier, and right terminal, respectively. In
a standard formalism the tunnel current is given by some integral of a transmission
probability T=% .. T, which has a particularly simple form for a square barrier and
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collinear [parallel (P) or antiparallel(AP)] moments on the electrodéddere o (o)
stands for the spin index of the initidinal) state.

Taking into account the misalignment of the spin moments in ferromagnetic termi-
nals (given by the angle? between them we obtain for the conductance of a square
barrier the following corrected Slonczewski's fornfti@ leading order in expf kw),
assuming for the moment, that the electrodes are equivalent,

G=Gpy(1+Pfcog ),
ez K K(kT"l‘kl)(Kz"_mngki) 2

- —2KkW
wh | (kK mad) (rmikd) | € @)

fof —

2
= :kT_kl Kz_mszkl
Pk +k; K2+ mikik,

whereG is the surface conductance per unit afég,is the effective polarization of the
electrode x=[2m,(U,— E)/#%%]*? andU, is the top of the barrie?.By taking a typical
value of G=4-5 S/cid (Ref. 5, k;=1.09 A%, k;=0.42 A™*, my~1 (for itinerantd
electrons in Fe; Ref.)3and a typical barrier height for AD; (measured from the Fermi
level u) ¢=Uy,—u=3 eV, at a thicknese~20 A, one arrives at the following estimate
for the effective mass in the barrien,~0.4 A reduced band mass for the oxide barrier
is a natural consequence of the large width of $he bands in the insulator. These
values giveP.=0.28, in fair agreement with the experimental value (Réfs. 1 and 5;
Pr<0 if the mass correction is negleciedhe existing formalism and parameters are
sufficient for our present qualitative and even semi-quantitative analysis.

We define the magnetoresistance as the relative change in contact conductance upon
a change of the mutual orientation of the spins from paralleBPfor 6=0) to antipar-
allel AP (G”P for #=180°), as

MR=(GP—G*P)/GAP=2PP'/(1-PP’), (2)
which differs from the standard definitibhby the minus sign in the denominator.

The most striking feature of Eg¢l) and (2) is thatMR tends to infinity for van-
ishing k;, i.e., when the electrodes are made of a 100% spin-polarized material
(P=P’'=1) because of a gap in the density of states for minority carriers up to their
conduction band minimunkcg, . Although such half-metallic behavior is rare, some
materials do possess this amazing property, most interestingly the oxidesatD
Fe;O, (Ref. 7). These oxides are most interesting for future applications in combination
with matching materials, as we shall illustrate below.

A more accurate analysis of the |-V curve requires a numerical calculation for
arbitrary biases and inclusion of image foftéBig. 1). The top panel in Fig. 1 shows
I-V curves for an iron-basefd-b—f junction with the parameters given above. The value
of TMR is about 20% at low biases and steadily decreases with increased bias. In a
half-metallic case K, =0, Fig. 1, middle panel, where a thresh@¥.=Ecg, —u©=0.3
eV has been assumede obtainzeroconductanc&” in the AP configuration at biases
lower thanV,. It is easy to see that above this thresh@d"«=(V—V,)%? at tempera-
tures much smaller tha@V, . Thus, for|V|<V, in the AP geometry one hag R=<. In
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FIG. 1. Conductance and magnetoresistance of tunnel junctions versus bias at 300 K with multiple image
potential and exact transmission coefficients. Top panel: conventiBeabasef tunnel junction(for param-

eters see text Middle panel: half-metallic electrodes. Bottom panel: magnetoresistance for the half-metallic
electrodes. The dashed line shows schematically a region where the transport is governed by a gap in the
minority spin states. Imperfect antiparallel alignmeft=(160°) is marked a$ .

practice there are several effects that reduce this MR to some finite value, notably an
imperfect AP alignment of moments in the electrodes. However, from Fig. 2 we see that
even at a 20° deviation from the AP configuration the value of MR exceeds 3000% in the
interval |V|<V,, and this is indeed a very large value.

An important aspect of spin-tunneling is the effect of tunneling through defect states
in the (amorphougs oxide barrier. Since the contacts under consideration are typically
short, their I-V curve and MR should be very sensitive to defect resonant states in the
barrier with energies close to the chemical potential, forming “channels” with nearly
periodic positions of the impuriti€sGenerally, channels with one impuritgnost likely
to dominate in thin barrieyswould result in monotonic behavior of the 1-V curve,
whereas channels with two or more impurities would produce intervals with negative
differential conductance, as was shown by Larkin and MatJeéaie shall estimate the
spin conductance in this model. Impurity-assisted spin tunneling at zero temp¢thaure
general case would require integration with the Fermi fa¢iwais be written in the forth
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FIG. 2. Density of states of CiDTiO, (top panel and(CrO,),/RuO, (bottom panel half-metallic multilayers.
A indicates a spin splitting of the Gt band neaiEg (schematif.

whereI' ,=T",,+ T, is the total width of a resonance given by a sum of the partial
widthsT', (T',) corresponding to electron tunneling from the impurity state at the energy
E; to the left(right) terminal. For a rectangular barrier we have

2m2k,, e Kk(W+2z))

€3 2,2 )
K=MK k(3W+2z)

1ﬂlo’ (4)
wherez; is the coordinate of the impurity with respect to the center of the barfigiq
obtained from the previous expression by substituting —z; and taking the final spin
state into accoult and €, =%2%k?/(2m,). The conductance has a sharp maximum
(=€?/(27h)) whenu=E; andT'|=T,, i.e., for the symmetric position of the impurity

in the barrier. Following Larkin and Matveev, we assume that we hradefect levels per
unit volume and unit energy interval in the barrier. Averaging over impurities, we obtain
the following formula(which is similar to(1) and(2)) for impurity-assisted conductance
to leading order in exp( xkw):

MRy =211, I1¢p/ (1= l15ry), 5

whereIlg,=(r;—r )/(r,+r,), with r ,=[myxk,/(x?+m3k3)]¥2 One may callllg, a
“polarization” of the impurity channel. The impurity-assisted conductance per unit area
is approximatelygq,s=e?/ (7% )N, whereN; = 72vI'; / k is the effective number of one-
impurity channels per unit area, ahd= ei(rT+rL)2exp(—Kw)/(Kw).

Comparing the diredf3) and impurity-assisted contributions to the conductance, we
see that the latter dominates when the impurity density of states
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v~(;</7r)3ei_1exp(—;<w), and in our example a crossover takes placevatl0 ’
A~3.ev1. When resonant transmission dominates, the magnetoresistance will be just
4% in the case of Fe. With standard ferromagnetic electrodes, the conductance is en-
hanced but the magnetoresistance is reduced in comparison with the clean limit. With
further increase of the defect density and/or the barrier width, the channels with two and
more impurities will become more effective, as has been mentioned dbove.

It is interesting to consider a resonant tunnel dig@&D) type of structure with, for
example, an ultrathin nonmagnetic layer placed between two oxide barrier layers, pro-
ducing a resonant level at some enefgy. The only difference from the previous
discussion is the effectively 1D character of the transport in RTD in comparison with 3D
impurity-assisted transport. However, all basic expressions remain practically the same,
and the estimated magnetoresistance is:

MRerp=[(r{—r?)/(2r 1)), (6)

which is 8% for Fe electrodes. We see that the presence of random impurity levels or a
single resonant level reduces the value of the magnetoresistance as compared with direct
tunneling.

It is very important thain the case of half-metallicene hasr| =0, =1, and
even with an imperfect barrier the magnetoresistance can, at least in principle, reach any
value, limited only by spin-flip processes in the barrier/interface and/or misalignment of
moments in the half-metallic ferromagnetic electrodes. This should combine a very large
magnetoresistance with enhanced conductance in tunnel-MR junctions. Comparing with
conventional system@.g., FeNi electrodgswe see that resonant tunneling significantly
reduces the tunnel MR by itself, so that the possibility of improving the conductance and
still having a very large magnetoresistance resides primarily with half-metallics.

We shall finish with a couple of examples of novel systems with half-metallic
behavior, CrQ/TiO, and CrQ/Ru0, (Fig. 2). They are based on half-metallic Gr@nd
all species have the rutile structure type with almost perfect lattice matching, which
should yield a good interface and should help in keeping the system at the desired
stoichiometry. TiQ and RuQ are used as the barrier/spacer oxides. The half-metallic
behavior of the corresponding multilayer systems is demonstrated by the band structures
calculated within the linear muffin-tin orbitals methddMTO) in a supercell geometry
with [001] growth direction and periodic boundary conditions. The present conclusions
should also apply to single-b—f junctions. The calculations show that G/DiO, is a
perfect half-metallic, whered€r0,),/RuG, is a weak half-metallic, since there is some
small minority DOS aroundEg (Fig. 2). In comparison, there are only states in the
majority spin band at the Fermi level in CsiO, (hence an exadhtegervalue of the
magnetic moment in the unit cdli=2ug/Cr in CrG,/TiOy).

The electronic structure of CeriO, shows a half-metallic gap which is 2.6 eV
wide and extends on both sides of the Fermi level, where there is a gap either in the
minority or majority spin band. Thus, a huge magnetoresistance should in principle be
seen not only for electrons at the Fermi level biased up to 0.5 eV, but alshofor
electrons. We note that states at the Fermi level are a mixture dj @rd O(2) states,
so that thep—d interaction within the first coordination shell produces a strong hybrid-
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ization gap, and the Stoner spin splitting moves the Fermi level right into the gap for
minority carriers(Fig. 2).

An important difference between the two spacer oxides is thay ©§@n insulator
whereas Ru@is a good metallic conductor. Thus, the former system can be used in a
tunnel junction, whereas the latter will form a metallic multilayer. In the latter case the
physics of conduction is different from tunneling, but the effect of vanishing phase
volume for transmitted states still works when current is passed through such a system
perpendicular to planesFor the P orientation of the moments on the electrodes,
CrO,/RUO, would have normal metallic conduction, whereas in the AP orientation we
expect it to have a semiconducting type of transport, with a crossover between the two
regimes. One interesting possibility is to make a spin-valve tran¥istmd check the
effect in a hot-electron region. Cy0iO, seems to a be a natural candidate to check the
present predictions about half-metallic behavior and for a possible record tunnel magne-
toresistance. An important advantage of these systems is an almost perfect lattice match
at the oxide interfaces. The absence of such a match of the conventioil Barrier
with Heusler half-metallic§NiMnSb and PtMnSpmay have been among other reasons
for their unimpressive performance in that case.

By using all-oxide half-metallic systems, as the present examples show, one may
bypass many materials issues. Then the main concerns for achieving a very large mag-
netoresistance will be spin-flip centers, magnon-assisted events, and imperfect alignment
of moments. As to conventional tunnel junctions, the present results show that the pres-
ence of defect states in the barrier, or a resonant state like that in a resonant tunnel diode
type of structure, reduces their magnetoresistance by severalfold but may dramatically
increase the current through the structure.

| am grateful to R. S. Williams, G. S. Lee, C. Morehouse, J. Brug, T. Anthony, and
J. Nickel for many valuable discussions.
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It is shown that the modern experimental techniques make it possible to
produce a coherent Bose condensate of excitons in semiconductors by
the direct recombination of electrons from the conduction band and
holes from the valence band. @997 American Institute of Physics.
[S0021-364(®7)01505-3

PACS numbers: 71.35.Lk, 05.30.Jp

The generation of coherent states of an electromagnetic field is a well-mastered
process in laser technology. A more exotic process is the production of coherent states of
Bose particles with nonzero rest mass. The precipitation of particles into a Bose conden-
sate is not sufficient to obtain a coherent state. For example, in an “underexcited” laser
photons can accumulate in one cavity mode on accouspohtaneousransitions, but
such a state of the electromagnetic field will not be coherent. A coherent state of the
electromagnetic field in a laser is produced on accoustiofulatedtransitions with the
self-excitation condition being satisfied. Analogous conditions must also be produced in
order to obtain a coherent state of any Bose particles. In Ref. 1 it is shown that for a
superconductor at temperatures below the critical temperature the condition for induced
production of Cooper pairs is automatically satisfied, so that the superconducting Bose
condensate is coherent. Another example of the production of a coherent Bose state could
be the induced generation of excitons in semiconductors.

An experiment on induced generation of excitons in@wvas performed in Ref. 2.
An excitonic orthostate was excited with a dye laser, producing a population inversion
with respect to the parastate, whose energy is lower. The coherent amplification of an
excitonic parapacket as a result of transitions from the orthostate, which were induced by
the excitonic parapacket, was observed experimentally.

It is of interest to obtain coherent excitonic states by means of the direct recombi-
nation of an electron from the conduction band and a hole from the valence band. In this
case it is natural to use any excitation method applicable for pumping semiconductor
lasers. Specifically, it is possible to produce a generator of coherent excitons on the basis
of p—n junctions in different modifications: homojunctions, heterojunctions, quantum
wells, quantum wires, and even quantum dots. There is hope of producing a device in
which laser generation and generation of coherent excitonic states are competing or
successive processes.

The clarification of the possibility of realizing a mechanism for producing a coherent
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condensate of excitons by direct recombination of free carriers is the subject of the
analysis in this letter.

If a reaction channel leads to the formation of a different particle, then the newly
produced particle can decay via the inverse channel. The condition that particle produc-
tion via a definite channel exceeds the rate of decay of the particles via the inverse
channel is a necessary condition for induced generation of particles and is called the
inversion condition

Let us examine the process whereby an electron with momeptéirom the con-
duction band and a hole with momentyorhfrom the valence band recombine to form an
exciton with momentunP. The spontaneous recombination of a pair of carriers with
opposite charge into an exciton occurs with the emission or absorption of an acoustic
phonon#ts participation in the recombination process ensures conservation of momen-
tum. But an acoustic phonon takes away a very small fraction of the energy. For this
reason, energy conservation is ensured by a conversion of a large fraction of the energy
into translational energy of the exciton form&tHowever, if we are concerned with the
induced production of a Bose condensate of excitons in a state with a definite value of the
momentum, then the participation of only an acoustic phonon in this process cannot
ensure the exact satisfaction of the law of conservation of energy. However, exact con-
servation of energy in the process of induced recombination is not required on account of
the finite lifetime of the free carriers in a state with a specific enénggmentun). The
inversion condition can be written as follows:

W(p,p’;P;Np)Ngnf, —W(Np;P;p,p')(1—ng)(1-n},)>0, @

whereW(p,p’;P;Np) andW(Np;P;p,p’) are the kinetic coefficients of the recombi-
nation reaction of carriers into an exciton and of the inverse reaction, respectively, and
Np is the density of excitons in a state with momentem

Let us assume that each type of free carrier has a quasiequilibrium distribution in its
band and is in temperature equilibrium with the lattice. Then

ne=lexpey—me) +1]17, N0 =[expley —up) +1]7%, 2)

where ue, are the chemical potentials of the carriers in the conduction and valence
bands, respectively. The kinetic coefficients of the forward and inverse processes are
related with one another by the well-known relafion

W(p.p';PiNp)  [AE .

W(Np;Pip,p) T\ KT/ ©
whereAE=€,+ €, — (Ey— €ext €p T €) is the energy difference between the initial and
final statesk, is the band gapsp is the kinetic energy of the exciton formesl,, is the
binding energy of the pair in an exciton, aeg is the energy of the acoustic phonon.
Substituting Eqs(2) and (3), the condition(1) becomes

et up>Eg— €ext epteq. 4

The relation(4) is of the same form as the inversion condition for a semiconductor aser.
In a semiconductor laser the energy difference on the right-hand side of the ine¢diality
equals the energy of the photons generated by the laser. In the case at hand this difference
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equals the sum of the energies of the exciton forege- E4— €., + €p and the energy

€4 of the phonon emitted in the process. One can see that the con@itibolds best for

an exciton at rest. We underscore the fact that it presupposes a temperature equilibrium
inside the subsystem of free carriers and between free carriers and the lattice. If such an
equilibrium does not exist, then the inversion condition depends strongly on the mecha-
nism of induced production of excitons.

The inversion conditior4) certainly holds if the states of the electrons and holes are
statistically degenerate. In this case their chemical potentials extend deep into the corre-
sponding bands. But a degenerate state is unfavorable for exciton production because of
Debye screening. A necessary condition for the existence of excitons is

rD(n:T)>rexa (5)

wherer, is the Debye screening radigshich depends on the carrier density and tem-
peraturg, n is the electron density, ang, is the Bohr radius of the exciton.

In the general case the relati@®) cannot be written in an analytical form, and even
a numerical investigation of the relation is a very unwieldy problem since the carrier
density is a two-parameter function. To circumvent this difficulty we shall examine a
special case. Let us assume that a carrier density corresponding-tg, is maintained
in the sample. In this case it can be assumed that the state of the carriers is statistically
nondegenerate and the well-known formula

KT v 1

1/2
rD(n'T):(E?n

: (6)

wherey is the permittivity of the sample, can be used to calculate the Debye screening
radius. For a prescribed chemical potential, the carrier density is determined by the
relation

0(T)= At fw p2dp . m\/;dX E 372 o
(27h)3 o exp(p?2mkT)+1  CJo €41\ €gy)
where
n :4\/§W(meeex)3/2 x\/;dX=0678 ®)
0 2mh)® ' Joe+1 T

Sincer o= x#2/e?m, (m, is the reduced mass of the exciipa limit on the temperature
follows from the relationg5)—(7):

E<54mr3 9
o . Hg.

In many materials the hole mass is much greater than the electron mass in the conduction
band. For this reason, the reduced mass ratio of the exciton is close to the electron mass
so that the temperature of the sample can be approximately five times higher than the
binding energy of the exciton.

Just as in the excitation of lasing in a laser, the inversion condidris only
necessary. A sufficient condition for coherent excitation of excitons is that the difference
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of the rates of induced recombination of carriers into excitons and the inverse process
exceeds the rate of decay of the coherence state of the excitons via other channels:

N
> [W(P,p';PiNp)NENG, ~W(Np;P;p,p) (1-nE)(1—ng ) 1> (10
p.p’ ex
According to the rules of quantum mechanics, the rate of induced production of excitons
can be expressed in terms of the cross section for spontaneous recombination of carriers
into an exciton:

S
> W(p.p';PiNp)nen’, = on? =N, 11)
p.p’ p
where
o _[mn 32, I .
P me ;(ee+eh+eex—eq)2+l“2 (12)

is the form factor for stimulated transitions averaged over the distribution of electrons
and holesI' is the width of the resonance determined by the time for establishing a
quasiequilibrium carrier distributiony is the relative velocity of the electron and hole,

p= 477'\/—( mex) <\/ee+eh+eex eq> (13

is density of energy states, averaged over the electron and hole distributions, of sponta-
neously produced excitons per unit volume of the semiconductor sammpleis the
electron mass, andl., is the lifetime of the coherent state of the excitons. In calculating
(12 and(13) the energy of the acoustic phonon can be dropped because of its smallness
compared with other terms?

Now the relation(10) can be represented in the form

S +up—E 1
2Se 1_exp(_w) -

on 7 KT Tox (14)

One can see that the condition for the production of a coherent state of excitons holds all
the better, the lower the temperature and the lower the kinetic energy of an exciton are.
We shall calculate the left-hand side of the relatidd) for u.=E, and P=0. Direct
numerical integration shows that in this case the relation

Mh Me 82
kT I(mh) (1)

describes quite wel({to within 1099 the chemical potential of the holes. Substituting
expressiong7), (12), and(13) into the inequality(14) gives

312 32
o0 /2;ex(rr:h {S(a) _(ﬂ) e_aH>i, 16

Me Tex
where

pla) a
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- x\ydxdy
o [(x+y+a)?+ B2a?](e*+ 1)[(m,/me) ¥ %Y+ 1]’

©  (X+y+a)xydxdy €ox r
p(a)=f0 ( =

e+ D[(my/me)e¥+1]" ¢ -

S(a)=

_ﬁ’ A €ex

For estimates, we take the typical values of the parameferst0'3 s, €,,~10 meV,
m,~Me,~0.5mg, andm,,~0.1m,. The factor on the right-hand of E(L7) has a maxi-

mum as a function of the parameter equal to 1.110 2 at «~3.5. The width of this
maximum is such that in the interval 25 <6 the values of the functior0.3 10" 3.

The choice of the parameterin this interval is in complete agreement with the inequal-

ity (9). The cross sectionr for spontaneous recombination is calculated in Refs. 3 and 4.

It is virtually independent of the density and temperature and equal$'+a0 12

cn?. Finally, the right-hand side of the inequality6) is of the order of 210° s™1. The
condition for the production of a coherent state of excitons will hold if the lifetime of the
state exceeds -30 ° s. Excitons with even longer spontaneous decay times exist in
nature. For example, the lifetimes of orthoexcitons inGwxceed 108 s, and paraex-
citons last even longer — up to 18 s28 Incidentally, estimates for GO are more
optimistic than the those made above, since electrons and holes in this material have the
same masses and the binding energy of a pair in an exciton is 15 times greater than that
used in our estimatésAccording to Eq.(16), both facts facilitate the production of an
inverted state. According to Eq7), the required free-carrier densities lie in the range
10'%— 10" cm™3, depending on the effective mass of the carriers. There is no fundamen-
tal problem in obtaining the pumping intensities required to produce such free-carrier
densities. Semiconductor lasers are an example.

In summary, the production of coherent states of excitons by the direct recombina-
tion of free carriers is easily achievable with modern experiment methods.

The new apparatus requires a suitable name. In Ref. 2 the authors propose the term
“Excitoner.” This name is sonorous but it does not reflect the essence of the operation of
the device. | venture the name “Stemeks.” This is a Russian transcription of the abbre-
viation Stemecs — Stimulated Emission of an Exciton Coherent State.
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