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The points of lithium fluoride needles are investigated by laser photo-
electronic projection microscopy. A situation in which a single atomic-
size source of electrons — dm, color center — is observed in the
region near the point is realized. As a result of the good fluorescence
properties of these centers, these needles can be used as the active
element of a scanning fluorescence microscope employing resonance
transfer of electronic excitation energy. €997 American Institute of
Physics[S0021-364(®7)00106-0

PACS numbers: 33.50.Dq, 33.6(y

Fluorescence spectroscopy methods employing dipole—dipole resonance transfer of
electronic excitation energgfluorescence resonance energy tran$FRET)) are now
widely used for analyzing the structure and relative arrangement of complicated, prima-
rily biological, objects(see, for example, Refs. 1 and 2 and the literature cited therein
Recently, we proposed using the phenomenon of resonance transfer of electronic excita-
tion energy from single-atom fluorescence centers to produce a new scanning fluores-
cence microscope with nanometer spatial resolution and high sensitivityis requires
a sharp microscope tifactive elementwith single fluorescence centers in the aperture
region. Scanning must be performed at a distance less than the characteristicyrahge
dipole—dipole electronic excitation energy transfer from the experimental sample and the
fluorescence of the sample must be recorded, in the standard manner, in the far zone. In
the typical case, ranges from a fraction of a nanometer to several nanometers, and since
the method for scanning a tip at such distances from the sample has now been well
developed in the practice of scanning tunneling and atomic-force microscopy, the most
important ingredient for realizing the proposed FRET microscope is to produce sharp tips
with single fluorescence centers in the region of the point.

This letter reports the observation of a singlgcolor center near the point of a LiF
needle. Since the quantum vyield of fluorescencd-gfcolor centers in LiF crystals at
room temperature is close to (naximum at wavelength 670 nm, half-width 2250
cm 1, cross section at maximum-Z0~ 1 cn? (Ref. 5), the results presented can be
regarded as a first realization of the active elements of a FRET microscope.

The points of the LiF needles were investigated by laser photoelectron projection
microscopy, which, as was shown previously, makes it possible to visualize laser-
radiation absorbing centers located close to the suffAcehe idea of the method is
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FIG. 1. Idea of the method of laser photoelectronic projection microscapy:- Pointed fragment of a
LiF:F, crystal containing color centers which absorb laser radidtion2 — microchannel plate3 — fluo-
rescence screen. Inset: Enlarged image of aF.ifheedle point and illustration of the process of obtaining
photoelectronic images of singke, color centers.

illustrated in Fig. 1. Sharp needles, whose points have a radius of curvatfré— 1

um, were prepared from fragments of Li: crystals grown at the Institute of General
Physics of the Russian Academy of Sciences, by etching in concentrated hydrochloric
acid. The needles prepared were employed as cathodes in a laser photoelectron projection
microscope: A voltagdJ=0—-4 kV was applied to the needle, and photoelectronic
images of the point, which were produced by electrons emitted when a point was irradi-
ated by radiation from a cw argon laser, were recorded. A microchannel plate— fluores-
cent screen assembly was used as a detector. An optical image was obtained at the output
of the assembly with a TV camera and analyzed with a specialized Argus-50 processor
manufactured by Hamamatsu Photonics K.(&apan.

The distance.=10 cm from the needle point to the detector determined the mag-
nification of the microscopé =L/xr, which was equal to 3.0°—10° (herey is a
numerical coefficient, equal to 1.5«&ee, for example, Refs))8 The spatial resolution
of the microscope was limited by the presence of a transverse translational kinetic energy
E, of the emitted photoelectrons and was equél to

d=2rx\E, /eU, @)

which for E, ~1 eV givesd=40 nm. Additional information about the construction of

the photoelectronic microscope and sample preparation as well as detailed arguments
supporting the interpretation of the observed photocurrent as selective laser photoioniza-
tion of F, color centers can be found in Ref. 7 and is not presented here. We note only
that the crystalline LiF matrix itself is transparent to the laser radiation employed, while
the F, color centers effectively absorb light in this spectral region; selective laser pho-
toionization of these color centers has been observed before, and the basic mechanisms of
this process were investigated in Ref. 9.
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FIG. 2. Photoelectronic images of LF; needle points. The images were obtained by irradiating the points
with cw argon laser radiation with intensity 10* W/cn?: a — Radius of curvature of the needle point
r=0.6 um, F, center densitn=10*cm 3, b —r=1 um,n=10%cm 3 ; c —r=1 um, n= (1-4.10%
cm 3,
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Photoelectronic images of the points of different [EF:needles are displayed in
Fig. 2. The needles differ from one another in respect to both the radii of curvature of the
points(and therefore the magnification factor of the microscope as el the density
n of F, color centers. The large uncertainty in the valueoh Fig. 2 is due to the fact
that the initial samples of LilF, crystals, with a nominaF, color center density
=2.10" cm 3, were colored very nonuniformly, and the densityFof centers in the
point depended on the specific part of the initial crystal from which the needle was
prepared.

If the escape depth,.of the photoelectrons from lithium fluoride crystals is taken
to be 3—10 nm, as follows from the published d¥fd?then the observed distancks
between individual bright spots in Fig. 2a and 2b agree well with the estimate

loz(nlest)_llz- (2)

Indeed, forn=10' cm™3 formula (2) gives |,=100-170 nm, i.e., individual color
centers should be easily resolved for needles with radii of curvat@® um (Fig. 2b

and should be close to resolution for needles withl wm (Fig. 2. The irregularity of

the arrangement of thE, centers in the figures reflects the random character of the
production of defects in radiation-colored LiF crystals.

As the density ofF, centers decreases further, a situation where the qudgtity
close to the radius of curvatureof a point and a single color center is present near the
point can be realized in the sample; this is shown in Fig. 2c. For several other points
prepared from the same initial LiF; crystal with averageF, center density
n=2.10% cm 3, not one emission center could be seen in the photoelectronic images.
This and the data obtained for other LiF needles with a high densigy,afenters are
consistent with the completely expected circumstance that for small average expected
number(n) of color centers in the field of view of the microscofze the order of 1-5
the number of color centers actually observed for a specific sample should undergo large
fluctuations and vary strongly for different needles prepared from initial fragments with
nominally the same defect density.

In summary, the results presented above attest to the fact that shaify bigedles
with only one color center present near their points have been prepared in practice. These
needles can be used as active elements in scanning fluorescence microscopes employing
the phenomenon of dipole—dipole resonance transfer of electronic excitation energy.
These same needles are also of interest as a source of electrons for electron holography
(see, for example, Ref. 13since they are bright atomic-size laser-induced sources of
electrons.

We thank V. N. Konopskifor assisting in the experiments, T. T. Basiev for pre-
paring the LiFE, crystal samples, and the company Hamamatsu Photonics K. K. for
providing the experimental equipment. This work was supported in part by the Russian
Fund for Fundamental Research and the US Department of Defense.
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The frequency of orientational quantum oscillations of the magnetiza-
tion near impurity-ion clusters with Ising properties in a saturated mag-
netic crystal is calculated. It is noted that in compounds of the type
Ho,Y;_Fe0;,, where magnetic phase transitions are observed, addi-
tional magnetization reversal and magnetic resonance features due to
mesoscopic oscillations of the magnetization can be observed at low
concentration<<<0.001 and cryogenic temperatures in fields compa-
rable to the intersublattice exchange interaction field. 1897 Ameri-

can Institute of Physic§S0021-364(®7)00206-3

PACS numbers: 75.60.Ej, 75.30.Hx, 75.30.Kz, 75.10.Hk

Weakly anisotropic magnetic ions — rare-earth ions RC6®*, and others — in
weakly anisotropic magnetic crystals produce demagnetization centers near which mag-
netic saturation is reached only in very strong fields. An example of a strong effect of a
weak impurity on the magnetic behavior of a crystal is holmium-doped yttrium—iron
garnet HQY 5 ,Fe04,, in which magnetic phase transitions in magnetic fields compa-
rable to the intersublattice exchange interaction field and a complicated magnetic reso-
nance behavior at low temperatures are observed at very low concentrations
x~0.00112 At even lower concentrations<0.001 the crystal cannot be regarded as
magnetically homogeneous. We wish to call attention to the fact that at cryogenic tem-
peratures additional magnetization reversal and magnetic resonance features, associated
with mesoscopic oscillations of the magnetization in strong fields, can be observed in
such materials. Localized magnetic states, both metastable and energetically degenerate,
whose volume depends on the competition between the Zeeman and exchange energies
vo~ (A/HM)3? whereA is the nonuniform exchange enerdy,is the external magnetic
field, andM is the magnetization of the crystal, are formed near impurity centers in
magnetic-saturation fields. It is obvious that these magnetic inhomogeneities can manifest
mesoscopic quantum properties at temperatures determined by the magnetic resonance
frequency T<T* =7 yH/k, where vy is the gyromagnetic ratio ank is Boltzmann's
constant. We shall perform a calculation and discuss the conditions for the formation of
macroscopic quantum phenomena near a magnetic impurity with Ising properties.

We shall study a simplified model, in which an impurity cluster consists tsing
ions occupying the same position in a crystal with a preferred axis oriented perpendicular
to the magnetic field. We shall assume that the exchange interaction in the magnetic
matrix surrounding the impurity clusters is much stronger than the relativistic and inter-
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sublattice exchange interactions and that the state of magnetization of an Ising ion in a
cluster is determined only by the sign of the projection of the exchange field produced by
the iron sublattice. In this case, the following model Lagrangian can be used to describe
the magnetization dynamics:

|

+A(V )2+ (V ¢)2sirte) |dr, (1)

o(r)

M sin @ cos ¢
7(1—cosa)¢t—MH cos—nuHg7 In cos —

where # and ¢ are the angular coordinates of the magnetization veetek T/ uHg is

the reduced temperaturg, is the magnetic moment of an Ising ion, ahtt is the
exchange interaction field between the impurity ion and the magnetic matrix of the
crystal, and the Dirac delta functiaf(r) takes into account the locality of this interac-
tion. The first term includes allowance for the topological character of the dynamic
contribution to the action of a weakly anisotropic environment. Near an impurity cluster
the static magnetization distribution satisfying the Lagrange—Euler equations has the
form

0~ Go?exq—rlw), ¢$=0,m, 2

wherew= (2A/HM)'?, a is the cutoff radius of the solutioraw), and 6, is the tilt
angle of the magnetization at the center of a cluster. The equilibrium value of the tilt
angle isfy= 60, =nuHg/HMvo<1, wherev,=27w? is the volume of the magnetic
inhomogeneity. In what follows, we shall make the simplifying assumption that the
structure of the inhomogeneity is self-similar in time, neglecting the spin-wave retarda-
tion and assuming that only the amplitudg(t) of the solution(2) and the azimuthal
angle ¢(t) change dynamically with time. In this approximation the Lagrangian
assumes the form

M 63
L=-vg 77¢t+E : ©)

where the energy densify of the system, referred to the zero level in the limiting case
=0, equals

63 62
0 *
E:MH(7—000*|cos¢|+7 . (4)
The equations of motion of the systed) have the form
O
é=yH 0_|C05¢|_1 )
0
Oor= yH 6, sin ¢ sign(cos ¢). (5)

The linearized equation®) show that near the equilibrium positiongs= 6,, ¢=0, ,
the frequency of the magnetization oscillations, which determines the quantization energy
of the quantum oscillators about the bottom of the potential well, depends only on the
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external magnetic fieldvy=yH. For a sufficiently high potential barrier between the
equilibrium positionsU=voHM ei/2>th, the coupled oscillators can be studied in
the quasiclassical approximation and the instanton theory can bé tsedhis theory

the frequency of quantum tunneling between the equilibrium positions is determined by
an exponential function of the Euclidean actip= [iLds calculated on the instanton
trajectory in imaginary times=it. Since the equations of motiofb) possess a first
integralE= const, we find the relatiofi,= = 6, exp(*i¢) for the zero energy level, after
which we obtain the desired solution from the second equation of the syS)eafiter
integrating over imaginary time:

05= 0 (1—exp(— wyls|)). (6)

The Euclidean action equals

nZMZ (HE)Z

voyM | H 0

_ _UoM * > _UoM 2
Se=2i= fo dstfds= =0} = v

According to the instanton theofythe magnetization tunneling frequency equals
I'=poy(Se/h)Yexp — Sg/h), )

wherep is a dimensionless coefficient whose value is close to 1.

Before proceeding to estimates, we note that in the above-indicated case of weakly
substituted yttrium—iron garnet there are six nonequivalent sites for rare-earth ions. This
makes the picture somewhat more complicated. For example, in a field parallel to the
[111] axis the interaction energy of an impurity cluster with the surrounding magnetic
matrix has the form

2
cosf—h—+/2 sin 6 co{ b+ §Tl'n)

V3r '

where 6, has the same meaning as before, &mdH/H . In fields comparable to the
exchange fieldH~Hg, metastable states arise which are responsible for jump-like
changes in the magnetization—the orientational phase transitions that have been studied
in detail at high substitution concentratichin weakly doped compounds, where mag-
netic clusters with a mesoscopic volume are formed, the metastable states will spontane-
ously decay because of the above-described spin tunnelingd £¢tg, as follows from

an analysis of the enerd@), the three orientationally differing phases in which

V2

LT
90:%‘9* : ¢=J?,

0> 0,
E=MHg 7_€Tn:o+1 In cos

(C)

j=1,2,3

become energetically degenerate in the system. In a magnetic cluster the ground state will
split into three pairwise-split levels on account of the tunnel coupling of the equivalent
orientational phases. The off-diagonal matrix element determining the tunnel coupling of
the equivalent phase states equals, in order of magnitude, the value computed above
according to Egs(7) and(8).
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We shall now make some estimates according to these formulas, tésnmn
Ho,Y; Fe0q5) Hg=125 kOe, u~14 ug, where pug is the Bohr magneton,
Mge=150 G, andA=2-10"’ erg/cm. Then foH=Hg we find a volume of the magnetic
mesoinhomogeneity is,~55 nn?, a resonance frequency,=2-10? s'!, and a
Gamow factor ofSg /%~ 10 for n=30. For this reason, the tunneling frequency will be
approximatelyl”~10% s~ 1. At temperatures beloW, =% w/k~5 K, resonance absorp-
tion of electromagnetic power — an additional magnetic resonance — can be observed at
the tunneling frequency. When the number of Ising ions in an impurity cluster drops
below 10, the tunneling frequency increases by three orders of magnitude. Here, how-
ever, it is obvious that the quasiclassical approximation no longer works, and furthermore
the requirements for spatial and orientational uniformity of the magnetic field increase,
since the tilt angled,. decreases.

Let us discuss the conditions for observing the expected quantum phenomena. The
magnitude of the magnetic-field disorientation must be small compared with the projec-
tion of the exchange field on the Ising axis, which is responsible for the equilibrium
deviation of the magnetization in the degenerate case Ailé<kHg#6, . For the param-
eters chosenn(=10) we haveAH/H<0.1, which can be satisfied for real experimental
conditions. The magnetostatic interaction between clusters must also be weak, so as not
to impede the appearance of mesoscopic quantum effects. For this reason, the cluster
density fi=10) should be () “3<10" cm™3, which is determined from the condition
that the magnetostatic energy of a clustetv,M 6, )%/r3 in the fringing fields of its
neighbors be small compared with the quantum energy splitting of the ground state,
AE~#AT. The variance in the number of impurity particles in a magnetic cluster will
produce an exponential variance in the tunneling frequencies and an inhomogeneous
broadening of the resonance line. For this reason, the radio-pulse echo is an effective
method of resonance observation of states of macroscopic quantum coherence.
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It is found that the bulk park» of the magnetostriction near the Curie
temperaturel; in a La, 1Sty sMnO; single crystal with the perovskite
structure is negative and that the temperature dependerjeg bfs a
maximum neail ;.. The quantitylw| at the maximum increases rapidly
with increasing magnetic field. The thermal expansion coefficient near
T. increases with temperature much faster than linearly. The paramag-
netic Curie temperature determined from the Curie—Weiss law, which
the paramagnetic susceptibility of this crystal satifies, was found to be
lower thanT.. These anomalies and also the n€ametal—insulator
transition which is characteristic for this material are explained by the
existence of a magnetically two-phase state consisting of a conducting
ferromagnetic matrix containing antiferromagnetic insulating microre-
gions occupying not more than 5% of the sample volume. 1997
American Institute of Physic§S0021-364(07)00306-X

PACS numbers: 75.88.q, 75.30.Kz, 75.40:s, 74.72.Yg

Compounds with the perovskite structure;RgMe,MnO3, where Re are trivalent
La, Pr, Y, Nd, and other rare-earth ions or a mixture of such ions and Me are divalent Sr,
Ca, and Ba ions, are being intensively studiéthe interest in these materials is due to
the giant magnetoresistané@MR) observed in them at room temperature at a certain
doping level. At the same time, the nature of the GMR in them is not clear. Attempts
have been made to attribute the GMR observed in them to double Zener exchange,
polaron effects due to a strong electron—phonon interaction as a result of the Jahn—Teller
effect, and charge ordering. As the calculations performed in Refs. 2 and 3 showed,
however, double Zener exchange along cannot explain the observed experimental facts,
for example, the large values of the resistiyityabove the Curie temperatufg and the
jump inp nearT.. Moreover, it predicts a weak dependence @i the doping level and
dependences qgf on the magnetic fieltH and temperatur@ below T, which are differ-
ent from the observed dependenédairthermore, double Zener exchange predicts only
a metallic ferromagneti¢FM) phase at low temperatures, while in compositions with
0.1=x=<0.16 (Re = La) the low-temperature FM phase is a semiconductor phase. In
Refs. 3 and 4 it was proposed that double Zener exchange be combined with the dynamic
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Jahn-Teller effect in order to explain the anomaliepiand the GMR in these com-
pounds. In this manner the authors explained the metal-semiconductor transition near
T. as a transition from a polaron-type conductivity abdveto hopping conductivity
belowT.. In Refs. 5 and 6 an attempt was made to explain the neutron diffraction data
for La; ,Sr,MnO; compounds X=0.1 and 0.15) in a similar manner. However, this
assumption cannot explain the fact that the metal-semiconductor transition temperature
and the temperature of the GMR maxima are very close to the Curie point.

This letter proposes a different mechanism to explain the characteristic features of
the electrical resistance, the GMR, the magnetostriction, and the thermal expansion of
these materials nedr, : the presence of a magnetically two-phase state characteristic for
magnetic semiconductots.

In the present work we investigated the magnetization, the paramagnetic suscepti-
bility x, the magnetostrictiom, and the thermal expansiakl/l of a L&, ;S MnO;
single crystal at temperatures from 80 to 440 K. The single crystal was grown by the
floating zone method and possessed an orthorhombic structure, space g@uapn&k3
lattice constantsi=5.511+0.001 A andc=13.362-0.002 A at 300 K. Measurements
of the magnetization, performed with a vibrating-sample magnetometer, showed that the
magnetization saturates in a fiell=2 kOe in both the easy and hard directions of
magnetization. The Curie temperature determined with the aid of the method of thermo-
dynamic Belov—Arrot coefficients was found to be equal to 371 K, which is virtually
identical to the published valuésThe temperature dependence of the paramagnetic sus-
ceptibility, measured by a torsion method, follows the Curie—WeissyanC/(T—0)
with paramagnetic Curie poird =364 K.

The magnetostriction and thermal expansion were measured with strain gages with
resistance 92.300.01() and tensosensitivity factor 2.26. One gage was glued to the flat
surface of the sample, oriented parallel to the direction of growth of the crystal, and the
other gage was glued to quartz. During the measurements the gages were arranged iden-
tically on the sample and the quartz with respect to the direction of the magnetic field.
The accuracy of the measurements Xl was equal to 410°°. Figure 1 displays
isotherms of the longitudinal| and transversa ; magnetostriction for some tempera-
tures. Isotherms of the anisotropic magnetostrictigr A\j— X, and bulk magnetostric-
tion w=A+2\, were constructed from the experimental curwgéH) and A, (H).

Their temperature dependences in a 9 kOe field are displayed in Fig. 2. As one can see
from Fig. 2, the anisotropic part of the magnetostriction drops continuously to O near
T.. The curves\((T) in fields above 2 kOe are virtually identical to the cuivgT)
displayed in Fig. 2. The quite large value bhf at low temperatures is noteworthy:
=10 % at 100 K. As one can see from Fig. 2, the bulk magnetostriction is positive at
temperatures below 280 K, but at higher temperatures it becomes negative and its abso-
lute magnitude passes through a maximum fAgaras the temperature increases further,

|w| decreases rapidly, approaching zero. The dependei(@@ near T, in different
magnetic fields is shown in the inset in Fig. 2. One can see|tbiat,, approximately
doubles a#1 increases from 3 to 9 kOe. Figure 3 displays the temperature dependence of
the thermal expansion coefficieat/l. It is well known that for dia- and paramagnets

this dependence is close to linear. As one can see from Fig. 3, starting at 320 K the
thermal expansion coefficient increases with temperature much more rapidly than lin-
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FIG. 1. Field dependence of the transverae<Q) and longitudinal X>0) magnetostriction. at different
temperatures. The temperatufas kelvins) are indicated near the curves.

early. According to the data in Refs. 7B a metallic-type conductivity and a sharp
increase irp nearT. were observed at the indicated composition.

A similar behavior of the magnetostriction and thermal expansion were observed in
Ref. 9 in the ceramic LgY ¢ o/Ca 3dVINO3. The authors attributed the thermal expansion

H §
Ay 107 w10
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80 100 150 200 250 300 350 T, K

FIG. 2. Temperature dependence of the anisotropic magnetostrigteamd the bulk magnetostrictian in a 9
kOe field. Inset: Temperature dependencevafiear the Curie point in different magnetic fields. The field in
kOe is indicated near the curves.
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FIG. 3. Temperature dependence of the thermal expansion coeffidiént

and magnetostriction anomalies to the formation of small-radius polarons immediately
aboveT.. As mentioned at the beginning of this letter, this hypothesis cannot explain
why polarons are formed near, .

The bulk magnetostriction, thermal expansion, and resistivity anomalies described
above can explained by the presence of electronic separation of phases in the' dtystal.
is well known that in magnetic semiconductors the energy of the conduction electrons is
minimum at complete FM ordering in the crystal. However, the electron density in a
nondegenerate antiferromagneifd-M) semiconductor is too low to change the state of
the crystal as a whole. For this reason, on account of the gain s-thexchange energy
the electrons produce in an AFM semiconductor FM microregions and stablize these
regions by their self-localization in them. These microregions have been given different
names by different authors who investigated them: fertagiant quasimolecule®¥, mag-
netic polarons, and others. As the impurity concentration increases, such FM drops in an
insulating AFM matrix increase in size, and at a sufficiently high doping level they
undergo percolation. In the process, a different magnetically two-phase state is formed:
Insulating AFM microregions are present in the conducting FM matrix. Yanase and
Kasuyd® showed that the lattice parameters decrease in a giant quasimolecule, since this
results in screening of the new charge distribution and lowers its energy by increasing the
overlapping of the charge clouds of the central ion and its closest neighbors.

The compound Lg;Sr, sMnO; is a heavily doped AFM semiconductor LaMgp@
which the FM drops have coalesced, and a conducting FM phase with insulating AFM
microregions has formed. This magnetically two-phase state breaks down thermally at the
Curie temperature, a consequence of which is the excess thermal expansion of the sample
observed in the present wofkig. 3). However, the imposition of an external magnetic
field at temperature$=T, increases the degree of FM order near the impurities more
strongly than on the average over the crystal, since the effect of the field is intensified by
s—d exchange. That is, a magnetic field produces a magnetically two-phase state, which
is destroyed by heating, and a corresponding compression of the lattice. In this manner,
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the sharp increase in the negative bulk magnetostrictionTieean be explainedFig. 2).
However, the above-indicated process of field-induced production of a magnetically two-
phase state occurs in a limited temperature range not far aavEor this reason, the
curves|w|(T) pass through a maximum and drop rapidly as the temperature increases
further.

The magnetically two-phase state is confirmed by the fact that, according to the data
of Refs. 7 and 8, the spontaneous magnetization at 4.2 K for the composition studied is
less than expected for complete FM ordering, specifically, it equals 95% of the latter. The
fact that T.=371 K is higher than® =364 K attests to the presence of AFM micro-
regions in the FM matrix. OrdinarilyT,.<® in FMs. It is well known that the paramag-
netic Curie temperature is determined by the sum of the exchange interactions present in
a crystal. The contribution of the AFM microregions@odecrease®) . At the same time,
the Curie temperatur@. is the magnetic transformation temperature of the simply-
connected FM part of the crystédt least when it occupies almost the entire volume of
the crystal, which it does in the present daaed thereforel . >0.

The sharp increase im nearT, is also characteristic for the above-examined mag-
netically two-phase state. Nagaev shoviidt for the indicated form of the magnetically
two-phase state there are two mechanisms by which the impurity-magnetic interaction
influences the resistance: scattering of charge carriers, which decreases their mobility,
and formation of a tail, consisting of localized states, in the carrier band. In Ref. 1 it is
shown that neal , the charge-carrier mobility decreases rapidly and the charge carriers
become partially localized in the band tail.

In summary, the unusual properties of this material rieacan be explained with
the aid of a magnetically two-phase state: the sharp increase in the thermal expansion
coefficient, the maximum of the absolute value of the negative bulk magnetostriction, the
sharp increase in the resistivity, and the fact fhat>0.
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Negative ions in liquid helium: existence of new bound
states

S. K. Sekatskii®
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It is shown that fundamentally new bound states can be formed when a
foreign negative ion is embedded in liquid helium. For such states the
excess electron forms a bubble with a radRg=17-18 A, and a
foreign neutral atom is trapped inside this bubble because of the polar-
ization interaction with the electric field of the excess electron, which
has a maximum at a point=Ry/2. The main properties of such struc-
tures are considered. @997 American Institute of Physics.
[S0021-364(®7)00406-4

PACS numbers: 39.98f, 67.55.Lf

It is well known that an excess electron embedded in liquid helium-4 pushes away
the helium atoms and resides in a bubble with a radius of 17—18 A at zero préJstise.
occurs because the repulsive interaction of an excess electron with helium atoms at
typical interatomic distances is strofine barrierU, for penetration of a free electron
into liquid helium is 1.02 eV; Ref. Rand the surface tension of helium is small. Various
properties of such bubbles have now been rather well studied both experimentally and
theoretically(see, e.g., Refs. 1—-4 and references cited therein

Relatively recently the spectral and other characteristics of neutral atoms and posi-
tive ions embedded in liquid helium have also become a rather popular object of study,
and a number of experimental and theoretic& ! investigations in the field have been
carried out. It has been shown that the main properties of such atoms and positive ions
are reasonably well characterized by the model of a spherical bubble-like state, analogous
to the free electron case: foreign atoms and ions embedded in liquid helium create
bubbles with radiR~8 — 13 A through the repulsive interaction of the helium atoms
with the outer valence electron of the foreign atom or ion.

In this letter we would like to call attention to the fact that bound states of a
fundamentally new type can be formed in the casaegativeions implanted in liquid
helium. For these states a quasifree excess electron creates a bubble oRpading a
foreign neutral atom is localizeihside this bubble through the polarization interaction
with the electric field of the excess electron, which has a maximum=&,/2. In this
case the excess electron can be regarded as the “nucleus” and a neutral atom can be
regarded as the “electron” of a new kind of atom.

The wave function/(r) of an electron in a bubble of radilig can be written as'2
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A
p(r)= 7 sin(kor)  for r<Ry, ()

zp(r):? exp(—kr) for r=Ry, 2

where

k=+2Uy— k3. )

(Here and below, unless specifically stated to the contrary, the system of atomic units
with m=e=7%=1 will be used. The value ofk, can be found from the condition of
matching the ratia)’/ ¢ for (1) and(2) at the pointr =R,:

Ko
tan(koRg) = — X 4

and A and B are normalization constants which can be found from the usual relation
[y?r2dr=1. In the case of the simplest model of an impenetrable spherical square well
potential barrier at =R, the relation(4) is replaced by the conditior(R,) =0, which

for the 1s ground state of the electron in a bubble gikgs- m/R,. For the subsequent
discussion we shall use fét, the value obtained from the experimental data of Grimes
and Adamg, who found for the case of zero external pressure Ryt 17.2 A=32.5
atomic units. Using this value and the barrier height=1.02 e\=0.0375, one easily
finds thatky=0.084,k=0.26, andA=0.231, and thus for<R, one has

0.231
y(r)= —— sin(0.084). 6)

Let us defineq(r) as the total electric charge contained in the regioar@<r
(r<Ry); then

r A? sin(2kor)
_ 2 24, | 2RO
q(r) Jol// (rl)rldrl 2 r 2k0 . (6)
The electric field strength accociated with the charge distribu@ns:
_q(r) A?[1  sin(2ker)
E(r)_r_z_?(F_Torz (7)

For the subsequent discussion the most important fact is that the electric field strength
E(r) (7) has a maximum aty= 7/2k,=18.7=9.9 A insidethe bubble(For the above-
mentioned simplest model of the impenetrable square-well bargerR,/2=8.6 A) It
means that the energy of interaction between an atom with a polarizabilégd the
electric fieldE of the excess electron

1 2
U=->aE (8)

has a minimum at the same radius r, and this atom can be trapped in the vicinity of
this point and form a bound system of a new type. The potential energy of this polariza-
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tion interaction is fairly high, and for many atoms it is much higher than the typical
thermal energy of liquid helium. For example, for a lithium atom of polarizability
«=160 (Ref. 13 this energy is 1.610 “=51 K, while for a magnesium atom
(a=74; Ref. 13 one hasU=24 K, etc. (here the polarizability unit in the Coulomb
systema8= 1.48 10" ?5cm ™% is used, whera,, is the Bohr radius At the same time, the
energy of the polarization interaction is much smaller than the energy ofshgadlind

state of an electron in the bubblEy=k3/2=7-10"3=0.19 eV, and thus the excess
electron can indeed be treated as a quaS|free one, for which this interaction represents a
relatively small correction to its repulsive interaction with liquid helium. We believe that
such a relation between the typical energies of interaction between an excess electron and
a foreign atom and between an excess electron and liquid helium justify the use of the
simple model considered in this paper. A more detailed analysis of energy states for the
system considered will be published later elsewhere. For such an analysis it is necessary
to take into account some factors which have been neglected here: first of all an addi-
tional repulsive interaction of helium atoms with the outer valence electron of a foreign
atom inside a bubbl&;!! etc. At the same time, it should be noted that the maximum
electric field strength in the case considered is equal To10° V/cm, i.e., exactly of the

same order of magnitud@ven slightly below as that available in experiments on the
field evaporation of atoms adsorbed on sharp metal(§es, e.g., Ref. 14 and references
cited therein. Those experiments have revealed that the interaction between the electric
field and the atom can be satisfactorily described by the simple polarization pot8jtial

even for such strong fields, which is an additional justification of the model used in the
present work.

Note that the values afy, andRy—r, are somewhat larger than the typical Hartree
radii of light atomsy ,~2—-4 A (Ref. 13, and the effective mass of the bubble, which is
~ 240 times the mass of e atont''!is much larger than the mass of a foreign neutral
atom. Thus the system considered can indeed be regarded as a new kind of atom in which
the “light electron” (a neutral atomis orbiting “in vacuum” (inside a bubblearound a
“heavy nucleus” (an excess electron which forms a bubble

To estimate roughly the total numbigrof bound states in the system considered we
can use the well-known semiclassical result of Pokravdér the case of a spherically-
symmetric interaction potential this number can be expressed by the iffegral

jRo Y d_MaA4J’ 1 sin(2k0r)2d o
~ 4 rdr=—a=1, |7~ "2kgz | "I ©

For the case of the lithium atom such an estimate gNes200, and for the magnesium
atom,N=2370, which are much greater than unithe value of the final integral in Eq.
(9) is 1.10.

The energy levelg, | of the system considered can be found from the usual semi-
classical quantization conditidRs

f \/2|v|( —12(I+1/2)2+En, = m(n+1/2), (10)
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FIG. 1. An interaction potential and energy levels of the bound states of a lithium atom residing inside a bubble
created by an excess electron for the das@.

whereM is the mass of the foreign neutral atoims the angular momentum, amdis an
integer designating the number of energy states with a divealue. The energ¥(r)
can be found from relatioi7), andr,, r, are the roots of the equation

aE? c (|+1/2)2_0_ "
> TEnT oy 7O D

for angular momentumh=0 the term containingl¢ 1/2)? in (10) should be omitted.
Generally such a semiclassical quantization procedure gives precise results only at large
n and| values, but the results of such calculations are frequently'@id&fbr the quali-

tative evaluation of the energies of states with even the smaillasd|. Some of these
results for the cases of lithium and magnesium atoms are shown in Fig. 1. It can be seen
that the energy difference between differentlj and (,1+1) states with the same
principal quantum number and neighboring angular momentd + 1 is very small: this
difference is of the order of 3-107° eV for n=1 and decreases rapidly with increasing

n. Certainly such a small energy difference is due to the large foreign atomvhasss

easy to see that for not very larg¢he first term in(10) (polarization attractionis much

larger than the second terfoentripetal potential The sequence of energy levels for the
case of lithium atom is as follows:sl 1p, 1d, ..., 11=11, 2s, 2p, 2d, 1 =12, 2f,

29, 11=13,2h, 21=6,11=14, 21=7, 21=8, 11=15, 21=9, 11=16, 21=10,

3s, etc. Note that as in the case of a free excess electron, a number of dipole allowed
radiative transitions between the considered different states of negative ions in liquid
helium should exist.

Calculations based on formul&$0) or (9) show that bound states cannot exist for
the atoms with very small polarizability. Neither, certainly, can such states exist for
atoms for which the electron—atom repulsion domin&sesh as helium or negnin this
case the “electron pressure” effect will be the most important: such an embedded atom,
which is “impenetrable” to the electron, decreases the volume of the region in which the
excess electron is localized, which leads to an increase in the energy of this localized
electron. Thus the electron tends to push these atoms out of the bubble; quantitatively this
process can be descibed using a concept of a localized electron pressure — see, e.g., Ref.
1 and references cited therein.
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Thus we have shown that negative ions embedded in liquid helium can form bound
states of a fundamentally new type. For atoms which can form free stable negative ions
(such as lithium these states can be regarded as a highly excited metastable states of a
different nature from that of the ground state of a free negative ion. For such atoms which
cannot form free stable negative ions but at the same time have non-negligible polariz-
ability (such as magnesiunthese states are the only possible bound states of the negative
ion (which in this case can exist only inside liquid heliunCertainly an experimental
study of such states would be very interesting from the standpoint of the physics of
particles embedded in liquid helium and the physics of the excess-electron—neutral-atom
interaction. It seems that such systef@gen for the case of atoms which cannot form free
stable negative ionscan be prepared using the same technique of laser sputtering of
samples embedded in liquid helium, which has already been successfully used for
neutral-atom implantation in liquid heliuff.Analogous energy states can be realized
also for negative ions trapped inside of cryodielectrics other than liquid helium with a
negative electron affinitfliquid and solid hydrogen, neon, eté.The case of solid
hydrogen is especially interesting because here the dimensions of the trap are not gov-
erned by the value of the surface tension and can be arbitrary.
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Competition between single- and multiparticle
resonances in tunneling
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Pis’'ma Zh. Kksp. Teor. Fiz65, No. 6, 459-46425 March 199y

A new mechanism is proposed for the anomalous tunneling transmit-
tance of a double-barrier quantum-well structure doped with a
transition-metal impurity and possessing an intrinsic two-dimensional
continuum. The new tunneling channels are due to exponentially-
narrow single-particle resonances arising near the edge of a 2D band
during tunneling. They are temperature-independent and their contribu-
tion to the transmittance can exceed the contribution of the Kondo
resonance even at temperatufesT,. © 1997 American Institute of
Physics[S0021-364(®7)00506-9

PACS numbers: 73.40.Gk, 73.20.Dx, 72.15.Eb, 71.20.Be

1. A resonance increase in the tunneling transmittance is observed in different quan-
tum structures with negative differential resistafsee references cited in Rej. These
structures often possess the energy profile of a double-barrier quantuntDBEIW)
with metallic walls. Until now tunneling through a DBQW has been regarded as tunnel-
ing through a localized stafesince the role of the 2D continuum was assumed to be
trivial. Naturally, the mechanisms of tunneling through a quantum well and tunneling
through a resonance level under a barrier were not distinguisfieé. increase in the
tunneling transmittance was attributed to multiparticle effects: Kondo scattering with
strong Coulomb repulsion on a localized Iévahd Coulomb interaction between metal-
lic carriers in the walls and an electron on a localized |8v&s is well known® these
multiparticle peaks are very sensitive to the temperature and magnetic field.

This letter proposes a new mechanism of resonance tunneling that can be observed
in GaAlAs/GaAs/GaAlAs structures doped with transition-metal impurities. New tunnel-
ing channels appear because the internal GaAs layer has an intrinsic two-dimensional
continuum of spatially quantized band states. In the process of tunneling through a
quantum well doped with adimpurity, new exponentially narrow resonance states with
widths much less than the tunneling widths form near the edges of the 2D bands. As a
result, strong resonance tunneling becomes possible when the Fermi level of the walls is
not in resonance with quasilocalizédeep impurity levels. An exponential increase in
the transmittancéin an elementary tunneling evernih new channels is possible even
before the interactions are considered. When the Kondo scattering of electrons from the
Fermi level in the walls by an impurity level in a well is taken into account, the result
obtained below is that even at temperaturesT the new edge resonances arising in the
process of tunneling, and not the Kondo resonance, can make the main contribution to the
transmittance. It is important that the new resonances do not depend on the temperature
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and persist fof> Ty, where the Kondo resonance vanishes completely.

2. We are studying a situation when a transition-metal impurity engenders a deep
level with energyE;q in the band gap of the GaAs layer. This layer also possesses a
two-dimensional continuum with a dispersion l&w . We shall study the case when the
Fermi level in the boundaries lies near the bottom of the conduction band of the interior
layer. The Hamiltonian of the system has the fddw Hy+H;, where

U
H0= 2 fﬁa;wakou+2 Eidd;d(r—i_—ndo’nd*(r +2 €k CI:r Ck » (1)
k,v=L,R o 2 s K TR
Hi=H+ Hm:kE (Traag, d,+ h.c.)+k2 > (TheB,0C +h.c). ®)
vo Za

The operatorsay describe the electronic states in the left-hahd @nd right-hand
(R) boundaries of the tunneling contact. The operathrand Ck, of the localized and
itinerant states in a well correspond to the wave funcfions

Pig(r)=Ag ™7

<pd<r>+k2 B(k.) (K, ,r)

and

wkgr):Aal’Z[ ¢ki<r>—Aal’2(E A i it (1 +B(KL) alr)
k',

}.

HereB(k,)=V{ /(Eiq— &y ) Akikizz\dB(kL)B(k’l); A4, Ay, andA, are normaliza-
tion factors; and,\/EL~Vd is the hybridization matrix element in a well. With the aid of
these wave functions it is easy to find the tunneling matrix elements if2gq.

Tka=B(kO)Ta(k), Ty =(To(k) S, + Te(k)B(K)B(K'L)). )

Herek=k, , k; and it was assumed that the longitudinal and transverse motions of the
electrons in the walls are separateg=¢, +e&. The matrix element3g(k), Tg(ki),

andT.(k,) differ from one another by factors consisting of the normalization constants,
but all three quantities are proportional to the matrix element of the tunneling potential
between the longitudinal components of the wave functions in the walied in the
defect layer:T, (k)= % (k ,z2)V(z) #(k; ,z)dz. In contrast to the standard tunneling
problem, in our case there is no direct overlapping between the atomic impurity wave
function ¢4(r) and the itinerant states in the walls. The only source of tunneling is the
overlapping between the Bloch states of the defect layer and the walls. The tunneling
Hamiltonian contains, besides the standard téftpp (which exists, however, only on
account of the presence of the “Bloch tail” in the impurity wave funcjiansecond term

H(.. This is the term giving rise to the new resonance states near the edge of the 2D
band.

Before proceeding to the solution of the impurity tunneling problem, we shall ex-
amine the rearrangement of the band spectrum in the well on account of tunneling

485 JETP Lett., Vol. 65, No. 6, 25 Mar. 1997 K. A. Kikoin and L. A. Manakova 485



between the walls and the well. This tunneling is described by the termTjitk) in

Tkk, The renormalized spectrum( is determined by the equation
~ | To(kn)|?
g, =&k t +> ~—,,- 4
Kiov ey — &

L

It follows from the solution of this equation thaeVanesceritstates with complex wave
vectorsk, and complex energie%kL such that Re&, ~Im k, form near the bottom of

the 2D band. These states exist in the regione < y,<W and are described by the
density of states
e—¢ e—W

Cc
—arctan
Yo Yo

®

pcle)= | arctan

(poc is the threshold density of states of the unperturbed 2D bandndW are the edge

and width of the 2D band, respectively; is the imaginary part of the self-energy in Eq.

(4) with E'kl:ec; and, we neglect the weak shift of the band energies in(&9. We
underscore that the evanescent states exist because tunneling occurs between bands of
different dimension3D band in the wall and 2D band in the well

Therefore only the impurity term, which is proportionalfg(k,) in Eq. (3), remains
in the tunneling Hamiltonia,. in the important range of energies, but the density of
states of the 2D continuum is determined by expres&ion

3. Another source of characteristic features generateddiygpurity is the Hubbard
repulsionU between electrons in a deep level. Strong Coulomb repulsion in our case can
engender only an indirect interaction between electrons in the walls andl lavval. This
interaction is due to the overlapping of the itinerant states of the walls and the “Bloch
tail” of the impurity wave function. To derive this interaction we employ the fact that the
first two terms in the Hamiltoniahl, together with the terni,4 in the tunneling Hamil-
tonian form an Anderson model Hamiltonian. It is convenient to solve this standard
problem first in the limit of largeJ by one of the methods developed for the Kondo
problem® and then to use this solution as a basis for the tunneling problem. Since
|T4|%p,Eig<1 for a deep level 4, is the density of states in the boundajjethen by
means of the Schrieffer—Wolf transformation we obtain from the Hamiltokig# Hq
the effective Hamiltonian o= Ho+ Heyx: whereHo is the Hamiltonian(1) without the
Coulomb term andH,, is the exchange interaction between electrons at the Fermi level
in the walls and ad electron. When the Kondo scattering is taken into account, the
Green'’s functionGy,(z) of quasilocalized electrons and tematrix for electrons in the
side plates can be calculated by the equation of motion méthatiey are determined
by the expressions

42Kk ) =T Guao(DTgs Gaol2) = Z—€eqo—iyg—2k(2)’

. |de|2
fda_l)’dzz
kv Z—€

Xf
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For|z| close to the Fermi level we obtain

|TEd|2f(EI]<}) W, Zx
EK(Z)—% Z_—eyl(/N'Yd Ln ' Qd(wﬁ- (6)

HereEx=u+iyx, vk is of the order of the Kondo temperatufg~ (W, v4) 22 , and
W, is the width of the band in the side plates.

So, taking account of Kondo scattering the tunneling problem is described by the
Hamiltonian H=Hqs+ H,., whereH,, is the tunneling Hamiltonian with matrix ele-
ments which are renormalized with partial diagonalizatiotofWe call attention to the
fact that without the interaction the Hamiltonia in Egs. (1) and (2) describes our
tunneling problem exactly. At the same time, in the absence of a 2D continuum in the
well and thereby the terrH,., the well-known Glazman—Rlgh solution is obtained for
the tunneling problerfi.The “switching on” of the tunneling ternH,. results in addi-
tional potential scattering inside the quantum well, which reproduces exponentially nar-
row single-particle resonances near the edge of the 2D band in the well. The scattering
matrix of an electron inside the well is determined from the Green'’s function

Gk, k' s2)=(c [1(z=H) " Yew )= 8¢,k Go, (2)
+Gok, (DTG (K KL 32)Gor (2).
Herel is a unit matrix,go,&(z)=[z—'§kL]*1,

To(2)

= 1oTy2)3.2) BKIB (KD, To(2)=[Zac(]*Gus(2) + Zcel2),

()

T3k, K 52)

|T|l<)c|2 s (2)= TE:T;(/d J (Z)_E |Bs(kL)|2
dc\&) ™ c\&)— :
z—

ECC(Z)_k,v z—¢gy’ iy ey’ K Z—?:'kL

The functionsX,.(z) and 4.(2z) are the Hilbert transforms of the three-dimensional
density of states of the side plates “weighted” with the tunneling integrals. In the im-
portant region of the spectrum near the band edge these are smooth functions of the
energy as compared with.(z). The integrall.(z) is the Hilbert transform of the quasi-
two-dimensional density of stateg(e) defined in Eq.(5). For|z—e|/y,<1 this inte-
gral has a logarithmic singularity

pe(e)|Bo(e)l? _ 1

z—8c| - )
Jo(2)= | de 7—¢ _EPOC Ln T , POc:POC(sc)lBs(Sc)| . (8)

The Green’s functiorgﬁi 'ki(z) determines completely the probability of elastic

tunneling through the quantum we#ee below. We shall not study the standard contri-
bution to the tunneling amplitude engendered by the impurity 1&yet e4,—i7y4; this
contribution has been studied in many works. We wish to call attention below to the
additional features which appear in the spectrum of a quantum well as a result of tunnel-
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ing transitions between the well and the side plates. The self-consistent equation
1-Ty(2)J.(2)=0 on the low-energy poles of the scattering matfi¥(z) has in our
case the form

2= Ex—[2ed 2)(z2— Ex) +]2ca(2)|?213c(2) =0. 9

The logarithmic behavior of the self-energy pdg{z) means that it engenders single-
particle resonances in the same region of the spectrum where a Kondo resonance exists.
If the Fermi level lies sufficiently far from the band edge, so thate.> Ty, the Kondo
resonance determines the tunneling currenterTy in accordance with the results
obtained in Ref. 4. However, for—e.<Ty the multiparticle resonance and the new
edge resonances strongly influence one another. In this case the peak at the Fermi level
can be mainly a potential resonance evenTerTy . Writing the solution of Eq(9) as

E, =€, +i7,, we obtain that the low-energy poles of thanatrix are determined by the
potential scattering under the condition

YTk A N(ﬁ)llz
Tk (Wv"}’d)1/2| Acc| w

14

(10

(it was assumed that, = u). In this case we obtain from Eq9) the following expres-
sions for the energies and widths of the potential resonance at the edge of the 2D band:

1 ) 4A7,
T a=z
ACC ' (ACC)Z

(11)

Here A c=poc(ic+iho). A solution exists if 1A/ .>1. For a,<1 the resonance is
split, and in the limita, — 7/2 two resonances merge into one peak whose width is equal
to t,. Comparing the conditioril0) with the conditions for the existence of an edge
resonance, we can see that the conditid® always holds as long as this resonance
exists.

€+=g.tt,CcO0Sa;, 7y,-=t sing,, t,=yoexp<—

4. The tunneling transmittance is determined by the expression
o(u)=2€" | dES(E—p) 2 W(k, k', E).
Ky k')

We employ for the probabilityW(k, ,k’, ;E) of elastic tunneling a Landauer-type for-

mula, which represents the probability in terms of thmatrix: 7= H,GH, (as shown in
Ref. 10, the Landauer formula remains valid in the presence of Kondo scattaiieg
assume that the matrix element containing the Green’s fundfSmmakes the main
contribution to the tunneling amplitude

W(kL !k,L vsllz):|7—(klsllz ;k,;SE/)|25(8k_SE,)
= 2 Ti(k,.po e TRK P e
d8kr

dk/
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The tunneling widths in this expression equdlS(k, ,p, ;ep) = |Te(ex —
SSL)|2|B(|(J_)|2|B(pl)|2py(8z — &p)- The tunneling transmittance contains regular and
resonance contributions( ) = og(u) + o, (). The regular contribution( ) is due to
tunneling via the 2D continuum:

e To(u)Tor(p) ,
T TG i TG0 P 2 Touw) =2 [Te(wlPu(1)~ vo.

oo(p)=
The sharp resonance peaks corresponding to the above-obtained new edge resonances
will be seen against a backgroung(u) if vo>max(y, ,|u—ed.t;). Their contribution to
the transmittance is determined by the expression

€ Fo(ec)Tor(ec) 4|ECC|2

of(u)=—F g [(em— e+ Yol X (), Fr=e .

B P A Y SN
(13

m=r= for a split resonance anmi=r for an unsplit resonance,

1 |:u“_8c|7l! 70>|/-L_8c|>7rt
l(w)=2, [B(k)[* 2=—"10c|B(e0)|* 14
(=2 [BODF ok, (W= FodBleal | Ly ™ e

for split and unsplit resonances, respectively. The maximum contribution to the transmit-
tance withe,,= u equals

omax:&sm Sn=F (ﬁ)2>1 (15
M (Fou+Tor)® ™™ ™ ¥Ym '

where y,,=t,a,, a,<1, for a split resonance angl,=t, for an unsplit resonance.
Therefore the resonance contribution to the transmittance has the form of either two
peaks which are symmetric relative to the edge of the unperturbed two-dimensional band
or one peak withu=¢.. In both cases, as one can see from Hdy), we obtain an
exponential increase in the transmittance in an elementary tunneling event as compared
with the standard case of tunneling through a resonance impurity 3éMeik increase
occurs for two reasons. First, the new resonances arise as a result of the potential scat-
tering of “evanescent” states which exist in the regien ¢ .< vy, on electrons from the
walls. For this reason, the widths of the obtained resonances are much smaller than the
tunneling widthg(in contrast to the standard shallow levels near the edge of the 2D band,
which we studied in Ref.)7 Second, the transmittance contains an additional enhance-
ment factorl (1) associated with the proximity to the edge of the 2D continuum. On
account of the last factor, the contribution of a single-particle resonance can be greater
than the contribution of the Kondo resonance in the regione . <Tyx even when the
condition(10) is satisfied. The ratio of the heights of the two peaks in the transmittance
equals

ol R =W, 4l ¥7 . (16)

We underscore that the new resonances exist in the regime of coherent tunneling between
bands of different dimension in the energy rangee.<y,. A remarkable feature of
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these resonances is that they exist for any admissible position of a deep impurity level

and, in contrast to a Kondo resonance at the Fermi level, they are temperature-
independent.
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In d-wave superconductors the electronic entropy associated with an
isolated vortex diverges logarithmically with the size of the system
even at low temperatures. In the vortex array the entropy per vortex per
layer,Sy, is much larger thakg and depends on the distribution of the
velocity field v around the vortex. If there is a first-order transition
upon a change of the velocity distribution, then there will be a big
entropy jumpAS,~ 1lkg at the transition. This entropy jump comes
from the electronic degrees of freedom on the vortex background,
which is modified by the vortex transition. This can explain the big
jump in the entropy observed in the so-called vortex-melting transition
[A. Junod, M. Roulin, J-Y. Genouet al,, Physica C, to be publish&d

in which the vortex array and thus the velocity field are redistributed.
The possibility of the Berezinskil—Kosterlitz—Thouless transition in the
3-dimensionald-wave superconductor due to the fermionic bound
states in the vortex background is discussed.1997 American Insti-

tute of Physics[S0021-364(®7)00606-3

PACS numbers: 74.28z, 74.72-h

1. GAP NODES AND SCALING

The low-energy properties of superconductors with nodes in the energy gap are
governed by the electronic excitations close to the gap nodes. The electronic density of
states(DOS) in the homogeneous superconductotsse, e.g., the reviéiv

2-D
— <
TC) H E TC1 (1)

N(E)~Ng

whereD is the dimension of the nodes alNf is the DOS at the Fermi level in the
normal metal. In the mixed state of superconductor the superflow around the vortex leads
to a Doppler shift of the energl to E+vg(r)-p, wherevg(r) is the local superfluid
velocity. This gives a finite DOS at zero energy:

PrUs 2P
Te

@

N(O)~NF<
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Hereu, is the characteristic value of the superfluid velocity in the vortex array, given by
ve~hImgRy, whereRy~ £(B.,/B)Y? is the intervortex distanceB is magnetic field,
and é~vg /T, is the coherence length. Thpgvs/T.~ VB/B,,, and this gives the fol-
lowing electronic DOS at zero energy as a function of magnetic field:

()

1-D/2
N(O)~NF(B—C2>

There are two different regimes, those of strong and weak fields, with the crossover
parameter
T T ( Bcz) vz

S @

which separates the superflow-dominated regiwel from the temperature-dominated
regimex>1 (see Ref. 4 In general the thermodynamic functions depend on the param-
eterx. For example, the free energy of the excitations on the background of the vortex
array is

B 2—D/2~

F(T,B)zNFTg(—) F(x), (5)

Bc2
whereF(x) is the dimensionless function of the dimensionless paramet&ee also the
recent paper by Simon and Le¢heir crossover parameter differs from our by the factor
VT./Eg. This is because Simon and Lee used the linearized spectrum of the fermions in
the very vicinity of the gap nodes, which can be justified only at rather low temperature,
T<T§/EF .) The normalization can be found from the low-field asymptotel, where
the largest contribution comes from the bulk superconductor, while the effect of vortices
is small. It follows from Eq.(1) that the free energy of the homogeneous state
~—NgT4(T/T,)* P, and this gives the following normalization &(T,B) and the
low-field asymptote

F(x)~—x4D, x>1. (6)

2. SCALING FOR A d-WAVE SUPERCONDUCTOR
Free energyln the case of nodal lines, i.e., for a node dimendionl, one has the

following estimate for the free energy of the excitations in the background of the vortex
array:

3/2
F(T,B)=NFT§<B—2) F(x). 7)

Let us find the asymptotes d¢f(x) at x>1 andx<1. Let us consider first the
weak-field casex>1, i.e., the case of a dilute vortex array. In addition to the largest
asymptoteF (x) ~ —x3 from the bulk superconductor there is also the contribution from
vortices. It comes from the modification of the normal-component density due to excita-
tions: p,(T)~pN(T)/Ng. This leads to a decrease of the kinetic energy of the superflow
around the vortex, and thus the contribution to the energy of a vortex array with vortex
densityn=B/®,, whered,, is the flux quantum, is
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F(B—0) ! (T) d?r v~ —N_T2 B T | RvT
2P0 e s S CFIEBL, T, U ET,

®

This corresponds to the termx In xin E(x). So, the leading terms in the asymptote of
F(x) atx>1 are

F(x)~—xInx—x3, x>1. 9
The asymptote OE(X) atx<1is
F(x)~—1-x2, x<L1. (10)

Here both terms are from the vortices. The first one is temperature independent and does
not contribute to the entropy or specific heat, but does contribute to the vortex magneti-
zation. It comes from the nonzero normal-component densify=a® due to the super-

fluid velocity: p,(T=0)~pN(E=0)/Ng~ p(prvs/Tc)2 P (see Refs. 6-9

3/2

1 2b B
F(THO)=—Ean d?r vg(pF—”S) ~—NFT§(— (1)

Ry>r>¢& Tc BCZ

The secondquadratic inx) term in Eq.(10) gives a term linear in temperature to the
specific heatC(T,B)=TB (Ref. 3.

Vortex entropy For the entropy density one has
TB) == N TS 12
S( ’ )__(9_1—_ FB_CZ CS(X)i ( )

S=- T (13)
X
The asymptotes cE(x) atx>1 andx<<1 are
S(X)~In x+x2, x>1, (14)
§(x)~x, x<1. (15)

The vortex part of the normalized entroET{x), i.e., without the bulk ternx? in Eq. (14),
can be written using the interpolating formula

S(x)~In(x+1), (16)

which gives both the logarithmic term in E¢L4) at largex and the linear term in Eq.
(15) at low x.

It is instructive to write the vortex entropy per vortex per layer

SW(T.B) Ee
k—B’VT—C In(x+ 1), (17)

whereE¢ is the Fermi energy. Note that the logarithmic vortex entropy in(E4) also
follows from the 1E behavior of the vortex DOS found in Ref. 4. Using the result of Ref.

493 JETP Lett., Vol. 65, No. 6, 25 Mar. 1997 G. E. Volovik 493



4, one can find an exact equation for the vortex entropy at lrrgeing an axial distri-
bution of the superfluid velocity around the vortex= (%/2mgzr) ¢:
Su(T,B) UFPE

ke =2In2A, In x,

x>1. (18)

Here A’ is the angle derivative of the gap at the node.
Heat capacity For the heat capacity one has

0S B ~
C(TB)=T 7 =NeTeg—Cx). (19
- IS
CO)=x—. (20

Using the interpolating formulél7) for the entropy, one obtains interpolating formulas
for the vortex part of the heat capacity

C(T,B)~NgT (21)

°B., 1+x’
which gives both asymptotes found in Ref. Et(x)~x for x<1 and 6(x)~1 for
x>1.

3. DISCUSSION

The electronic entropy per vortex per lay& in Eq. (17), is much larger thakg
even atT<T.. For an isolated vortex this entropy diverges as the logarithm of the
dimensionR of the systemS,,~kg(Eg/T)In R (actuallyR is limited by the penetration
length and is at least a factor &g /T.>1 larger than the configurational entropy of the
vortex in the 2-dimensional systei®,,,~kg In R. The logarithmic behavior d,, with
R limited by the intervortex distandey,, persists tillT~T.yB/B., (or x~1). Due to the
large factorE-/T.>1 the entropy per vortex per layer can be of ortlgreven at
T<T.VB/B, (orx<1), but it finally disappears in the high-field limiT&T.yB/B, or
x<1).

It is important thatS,, depends on the distribution of the velocity fieldaround the
vortex. If there is a first-order transition upon a change in the velocity distribution, one
can expect a big entropy jump,S~ 1kg . This entropy jump comes from the electronic
degrees of freedom in the vortex background, which is modified by the vortex transition.
This can explain the latent heat~0.4%gT/vortex/layer observed on the so called
vortex-melting line in a detwinned Y-123 crysthandL ~ 0.6+ 0.1kgT/vortex/layer in a
twinned sample of Y-123.Even higher values of the entropy jump have been deduced
from the magnetization measuremehtsSuch an entropy jump can occur both at the
vortex-melting transition and at a first-order transition in which the structure of the vortex
lattice changes, say, from a hexagonal lattice closg;tto a distorted tetragonal lattice
far from T;. The latter structure was observed in Ref. 12 and is discussed in Ref. 13.
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Note that the fermionic entropy of the 3-dimensional vortex loop of the leRgth
xR InR, as distinct from the configurational entropy of the lo&g, < R. This
R In R behavior of the vortex loop entropy, together with the large prefactor, can in
principle cause a BerezingkiKosterlitz—Thouless transition in the 3-dimensional sys-
tem. This is supported by the following observation. It appears that if one uses the
quantum-mechanical approach to the vortex DOS, by calculating the discrete bound
states of the fermions on the background of the inhomogeneous distribution of the su-
perflow around the vortex, one obtains a value of the vortex DOS that is twice as large as
that obtained from a classical treatment of the fermions in terms of the Doppler shifted
energyE+vy(r)-p (Ref. 4.

The classical approach gives the conventional expression for the energy of isolated
vortex in terms of the superfluid densipg(T)=p—pn(T)
2

R
Fv=—=(p—pn(T))In —. 22
v=gmz (P~ en(THIn (22
At low T, wherep,(T)/p~TI/T., the second term corresponds to a logarithmic entropy
of the vortex. The quantum-mechanical approach in terms of the fermionic bound states
in the vortex background suggests the larger contribution of the fermions to the vortex
entropy. This can be written using the enhancement facto ()

2
R

[p—(1+a(T))pa(T)]In g (23

According to Ref. 4 one hag(0)=1. If this value ofa persists to higher temperatures,

the energy of an isolated vortex becomes zero at some tempefBjst@., where

pn(Ty)=3p. Thus atT,, one would have the BerezinskiKosterlitz—Thouless transition

in the 3-dimensional system, occuring due to the essential contribution of the fermionic
bound states to the vortex entropy. However, it is more natural to expect{figt
decreases continuously with temperature, approaching z€érp, atince the effect of the
bound states should be negligible in the Ginzburg—Landau region. So, the possibility of
the Berezinski-Kosterlitz—Thouless transition in thid€3system depends on the details

of the behavior ofx(T).
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On the effect of a magnetic field on the yield point and
kinetics of macroplasticity in LiF crystals
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A strong effect of a static magnetic fieBl on active deformation ki-
netics (€= cons} in LiF crystals is observed. This is a threshold effect
with respect tdB ande; it is observed only foB> B. (B=0.4T) and
e<e; (ec~107* s71). Magnetic sensitivity is exhibited by the yield
stress 7,, which decreases by approximately a factor of 1.5 for
B=0.48 T, and by the stage-1l and stage-lll hardening coefficiénpts
and 6y, , the former decreasing and the latter increasing in a magnetic
field. A physical interpretation is proposed for the observed behavior.
© 1997 American Institute of Physids$0021-364(®7)00706-§

PACS numbers: 62.20.Fe, 75.9Qv

In 1987 it was discovered that individual dislocations in NaCl samples placed in a
static magnetic field can move without the application of a mechanical'lde. basic
properties of this new phenomenon, which has been termed the magnetoplastic effect,
were studied in these and other nonmagnetic crystals in a subsequent series of intensive
investigations by several independent grotigé.First of all, it was established that the
role of a magnetic field is to depin dislocations from paramagnetic obstacles. It is thought
that this occurs as a result of spin evolution in a magnetic field, resulting in the removal
of the spin-forbiddenness of the process, which radically changes the configuration of the
system, destroying the barrier to dislocation motion. In this scheme, the depinning time
74p Of @ dislocation is limited by the spin evolution in the system comprising the dislo-
cation and paramagnetic center. It is obvious, however, that processes of this type can
proceed only as long as appreciable spin—lattice relaxation does not occur over the time
T4p- Otherwise, the thermal disordering of the spins should remove the effect. Taking
into consideration the fact that the spin—lattice relaxation tigyés virtually independent
of the magnetic field anddpocB*Z, it can be expected that there exists a threshold field
B, determined by the estimatg,(B.)=r, below which there should be no magne-
toplasticity. Such a threshold has indeed been observed experimentally in a recent
work 13

So far we have been talking about investigations of the effect of a magnetic field on
microplasticity in crystals under conditions when the dislocation densjtgloes not
exceed values of the order of 4010° cm™2. At such densitiep the dislocations pin
one another relatively weakly. Indeed, in this case the average distance between “forest”
dislocations that cross a slip plane is of the order afpl/~100 um, and the average
distance between impurity centers on a dislocation line in typical cases is no more than a
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fraction of a micron. Therefore the “switching off” of point obstacles on dislocations in

a magnetic field decreases the resistance to the motion of a dislocation by two to three
orders of magnitude. This explains the experimentally observed motion of dislocations in
a magnetic field under the influence of extremely low internal stregfethe order of

0.01 MPa as well as the high sensitivity of the dislocation mobility to weak external
perturbations?

At the same time, the question of greatest practical interest is the possibility of using
the magnetoplastic effect to control the macroplasticity of nonmagnetic materials. This
question is still open. It should be noted, however, that under conditions of macroplastic
deformation the dislocation densigy ordinarily is several orders of magnitude higher
than the initial values and, correspondingly, the distancéplfis several orders of
magnitude lower(for example, forpy~10® cm 2 we have 1{pg~1 wum). For this
reason, such radical magnetic disordering of crystals as is observed in experiments with
individual dislocations, unfortunately, cannot be expected in macroplasticity. However,

in Ref. 9 an appreciable increafley up to a factor of twpin the rate of straire with

increasing magnetic field was recorded in the hydraulic loadirg consi of a series of
alkali-halide crystals in a magnetic field. Unfortunately, the authors could not measure by
their method the effect of a magnetic field on such a fundamental characteristic as the
yield stressr, .

From our standpoint the method of active deformatier (cons} is better suited
for this purpose. This method makes it possible to measure multistage loading curves
7(€), which fix both 7, and the hardening level at different stages of deformation. Our
objective in the present work is to demonstrate observations of a strong magnetic effect
on the kinetics of active deformation of LiF crystals, specifically, on the yield stress of
these crystals.

The deformation experiments with and without a magnetic field were performed on
a compression machine in which all parts located in the magnetic field region were made
of nonmagnetic materials — aluminum, bronze, and brass. The compressing cross-heads
(puncheons consisted of ruby cylinders. The rate of strain varied from °10
to 10 % s™1. The temperature was equal to room temperature. The samples used were
“technically pure” LiF crystals. Preliminary heat treatment of the samples was not
performed. A magnetic field was produced by moving up a permanent magnet with an
extensible pole separation. The magnetic induction could be varied from 0 to 0.5 T.
Samples in the form of approximately X2.5<8 mm parallelepipeds were cleaved
along cleavage planes. The strain curves were automatically recorded on a KSP-4 re-
corder.

Three-stage strain curves were obtained during compression of LiF crystals with and
without a magnetic field. The compression curves for two samples strained in the absence
of magnetic fieldcurvesl and2) and three samples compressed in a 0.48 T f{igldves
3, 4, and5) are displayed in Fig. 1. Comparing the two series of curves shows that the
slope of the initial rectilinear section, corresponding to elastic deformation of the crystals,
is the same with and without a magnetic field. However, the yield stiessthe case of
tests in a magnetic field, just as the stresggsnd 7, at the start of the deformation
stages Il and lll, respectively, are much lower than in the &s®. One also notices a
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FIG. 1. Stress—strain curves for LiF crystals with no magnetic fieldves1 and2) and in a 0.48 T field
(curves3, 4, and5); the rate of strain is 510°° s™1. Inset: Schematic stress—strain curve with the stages of
deformation and the corresponding parameters indicated.

decrease in the slope of the curvég) at the stage Il of work hardening and an increase
in the sloped7/Jde at the stage Il of deformation in a magnetic field as compared with the
corresponding slopes of the curves B+ 0.

Figure 2 displays a series of curves of the above-noted characteristics as a function
of the magnetic induction: the yield stresg (a), the work-hardening coefficient
0,=(d7/de);, (b), and the hardening coefficient at stage Ill of deformation
6,,=(dr/de),, (c). All curves pertain to a rate of strai=5-10"° s~ L. Similar depen-
dences were also observed with a rate of straia=e1.0~° s~ 1. However, at higher rates,
starting ate=10"* s, the magnetic sensitivity of the curvege) vanished.

The threshold character of the three magnetic field dependences in Fig. 2 correlates
completely with the existence of the previously obset¥éresholdB, of the magneto-
plastic effect. Judging from Fig. 2, in the case at h&he=0.4 T. The threshold with
respect tae can also be qualitatively understood in the light of the model being developed
here. A magnetic effect on the curvege) should be observed only as long as the
barrier-destroying spin-evolution time is shorter than the time required for a dislocation
to overcome a barrier by thermal activation. Since the stwegsreases with the rate of
straine, while the expectation time for thermal activation correspondingly decreases, it is

clear that there should exist a threshold réetabove which the depinning of dislocations
from point defects is limited by thermal fluctuation and not spin processes.

Investigation of strained samples in transmitted polarized light revealed that in fields
B>B, only one pair of orthogonal slip planéBig. 33 participates in deformation in a
magnetic field, while without a magnetic field all four possible slip systems are always
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FIG. 2. Magnetic induction dependence of the yield stresga), work-hardening coefficiens, (b), and
stage-lIl hardening coefficiertt,, (c). The rate of strain is 5107° s™1.

observedFig. 3b. It is important that in a magnetic field systems in which edge dislo-
cations are parallel to the field become nonoperational. This is in complete agreement
with the previously established fact that the magnetoplastic effect is not observed on edge
dislocations oriented parallel to the field. At the same time, the decrease in the number of
slip systems is naturally explained by the decrease in the work-hardening coefficient in a
magnetic field(Fig. 2b.

It is well known that the transition to stage Il of deformation occurs when the work

performed by the dislocation sources is compensated by annihilation processes — mutual
annihilation of dislocations of opposite mechanical signs. This decreases the hardening

q b

FIG. 3. Diagram of the arrangement of active slip systems in LiF crystals during deformation in a magnetic
field (a) and without a fieldb).
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coefficient(the slope#,,=(d7/de),, in stage Ill of deformation as compared with the
corresponding leved,, at stage Il. Apparently, the same reserve of growth in the dislo-
cation density which may be responsible for the increase in the glgper B>B. can

also be provided by the slip systems which are not actuated at stage Il during the straining
of crystals in a magnetic field.

In summary, during the active deformation of LiF crystals there exists a quite ap-
preciable macroscopic magnetoplastic effect in which the yield stress decreases substan-
tially (by a factor of 1.5atB=0.48 T. As the field increases further, the effect can be
expected to become substantially stronger. In the light of the observed threshold nature of
the effect with respect tB ande, it is possible that in those cases where a pronounced
effect of magnetic field on the plasticity of nonmagnetic materials is not obséseed
for example, Ref. 1f the reason could also be an unfortunate choice of experimental
conditions B8 ande).

We are deeply grateful to A. L. Buchachenko, Yu. I. Golovin, and E. V. Darinskaya
for helpful discussions.
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Transport properties of NdBa ,Cu3Og,, ceramics at the
edge of the superconducting region upon a

decrease in carrier density as a result of oxygen
disordering in the Cu-O , planes

V. F. Gantmakher,® V. V. Sinitsyn, and G. E. Tsydynzhapov
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N. A. Doroshenko and V. P. D'yakonov®
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Donetsk, Ukraine

(Submitted 21 February 1997

Pis'ma Zh. Ksp. Teor. Fiz65, No. 6, 475—-48(Q25 March 1997

An initially nonsuperconducting ceramic sample with the composition
NdB&Cuw;Og .,  is brought, by means of pressure and quenching, to a
state with a high carrier density and a superconducting transition, after
which it is returned to the initial state by gradual annealing in several
steps. The evolution of the magnetoresistance of the sample showed
that even in the most resistive state realized in the experiment the
superconducting interaction influences the resistance of the sample at
fields all the way up to 5—6 T. Inma8 T field the change in resistance

in this state in the temperature interval from 0.4 K to 20 K is described
well by a logarithmic lawAR=logT. © 1997 American Institute of
Physics[S0021-364(07)00806-3

PACS numbers: 74.25.Fy, 74.72.Jt

The transport and superconducting properties of the compoundgdRE; ., (R is
a rare-earth elemenare determined by the hole density in the CuQ planes. Holes
arise because electrons are transferred from these planes to the, €hai® planes.
Studies by many investigators have established thatepends not only on the oxygen
concentratiorx in the Cu—Q planes but also on the arrangement of the oxygen in these
planes, which can vary on account of the finite mobility of the oxygen atoms even at
room temperatur@,~ 300 K. The variants of the oxygen arrangement reduce to distrib-
uting oxygen over Cy, 10, chains of different lengtly.

It is well known that the density,, and the superconducting transition temperature
T. decrease when the samples are heatedr'tol, and then quenched in liquid
nitrogen’? As the temperature increases, long,C1O, chains break up into shorter
fragments, and the fraction of fragments witls4, which do practically no trapping of
electrons from the CuPplanes and do not contribute to the formation of the carrier
densityn,, in them, increase’? When the quenched sample is held at room temperature
T,, the chains gradually increase in length, so that their average lgngtisumes an
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equilibrium valuey(x,T,) within approximately one day. Accordingly, the density
also returns to its equilibrium value.

It is also possible to act on the oxygen subsystem by means of an external pressure
P (see Ref. 5 and the references cited theréihe decrease in the volume of the unit cell
in the compressed sample results in a higher equilibrium wa¥gT, P). Quenching can
also preserve such a state of high densjfyafter the pressure is removed. Annealing of
such a sample at room temperature will decregsand, correspondinglyT.. .

At values ofx for which the sample is at the edge of the superconducting region
(with densitiesn,, close to the critical valugsa larger interval ofn,, values can be
spanned by applying pressure than by increasing the temperature..|6 Réfansition
temperaturel .~ 30 K was achieved in an initially nonsuperconducting ceramic sample
NdBa&aCu;Og 67 by applying pressure, and then, with the pressure removed, the sample
was returned to the initial state by holding at room temperature. We employed the effect
of Ref. 6 to track the evolution of the temperature dependence of the resistance and
magnetoresistance near the edge of the existence region of superconductivity in a single
sample, i.e., on a fixed structural background.

We obtained the ceramic NdBau;Og, « by solid-phase synthesis of a mixture of
neodymium and copper oxides and barium nitrate at temperatures of 900—1000 °C for a
time o 8 h in anoxygen flow, grinding the intermediate product once. From the powder
obtained, samples in the form of tablets 10 mm in diameter and 1.3 mm thick were
pressed at a pressure of 0.7 GPa. Sintering was performed in an oxygen stream at
T=1000 °C for 15 h, followed by cooling to 425 °C at a rate of 1 deg/min and holding
periods of 3, 15, and 20 h at 650, 580, and 425 °C, respectively. The oxygenxridex
the samples was determined by iodometric titration to be equal to 0.94. It was decreased
nearly to the critical value by heating the samples in a nitrogen stream at 458 °C for 20
h and then cooling to room temperatuythe value ofx was calculated according to the
change in weight The critical value of in the neodymium ceramiR = Nd) is much
higher than in the yttrium cerami® = Y).”® In our sample the index was equal to
0.67, just as in Ref. 6.

The dimensions of the sample were approximately2x 5 mm. The resistance was
measured by the standard four-contact method with the aid of pressure contacts consist-
ing of pointed gold wires. The measurements were performed in a cryostat with pumping
on He-3 vapor; a magnetic field of up 8 T was produced with a superconducting
solenoid.

The initial state of the ceramic, equilibrium at room temperature, was characterized
by a rapid growth of the resistance with decreasing temperature, without any indications
of a superconducting transitioffrig. 1, curve #L Next, the sample was subjected to
compression to a pressure of 1.5 GPa at room temperature for 24 h. The pressure treat-
ment was conducted in a piston—cylinder type apparatus. Silicone was used as the pres-
sure transmitting medium. To prevent the silicone from entering the pores in the ceramic,
the sample was placed inside a rubber sheath which transmitted hydrostatic pressure well.
The chamber was disassembled at room temperature, the process requiring 8 min, after
which the sample was quenched in liquid nitrogen. The placement of the sample in the
holder with the contacts was done at liquid nitrogen temperature without heating the
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FIG. 1. Temperature dependences of the resistance of a J8dBa; c; sample in zero magnetic field in states
#1-#5(states #1 and #5 are equivalerihset: Temperature dependences of the ratio of the resistances for all
of these states in zero field and in a 7.7 T field.

sample. As a result, a sample with a complete superconducting transition starting at about
40 K and ending at 10 K was obtainé€ig. 1, curve #2 Next, the carrier density in the
sample was decreased by heating the sample to room temperature; allowing the sample to
stand for aboul h substantially changed its state. In this manner, a series of different
states was obtaine@Fig. 1, curves #3 and #4At the last stage the sample was held at
room temperature for about two days. This gave the state #5, which, according to mea-
surements ofR(T) and R(H), was identical to the initial state, confirming that all
changes are reversible.

In this manner, we obtained four states #2—#5 with different values,oénd
fundamentally different dependend®éT). The magnetoresistance and its variation with
temperature were measured for each state. The results are presented in the inset in Fig. 1
and in Figs. 2 and 3. We shall now proceed to a generalization and discussion of the
results.

The superconducting response in granular materials has three compbnents:

a) London component — individual granules, becoming superconducting, shunt the
resistance around themselves; this component is destroyed by the criticah figd),
which results in a positive derivativiR/dH;

b) Josephson componer— a nondissipative current flows between neighboring
superconducting granules and produces extended sections with no resistance; this state is
destroyed by a fieltH ;<H,; and,

¢) incoherent componér— a single-particle current, which is less than the normal
current because of the superconducting gap at the Fermi level, flows between a super-
conducting and a normal granule or between two superconducting granules but with the
Josephson current suppressed; a fidldby destroying the gap, intensifies the single-
particle current, which results in a negative derivati gH.

These components all produce quite substantial changes in the resistance. For this
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FIG. 2. Magnetic field dependences of the resistance in two different $t8esnd #3, T=0.4 K (compare
with the temperature dependend®@T) for the same states in Fig).1

reason, the very existence of a large magnetoresistance attests to the existence of a
superconducting interaction, which is destroyed weakeneflby a magnetic field, in a

given state at a given temperature. For example, according to the inset in Fig. 1, the
superconducting interaction in the state #2 first appears at 40 K and not 30 K, as one
might conclude from the curvR(T). In the most resistive stat@’) the R(H) curve

clearly exhibits manifestations of a superconducting interactidn=e.4 K, while on the

olivvit e
1 10
T, K

FIG. 3. Temperature dependences of the resistance in the state #5 in different magnetic fields. The limiting
curve R (log T) (7.7 T field is shown separately in the inset.
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R(T) curve these manifestations are masked by the increaRewiith decreasing tem-
perature.

All three components of the superconducting response can be distinguished in the
curvesR(H) in Fig. 2. The rapid growth of the resistance in weak fields reflects the
suppression of Josephson currents by a magnetic field; the region of negative slope
JdRI9H reflects the growth of the single-particle current as a result of a decrease in the
ratio A/T; and, finally, the positive derivative in strong fields for state #3 reflects the
suppression of superconductivity in granules. The characteristicHiglds the same for
the last two components, and the ratio between the components is determined by the
temperature and structure of the sample: the average sizes and density of the supercon-
ducting granules as well as the transmittance of the contacts between them. It is known
experimentally that the higher the normal-state resistance of the material, the larger the
fraction of the incoherent component in the superconducting resgonse.

We now return to Fig. 3, where the curvB$¢T) for the state #5 in different fields
are presented. Even at our lowest temperature, 0.4 K, a 7.7 T field is already quite strong
and the derivative’R/JH in this field practically equals zer@ee Fig. 2 We verified
experimentally thatR(H) is saturated by 7.7 T at higher temperatures as well. This
means that the curvg(T) measured in a 7.7 T field is the limiting curve with respect to
the family of such curves in weak fieldR(T); 7 =Rin(T). In the temperature range
4-30 K the family of curves approaches the limiting curve from bele®/¢H>0) and
reaches the limiting valueRj, in fields of 1.5-2 T. ForT<4 K the resistancer,
increasing in weak fields, becomes much greater Rgn, but the derivativedR/oH
changes sign in fields 1.5-2 T and becomes negative, so that the family approaches the
limiting curve from above and reaches the curve in fields of 6-7 T.

In Fig. 3 the temperature is plotted on the abscissa in a logarithmic scale. In this
scale the limiting curveR(T) at T<20 K is astraight line. To underscore this basic
experimental result of the present work, the cuRjg,(T) is once again plotted sepa-
rately in the inset in Fig. 3. Such logarithmic temperature dependences have recently
been observed in two other families of high-temperature superconductors — the systems
La,_,Sr,Cu0Q, (Refs. 10 and 1land Bi(Sr, La),CuG;, « (Ref. 12. This is what moti-
vated us to perform such an analysis of our results.

The physical mechanism leading to a logarithmic divergence in the low-temperature
normal resistance of highz superconductors is unclear at present. It should be noted that
in the region of logarithmic temperature dependence the resistance varies by a factor of 4,
i.e., the logarithmic term dominates. This signifies that weak-localization type processes
cannot be responsible for the Idgerm. It is also difficult to invoke the Kondo effect to
explain this dependence, since the cuR¢g (T) was measured in a quite strong field of
8 T, and similar curves were obtained in Refs. 10 and 11 even in a field of 60 T.

However, in this problem there are not only theoretical but also experimental am-
biguities. Experiments must distinguish the dependence

ARxlog T (1)
from the dependences

1R=a+bT¥ n=2or3, 2
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FIG. 4. Limiting values of the conductanceR}/, as functions off*2 and T2, Solid line — description of the
experimental data with the aid of Idg The arrows mark the temperature interval where this description agrees
with experiment. The dashed straight lines demonstrate the region where the experimental d&{g oarlLbe
described by a power-law function.

which follow from the scaling description of the neighborhood of the metal—insulator
transition in a three-dimensional matetiahnd have been repeatedly observed experi-
mentally (see Ref. 14 and the references cited theréur results are presented in Fig.

4 in the scale§¥? and TY3. The temperature interval where the relati@hdescribes the
experimental data is narrower at the high-temperature end than in the case of i(@ation

But at the low temperature end of the interval the differences in the descrigfipasd

(2) are smaller than the measurement accuracy, and it is obvious that even measurements
performed on this sample at lower temperatures will not permit one to choose between
these two descriptions. For this reason, experiments on other samples and materials must
be performed in order to choose between the descriptibnand (2).

In summary, we have shown in experiments on the ceramic Nd&®s . , that:

(a) The magnetoresistangpositive in weak fields and negative in strong figlds
much more sensitive to the presence of a superconducting interaction than is the function
R(T), and

(b) after superconductivity is destroyed by a magnetic field the temperature varia-
tions of the resistance below 20 K are described very well by the functioif.log

We thank A. M. Lavrov for numerous discussions. This work was supported in part
by the Russian Fund for Fundamental Research Grant 96-02-17497 and INTAS—-RFBR
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Field dependence of the anomalous Hall effect
coefficient of granular alloys with giant
magnetoresistance
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It is shown theoretically that the anomalous Hall effésHE) coeffi-
cientRg of magnetic granular alloys exhibiting giant magnetoresistance
(GMR) depends strongly and, in the general case, nonmonotonically on
the magnetic field as a result of the effect of the field on the character
of the charge-carrier scattering and the AHE. The experimental data,
presented by H. Sato, H. Hemmi, Y. Kobayashial, J. Appl. Phys.

76, 6919 (1994, on the field dependende,(H) in Co—Ag granular
alloys at low temperatures are explained. The presence of a maximum
in the field dependend®.(H)| in annealed Co—Ag alloys attests to the
fact that skew scattering plays a dominant role in the formation of the
AHE and that the main carriers of the AHE in these alloys are states
whose spin polarization is directed oppositely to the magnetization. The
presence of a minimum in this dependence for unannealed samples
indicates nonuniformity of the granule size distribution. 1©97
American Institute of Physic§S0021-364(17)00906-7

PACS numbers: 73.40.Hm, 72.20.My, 75.70.Pa

The Hall fieldE, in magnetic materials can be written in the form
Ey: RoBzix+4mRM,j, 1

whereB, is the magnetic inductionyl, is the magnetization;, is the current density,

Ry is the normal Hall effect coefficient due to the action of the Lorentz force,Ranid

the anomalous Hall effedfAHE) coefficient. The AHE arises due to the effect of the
spin-orbit interaction on the scattering of spin-polarized charge catrféfke coefficient

Rs is generally called the AHE constant, since for all previously investigated ferro-,
antiferro-, and paramagnetic metals and alloys it does not depend on either the magneti-
zation or the magnetic fielt? However, it was recently discover&tithat in systems
exhibiting giant magnetoresistan@MR) the AHE coefficient is a nonmonotonic func-

tion of the magnetic field, specifically, in granular alloys it exhibits a maximum or a
minimum in fields of the order of 2—5 kOe. This letter proposes a simple explanation for
this newly discovered behavior of the AHE and shows that both the dominant mechanism
of the AHE and the main carriers of the AHE in specific granular alloys can be judged
according to the form of the field dependenceRaf
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The essence of the proposed explanation is as follows. According to the definition

)

(H
Ru(H)= 22 o) 2 @

wherea,, is the off-diagonal, linearly dependent on the spin-orbit interaction and there-
fore onM, as well, part of the conductivity tensor apH) is the total resistivity of the
alloy in an external magnetic field. The distinguishing feature of systems exhibiting
GMR is that by changing the local magnetic configurations a magnetic field strongly
influences the effective spin-dependent scattering potevitif@r spin-polarized charge
carriers. For this reason, two factors determine the field depend®yted — the sub-
stantial decrease ip when a field is applied and the effect of the magnetic field on
ayy, the effect depending on both the polarization of the spins of the AHE carriers and
on the specific scattering mechanisms. In the case of an asymmetric scattering mecha-
nism (skew scattering in the lowest approximation in the scattering potendgRef. 2
(V)
Txy™~ A\ W M, 3

where\ is the spin-orbit interaction constant and the brackets.) denote a configu-
rational average. For this reason, the field dependeRgés) and (p(H))? are different.
In the case of the side-jump mechanism, as is well knbwn,
(v

nyw)\WMZN)\MZ’ (4)
and therefore, according to expressid@), one should observe a correlation
Rs(H)~(p(H))?, which is not present in the experimerftHence it can be concluded
that the skew scattering mechanism is the dominant AHE mechanism in granular alloys.

We shall now examine the possible types of field dependencRg aécompanying
skew scattering. Recently, we developed a method for calculating the AHE in granular
alloys in the Zhang—Levy modé&lThis approach employs the concept of self-averaging
of the scattering probability with electron scattering by a spin-dependent impurity poten-
tial in the volume of the granules, by the interface between granules and the matrix of the
alloy, and in the volume of the matrix. This makes it possible to give a qualitative
explanation of the GMRand the AHE in sufficiently strong fields wheRy~ const®
Using this method, it is easy to obtain an expressionHgiin a granular alloy in an
arbitrary magnetic field as well. Postulating that the field dependence of the magnetiza-
tion M(H) of a granular alloy is described by the Langevin functiqi), we obtain for
the contribution of carriers with spin in a direction opposite to the magnetization to the
coefficientRg

o, (1+P9)? (1-2pyL(H)+pp)
S (1+pp)* (1-pp)?

o, (11 PD)? (1-2pyL(H)+p) | (é0+ &1L (H))?
*(1+p)*  (1-py)? & !

Ri{(H)=|R

®)
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FIG. 1. Field dependence of the AHE coefficielﬁg/R';' of annealed magnetic granular alloys=0.2,
Pp=0.2, ps=0.52,1,=50 A, 1,,=250 A, I /ag=4, RYR2=1):r,=20 A (curvel), r,=80 A (curve?2).

where

1-c¢ c(1+p2) 3c(1+p?
£ c+( pb)+ ( p), ®

lam Im rols/ag

2c 6C

1:I_pb rol 72 ’ @)
m ols/do
R® andRS are the values of the AHE coefficient in the volume and at the surface of the
magnetic granulesk,,, |,, andlg are, respectively, the average mean free path of
conduction electrons in the matrix, granules, and on the surface of the granisethe
volume density of granulesy is the average radius of the granules; amgis the lattice
constant. The parametepg and pg characterize the ratio of the spin-dependent to the
spin-independent impurity scattering potential in the volume and on the surface of the
granules. For the contributidR! of carriers with spin in the direction of magnetization to
Rs, in expression(5) p, should be replaced by p, and ps should be replaced by
—Ps-
The computational results obtained with E¢5)—(7) for the field dependence of

Rs in granular alloys, where the main AHE carriers are states with spin in a direction
opposite to the magnetizati(ithereforeR2< 0), are displayed in Fig. 1. The top curve
was calculated with the parameters corresponding to real granular alloys with granule
size ry=~20—80 A for which the amplitude of the GMR at low temperatures is
~80%. In this case, a maximum is present in the field dependdn¢kl)|; this agrees
with the experimental data for annealed Co—Ag all¢gse Fig. 6 of Ref. ¥ As the
granule size increases, and correspondingly the role of surface scattering and GMR
decreases, the extremum Ry(H) vanishes. Furthermore, for the contributiaﬁ the
extremum in the field dependence does not follow from the theory with arbitrary granule
sizes. Hence it can be concluded that the main AHE carriers in the experimental Co—Ag
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FIG. 2. Field dependence of the AHE coefficiemg/Rg in unannealed magnetic granular alloys €0.1,
c,=0.1): Ry, /R, =5 (curvel), 7 (curve?2), 10 (curve3).

granular alloys are states with spin in a direction opposite to the magnetization; this
agrees with KondorsKs conclusiod about the types of main carriers AHE il &an-
sition metals.

The expressiofb) and the field dependencesi®f which are presented in Fig. 1 are
valid only if the granules in the alloy all have approximately the same size, characteristic
for the single-domain state. For unannealed granular alloys, both quite large ferromag-
netic multidomain granules and single-domain particles can be dispersed in the nonmag-
netic matrix. This can lead to a different type of field dependdngel) (see Fig. 2 For
simplicity, let us assume that only two types of granules with concentratipasdc,
are present in the alloy, the AHE coefficients &g andRs,, and the electrical conduc-
tivity of the granules is the same as that of the matrix. Then, in the effective-medium
theory’ we obtain for the coefficierR, of the alloy

M, M,

Rs= C1R51V+CZRSZV! ®
where M=c,{M+c,M,. For single-domain granuledl;=MgyL(H), while for ferro-
magnetic granules we obtaM,(H)=MH/H, for H<H, and M,=M, for H>H,,.
Then, as one can see from Fig. 2, the field dependéRge)| is characterized by a
minimum, in agreement with the experimental data for the AHE in unannealed Co—Ag
sample$. The sharp kink inRy(H) at H~H, is evidently due to the crude model em-

ployed for the magnetization of large granules.

The following conclusions can be drawn on the basis of the foregoing analysis. The
coefficientRg in systems exhibiting GMR can depend on the field strongly, and even
more strongly than does the resistance. The presence of a maximum in the dependence
|Rs(H)| in annealed Co—Ag alloys indicates that the skew scattering plays a dominant
role in the formation in the AHE and also that the main AHE carriers in such alloys are
states with spin in a direction opposite to the magnetic field. The presence of a minimum
in the curvglRg(H)| for unannealed Co—Ag alloys attests to the fact that the granule size
distribution in these alloys is nonuniform.
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