Search for anisotropy of ultrahigh-energy cosmic rays
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It is shown that a statistically significant anisotropy exists in the arrival
directions of cosmic rays with energiesl X 107 eV and 4x 10'8 eV.
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We have examined the arrival directions of extensive air sho(ESs produced
by ultrahigh-energy cosmic rays and registered by the Yakutsk EAS apparatuke
period 1974—-1995 the apparatus detected more than 500 000 showers with energies of
3x10%-2x10°° eV. To make a more accurate estimate of the parameters of the EASs
the events for analysis were chosen according to the following criteria: arrival at zenith
anglesf<60° and actuation of at least three master stations with a particle denatty
each detector greater than 0.8 particlésimmeasurements since 1982 and greater than
2 particles/m in measurements going back to 1974. In the measurements going back to
1974 showers with energies above®6V were analyzed for the period from November
to May (the months during which the apparatus operated most sm@otg in the
measurements since 1982 showers with energies beldfvelOwere analyzed for the
same months. This left approximately 230 000 showers with energies abol@'3eV.
The energy of the primary particle engendering an EAS was determined to wi0#6
and the arrival angle was determined to withit8—7°. The energy of the showers was
determined in terms of the particle densityat a distance of 600 m from the axis of the
shower, taking into account the surrounding air temperafireand pressureP
(E=4.8X10"pgod 6,P,T) €V).2

The entire observed energy range was divided into 10 uniform intervals, and the
harmonics were determined, taking into account the exposure of the apparatus, according
to the arrival directions of the showers in right ascension. The exposure of the apparatus
was determined to within 1 min in right ascension and its amplitude 1s3%. The
results of the harmonic analysis — the amplitudes and phases of the first harmonic — are
shown in Fig. 1. It is seen from the figure that, although a statistically significant ampli-
tude was not observed, the phases in some neighboring intervals are correlated with one
another to within the limits of error: for 810'°-3x 10'7 eV and 2< 10'%-4x 10'° eV.

Combining the first four energy intervals we obtain a statistically significant ampli-
tude and phase of the first harmonic for the intervak 1®%—3x10Y eV:
r;=1.35-0.36%,¢,=123°, andn=152280(number of evenis The probability of this
happening accidentally iB~0.0009. In what follows, we shall denote the energy range
3x10%-3x 10 eV by the letterE1 and the harmonic obtained there by the vector
R1(1.3; 123°).
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FIG. 1. Results of harmonic analysBR1, R2 — statistically significant amplitudes in the energy ranBés
(from 3% 10'® to 3x 10" eV) andE2 (from 2x 10™ to 4x 10*° eV).

For the energy range»®210'%-4x 10'° eV the phases in five independent energy
intervals fall within a 73° interval in right ascension (326°-37°) and they are directed
toward the galactic plane. The probability of this happening accidentally equals
P=<0.001. The fact that the phases are directed toward the galactic plane most likely
indicates that cosmic rays with energies up to 0'° eV are galactic rays, confirming
our previous resultgsee, for example, Ref.)3Combining these energy intervals we
obtain a statistically significant amplitude and phase for the first harmonic:
r{=6.4+1.8%, ¢,=347°, andn=5683, the probability of this happening accidentally
being P~0.0027. In what follows, we designate the energy rangel@®-4x 10*° eV
by the letterE2 and the harmonic obtained there by the ve®&a(6.4; 347°).

We performed an additional analysis in order to verify that the observed anisotropy
is not accidental. The daily and seasonal variations of the surrounding air température
and pressur® could influence the arrival-direction distribution of the number of show-
ers. This effect can be substantial for small energy ranges. We shall consider first the
arrival directions of showers in the energy rarige.

1. If the threshold for selecting events with respect to dens#ythe master stations
is increased, then the following amplitudes and phaseg, of the first harmonic are
obtained: & r;=1.5+0.5%, ¢;=133°, and n=72586 for p>1.2 particles/r;
b) r;=0.6=1%, ¢,=157°, andn=19534 forp>2 particles/mM. Analysis shows that
when the detection threshold was changed, the phase of the anisotropy changed very
little: @,=123°.

Figure 2 shows the distributions of the vectors of the first harmonic in terms of the
solar-diurnal §'), sidereal-diurnal $), and antisidereal-diurnalA) variations. Assum-
ing that the spurious sidereal anisotropy is due to solar-diurnal variations which are
constant in phase, we estimated the true sidereal anisotropy by the method of Ref. 4. This
estimate gives the vectar=0.4+0.6%, ¢;=151°. This vector, which is determined
from only the arrival time of the showers, is consistent with the main veRtdd.3;
123°), obtained with the individual arrival directions of the showers taken into account.

Next we shall analyze both energy randek andE2.
The amplitudes and phases of the first harmonic of the arrival directions of showers

306 JETP Lett., Vol. 66, No. 5, 10 Sept. 1997 A. A. Mikhailov and M. I. Pravdin 306



270°

180~

& 53

80°

FIG. 2. First harmonics for the solar-diurn&@'(), sidereal-diurnal §), and antisidereal-diurnalX) variations.
The circles show the errors in the harmonics.

in right ascension for shorter periods of observation are displayed in Fthe3/ears at

the end of the observation periods, starting with 1982 forBheregion and 1974 for the

E2 region, are shown in parenthesess one can see from Fig. 3, in tl&l energy range

the amplitudes and phases lie within their error limits from the resultant vexir.3;

123°) and they lie in the same half plane. The probability that all vectors lie in the same
half plane isP=5x10"*. A similar pattern is observed in tHe2 energy range. The
probability that all vectors lie in the same half planePis 1x 10 2.

The amplitudes and phases of the first harmonic of the arrival directions of showers
for separate observation months over the entire period are displayed in @ig Aum-
bers of the months are given in parenthg¢s@s one can see from the figures, in both
energy rangek1l andE2 all vectors are always located within their error limits from the
main vectorsR1(1.3; 123°) andr2(6.4; 347°) and they lie in the same half plane as the

270°

FIG. 3. First harmonics obtained from short observation periods in the energy ahgesdE2. The numbers
indicate the years at the end of the observation periods.
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FIG. 4. First harmonics obtained from separate months of observations in the energyEangedE2 (the
numbers represent the month€ircles — errors in the harmonics.

main vectors. The probabilities of this happening accidentally in the éakesdE?2 are
equal 8<10 3.

Analysis of the data for separate observation years and months confirms the initially
obtained vectorfR1(1.3; 123°) andR2(6.4; 347°).

Of course, it is difficult to say that the effect of temperature and pressure on the
particle distribution has been taken into account completely. But it should be kept in
mind that the vectorf1(1.3; 123°) andR2(6.4; 347°) are in antiphase, and any factor
that decreases the significance of one vector can automatically increase the significance
of the other vector.

In conclusion, a statistically significant anisotropy has been found with amplitudes
and phasesr;=1.35r0.36% and ¢,;=123° for energies of ~10' eV and
r,=6.4+1.8% ande,=347° for energies of-4x 10'® eV. Efforts to take the effective
atmospheric conditions into account in order to determine the anisotropy more accurately
will continue.
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A model for the unification of interactions with composite quarks, lep-
tons, and Higgs fields is proposed on the basis obé5) group. The
model explains in a natural manner the appearance of generations, mix-
ing of cato-quarks, proton decay, and so on. A number of effects are
predicted, specifically, the existence of a fourth generation of particles.
© 1997 American Institute of Physids$0021-364(17)00217-X

PACS numbers: 12.60.Rc

INTRODUCTION

Experimental indications that quarks may not be elementary patticiake it nec-
essary to take a new look at the unification problem. Models with composite particles
(quarks, leptons, and Higgs fieldserit special attention. Arguments in favor of a com-
posite nature of quarks and leptons are briefly reproduced telow.

This conjecture follows from two facts which are now reliably established: 1
Quarks and leptons interact weakly in the same manner, atiteZlectroweak interac-
tion is described by a theory with non-Abelian local gauge symmetry. This means that
quarks and leptons transform identically under the operations of this group. How is this
possible? After all, quarks and leptons are completely different particles: Quarks interact
strongly and leptons do not. This can happen in only two cases. First, it can happen if
quarks and leptons belong to the same multiplet of an enveloping gauge group which
contains as subgroups the strong and electroweak interactions. This is the grand unifica-
tion path® Second, it can happen if the quarks and leptons are composite particles and
contain the same subparticles which interact only wedidy, which realize the funda-
mental representation of the gro®U(2)XU(1)). The second alternative has been
developed less actively, since it presupposed a knowledge of the forces which bind the
subparticles. The experiment of Ref. 1 has given the first indication of the size of quarks
(A;.~1.6 TeV), making it possible to look at the problem from a new point of view.

CHOICE OF GAUGE GROUP

Let us suppose that quarks and leptons are composite particles. There immediately
arises the question of the forces which bind the subparticles. The simplest assumption is
that, besides the groups of strong and electroweak interactions, there is an additional
group (for example, the hypercolor groupU(n).,, n=3) that binds the subparticles
similarly to the color grous U(3), . This path, however, merely transfers the problem to
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shorter distances where it must be solved anew. Indeed, now the subpaftioiest

carry two indiceSz,/;'a, and ¢, , wherei=1, 2 (electroweak interactions «=1,2,3
(strong interactions o’ =1,2,...n (hypercoloy, and it must be assumed that these mul-
tiplets are parts of the fundamental representaﬂ(ﬁw/'a, %, ,...) of anenveloping
group that includes U(n)., SU(3)., andSU(2) X U(1) as subgroups. But now there
once again arises the problem of the forces that confine the subpaticleimilarly to

the situation when the symmetry gro@=SU(5)DSU(3). X SU(2)xXU(1) was cho-

sen as the minimum possible group. For this reason, we shall start wigi¢te) group
without introducing additional gauge fields. Superconductivity can serve as an argument
in favor of this solution: In a theory with th&(1) gauge group, Cooper pairs with
nonzero binding energy appear without the introduction of additional forces. The assump-
tion made obviously presupposes a quite complicated structure of the vacuum.

MODEL

Let us assume that the theory is determined by the gauge 0(p). Its elemen-
tary representatiog® (2, ... ,£°) corresponds to a quintuplet of fundamental fermions.
From these fermions composite fermions can be constrydieclplet and singligt

wab: eabclczcaée:lgzzée:s, 0= eal .. .a5§;l. . 'gzsy (1)
where e -3 is the antisymmetric unit tensor of tf&U(5) group; the bilinear fields
ared = 7% £2 (single, 2= ¢* ;°— Ld 2 (24-pled, ande?P°= edPearyt 1% (decupley;
and, the scalar quintet is

pR= e Ak Lk ?)

There are a total five fundamental and 11 composite fermions as well as a set of
scalar fields. If, now, the quintupléf is identified with the right-handed-quarks, a
positron, and an antineutrino

r=(q*1g=(d",d%,d%e", v)g ()
(«=1,2,3 enumerates the color indices and4,5 enumerates the isotopic indices, i.e.,
the indices of theSU(2) group of the electroweak interactigrend the conjugate quin-
tuplet is identified with theilC P-conjugates

Za=(d,,T) =(d;,d;,d3.e7,v), (4)
then it is easily seen that the decuplet

0 U, -0, -ut -b*t

o U, -u? -p?

o= . . 0o -u® -D3 (5)
0o -—E*
0

L

together with the fundamental quintuplet give a complete set of fermions of the standard
model
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The composite particles are designated by capital letters; the quariese obtained by
C P-conjugation from the particlel, in the upper left-hand corner of the matf&).

The Lagrangian of the model is identical to that of QCD for one flavor with the
gauge group changing &UJ(3)—SU(5).

Thus, we have a model with the gauge grdaip(5) and composite quarks and
leptons. In addition to the standard set, there is another fermjamhich, however, is a
SU(5) singlet and does not interact with the gauge fields at low enefges it is
difficult to observé. The components' (i=1,2) of the field(2) can be identified with
the Higgs field of the standard model. The fundamental particles and their components
are:

Particles Antiparticles
fermions

[d},d?,d% e, p]gr [dy,dp,ds,e7,v],

us(ddr), U*de*)g U, (de v), U, (ddv)g
D*(dde™), Dudde")r ; (7
E*(ddd), E-(ddd)g
w(ddde v) w(ddde™ p);

Higgs fields

¢ (dddy) el(dddy)
po(ddde™) g (ddde’). ®)

It is interesting to watch how masses appear in the proposed model. For example, in
the transition

+ -
_¢o(ddde™) __
Ce Er 9)

———

the left-handed electron annihilates with a right-handed positron of the Higgsefield
(see Egs(7) and(8); it is assumed thateg Yo7 0, (@g)o#0). The mass of the quark
is generated similarly:
g Potddde )y (10)
———
Proton decay is described just as simply:

P{U(dd»)U(ddr)D(e dd)}—{U(ddr)U(de »)E*(ddd)}==UU}E",
1
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i.e., an exchange of d quark and an electrog_ (or d andv) between theJ andD
quarks of a proton is equivalent to the transit®n- 7% .

Particle generations appear naturally in the model. For example, the replacement of

an elementaryl quark in aD quark by a composit® quark signifies the appearance of
a fermion of a new type, which is naturally identified as & quark

S (dDe™)=S,(d(dde*)e), and a fermion with two quarks replaced is identified as a
B quarkB, (DDe"). The u and 7 leptons arise similarlyM (ddD) and T (dDD).

The model predicts the existence of a fourth generation of particles

Q(DDE"), L (DDD); (12)
the first one being a quark and the second a lepton.

A neutrino can transform in the vacuum into anparticle

@o(ddde™)
14 w

———

, (13

i.e., w can be identified withg, and neutrinos possess mass. Older-generation neutrinos
are obtained by replacing the elementary quarks iny composite quarks, for example,

uﬂsz('&HBe‘ V). (14
The mixingd, s, b—d’, s’, b’ occurs via transitions of the type
+ i+
~~ _ @p(ddde") L
D (dde™)" " "S(d(dde")e") (15

as a result of the annihilation of thé andd quarksD, and <pg. In the limit of zero
neutrino masses, mixing of neutrinos does not occur and in this approximation the
Cabibbo angle for leptons equals zero.

We note that thel quarks in an electroBy cannot be in ars state: Color antisym-
metry presupposes the same symmetry of the wave function relative to transpositions of
the spins and coordinates of the quarks. Since the spikgofequals 1/2, its wave
function cannot be symmetric with respect to the spin variables. This also concerns other
composite particlesy{, D). This is not a difficulty, since the quantum numbersgf are
dictated by the quantum numbers of its chiral partegrand the properties of the
vacuum(see Eq(9); incidentally, qq pairs of the chiral vacuum condensate are found in
the 3P, state.

CHARACTERISTIC SCALES AND MASSES

The complexity of the vacuum and the large size of the gauge group make for a
complex picture.
Scales

Since the nature of confinement is as yet unclear, we shall assume the grand unifi-
cation masdV ~10"-10" GeV and quark confinement radiug~10 3 cm as given.
The characteristic scale of the model is the “coherence length'of quadruplets of

fermions making up the fieldg,(d, d, d, e”) and¢g (d, d, d, e"). The question of
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the value ofr, is related with the question of the sizes of the composite particles. All
components of a quintet interact identically only at distamee® 2, so that the sizess,

of the particledJ, D, andE formed from them must be of the same order of magnitude,
rq—M ~1 However, this is at odds with the thresholy 200 GeV discovered in Ref.

1, above which an excess of jets with transverse enBrgyE, was observed. Recently
there have appeared repdrtsf an observation of excess events in deep inelastio
scattering experiments with large momentum transtgrs120 GeV(the H1 group and
Q>190 GeV(ZEUS group. It is obvious that these effects are possible only if structures
with a scaler51~150—200 GeV appear. The contradiction is removed if it is assumed
that it was the effective sizes of the composite partict@g,E Rq>rq, that were ob-
served. Quarks and leptons can perturb the vacuum in their viditglogs: polarons,
skyrmions, so thatR, could be of the order of the coherence length. Then
experiments® indicate thatr ,*~150—-200 GeV.

This model can yield an estimate of the relative number of events with the partici-

pation of neutral ¢ p—e*X) and chargedd™ p— vX) currents. Such processes can
occur only on the “coat” surrounding the, D, andE particles, i.e., on the fieldg,,

@g - A positron can be scattered by all four components of both Higgs fielestral
currents, so that the cross sectian,~2(30¢+3+ Tete-+ 0%)~(8/3)0g+ - + 207 (0%

is the cross section with participation oZ4 boson. Conversely, in the case of scattering
with the participation of charged currents a positron can be scattered only by an electron
of the g, field, i.e., o~ oW and o,/ o~ 3—4. TheH1 group observed 12 “neutral”
events and 4 “charged” events, which is consistent with the estimate made. An excess of
antiquarks should be expected in processes with charged currents. This can be interpreted
as violation of baryon number conservation. Therefore, from the standpoint of the pro-
posed model the experiments of Ref. 4 attest to the manifestation of a composite Higgs
field ¢q (“leptotriquarks”).

The coherence length of the second Higgs fidlfl (see aboveis much shorter.
Since all subparticles enter in the nonzero vacuum avef@gg) o~ ({* Asaldg (Assis
proportional to the diagonal matrid, 1, 1,-3/2, -3/2), such states are possible only in
the region of unbrokenSU(5) symmetry, ie.,ro ~M~1 The Higgs field
@)~ @ Ay, composed of the fieldg, and¢?, should also be kept in mind. Clearly
r(l)r ~Tr 0"

Masses

The photon mas#/;, in a superconductor equal&s/mg)*2 wherens is the
density of superconducting electrons andndm, are the electron charge and mass. It is
significant that the electron density is not directly related with the electron coherence
length& (ng~102 cm™3, £&~107° cm). If it is assumed by analogy to superconductivity
that the masses of ttﬁ;‘j'(xﬂ, Y,) bosons are of the order of

4’7Ta’GUMn) 12

- (16)

MX,Y~(

wheren is the density of thep, Higgs mesons in the vacuum condensate and their
effective mass, then it is easy to see that they can exceed thevnasdeed, fom~ M3,
m~r_* we have

Mx,v~(47TaGUMM/m)1’2M>M. (17)
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This eliminates the proton lifetime problem. Exchange of subpartidlese™ (d« v)
between thdJ and D quarks of the proton occurs via the exchangexXofY) bosons

between theid ande~ (v andd) components, i.e.,

- N(Mx,v
p
Mp

4 2
;~(%) 10%0yr. (18

aéUMmp
The ratioM/m can be large M/m>1).

The quark masses are determined by diagonalizing the mass matrix, formed by the
amplitudes of transitions of the typd0O) and (15). The lepton masses are obtained

similarly via processes of the typg8) and, for exampleEgz —Mpg . These matrices of
ano- and catoquarks make it possible to find the Cabbibo—Kobayashi—Maskawa matrix.

SOME PREDICTIONS

The model admits a comparatively simple experimental check. For example, in
collider experiments with polarized beams, on account of the different structure of the
left- and right-handed patrticles, it is sufficient to count jets with high transverse energies
(as was done in Ref.)1If N is the number of jets with transverse energies greater than
a certain critical value above which the structured nature of the quarks and leptons begins
to be manifested, then, for example, for scattering of polarized electrons by polarized
electrons we have

NRR:NRL:NLLZQ:?’:]" (19)

where, for examplelNg, is the number of jets with energies above the threshold value in

a collision of right- and left-polarized electrons. The figures given are related with the
fact that a right-handed electron contains three subpatrticles and a left-handed electron is
elementary. The analogous ratios for proton—proton beams are

NRR:NRL:NLL:81:63:49 (20)

and are likewise related with the number of subparticles. In a system with an infinite
momentum we have

Pr(Ug(de" v)Ur(de™ »)D (dde™)), P (U (ddr)U (ddr)dg),

i.e., the right-polarized proton contains nine subparticles and the left-polarized proton
contains seven subpatrticles, whence follow relatid@¥. Conversely, since for antipro-
tons

Pr(Ug(ddv)Ug(ddp)dy), P (U (de »)T (de v)Dg(dde")),
in PP scattering we have
NLR:NLL :NRR:NRL: 81636349 (21)

Here the first index designates the polarization of the antiprotons. Reldfi®ps(21)
should hold only at very high energies, where the constants in all three interactions are
approximately the same. At energies of the order;df, however, the lepton interactions

can be neglected. Then, sineg andP, contain four and five, respectively, aﬁ and

314 JETP Lett., Vol. 66, No. 5, 10 Sept. 1997 L. V. Prokhorov 314



P, contain five and four strongly interacting particles, at these beam energies the right-
hand sides of relation@0) and (21) become, respectively, 16:20:25 and 16:20:20:25. It
should be underscored that if the threshold ené&gin Ref. 1 was determined correctly,

then the proposed check can in principle be made even on the Tevatron. Another attrac-
tive feature of the predictiond9)—(21) is that they do not depend on the details of the
dynamics and they require neither knowledge of the structure functions nor laborious
calculations.

Some other consequences of the model are as follows. The transiticgy(eyy)
as a result of the annihilatioiddd— ey(eyy) in My is predicted. Further, in processes
with large momentum transfe(@>r;l aUg quark behaves not as &1J(2) singlet but
rather as a pair of components of the isodoubletand v, i.e., for it the probabilities of
weak processes with charged currents should be twice as high as the probabilities of the
corresponding processes for left-handed quarks. At these energies an electron starts to
interact strongly, sinc&g contains only quarks. In collisions of electrons or positrons
short-range forces arise as a result of exchangerdt meson, for example. These forces
are extremely weak. The probability,. that a quark emits a® meson is proportional to
the probability of observing it in a volume of the order of the volumeEgf; taking
R, 1~200 GeV givesw,~(Re/r,)3~10"°. The probability that ar® meson is ab-
sorbed by one of the constituent quarksE§(ddd) is the same. The scattering cross
section on account of such an exchange is of the order,of 32w’m_2~10" 3 cn?.
This is also true of neutrinos, because the fieldontains quarks.

In closing, | wish to call attention to the fact that the technical problems associated
with obtaining beams of polarized protons and antiprotons at ultrahigh energies have now
been solved.

I wish to thank the referee for some stimulating remarks.
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Z—bb probability and asymmetry in a model of
dynamical electroweak symmetry breaking
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The deviations from the Standard Model in the probabilityZef»bF
decay and in the forward—backward asymmetry in the reaction

e"e"—bb are studied in the framework of the model of dynamical
electroweak symmetry breaking, the essential feature of which is the
existence of a triple anomalodg-boson vertex in a region of momenta
restricted by a cutoffA\. We obtain a set of equations for additional
terms in theWb t vertex and apply its solution to the process:bb.

We show that it is possible to obtain a consistent description of both
deviations, which is quite nontrivial because these effects are not sim-
ply correlated. The necessary value of the anomaMuteraction
coupling, A\=— 0.22+0.01, is consistent with existing bounds and
leads to definite predictions, e.g., for p&if production ine* e~ colli-
sions at LEP200. ©1997 American Institute of Physics.
[S0021-364(®7)00317-4

PACS numbers: 13.38.Dg, 11.30.Qc

It is well known that the Standard Modé&ébM) of the electroweakEW) interaction
is in very good shape in respect to experimental checks, the only dubious points consist-
ing in two effects which both involve thbb final state. Namely, experiment gives for
the probability ratioR,=0.2178-0.0011 as compared to the SM value 0.2158 and for
the forward—backward asymmetAP;=0.0979+0.0023 as compared to the SM value
0.1022! The relative discrepancies are as follows:

_ Ry(exp — Rp(theon

b= Ryheoy  ~ 0-0090.005,
AR (exp) — A2, (theon
Apg=—2 E FB =— 0.042+0.023. 1)
Apg(theop

In the present note we consider whether one can explain these deviations as something
other than purely statistical fluctuations. Note that two independent deviations of 1.8
standard deviations each have a rather small probability of being a statistical fluctuation.
For the present purpose we consider the version of EW theory in which the symmetry
breaking is due to a self-consistent appearance of an additional triple gauge boson vertex
in the region of small momentz This vertex can be described by the following expres-
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sion in momentum space, which, according to the approach taken, acts in a region limited
by an effective cutoffA which is of the order of magnitude of a few TéV:

ing
F,ibyi(p,q,k)=eab°M—2F(pz,qz,kz)Fm(p,q,k),
w

L p(P:0,K) =0, (P, (aK) —a,(pK)) +9,,(d,.(pk) —k,(pg))
+gpM(kv(pq)_pv(qk))—’—kp,pvqp_q,ukvpp' (2)

AG
(A?=p?)(A*=g?)(A?=K?)
Note that this term, among others, is currently consideféd the phenomenological
analysis of possible gauge boson interactions. Vef®xleads to the generation of
masses for th&v andZ,23 with |\| being a few tenths of a TeV antd being of the order
of a few TeV. The mass generation for thquark in this approach is connected with the

other self-consistent vertex, having a Lorentz—Dirac structure of the anomalous magnetic
moment of thet quark>*

F(p21q2,k2) —

I (p,0,K) = o F (2,62, kP) o, K ®
w P A= oM, TP AR T K

whereF(p?,q2,k?) is the same form factor as in vert¢g), andk, is the photon mo-
mentum. The corresponding solution givesto be around unity, and an experimental
bound|«|<1 is derived from the production data in Ref. 4.

Adding anomalous vertice®), (3) to the usual ones, we formulate equations for
another anomalous vertex for theA/ b interaction. Let us look for it in the form

F(P.0. 0= 5y Fr( PRI T,k €4 (L4 75) (1= 35), @

wherep andq are, respectively, thequark ando-quark momentak is the W momen-
tum, and the form factor

A4
(AZ=p?)(AZ—K?)

We assume that not only left-handbdjuarks but possibly also right-handed ones take
part in the interaction. Due to the gauge invariance there is, in additiof) ta four-leg

t bW WP vertex

Frn(p? k%) =

l-\tb _ Igz 2,2 .
/.Lv(p!klik2)_ 2_|V|t F(pik ’kz)o-/.l,v(§+(1+’)/5)+§*(1_ 75))1 (5)

where . and v are, respectively, the indices W™ and WP, andp, k;, andk, are the
momenta of the quark and of the same bosons, respectively.

We consider equations for verté4) in the one-loop approximation. This means that
we take the following equatiofwritten in a schematic forin
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IP=TP+ (I'o(bbATPT (WWA) + (I'y(bb2) T (WW2)
+(CPIC(WWA) + (I o(WWA) + (TPTTT (WWA))
+ (TP o(ttZ) T (WW2) + (TP o (ttA)T (WWA)
+(T'(WAT(WWA) +(I'P(WZ) T (WW2) + (TP(WATY). (6)

Here a subscript zero means the corresponding SM vertex andI'"éW WA means
vertex(2) for the interaction of twdN bosons and a photadffactor siné,). The symbol
I'*(...) means vertex5) with the corresponding vector bosons. The new vertex

F_abfzg—ﬁya(m(lws)m(l—ys)) @)

is introduced for the purpose of taking into account the contributions of loop diagrams to
different matrix structures. We have of course the corresponding propagators between
vertices and the usual momentum integration with a factor af)(Z. All ten one-loop

terms diverge quadratically if one neglects the form factors mentioned above. The inte-
grations in loop diagramé) are performed with the use of Wick rotation in Euclidean
momentum space. Taking the form factors into account, we obtain a finite result, which
reads

2 1 ) ) 2 1 )

=1-—-«K _=——kK —

7 g K&\ 2 5 cog6yy 7 g &3 5 cog6yy

£ = NCkny _)\CKK2§ l+ N

T 242F, ° 192F,° |4 5coge,,)’

F,= 1-AC| = ! ) _ o\ ®)
! 40 48 sirfoy M2,

Fo=1 xc( h ) _ah®

From set(8) one concludes that there can be two types of solutions. The first one could
be called a trivial solution; that is, it corresponds to

§&.=0. (€)

However a non-zero solution may also exist, provided that the following condition is
fulfilled:

MPCKL . 10
197,14 5c0 6,/

This condition gives a relation among the parameters of the model. Namely, using for-
mulas(8) and (10), we get
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N =5 020 24 24k K’K|1-\1+A 11
=5co — — ,
Msirtey, 5 4] 24
768k°M2[ 24 24k K%K\ ?
= . - - . E.=— 2k sirfOy,.
5MZ \sirfey O 4 ! W

Now we use the relations obtained to evaluate the veztek. We have for this vertex
the symbolic one-loop representation

IP=T§+(IPT{I™®) + (I (WW2T™)
+(IPT(WW2T®) +(TPT(WW2TP)
+(TPC(WW2TD) +(IP(W2Z)T'®) + (TP (wz)). (12)

Here the verteX'® has the form

9 .
ngm(a’}/p+b'yp’)/5+(:|0'p#k#). (13)
Performing again the usual loop calculations, we have for the vertex

1 2 1
a=apta;, b=bo+by, ap=-s+zsifoy bo=-3,
_EK( L (s P ] R?—cof Oy (1+R?)+sin 26,,(1 RZ)\
1= | 3| T 3 RPcoPow(1+RY) +sin (1RO |
2 2
K 1 [sin“6y 1 N
_S+n 2 w1} o, N SN
S ( 3 ( 4 3>R COP (1~ R?)+sin™2fy,(1 R)S),
AKM; 3— & &
- 120 R -—|, R=—. (14)
am2, 5 32 £,

Using vertex expressiofl3) and resultg14), we obtain the following asymmetrigs,
andArg, which we define as the relative differences of our results and the SM calcula-
tions, to be compared with the experimental numkigys

2

1 Mz &1—&
Ap=———| 2(apga;+bgb +a2+b2+—cz), Apg=—"——,
baSerg (apay +boby) +aj+by 2 FBT11¢,
12(a,bg+agh,+a;bq)
= 1¥0 O 1 1M1 (15)
3—4sirfby

72(aga; +bgby) + 36(aj+ b?) + 45c2M2
(3—4 sirfOy)2+9 '

Let us compare resul{d5) with the data given in Eq(1). Let us first take solutioi(9),
i.e.,R=0. Then the signs of both deviatiofib are negative throughout the entire range

2
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TABLE I. A, (upper lines andAgg (lower lineg for different values ofR| (rows) and £, (columns.

—0.05 —0.045 —0.04 —0.035 —0.03
2.0 0.008 0.003 0.002 0.001 0.001
—0.038 —0.031 —0.024 —0.018 —0.013
2.3 0.01 0.008 0.006 0.004 0.003
—0.051 —0.041 —0.032 —0.024 —0.017
2.6 0.018 0.014 0.010 0.008 0.005
—0.067 —0.053 —0.041 —0.031 —0.022
2.9 0.027 0.021 0.016 0.011 0.008
—0.085 —0.067 —0.052 —0.039 —0.028
3.2 0.038 0.029 0.022 0.016 0.011
—0.105 —0.083 —0.064 —0.048 —0.034

of variation of our parameters. For example, ko= 1.74 (which corresponds td. =4.5
TeV:* this is the value that we shall use in what follgws= 0.5, and¢, =0.04 we have

Ap=—0.01;: Apg=— 0.0007.

Taking different values of the parameters, we become convinced that there is no way to
obtain a comparatively largaégg and a positived,, as the datdl) indicate.

Let us now turn to the nontrivial solutior(&0). According to(11), for admissible
values ofk, viz., — 1<« <1 (Ref. 4, one has

—~0.23<\<—0.21. (16)

These numbers are in no way inconsistent with the experimental b8dRisation(16)
specifiesk to good accuracy. In addition to andK, which is already determined, we
also have the parameteRs and &, . For the nontrivial solutioré_+#0 the ratioR is
arbitrary. The parametét, is connected with the effective anomalous magnetic moment
x of thet quark(10). Now we take\ = —0.22 and present in Table | the dependence of
deviations(1) on |R|(2.0<|R|<3.2) andé, (— 0.05< ¢, <— 0.03).

We see that quite acceptable numbers are concentrated around the main diagonal of
Table I. For example, for

|R|=2.45, ¢,=— 0.043 (17)

the numbers hit precisely the center valuegdHf We conclude that for the nontrivial
solution(10) it is possible to obtain agreement with both numk@jsThis result is by no
means obvious — we recall that for the trivial solution agreement is impossible. The
important qualitative feature of our result is the presence of a large contribution of
right-handedb quarks to the anomalous vertégee Eqs(4) and (7)). This modified
vertex gives a number of predictions. For example,ttggark width now reads
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I''=To(1+A), (18
_GAMI=M{HZ MG+ M)
° 64TM3M2,

6V2MuE,  KBEL  2MH(2MZ+M{) & (1+R?)
- +
2M3+M?  4sirfoy MZ(2M3+M?)

3KMEBE(1+RY) K221 (1+R?)
2\2sirt 6y (2M2,+ M?) 64 sirf 6,y

. 1, )
4 5c0é6y,/
Herel', is the SM value, and if we take the parameter valigs, we find from Eq.(19)
thatA= 0.062, i.e., more than a 6% effect is predicted for tthepiark width.

As to possible values fok (16), this prediction could be checked at LEPZ80,
provided that the necessary integral luminosity is accumulated in the study of reaction
e +e W +wW.

This work is partially supported by the Russian Fund for Fundamental Research
under Project 95-02-03704.

Note added in proof. The latest experimental boun@.31<A<0.29 (Ref. 1),
which is consistent with our predictidii6), demonstrates that the experimental accuracy
is approaching the necessary level.
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Channeling in single-wall nanotubes: possible
applications

L. A. Gevorgyan, K. A. Ispiryan,® and R. K. Ispiryan
Erevan Physical Institute, 375036 Erevan, Armenia

(Submitted 17 July 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 5, 304—30710 September 1997

The relevant potentials are calculated and used to investigate the tra-
jectories and various characteristics of axial channeling of high-energy
positively charged particles in the recently discovered single-wall nano-
tubes (SWNT9. The application of SWNTs in high-energy physics,
specifically, in future colliders, is discussed, in view of the fact that the
dechanneling length in SWNTs is much longer than in single crystals.
© 1997 American Institute of Physids$0021-364(1®7)00417-9

PACS numbers: 61.8%p, 61.46+w, 61.48+c

Fullerenes and nanotubes have already found wide applications in various fields of
science and technolody but as yet there have been no studies of their applications in
high-energy physics, apart from the acceleration gfiGns in small storage ringd We
have calculated the potentials insidg,@nd multiwall nanotubes in order to explain the
relatively large component of the positron lifetime observed i @ystals and to
investigate channeling conditions in nanotubes. However, these results were never pub-
lished, since the data obtained in Ref. 3 were not confirmed and nanotubes greater than
tens of microns in length had not been synthesized.

The synthesis of a graphite SWNT of the ty{d®, 10 with diameter R=13.8+0.2
A and length exceeding 10@m from the crystallographic planes of graphite was re-
ported in 1996 It was reported that 100—500 such SWNTs with metallic properties form
“ropes” whose cross section is a triangular lattice with lattice constant 17 A (see
Fig. 1, where the dashed circles represent SWNT segtitmfef. 5 it was asserted that
such SWNTs with kilometer lengths will be synthesized in the near future.

On basis of this as well as the fact that, because of the large radius, multiple-
scattering in SWNTs is much weaker than in single crystals, in the present work we
investigated channeling processes in SWNTSs.

With allowance for the amplitude; of the thermal vibrations, the potential pro-
duced at the pointq, Yy, z) inside a “rope” byN atoms located at the pointz(, y;,
z),j=1,2, ...,N, can be represented in the form

Z&€ & 1
U4yioz0 === 2, o 2 . expui)exp(—r ,erf(u,—r,)

J
—exp(rerf(u,+r,)]. ()
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321641 283216 32

FIG. 1. SWNT lattice(dashed circles lines of equipotential surfaces in electron volsolid lineg, and
trajectories of protons wite, =100 GeV andj,=7/2,r,=4 A in the casesl— #,=1.9 urad (6=0.9) and
2 — #,=6.85urad (6=0.55).

Here Z is the nuclear charge, is the distance between the pointg (ji,z) and
(xj.,¥,7),
Uiy, :rjk,B,L - ik , @

u,= ) [l u—
BooVR. *  Rrg 2V,

«,(0.1,0.55, 0.35) ang,, (6.0, 1.2, 0.3) are constants in the Motienodel of the atom,
Rtg is the Thomas—Fermi screening radius, andtgi§ the error function.

In the calculations of the potential of a SWNT performed with ED. and the
parameters presented above, the summation pwas performed over the largest pos-
sible number of atoms of neighboring SWNTs making an appreciable contribution at a
given point, and it was assumed ti¢-=0.26 A andu,;=0.06 A. We note that there
are no data om; but, according to the calculations, the dependenca;ois weak. The
results(see Fig. 1, where the lines of the equipotential surfaces are gtshwmw that if
the points lying at a distance less thian: from the wall of a SWNT are excluded, then
the potential inside the SWNT can be approximated by the express{oh="U,r®,
whereU is measured in eV ang, the distance from the axis of the SWNT, is measured
in A. This approximation, which is poor for values ofat which the potential is negli-
gible, is used in the following analytical investigation of the channeling of positive
particles inside a SWNT. We note that the particle motion and emission processes within
an entire “rope” consisting of a straightened SWNT and a curved SWNT can be inves-
tigated by numerical methods using Efj).
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Let a particle enter the SWNT at a point with the cylindrical coordinates
o, ®0,2o=0 and momentungy=¢eqgo/C, at a small angle, to theZ axis, which is also
the axis of the SWNT, and at an anglg to the X axis (see Fig. 1 in Ref. 6 Denoting
o= @o— g andm= g4 /c?, wheres = (P2c?+m3c*) Y2, we obtain the invariants of the
transverse motion in such an axisymmetric fieldM =grofosingy/c and
E=809§/2+ U(rg) (the longitudinal motion along th& axis is uniform to a good ap-
proximation. A particle is channeled i§=32U,M®%27m3E*<1, with a period

1/6 1/6
T ( 2m3)

B (3q)\)1/2 U0E2

2m?

UoE?

2K (k)

 (3qn )2 @

Here and below we employ the following notati@the dimensionless variabkeis used
instead of the radius):

1/ 1 f+29%+9)12
k2:— __), :u, )\=(1+(1—5)1/2)1/3+(1—(1—5)1/2)1/3,
2 q 3
=((4-35)"-1)"% r= Uiﬁﬁﬂz 2o e
n ) 21/2UO ) min,max 2

and K (k) is the complete elliptic integral of the first kind. Series expansfotaking
account of the fact tha&k?<0.067<1, are used on the right-hand side of Eg). as well
as in Eq.(5) below.

The trajectory of the transverse motion and the rotation angle of the perihelion over
one period will bé®

=gt A[DP(Z9)—P(2)], A@=2A[DP(Zyin) —P(Znad s (4)
where

tan Y[ & sin ¢/C]
(1-K? sir? ¢)*2

(¢,— Bk —C

ay
<D(z)=—7F(¢,k)+B

tan [ (1+ B> Y2 tan
I D L(A+57) d)]—Ctan‘l[a sin ¢/C]]|, 5
7 (145712
_ 8P 3+g-n | e __
32 g2 7(1-a?)’ (B2+K2)H
3q(1— 72)—3—7* 3(1-q)+»n* o
o= 1 a]_: 1 B = 1
45 27y 1-a?

. (Zmax_ Z) ( 1+ 222min) V2 (Z_ Zmin) ( 1+ 2szax) v

(Zmax_ Z) ( 1+ erznin) 1/2+ (Z_ Zmin) ( 1+ Zzﬁwax) v2!

CcoS ¢

F(¢,k) andII(¢,— 82 k) are elliptic integrals of the first and second kinds.
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Analysis of the results obtained shows that by analogy to axial channeling of nega-
tive particles the following cases are possible in the case of the channeling of positive
particles in SWNTSs: gfor =0 andf,=0 (6=0, »=1) a particle trajectory will be a
two-dimensional figure with a perpendicular trajectory consisting of a straight line seg-
ment; b for o= /2 and 6= 05, =r3(6Uq/e0)Y? (6=1, n=0) the motion will be a
helix with a circular projection. In all other cases the perpendicular motion will be
ellipsoidal with rotation. The trajectories of protons with energy=100 GeV, which
were calculated using E@4) for some values of 5, 6y, and ¢, are shown inside the
SWNT in Fig. 1.

Using the conditiond<1 and the methods of Ref. 6, the fraction of the channeled
particles entering the SWNT can be calculated. However, this will not correspond to the
real fraction for the following reason. As one can see from the figure, a large fraction of
the particles in the beam can be channeled between neighboring SWNTs. On account of
the complexity of the potential outside the SWNT, this can be taken into account only by
numerical calculations. A rough estimate of the fraction of particles channeled in a rope
of SWNTs givedD=1-S5/Sy=1-4.62rR RTF/A$:O.91 (Sis the area around the wall
of a SWNT of width Rg, andS, is the area per SWNTwhich can be compared with
Dp=1-2R:/dp=0.7-0.9 @} is the distance between neighboring plariashe case
of planar channeling.

Proceeding now to possible applications of SWNTSs in high-energy physics, it should
be noted that the prospects of greatest interest lie not in the formation of radiation by
channeled particles but rather in relation t9:kEending of particle trajectories without
magnets for the purpose of extracting beams and constructing future coflide2s,
particle acceleration in crystats!? 3) focusing of beams and increasing the luminosity
of colliders™®**and 4 channeling of heavy ions, includingsg Of the many problems
arising in the solution of these problems, two are fundamental, specifically, obtaining
long channels and long dechanneling lengths, and will be solved with the aid of SWNTSs.
Indeed, specialists developing the technology for synthesizing SWNTs believe that, in
contrast to crystals, the problem of obtaining long SWNTSs is solvable. In any case,
substantial theoretical and experimental progress in joining SWNTs even with different
(n,m) has already been achievéske Ref. 15 and the references cited theraiithout
discussing the questions concerning the production of such clean SWNTSs in the form of
crystals and curving them, let us examine weak dechanneling in SWNTSs.

As is well known, for low transverse energies multiple scattering and therefore
dechanneling occur mainly on electrons inside a channel according to an exponential law
with a dechanneling lengthy,~ A&, and dechanneling constam~d,23. In ordinary
crystalsdp~1-2 A, A~1-10um/MV. The measured values bf, in a Si single crystal
are proportional teey and are of the order of 10 cm fery=100 GeV. The picture is
more complicated in the case of curved crystifs.For SWNTs the distribution of the
electrons must be taken into account more accurately, and a theory similar to that pre-
sented in Ref. 17 must be developed for axial channeling. Nonetheless, Rifie
SWNTs is an order of magnitude longer thdp in crystals, andA~d,2,, it can be
expected that foe,=100 GeV the dechanneling length will be greater than 1 m, even
without accelerating field¥ The inevitable development of SWNT nanotechnofbgy
will make the solution of the problems 1-4 mentioned above a reality.
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Analytical expressions are presented for contributions of d0der«)

and O(?) to the bb-decay width of the neutral Higgs boson of the
standard model of electroweak interactions. The numerical value of the

mixed QED and QCD correction of ord€(a ) is comparable to
other computed terms in the perturbation series. 1997 American
Institute of Physicg.S0021-364(07)00517-3

PACS numbers: 14.80.Bn, 12.20.Ds, 12.38.Bx

The study of the properties of the as yet unobserved Higgs boson of the standard
model of electroweak interactions is an important problem in modern high-energy phys-
ics (see, for example, the reviews in Rej. An experimental lower bound on the mass
My>65 GeV has been obtained on the LEP accelerator. Experiments searching for the
H® boson, which could have a mass in the range 65 GaW,<2M,,~160 GeV, are
planned for the LEP2 and LHC accelerators. The main decay mode of such a scalar boson

should be decay into &b pair.

As a result of substantial efforts made by theorists, the effects of different QCD

corrections toF(H°—>ﬁ)) have been calculated and analyzsde Refs. 2—1)1 The
leading contributions of the electroweak interactions to this fundamental quantity were
found in Ref. 12. The degree of accuracy which has now been achieved in theoretical
calculations necessitates the analysis of a number of other contributions apigbri

could equal in absolute magnitude the terms in the perturbation serie[é(lftf’rama)
which have already been calculated.

Following the analogous calculations of the QED and QCD corrections to the had-
ronic decay width of az® boson'® we report in this letter analytical results for the
coefficient of the term of orde®(a ) in the expression foF (H°— bb) (found in the
study reported in Ref. 4 but thus far unpublishedd for a correction of orded(a?) to
the same quantity. The results will pertain to & scheme.

In the limit M ;> 2m,, of interest heréwherem, is the pole mass of the quark the
perturbation theory approximation fd(H°— bb) can be represented in the form

I'(H°—bb)=TP[1+Al as+Al,a2+Alza%+ ...
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-
m _
—6— (L AT ™a+ ATV a2+ . ..)+ A+ AQED], (1)
H

where T = (32/87) GeMymZ and my=my(My;), as=ay(My)/m are the running
QCD parameters, normalized to the polar mass of the Higgs boson, M $hecheme.
The coefficientsAT'; and AT, are well knowr??

17
AF1:ZCF~5667,

893 691 Ck
AI‘ZZ[(T—G%(S)) Cp— (65— 16{(3))Tf+(T—36§(3)> CF}E

,[11C,—4Tf+18C,
—ar
48

)CF~29.147, )

whereCg=4/3,C,=3,T=1/2,f=5, and{(3)=1.2@... . Thevalue of the coefficient
AT{™ can be extracted from the computational results in Ref. 14

AT{™=5C-~6.667. 3

The correctionﬁl“(zm) and AT ; were calculated in Refs. 6 and 9, respectively. For the
case off =5 active quark flavors they have the numerical values

ATY"V~14.621, AT';~41.758. (4)

An expression, which is very convenient for phenomenological applications, for the

contribution of a virtuakt quark toF(H°—>H)) was recently given in Ref. 11. It has the
quite complicated form

4
—10+4L,+ §|n(ﬁ§/|v|a)

—
m,
A= 3.111-0.661;— —
H

2

M
a3(50.474-8.161— 1.27&$)+E§—2(0.241— 0.070,)
mg

+X(1-4.913a+a%(—72.117-20.948 ) + ... ., (5)

whereL=In(M3/md), X,=GmZ/872\/2, andm is the local polar mass of mquark.

We shall now calculate the quantum-electrodynamic p&t®° in Eq. (1), defined
as

a 2 aa
_+AF2QED<

a as
+ AT gepx Qcp (6)

AQED_ Arl ,QED 6—

m
2 Al_‘gl.m(gED
H

wherea_za_(M n) is the running QED coupling constant, normalized to the mass of the
Higgs boson, in th1'S scheme. The coefficientsT"; gep, AT§Qep, andAT ;oep can
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be found from the analytical expressiof@ and(3) after the following substitutions are
made:Ca—0, Ce—Qj, andTf—(33P_ Q7 +N), whereN =3 is the number of leptons
andQ; are the charges of the corresponding quarks. The result is

17 2 (m) 2
AFl.QED:ZQb~0'472' AF].,QEDZSQDMO'SSG' (7)
691 9 3w\ , (65 m?
AT gep= H‘Zg(?’)_? Qp— E_§(3)_E
b
XQ3| 3% Q%+3|~—1.455.
j=u

To calculate the values of the coefficient of the correction of ofdige o) in Eq.
(6), the following substitutions must be made in the analytical expres@prC,—0,
Tf—0, andC2—2CrQZ, where the factor of 2 is a symmetry factor a6g =4/3.
After these substitutions are made, we obtain the desired answer

AT = g1—65(3)— 21Q2~1.301 (8
QEDXQCD 24 ™ b : :

An interesting question is the question of the numerical value of the contributions

under study td"(H°— bb). In discussing this question we shall confine our attention to
the hypothetical cas¥y~M;~91 GeV, which will make it possible to simplify sub-
stantially the estimates made. The numerical value of the paramékdy,) is virtually
identical to the high-energy value of the invariant QED chakgg(M )=~ 1/129, found

in a number of workgsee, for example, Ref. 15The other parameters of the theory will
be fixed as follows: my=4.62 GeV, m=175 GeV, Gg~1.166x10 ° GeV ?,

X~3.2x10" 3, my(M5)~2.8 GeV(which corresponds to the central value of the results
of the analysis of the DELPHI collaboration data for the LEP accelerator on the produc-
tion of heavy quarks in three-jet evetfts anday(M,)~0.117(which corresponds to the
central value for the running QCD coupling constant, recently obtained in an analysis of
tevatron data for the structure functiaiF; of deep inelastioN scattering’).

Substituting the input data, listed above, into form(@aand taking account of the
values of the coefficienty) and(8), we obtain the following numerical estimates for the
different terms in the perturbation series PEP:

AQFP=1.16x103-7.79<10 °-8.86x 10 ®+1.19x10 *. ©)

In summary, the correction of ordél(a—as) is an order of magnitude smaller than
the four-loop correctiomr3§§ calculated in Ref. 9, which makes a contribution of
+2.6x10 3 to F(HOHH))/F_gb). However, it is important to take the ord@(a—as)
term into account systematically in the final expression[f()HO—>ﬁ)), since its total
contribution toF(HOHH))/F_E,b) is comparable in order of magnitude to the previously
computed contribution of ordeO(EgﬁglMﬁ) (Ref. © and the terms of order

O(a2m2/m?), O(X;as), andO(Xa2) presented in Ref. 11, which in the case at hand
have the numerical values-1.15<10 * and 1.2410 * —5.85x10 4 and
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—1.98x 10 4, respectively. We hope to take account of the corrections listed above in

the SEEHIGGS computer code, the present capabilities of which have been demonstrated
in graphical form in Ref. 18.

I wish to thank V. T. Kim for our collaboration, which started in 1992 during our
joint tenure at CERN.

This work was performed as part of the scientific program of Projects 96-01-01860
and 96-02-18897 sponsored by the Russian Fund for Fundamental Research.
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Excitation of nuclei in a hot, dense plasma: feasibility of
experiments with 2°*Hg

A. V. Andreev, V. M. Gordienko, A. B. Savel'ev, and E. V. Tkalya®
M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

A. M. Dykhne
Troitsk Insitute of Innovational and Thermonuclear Studies

(Submitted 31 July 1997
Pis’'ma Zh. Kksp. Teor. Fiz66, No. 5, 312—-31610 September 1997

It is shown that in a plasma produced on the surface of a sample
consisting of a natural mixture of mercury isotopesl0*—1¢ 2°Hg

nuclei can be excited into the low-lying isomeric level 1/21.561

keV) by an ultrashort laser pulse with energyl J, duration~200 fs,

and intensity~10'® W/cn? and the lifetime of the level can be deter-
mined. Possible mechanisms leading to the excitatiof’%fg nuclei

by photons and electrons in a dense, hot plasma are examined and the
cross sections of the processes are estimated. Schemes for detecting the
effect are proposed. €997 American Institute of Physics.
[S0021-364(®7)00617-9

PACS numbers: 27.88w, 25.20.Dc, 25.30.Dh, 52.50.Jm

The results of the first and seemingly successful experirhemshe excitation of
atomic nuclei in a hot plasma were published twenty years ago. The problem concerned
the filling of the lowest-lying of the nuclear states known by the end of the 1970s,
specifically, 1/Z (76.8 eV, 25 minin 23®U. The plasma was produced on the surface of
a natural uranium sample containing 0.723%J by pulsed CQ laser radiation(pulse
energy 1 J, pulse duration 100 ns, intensity}1@/cn?) and, according to estimates
made by the authors, the electron densityvas=10'2 cm™2 and the temperaturBwas
equal to several tens of electron volts.

The theoretical calculations invoked to explain the experimental results of Ref. 1
were based on a model proposed in Ref. 2 for the process of excitation of nuclei in atomic
transitions(known in the English-language literature as NEET, for nuclear excitation by
electron transition The errors made in Ref. 2 in estimating the NEET probability were
indicated back in Ref. 3. The theory of NEET was developed in detail in Ref. 4, where,
specifically, calculations were also performed for B transition from the ground state
to a low-lying isomeric level o*®U. As a result, it was established that the NEET
probability employed in Refs. 1 and 2 was least six orders of magnitude too high, and it
cannot explain the observed yield of isomeric nuclei.

The experimental results of Ref. 1 have not been confirmed, either. In a similar
experiment performed by a group from the I. V. Kurchatov Institute of Atomic Energy,
which was working with a target with 6% enrichment 3ffU, the parameters of the
plasma of Ref. 1 were first reached and then exceeded. However, the $8ftemwas
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not detected. A positive result f6#°U was obtained only in 1999jn an experiment in
which the plasma was produced by an electron beam from the high-current TRITON
pulsed accelerator and was later folrid have no bearing on the excitation of the
low-lying level of 2%U. The isomers3™U (1/2", 76.8 eV, 25 mih were produced in
inelastic scattering of 500-keV electrons in a beanf#y nuclei via low-lying states of

233 with energies ranging from 50 to 415 keV followed by filling of the isomeric level
1/2" (76.8 eV, 25 min.’

At present there are no other experimental data on the excitation of nuclei in plas-
mas. Meanwhile, the problem is of considerable interest in connection with the following:
first, investigations of the properties of low-lying isomers of nu¢d@me characteristics
of the first excited levels are still unknown for a number of long-lived and even stable
nuclides; second, studies of the various processes lying at the interface between nuclear
physics and plasma physi¢sxamples — self-maintaineg-emission wave in a plasma
with isomeric nuclét® or multiphoton excitation of nucl&); and, third, a dense high-
temperature plasma can be used for producing a population inversion in a system of
nuclei for ay-ray laser. Here both nuclei with a low-lying level, near 10 keV, as well as
nuclei in which a short-lived level lies near a high-lying isomeric level are suifdbté.
Finally, nuclei with the indicated characteristic features in their spectra can be used for
plasma diagnostics in ranges of the parameters where the traditional diagnostic methods
do not work(for example, high temperatures and solid-state den$itigs?s.

The key to solving these problems is the production of excited nuclei in plasmas. In
our view 2% is not the optimal choice for the first experiments. The high multipolarity
of the isomeric transition negates the advantages associated with the relatively low en-
ergy of the isomeric state. At present there are no special difficulties in obtaining, with
the aid of ultrashort laser pulses, a hot surface plasma with a temperature of several
hundreds of electron volts and a solid-state electron detstDifferent schemes for
excitation of nuclear transitions and stimulation of nuclear reactions in a laser plasma
with an intensity of up td, = 10'°-10?° W/cn? on target have also been studied in Refs.
16-18. It should be noted that exceedingly expensive laser systems are required in order
to obtain such intensities, which greatly limits the range of possible applications. At the
same time, it has been established that when a solid target is exposed to subpicosecond
laser pulses witH, =10'-10"" W/cn? a hot, highly ionized plasma with an electron
temperature=1 keV, a solid-state density of nuclei and electrons, and a high x-ray
emission intensity is produced. For this reason, a nuclide with an isomeric transition
energy of the order of 1 keV and minimum multipolarity should be chosen as the nucleus
for excitation.

We shall consider in this context the nuclet®Hg. Its first excited level 1/2
(1.561 ke\}, whose lifetime is unknowt?’ is coupled to the 3/2 (0.0) ground state by
M1 andE2 transitions. For preliminary calculations of the most likely values of the
excitation cross sections we shall take the data given in Ref. 20 for the reduced probabil-
ity of the mainM1 transition:Byy, (M1;1/2°—3/27)=0.24-0.024 Weisskopf units.
This estimate was obtained by comparing the properties of sirMlartransitions in
neighboring oddA nuclei. It was also shown there that the contribution of B2 tran-
sition can be neglected over a very wide range of attenuation factorsl foand E2
transitions.
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The main decay channel of the isonf&™Hg(1/2", 1.561 keV is internal electron
conversion. The conversion factag,; can be easily calculaté¥and equals-2.1x 10%.
Correspondingly, the lifetimd?, of the excited nuclei most likely falls in the range
1-10 ns. Electron conversion at a level of approximately 74% occurs on the at&8qic 4
(or N,) subshell. Therefore it is possible to detect the charactem§ti, and N;N,,
x-rays from mercury with energy near 123 and 230 eV.

Let us estimate the cross section for the excitation of mercury nuclei by photons and
electrons in a plasma by direct photoexcitatien), inelastic scattering of electrons by
nuclei (oee), and inverse internal electron conversianfc). We start with the first-
order process — photoexcitation of nuclei by plasma radiation with a photon energy
distributionn(w) whose characteristic width is much greater than the total width of the

nuclear statd*}\‘,’i =In 2/T5,~4x10 '-4x 1078 eV. The cross section has the form

)\2
(@)= 7 T wigr—is) 8wy —w),

where A\=27/w, wy is the energy of a nuclear transitidthe system of units is
h=c=1), andl"¥ wy ;gr—is)=2x 10" 1-2x 10 2 eV is the radiation width of the
nuclear transition from the ground stagg) into the isomeric statgs). For a plasma with
a Planckian photon energy distribution

_ 2 o’
n((l))— ; ea)/T_ 1

it is easy to estimate the excitation efficiengyas the ratio of the numbéd™ of nuclei
excited over the lifetimer of the plasma to the numbét of nuclei in the interaction
region

£y= Tff:n(w)oy(w)dw: 10 8-10"°.

Here £€=13.18% is the amount of isotopes with atomic numBer 201 in a natural
mixture of mercury isotopes. For the laser plasma obtained in the experiments of Ref. 21
T~500-800 eV andr=~1—5 ps. If the photon spectrum is strongly nonequilibrium,
then large deviations from the estimate presented above are possible. Specifically, the
fraction of photons with energies in the range 1-2 keV in the spectrum of a HgTe
plasm&! (I, ~10' W/cn?, 7~200 fs, \, =600 nm is approximately two orders of
magnitude higher. Correspondingly, can be expected to take on valued0 6-10".

The cross section of the IIEC process on an empty atomic [sh&ién be calculated,
to within a statistical factor taking account of the different spins of the initial and final
states, from the formula

)\2
oiec(Ee;li))= Zerl(iﬁfnv(wN;“»g(wN_(Ee_ Ejiy),
where\, is the wavelength of an electron with enef§yin the continuous spectrum and
E; is the binding energy in thg) shell (E;,<0) andI'{"(wy;|i)) is the conversion
probability for the indicated shell. Calculations show that the conversion vﬂﬁﬁﬁ",
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which in our case is practically identical to the total Widfﬁ’i of the nuclear level, is
“distributed” over the atomic shells approximately as follows$,4 — 74%, &y, —

8%, 55, — 15%, P, — 1.5%. In the plasma of the experimental setup of Ref. 21 the
average electron density, was equal to=10?® cm~2 and the degree of ionization
reached ~30. In the case of a Maxwellian electron energy distribution
dng(Eg)/dE.=n.f(E.), where the functiorf(E.) has the form

2 |E 1
f(Ee):_ _ee—Ee/T_'
\/; T T

the excitation efficiency in the IIEC process

§||Ec(|i>)zTfnef:f(Ee)Uch(Eei|i>)vedEe'

is approximately equal to 810 8—3x 107 for a transition to the &,,, subshell and
3% 10 '-3x 108 for a transition to the 5,,, subshell(We note that in our plasma the
IIEC process to the B4, subshell evidently will not occur because the degree of ioniza-
tion of the plasma is too low.

In contrast to the mechanisms considered above, excitation in inelastic scattering of
plasma electrons by nuclei is a nonresonant process. All electrons in the spectrum whose
energies are higher than the nuclear transition energy participate in this process. To
determine the cross section, the self-consistent field of the nucleus and the electronic shell
of ions with different degrees of ionization were calculated by the Hartree—Fock—Slater
method. The relativistic wave functions of the scattered electrons were found in this field.
The cross section fd®*Hg is virtually independent of the degree of ionization and falls
off from o, ~1.4x10 2% cn? with incident electron energyE.=1.6 keV to
~4.7x10 %0 cn? for E,=5.1 keV and further to~2.6x 10 % cn? for E,=9.6 keV.
Averaging over a Maxwellian distribution witlf=800 eV gave for the reaction rate
(0eeve)=0.8x10"% cm’s. Estimating the excitation efficiency as
Loer=NeT{0eeVe)é gives the range, o =2x108-2x10°.

It should be noted that the unsteady nature of the processes in a femtosecond plasma
will strongly influence the ratio of the efficiencies of different excitation channels. At the
same time, comparing all excitation mechanisms shows that an efficient9™ ' can be
counted on. In the plasma of Ref. 21 the number of atoms readhe$0'— 102,
ThereforeN* =10*—1C isomeric nucle®™Hg(1/2", 1.561 keVf can be excited by an
~1 J laser pulse. Since the lifetime of isomers should be two to three orders of magni-
tude longer than that of the plasma, the conversion x-rays will be detected without a
background. Also, keeping in mind the reserved margin of one order of magnitude in the
efficiency (the range for{, under the experimental conditions of Ref. 21 should be
107 6-1077), it can be concluded that the observation of the excitation of low-lying
isomers in plasmas in the near future is entirely realistic.

We thank N. I. Koroteev for helpful discussions.
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The subbarrier passage of ultracold neutrons through beryllium foils
and coatings with a probability much higher than that of tunneling is
observed. This effect may be responsible for the so-called anomalous
loss of ultracold neutrons. @997 American Institute of Physics.
[S0021-364(1®7)00717-2

PACS numbers: 28.26v

INTRODUCTION

A basic property of ultracold neutroisCNs) is their capability of undergoing total
internal reflection from a surface and therefore being confined in closed material traps.
Immediately after the discovery of UCN$,attempts were made to obtain the theoreti-
cally predicted long storage times of UCNS in traps.

However, starting in 1968, investigations with UCNs raised a series of problems
with no obvious solutions. The chief one is the inadequate storage time of UCNSs in traps.
This phenomenon was observed in the first experiments on storage of $faN4978
additional losses of UCNSs in the walls of a trap were found. These losses were due to
heating of UCNs by hydrogen impurities in the surfaeHowever, high hydrogen
densities were required to explain the observed losses. This problem became more obvi-
ous in 1990 in experiments performed in Gatchina on measuring the neutron |ffetiche
in a subsequent careful investigation of beryllium, one of the best wall materials for UCN
traps. The UCN losses in beryllium traps were found to be two orders of magnitude
higher than the theoretical estimates based on the neutron trapping data and were equal to
3% 10 ° (per collision at temperatures of 10-15 K. Furthermore, the observed losses
were virtually temperature-independent below 80 K. At the same time, the probability of
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heating could be strongly temperature-dependent, which is at variance with the observa-
tions reported in Ref. 7. A subsequent careful analysis of the trap surfaces did not show
the presence of any contaminants with a high trapping cross section. The phenomenon
was characterized as an anomalous loss of UENSs.

Several other unexplained experiments with UCNs were recently performed: obser-
vation of selective intensification of trapping of UCNs by some mateti@ishanced
heating of UCNSs by the surface of a beryllium flland others.

If we assume that there exists a process whereby UCNs penetrate into a material, we
could possibly understand most of the existing phenomena. We shall not attempt to
discuss in this letter the possible theoretical basis for such penetration. Separate attempts
have been made to explain the anomalous UCN loSs€sThe idea that is being most
actively discussed is UCN localization in the medium, followed by diffusion of the
neutrons™®

In this letter we discuss a number of experimental facts concerning the penetration
of subbarrier UCNs through beryllium foils and coatings. Since the energy of the UCNs
which had penetrated through the foil was not measured accurately in this experiment, we
cannot prove that the penetration of UCNs beneath a barrier was observed. A more
precise statement would be that penetration of subbarrier UCNs was observed in the
experiment.

MEASUREMENT OF THE PENETRATION OF SUBBARRIER UCNs THROUGH
BERYLLIUM FOILS AND COATINGS

The first experimental indication of the penetration of subbarrier UCNs through
0.3-0.5um thick beryllium coatinggprepared by magneton sputteringas obtained in
Refs. 7 and 8. The trap was fabricated from aluminum and coated with beryllium. The
total UCN losses in the energy rangg~0—0.7 m were measured in the experiment.
Here the UCN energy is expressed in terms of the heigbf the step in the earth’s
gravitational field using the expressiéy=mgh The maximum energy of the UCNs
Emax=0.7 m in this experiment‘KOVSh” ) was higher than the critical energy of the
aluminum substraté&,, =0.52 m. The experimental apparatus consisted of a gravita-
tional differential total UCN loss spectrometer. A detailed description of the method used
to measure the energy dependence of the total losses can be found in Ref. 7. An increase
in losses in the energy randge>E, and also a sharp change in the loss factor at the
energyE, could mean that the UCNs penetrated into the beryllium and then into the
aluminum. The observed penetration probability was equai16~ 2 per collision, which
is much higher than the probability of tunneling through such a beryllium layer. How-
ever, the quality of the coating was not carefully analyzed at the time and therefore the
results were attributed to poor quality of the coatings.

To check the subbarrier UCN penetration hypothesis, special investigations were
performed first with a 15Qem thick vacuume-tight beryllium foil and beryllium coatings
on an aluminum foilGatchina, 1991-1993nd then with a 5sm thick vacuum-tight
beryllium foil (Grenoble, 199) The arrangement of our Grenoble apparatus is shown in
Fig. 1. The same method was used in the experiments performed in GattB®b—
1993. The idea of the measurements is as follows: When the storage v@usniéled
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FIG. 1. Diagram of the apparatus in the ILL reactor in Grenoble for studying subbarrier penetration through a
beryllium foil: 1 — 56-um beryllium foil, 2 — UCN detector(“DUNya” ), 3 — UCN storage vessebravi-
tational spectrometigr4 — neutron shielding of the detectd — bent neutron guide&§ — UCN valve,7 and

8 — UCN and above-barrier neutron monitor detectors, respecti9ehx polyethylene absorbet,0 — stain-

less steel support gratingl — separating aluminum foill 2 — tube for evacuating the bent neutron guide.

with UCNSs, the UCN detectd? will detect only the background present in the laboratory
and the neutrons penetrating through the foil 1. To eliminate spurious effects, neutrons
with energyE>Eg.=2.35 m(critical energy for beryllium must be removed from the
storage volume. This was accomplished by two methogprdliminary preparation of a
spectrum in a closed trap in which the critical velocity for the walls is much lower than
that for beryllium, and 2subsequent analysis of the time dependence of the intensity of
the UCNs that have passed through.

The measurement procedure consisted of the follovifig. 1): A gas of UCNs
flowed through the valvé and filled the storage volum®& after which the valve was
closed. The flux of suprabarrier neutrons wih- Eg, would decrease over several sec-
onds to a very low value because the suprabafterberyllium) neutrons are lost in the
polyethylene absorbér and also in the walls of the stainless-steel storage vol(amit-
cal energyEs<~1.9 m.

The preliminary storage volume was filled in 100 s and the UCN va@s closed
for 210 s. The total cycle required 310 s.

A decisive conclusion concerning the penetration of subbarrier UCNs will be based
on the measurements performed with a vacuum-tight beryllium foil. For this reason, these
measurements will be described in detail below, and the results obtained with beryllium
coatings will only be listed.

A vacuum-tight beryllium foill (Fig. 1) was prepared from drop-forged beryllium
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by rolling to a thickness of 5@&m. The foil covered the entire transverse cross section,

9 cm in diameter, of the neutron guideconnecting the storage volume and the UCN
detector2. A stainless steel gratint0 was installed in order to prevent air pressure from
damaging the foil. The foil area not screened by the grating was equal to 48Acm
vertical cylinder 0.6 m in diameter dr2 m high was used as the storage volné&he
storage vessel and the neutron guides were made of polished stainless steel. The neutrons
were transported from a Steyerl turbine to the storage volume along a neutron guide with
an aluminum separating falll. The neutron guide could be closed with the vadv@he

UCN flux at the level of the beryllium foil was equal to 500 neutrorss - cm 2. The
spectrometer contained a polyethylene absotbplaced at a height of 1.8 m; this ab-
sorber ensured the appropriate upper cutoff of the UCN spectrufy, gt-1.8 m. The
aluminum separating foill in the entrance neutron guide gives a lower limit of the
spectrumE i~ 0.52 m. The UCN detectdFig. 1; 10 torr’He and 900 torr Ar, 10Q:m
aluminum window?2 with an area of 60 cf) was placed at the other end of a neutron
guide of length~75 cm along the axis, which had a 90° bend. In this arrangement the
detector does not “see” the beryllium foil directly, so that the background formed by the
neutrons scattered inelastically in fdilis greatly reduced..

The beryllium foil provided vacuum-tight separation of the storage volume, at a
pressurg1-2)x 10”4 mbar and the volume of the bent neutron guide. Sealing the be-
ryllium foil eliminated leakage of UCNs by-passing the foil.

The neutron shield of the UCN detector consisted of a 1-cm thickness of borated
rubber and a 16-cm thickness of borated polyethylene.

Figure 2 shows the time dependence of the UCN count measured by the détector
The UCN flux penetrating th rough the beryllium foil was found to be
(1.16+0.20)x 102 s for the energy rang&,~0.52—1.8 m. Taking account of the
UCN flux incident on the foil, the probability that UCNs penetrate through the foil was
equal to (5.8 1.0)x 10" per collision. The statistical reliability of a measurement was
equal to~6 standard deviations.

The probability of penetration of subbarrier UCNs was calculated by fitting the
function

a1t a, exp —t/ry), (1)

to the experimental data, wheeg and a, are free parameters that correspond to the
background and flux of penetrating neutrons agds the storage time in the spectrom-
eter and was extracted from measurements with a monitor detéc®nly the data
obtained after the 120th second, when the flux of above-limit neutrons became small,
were used in the analysis.

The signal/noise ratio was 15. This was achieved with a high UCN flux in the ILL
reactor and a very low background neutron flux in the experimental chamber of the
reactor in Grenoble and by using the low-background “DUNya” UCN detector with
differential tuning of the discriminator to a narrow peak corresponding to a neutron-
detection signal and# neutron shielding of the detector. In the experiment the temporal
and amplitude spectra of the detector pulses were detected simultaneously. This made it
possible to perform subsequently an analysis of the data by varying the amplitude dis-
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FIG. 2. UCN detection rate versus time, discrimination for the p@ak0.764 MeV:1 — Computed depen-
dence of the above-limit neutron flux versus tirBe;— subbarrier-neutron flux measured by a monitor detector
and normalized to the penetration flux of UCNsi— background level. 0—-100 sec — filling of the spectrom-
eter. The detector count was due to above-limit neutrons with a short storage time; 0G0—1&harp decrease
in the counting rate after the input valve is closed; 120-8% the penetrating UCN flux decreases simulta-
neously with the UCN flux in the spectrometer all the way down to the level of the constant background.

crimination level. It is interesting to compare, for example, the results for two different
discrimination levels: one within the narrow peak due to the reaction®He —t+p,
Q=0.764 MeV and another with a much wider range of amplitudes with lower limit
E=0.15 MeV. The results for these two cases are compared in Table I.

Almost all the detected events were found in the amplitude window corresponding
to the pealQ=0.764 MeV. This means that the observed effect is caused by the neutrons
and not by stray pickup, which would show a wide amplitude distribution. The back-
ground of the shielded detector in a window corresponding to the peak of the reaction
with the reactor shut down was equal to (58.9)x 10 % s~ 1. This background is not
due to neutrons, because there is no sharp peakQwe&.764 MeV. This is the limit for

the detector employed.

TABLE I. Comparison of two variants of the amplitude discrimination of the UCN detector signal.

UCN detection rate, s

tuning to theQ=0.764 MeV

window tuning to the rang&>0.15 MeV
Background (7.4+1.89x10°4 (2.6+0.3x10°3
Penetration (1.16+0.2) X102 (1.20+0.22x10 2
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TABLE II. Supra- and subbarrier neutron fluxes versus air pressure in the neutron guide connecting the
beryllium foil and the UCN detector.

Air pressure in neutron guide,

mbar Suprabarrier neutron flux;s  Subbarrier neutron flux,
0 (123.5:1.0 (1.16+0.20x1072
210 (35.4+0.4) (0.25+0.15 %102

Heating of UCNs to the thermal-neutron energy range on the spectrometer walls
could produce a spurious effect if the detector shielding is too thin. However, the mea-
surements showed that the counting rate by a completely unshielded UCN detector did
not change in time, while the UCN density in the spectrometer changed by several orders
of magnitude.

The fact that the detected neutrons are not thermal can also be checked by measuring
the dependence of the counting rate of the detector on the air pressure in the neutron
guide5 (Fig. 1). It can be estimated that air pressure of 210 mbar decreases the counting
rate by approximately a factor of 4.5 for UCNs and above-limit neutrons. But thermal
neutrons would not be affected by the presence of air in the neutron guide. This was also
confirmed by an experiment whose result is presented in Table II.

Thus the UCN detection rate of the detector, which has the same time dependence as
the UCN density in the spectrometer, is definitely due to the UCNs which have reached
the detector along the neutron guide. At present we do not see any explanation for this
effect other than the penetration of subbarrier UCNSs.

In Gatchina measurements of the penetration of UCNs through beryllium coatings
on aluminum foils were also performed. These measurements do not make it possible to
draw a conclusion concerning the penetration of subbarrier UCNs, because there could be
small but numerous defects in the coatings that were not found by optical means. But
these data can be used to obtain a more complete picture of the phenomenon. All samples
with a 0.07-0.8 um thick coating showed penetration of UCNs with probability
2x 10 4-3%x 10 3 (see Fig. 3. An examination of the surface of a coating in an optical
microscope with 708 magnification showed that the fraction of the surface with defects
does not exceed 10. Penetration of UCNs through a 1Q0n aluminum foil with a
bilateral 0.5xm beryllium coating was not observed. This experiment makes it possible
to gauge the time dependence of the suprabarrier neutron flux because the penetration of
subbarrier neutrons through such a specimen is very weak, while the suprabarrier neutron
flux remains almost unchanged. A foil with a gauged opening was used to measure the
absolute value and time-dependence of the UCN flux in the storage volume.

ANALYSIS OF EXPERIMENTAL RESULTS

It is helpful to compare the probability of the observed penetration with the prob-
ability of tunneling under a Be potential barrier. This compari¢big. 3) shows that
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FIG. 3. Comparison of the probability of tunneling through a Fermi potential with experimental data on
subbarrier UCN penetration through beryllium foils and coatings. Solid line — estimate of the tunneling effect
averaged over the UCN spectrumy; — measurements in Grenoble with a a6 beryllium foil; O —
measurements in Gatchina with coatings on an aluminum@oit— UCN penetration estimated from neutron
lifetime measurements.

there is an additional penetration of UCNs through the beryllium foils and coatings. It
becomes important at a thickness of @.tn, when tunneling starts to decrease relatively
rapidly with increasing thickness. The use of vacuum-tight beryllium foils shows that the
problem does not reduce to one of the quality of the coating technology and indicates that
this phenomenon occurs for some other reason.

CONCLUSIONS

The penetration of subbarrier neutrons through beryllium foils and coatings has been
observed experimentally. The penetration probability for guBé-vacuum-tight beryl-
lium foil was found to be (5:1)x10 7 per collision. This value is many orders of
magnitude greater than the quantum-mechanical tunneling for this thickness. The ob-
served effect is very likely of the same nature as the anomalous loss of UCNs during
storage in traps. To confirm that the observed effect is in fact subbarrier penetration, in
future investigations it is most important to make quite accurate measurements of the
energy of the neutrons that penetrate through the foil.

The experiment was performed with the support of the Russian Fund for Fundamen-
tal ResearcltiGrant No. 92-02-1866§3and INTAS(Grant No. 93-0298 We are grateful
to N. V. Borovikova for preparing the samples, to S. Neumaier for assisting during the
experiment in Grenoble, and to all of our colleagues for helpful discussions and interest
in this work.
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Extension of the Sommerfeld diffraction integral to the
case of extremely short optical pulses

V. A. Aleshkevich and V. K. Peterson®
M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

(Submitted 24 July 1997
Pis'ma Zh. Ksp. Teor. Fiz66, No. 5, 323—32610 September 1997

The Sommerfeld diffraction theory is extended to the case of extremely
short pulses. It is shown that a simple qualitative analysis and a quan-
titative solution of a wide class of diffraction problems are possible for
pulses with durations of the order of the period of the light oscillations
and an arbitrary initial distribution of the light field. @997 Ameri-

can Institute of Physic§S0021-364(07)00817-1

PACS numbers: 42.25.Fx, 61.34.

Substantial progress in the generation of pulses of extremely short duration has been
made in the last few years. This is due mainly to improvement of the technique for the
mode locking of titanium—sapphire lasers, which are capable of generating pulses with
durations down to 7.5 fs at a wavelength of 800 nm, by in-cavity compensation of
frequency modulation with the aid of dispersive elemérEtracavity fiber-optic com-
pression makes it possible to decrease the pulse duration further down%@6dstding
to estimates in Ref. 2, a figure of 4 fs is entirely realistic.

In many problems involving the application of ultrashort pulses, such as the pump-
ing of x-ray lasers, the generation of shock waves in hot, dense plasmas, the formation of
optical solitons, the control of light by light, and others, the spatiotemporal structure of
the radiation must be carefully monitored. One of the fundamental physical reasons
leading to a large transformation of this structure is intercoupled diffraction conversion of
the frequency and angular spectra.

Femtosecond optical pulses contain only several oscillations of the electromagnetic
field. It is completely obvious that to describe their propagation in linear and especially
nonlinear media the slowly-varying-amplitude approximation becomes inapplicable. The
strongly nonstationary diffraction effects arising during the propagation of such bunches
of the electromagnetic field were discussed earlier in Ref. 3. In Ref. 4 the specific
problem of diffraction of a Gaussian pulse in free space was solved and the relationship
of the pulse to the spatial and temporal characteristics were traced on the basis of a
spectral approach in the paraxial approximation. The dynamics of the interaction of
extremely short pulses with two-level atoms was analyzed in Ref. 5 on the basis of the
Maxwell-Bloch equations without taking diffraction into account.

Our objective in the present letter is to extend the Sommerfeld stationary theory of
diffraction, which is a powerful and universal tool for analyzing diffraction phenomena
of any nature, to the highly nonstationary cases of extremely short pulses. No additional
restrictions will be imposed on the initial spatiotemporal distribution of the wave field.
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Generalized diffraction integralAs is well known, the diffraction of a monochro-
matic wave by a flat screen is described by the Sommerfeld integral:

JG
exy.2-2] | EX Y0 |- odX Ay’ @

where the Green’s function G(R)=exp({kR)/47R, and R
=J(x—x")?+(y—y")?+(z—2')? is the length of the segment connecting the point of
integration with the coordinatex(,y’,z’) on the flat screen and the point of observation
(x,y,2z). If the field of the monochromatic wave is written in the form
E(x,y,z,t) =E(X,y,2)exp(—iwt) and it is assumed th&R>1, k= w/c, then

JG . JR expikR) -z exp(ikR)

— |y —o~ik— ———=—ik= —————. 2

Jz' gz 47R R 4#aR
Using expressiolfl) and summing over all frequencies, we obtain the following expres-
sion for the diffracted electric field:

2z exp(m)R/c)
E(x,y,z,t)= f f f E(x',y’ Ow)exp(—lwt) ————dX'dy’'dw. (3)
Introducing the notation’ =t—R/c and using the inverse Fourier transform we obtain
z
E(Xx,y, zt)——f f f X"y 0t") ——=46(t"—t")dt"dx'dy’. (4
2mcR?

Performing the integration in Eq4) over t”, we arrive at a formula describing the
diffraction of an arbitrary electromagnetic disturbance,

1 d o, cos§ =
E(x,y,z,t)=ﬁf JEE(X y',0, t—R/c)de dy’, 5)

where co$y =z/R is the cosine of the angle between the direction to the observation
point and the normal to the plane of the screen. The diffraction intégyas a gener-
alization of the Sommerfeld diffraction integral and is applicable for an arbitrary electro-
magnetic disturbance which is diffracted by a flat screen. We shall employ the diffraction
integral obtained above to analyze the diffraction of an extremely short pulse with a
duration of the order of one period of the light oscillations.

Diffraction by a circular openingLet an electromagnetic pulse with duratiogbe
incident in a direction along the normal on an opaque screen with a circular opening of
radiusr . If the electric fieldEy(t) in the incident pulse does not depend on the trans-
verse coordinateg’ andy’, then the field on the axis of the opening can be easily
calculated from expression (5), taking into account the fact that
dx'dy’'=2wdp=27RdR

1 22 d R\ cosy
E(O,OZ,I)I%J Z*ro EE()(I—E)TZWRC!R (6)
z

Setting cos¥ =1 and noting that/dt= —cdl IR, we write expressioli6) in the form
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FIG. 1. Variation of the energy density with distarci the case of the diffraction of a pulse consisting of one
period of the electromagnetic oscillations.

(2.2 0
E(o,o,z,t)z—f Z+r°ﬁ—REO(t—R/c)dR=Eo(t—z/c)—EO(t—\/22+r§/c). 7
V4

Therefore the diffraction of a short pulse results in the appearance of two heteropolar
pulses on the axis of the opening which are identical to the incident pulse but are
separated by a time interv:AIt=r(2)/22c (z=ry). It is obvious that on the axis of the
opening the field, being a superposition of the fields of two heteropolar pulses, will
depend on the ratio of the time delat and the pulse duratiom,. In the near field
At>719orz<Ld= ré/ZCTO the heteropolar pulses do not overlap, and the energy density

w=f E2(0,0,z,t)dt=2J E3(t)dt

is two times higher than in the incident pulm=fE§(t)dt. In the far fieldAt<<ry or
z>L4 one has

ro
2zc’

E(0,0z,t)=Eq(t—2z/c)— Eq(t— \Z°+ ré/c)~ aa—EtO(t— z/c) (8)

and the increasing overlap of the pulses results in a weakening of the diffracted field with
increasing distance, the shape of the diffracted pulse being determined by the derivative
of the initial time dependence. If the incident pulse consists of one period of the electro-
magnetic oscillationsE(t) = Egsin(2at/7) for 0<t=<ry and Ey(t)=0 for t<0 and

t> 1, then the energy distribution along tkeaxis has the form displayed in Fig. 1.

For smallz the energy density on the axis is constant and equals twice the energy
density in the incident pulse. At the distangg WhereAt=r§/22M0= 70/2 (zy=2Ly),
summing the pulses even triples the energy density. At distances5. 4 one has
Wz~ 2. The energy densityV as a function of the transverse coordinates shown in
Fig. 2. Forz<L4 there exists a ring, which is most pronounced at distances of the order
of 0.3L4 and gradually vanishes as—L 4. Forz>L4 the form of W(p) is nearly Gaus-
sian, with ane™! width of the distribution which can be approximated to a high degree
of accuracy by the expressiog(z)=rv1+ (z/5L4)>.

Diffraction of a pulse with a Gaussian transverse amplitude distributibow let
E(x',y’,01) =exd —(x'2+y'?)/r3]E(t) in the incident pulse, which pulse once again con-
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FIG. 2. Energy density versus the transverse transverse coorgifiate/L4=0.3(1), 0.6(2), 1.2(3), 6.0(4),
and 12(5).

sists of a single period of the electromagnetic oscillations. The characteristic temporal
shape of the diffracted pulse is shown in Fig. 3. We note that at a sufficiently large
distancez> L4 the initial sine curve transforms on the axis of the beam into a cosine

curve, i.e., there is a tendency for the curve to transform into its derivative. However, the
retardation effects at the periphery of the beam are more complicated.

The energy density as a function of the transverse coordinate remains Gaussian at alll
distances. Here the radiug(z)=rq\1+(z/Lq)? (WhereLy=mr3/c7,) increases with

025

025

0.5

FIG. 3. Temporal behavior of a diffracted short pulse with a Gaussian transverse distribution of the field
amplitude at distances=2L 4 and different distance from the axs p/r,=0 (1), 1.0(2), 2.0(3), 3.0(4), and
5.0 (5).

347 JETP Lett., Vol. 66, No. 5, 10 Sept. 1997 V. A. Aleshkevich and V. K. Peterson 347



distance just as in the case of the diffraction of a beam of monochromatic radiation with
)\ = CTo.

In closing, we note that the approach developed above for describing nonstationary
diffraction makes it possible to perform a simple qualitative analysis of wave fields of
any nature and can be extended to the case of dispersive nonlinear media.
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Pulsed magnetooptic compression of cold atoms

V. |. Balykin
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A method is proposed for increasing the density of cold atoms. The
method is based on pulsed laser irradiation of the atoms in a nonuni-
form magnetic field. The interaction conditions under which the veloc-
ity of an atom is damped to a value that depends only on the magnitude
of the magnetic field and the position of the atom at the moment it is
irradiated by the laser field are found. The atom completely loses all
memory of its initial coordinates and velocity. In a three-dimensional
interaction geometry an irradiated atomic ensemble transforms into an
ensemble contracting toward the origin. The basic physical processes
accompanying the compression of atoms are studied1997 Ameri-

can Institute of Physic§S0021-364(®7)00917-1

PACS numbers: 32.80.Pj, 85.70.Sq

Efficient methods of laser cooling and trapping of free atoms, making it possible to
obtain a temperature of the localized atoms in the range® Hhd lower, have been
developed during the last ten yedrsOne of the most striking accomplishments in this
field is the observation of Bose—Einstein condensation of free weakly interacting atoms.

As a rule, one of the most important parameters in all investigations with cold
localized atoms is the density of the atoms. The now standard method for obtaining a
high density of atoms is, first, to cool the free atoms to a temperature equal to several
degrees Kelvin and then to localize the atoms in a magnetoopticalMt@d), where the
atoms are further cooled to temperatured0 4-10 ° K. The maximum density of
atoms achievable in this process+€0'°-10' cm™3. A fundamental limit on the maxi-
mum density of atoms arises from the very nature of a magnetooptic trap: At a high
density of atoms in a MOT the scattered laser photons are again absorbed by atoms,
giving rise to an effective force that pushes the atoms apart and limits their dédsity.
large increase in the density of atoms has been achieved by the so-called “dark” MOT
technique, in which the atoms that have been localized are optically pumped into a
sublevel of the hyperfine structure, where the atoms are out of resonance with the main
laser field localizing the atoms. The method has been successfully used to localize Na
atoms® but there are substantial difficulties in applying the method to other elefhents.
The increase in density in the process of cooling atoms in a magnetic trap by the “evapo-
rative cooling” method results in a substantial decrease in the total number of localized
atoms.

In the present letter we propose a new method for increasing the density of cold
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atoms. In this method the total number of atoms remains practically unchanged. The crux
of the method is as follows. The initial ensemble consists of atoms localized in a MOT.
The case of an optical transition in an atom between a state with total angular momentum
Jg=0 and an excited state with,.=1 is studied. The MOT is formed by three mutually
perpendicular circularly polarizedr(, — o_) laser standing waves propagating along the
€, &, ande; axes of the coordinate system, and a spatially nonuniform quadrupole
magnetic field

B(r)=Bg[ei(x/a) +e,(y/a) —2e5(z/a)], (1)

whereB is the amplitude of the magnetic field aads the characteristic spatial scale of
the magnetic field. At a certain moment in time the laser field localizing the atoms is
switched off, and the atoms freely expand away from the center of the trap in #time
The expansion time, should be, first, sufficient for the density of atoms to decrease
substantially as compared with the initial density and, second, the optical density of the
atoms after expansion should be much less than 1. The maximum expansion time is
required to satisfy the conditian<a/(v), where(v) is the average initial velocity of the
atoms in the MOT. After undergoing free expansion the atoms are irradiated with a short
(durationt;) laser pulse, initially used to confine the atoms in the MOT. A force due to
the light pressure acts on the atoms during the tined the compressing laser pulse. In
the one-dimensional cageonsidered here in order to simplify the physical piciuard

with a weak saturation of the atomic transition this force has the form

w)z(R/Z B w)z(RIZ
5i+a))2(R/2+ ¥? 52,+w)2<R/2+ o ’

Fo=F,, +F, =fiky 2

wherew,g is the Rabi frequency, 2 is the homogeneous width of the atomic transition,

MB(r))
h

()

5+:((I)_(I)Oi kvxi

are the detunings of the laser frequenciefrom the frequencyw, of the atomic transi-

tion in a nonuniform magnetic fielB(r), k is the wave vectory, is the velocity of the
atom, u is the magnetic moment of the atom, ands Planck’s constant. Assuming that
the magnetic field is a linear function of the distance to the center of the trap, the force
acting on an atom along theaxis equals

Fyv= _vax_ngx’ 4

where

_Au k(i Y)(8ly)

5
L4 (81y)?P ®
, _4vb(widy)(8ly)
COT T 1+ (8l9)7 ©
b= ug(dB/dX), 7
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FIG. 1. One-dimensional compression of the atoms.

ug is the Bohr magneton, is the recoil velocity of the atom, ang= w — w,. It follows
from Egs.(4)—(7) that the behavior of an atom in the laser—magnetic field is described
well by a damped oscillator with a damping constggtand oscillation frequency,, .

When the interaction time of the atom and the laser field is she(6—10)8 1,
the displacement of the atom is very small. Then the change in the velocity of the atom
is

Uy= — (08 B)Xo+ [(whd B)Xo+voxle 2PH, (8)

wherexq andv, are the coordinate and velocity of the atom at the instant it is irradiated
by the laser pulse. One can see from EB).that if the interaction time is greater than the
decay constant= 3, , the velocity of the atom is damped to the value

vg=— (w3 B)Xo=— (b/K)Xq, (9)

which is determined only by the magnitude of the magnetic field and the coordinate of
the atom. The velocity of the atom is damped to a value that depends only on the
magnitude of the magnetic field. Therefore, after the atom interacts with the laser pulse
the direction of motion of the atom reverses and the speed depends only on the gradient
of the magnetic field and coordinate of the atom. The return time of the atoms to the
coordinate origin igg=Xqg/vg=b/k and is the same for all atoms. An atom loses all
memory of its initial coordinates and velocity in the initial MOT.

Figure 1 displays the dynamics of such a one-dimensional compression of the atoms.
The initial position of the atoms is plotted along the vertical axis and the time of motion
of the atom is plotted along the horizontal axis. The curves in the figure represent the free
expansion of the atoms, a sharp change in their velocity under the action of a short laser
pulse, and further compression of the atoms. The trajectories of the atoms were calculated
for the exact expression of the force due to light pressure under the assumption that the
gradient of the magnetic field is constant. The initial variance of the atom velocities is
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W(x, z)

10

120

FIG. 2. Three-dimensional compression of the atoms. The spatial distribMtibng) of the atoms in thex,z)
plane are showra — Initial distribution b — distribution at the end of the free expansion of the atoms, and c
— distribution at the end of the compression of the atoms.

év =200 cm/s, the duration of free expansiortjs-2.5 ms, the pulse duration is=50
uS, (dB/dx)=10 G/s,wg=0.5y, and 6= —21.

When atoms are irradiated by a three-dimensional laser field, the freely expanding
cloud of atoms is converted into a contracting cloud. After a certain period of time, all
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atoms, irrespective of their coordinates and velocities, collect at the origin.

Let us now discuss the main physical processes that could destroy the ideal com-
pression of the atoms) T'he spatial nonuniformity of the laser fields during the irradia-
tion of atoms by light is very small, since the decay consjargnd the frequency,
depend identically on the intensity of the laser fieldTBe force due to the light pressure
is by nature a diffusion force, as a result of which there is a variance
dv= 2Dt~ /0.3v,vg Of the atom velocities around the average valge whereD is
the velocity diffusion coefficient and, is the recoil velocity of an atom. Accordingly,
the radius of the atomic ensemble at the end of the compression of the atoms is finite.
From the standpoint of pulsed compression, heavy atoms with a low recoil momentum
are most promising.)3Since the magnetic fieltl) in a MOT is fundamentally anisotro-
pic, the force, the coefficient of friction, and the diffusion coefficient are likewise aniso-
tropic. This has the effect that the compression time along taedy axes is two times
longer than along the axis and, accordingly, the atomic cloud is compressed into an
ellipsoid of finite length and width along theaxis. The anisotropy of compression can
easily be compensated by irradiating the atoms with a laser pulse aloagitie with a
delay with respect to the pulses along thandy axes equal to the compression time of
the atoms along th& andy axes. 4 The MOT is formed by laser beams wiih..
polarizations, which enable pumping of atoms into a sublevel with the largest value of
me — the components of the ground-state magnetic moment of the atom. Incomplete
pumping of the atoms into this sublevéh the casely#0) results in an additional
spreading of the atoms in space.

Figure 2 shows the evolution of the spatial distributions of sodium atoms calculated
by the Monte Carlo method. Figure 2a shows the spatial distribution of the atoms before
they undergo free expansion; Fig. 2b shows the spatial distribution at the time of irradia-
tion by the light pulse; and, Fig. 2c shows the distribution at the moment of maximum
compression of the atoms. It was assumed that the magnetic field has a spatial depen-
dence of the form(1), and the anisotropy of the coefficient of friction and the pulsed
diffusion coefficient of the atoms were taken into accolmhe initial distribution was
chosen to be Gaussian with radius 0.3 cm and average velocity of the atoms equal to 150
cm/s. The free-expansion time=5 ms, the pulse duration is 5fs, the saturation
parameter of an atomic transitidd=1, anddB/dx=50 G/cm. One can see that the
spatial distribution of the atoms is broadened during the first stage of free expéfigjon
2b). The laser pulse transforms the free expansion of the atoms into a compression, which
is manifested in Fig. 2c as a decrease in the diameter of the distribution and an increase
in the density of the atoms. The maximum density of the atoms at the center of the
compressed distribution is 15 times higher than the density of the initial distribution. The
density of the atoms at the center can be increased even(lmoas order of magnitude
as noted earlier, by delayed irradiation of the atoms alongthgis. The main process
that limits the maximum density of the atoms during compression is momentum diffu-
sion.

In closing, | wish to thank K. Shimizu and F. Shimizu for a helpful discussion of the
results.
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Superfluidity of indirect magnetoexcitons in coupled
guantum wells
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The temperaturd ;. of the Kosterlitz—Thouless transition to a super-
fluid state for a system of magnetoexcitons with spatially separated
electronse and holesh in coupled quantum wells is obtained as a
function of magnetic fieldH and interlayer separatioD. It is found
thatT. decreasess a function oH andD at fixed exciton densitygy

as a result of an increase in the exciton magnetic mass. The highest
Kosterlitz—Thouless transition temperature as a functiad ofcreases

(at smallD) on account of an increase in the maximum magnetoexciton
densityn., versus magnetic field, where,, is determined by a com-
petition between the magnetoexciton energy and the sum of the activa-
tion energies of incompressible Laughlin fluids of electrons and holes.
© 1997 American Institute of Physids50021-364(®7)01017-7

PACS numbers: 71.35.Ji, 47.37q, 85.30.Vw

Systems of excitons with spatially separated electemasd holesh (indirect exci-
tong in coupled or double quantum wellf€QWSs in magnetic fieldsH are now under
intensive experimental investigation® They are of interest, in particular, in connection
with the possibility of superfluidity of indirect excitons e+h pairs, which would mani-
fest itself in the CQWs as persistent electrical currents in each’\aelti also in connec-
tion with curious quasi-Josephson phenomehahigh magnetic fields two-dimensional
(2D) excitons exist in a substantially wider temperature region, as the exciton binding
energies increase with increasing magnetic fidléh addition, 2De—h systems in high
fieldsH are of interest because of the existence, under some conditions, of unique exact
solutions of the many-body problem and nontrivial kinetic propeftié$.

Attempts at experimental investigation of magnetoexciton superfluidity in CQWs
make it essential to study the magnetic-field dependence of the temperature of the phase
transition to the superfluid state in systems of indirect excitons and to analyze the density
of the superfluid component. This is the subject of this paper. It will be shown below that
increasing the magnetic field at a fixed magnetoexciton density leadsweesang of the
Kosterlitz—Thouless transition temperaturg on account of the increase of the exciton
magnetic mass as a function df But it turns out that the highest possible Kosterlitz—
Thouless transition temperaturereaseswith increasingH (at smallD) due to the rise
in the maximum density of magnetoexcitovasrsus H

To estimate the superfluid density let us start by obtaining the spectrum of collective
excitations of a system of indirect magnetoexcitons.
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For an isolated magnetoexciton there exists a conserved qdariting exciton
magnetic momentun®) connected with the invariance of the system under a simulta-
neous translation oé andh and a gauge transformatigisee Refs. 7 and }2Here

p= —iVg— (e/2)[H,r], whereR=3(r.+r}) are the coordinates of the center of mass,
r=r.—ry are the internal exciton coordinates, and the cylindrical gauge for the vector

potential is usedAg 1= 3[H,lep] (c=7i=1).

The dispersion relatios(P) for an isolated magnetoexciton at smBllis a qua-
dratic function: e(P)~ (P?/2my), wherem, is the effective magnetic mass, which
depends orH and the distanc® betweene layers andh layers(see Ref. Y. For the
magnetoexciton ground state,>0.

The quadratic dispersion relation holds for snfalat arbitraryH and follows from
the fact thatP =0 is an extremal point of the dispersion relatiofP). The last statement
may be proved by taking into account the regularity of the Hamiltokigras function of
the parameteP at P=0 and also the invariance &fp under simultaneous rotation of

andP in the plane of the CQW (H5 is the effective Hamiltonian for eigenfunctions of
P) '6,7,11

For high magnetic fields;<af and atD~r the quadratic dispersion relation is
valid at P<1/ry, but for D>ry it holds over a wider regionP<<(1/ry)(D/ry)
(a} =1/2ue? is the radius of a 2D exciton & =0; u=mm;,/(Mg+my); Mgy are the
effective masses af andh; r,=(1/eH)¥? is the magnetic lengih

Using the quadratic dispersion relation for magnetoexcitons, one has &t amy
expression for the magnetoexciton velocity analogous to that for the ordinary momentum,
R= e/ P= P/m,, and the following expression for the mass current of an isolated
magnetoexciton:

M
J(P)= m—HP, @

whereM =mg+m;,.

The indirect magnetoexcitons interact as parallel dipol&sis larger than the mean
distance between an electron and hole along the quantum \Re#gr). But in high
fieldsH one hagr)~PrZ (Refs. 6 and Y. Typical values of the magnetic momentun
for dilute magnetoexciton systems obey the inequalttg/n., (due to the “large”
logarithm Inf,,) — see below. So the inequalityD>(r) is valid atD> Jn. 3 .

The distinction between excitons and bosons is due to exchange éfféetsthese
effects for indirect excitons with spatially separatedand h in a dilute system
Nex@?(H,D)<1 are suppressed on account of the barrier associated with the dipole—
dipole repulsion of the excitoff§(e.g., in high fieldH the small parameter is

exr[ _ (zmH)SIGeSISD 2/3n¢;xl/12 |nl/3( 1/87Tnexma e4D4)];
a(D,H) is the magnetoexciton radius along the quantum welherefore exchange
effects are negligible and the system under consideration can be treated by the diagram

technique for a boson system.
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For a dilute 2D magnetoexciton systefat ny,a?(D,H)<1) summation of the
ladder diagrams is adequate. But in contrast with a 2D system without a magnetfc field,
some problems arise due to nonseparation of the relative moti@nasfd h and the
exciton center-of-mass motiér:*1 So the Green functions depend on both the external
coordinateR,R’ and the internal coordinatesr'. It is convenient to treat the problem
in the representation of the eigenfunctignsnP) of the Hamiltonian and magnetic mo-
mentum of an isolated magnetoexciton.

In high magnetic fields, when the typical interexciton interact[ib?n;f’%f'za)c

(where w.=eH/u is the cyclotron energy, and=msm;/(m.+m,)), one can ignore
transitions between Landau levels and consider only the states on the lowest Landau level
m=n=0. Sincer has a typical value of; andP<1/r, the equation for the vertek

in the ladder approximation for a dilute magnetoexciton systegaf(H,D)<1) in the

n,m,P representation turns out to be analogous to that for a 2D boson system without a
magnetic field, but with the magnetoexciton magnetic nmagswhich depends ol and

D) instead of the exciton massnE mg+my,):

dl Ur(p—HI'(l,q;L)
(2m)? K2my+Q—L%4my—12/my+is

F(p,q;L)=Up(p—q)+f

w=k212my=ng, I =nq,I(0,0,0). 2

Here u is the chemical potential of the systein {s the sum and g the difference
of the initial magnetic momenta of a pair of excitons, anpi® the difference of the final
magnetic momenja and Ug(P) is the Fourier transform of the potential energy
U(R;—Ry)=e’D%|R;—Ry|°.

At small magnetic momentaP the spectrum of collective excitations is
E(P)=c4(H,D)P, with the sound velocitg = u/my.

A simple (analytica) solution for the chemical potentiat=w(H,D) can be ob-

tained from Eq(2), e.g., atr ;<D <(r/n?5:

w=K212my=81ng/2myIn(1/8mn,,mie’D?).

So at fixedng, and in high magnetic fields the sound velocity in the magnetoexciton
system(due tomy=my(H,D)) falls off approximately a$1 ~*?atD<r, and asH 2 at
D>ry.

The temperaturd@, of the Kosterlitz—Thouless transitibhto the superfluid state in
a 2D magnetoexciton system is determined by the equdtien0.57%2ng(T.)/kgMy ,
whereng(T) is the superfluid density of the magnetoexciton system as a function of the
temperaturel, magnetic fieldH, and interlayer distanc®, andkg is Boltzmann’s con-
stant.

The functionng(T) can be found from the relationg=ng,—n, (Ney is the total
density,n,, is the normal-component densityWe determine the normal-component den-
sity by the usual procedufsee, e.g., Ref. 17Suppose that the magnetoexciton system
moves with a velocityu. At T#0 dissipating quasiparticles will appear in this system.
Since their density is small at IoW, one can assume that the gas of quasiparticles is an
ideal Bose gas.
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To calculate the superfluid-component density we start by finding the total current of
guasiparticles in a frame in which the superfluid component is at rest. Usind Eeve
can see that the total current of the system is proportional to the total momentum, with a
coefficient that depends am,. As a result, we have for the superfluid density

373) T
21 CgmH ’

()

Ns=Nex— Np=Nex—

Substituting the superfluid-component density from Eg. (3) into the equation
above for the Kosterlitz—Thouless temperature, we obtain:

03 13
1+ \/ 10 /mHTC) +1
(6-0.4537%\ Nex
+(1—\/ 10 /mHT2)3+1 i
(6-0.4537%\ Nex

HereTS is an auxiliary quantity equal to the temperat[ﬁ‘cbat which the superfluid
density vanishes in the mean field approximation, hg(T%)=0:

T.=

Te

(471_)1/3'

4

To_ 2mNeComy | Y3 -
1 3¢3)

In high magnetic fields the Kosterlitz—Thouless temperature is

. T? 32 Y ey ©
¢ (am™B | 37(3)IN2(1/8mng DY)/ My

In high fieldsH at smallP the effective magnetic mass of an exciton on the lowest
Landau level f=0) and with quantum numben=0 is given bym,,=2%%e?r,\/7 at
D<ry and bymy~D?%e?r}, at D>ry. At large D, i.e., for D>af in weak fields
(ry>ag) or for D>ry, in high fields {y<a}), one hasmy=M+H?D3/c? (Refs. 7
and 12.

According to Eqs(4) and(5) the temperature of the onset of superfluidity due to the
Kosterlitz—Thouless transition at a fixed magnetoexciton density decreases as a function
of magnetic field due to the increasenmy, as a function oH andD, while T, decreases
asH Y2atD<r, orasH 2 atD>ry, andn, is a slowly decreasing function &. The
dependence of . on H is shown in Fig. 1.

From Egs.(4) and (5) one can see that the Kosterlitz—Thouless temperature of a
dilute magnetoexciton system is proportional to the magnetoexciton dengityAt high
magnetic fields the symmetmy— 1— v, e—~h obtains at the Landau level. Thus unoccu-
pied states on Landau levels for spatially separated electrons and holes can bind to
“antiexcitons,” and superfluidity of antiexcitons may also take place atv1. The
Kosterlitz—Thouless temperature for superfluidity of antiexcitons as a functiehafd
D is symmetrical to that for excitons. The top Kosterlitz—Thouless temperature at high
magnetic fields corresponds to the “maximum” density,, of magnetoexcitons at the
Landau leveh,,,~= vmaxll4wrﬁ~H, wherev,5,{(D) is the maximum filling of the Lan-
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FIG. 1. The Kosterlitz—Thouless transition temperatligeas a function of the magnetic field for different
interwell separation® (for GaAs structures

dau level for magnetoexcitonffor antiexcitons the corresponding critical value is
1-vya{D)), which obeysy,,{D)=<1/2 (it is also possible to have an excitonic phase
of the BCS type, originating frone—h pairing of composite fermions at=1/2; Ref.
12). The excitonic phase is stable B&x<D.(H) when the magnetoexciton energy
Eed{D,H) (calculated in Ref. ¥ is larger than the sum of the activation energies
E_ =ke?/ ery for incompressible Laughlin fluids of electrons or holés=0.06 for
v=1 etc!® (cf. Ref. 9. Sincek<1, the critical valueD >r . In this case one has

e2

D

Eexc=

for a magnetoexciton with quantum numbers=m=0. As a result we have
D=rn(1/Z&—2Kk). This estimate is correct for small when the interaction between
magnetoexcitons is small in comparison with the magnetoexciton erteggy For
greaterv it gives an upper bound oB.,. The coefficienk in the activation energie,
may be represented &s=k,+/v. So from the relation betweed,, andr,, one has

- 8D2

1r3
k3 D?

Ver

Hence, the maximum Kosterlitz—Thouless temperature at which superfluidity appears in
the system isTT®~nmH D)/my~H at D<ry or T™~H"! at D>ry, in high
magnetic fields. It is of interest to compare this fact with experimental results on mag-
netoexciton systems. Note that if, at a given densitg ahdh and a given magnetic field

H, several Landau levels are fillébut the high-field limitry<a§ obtaing, the super-

fluid phase can exist for magnetoexcitons on the highest nonfilled Landau level.
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We have shown that at fixed exciton dengity, the Kosterlitz—Thouless tempera-
ture T, for the onset of superfluidity of magnetoexcitons decreases as a function of
magnetic field ag4 /2 (at D~r). But the maximumiT, (corresponding to the maxi-
mum magnetoexciton densitjesincreases with H in high magnetic fields as
TI®™(H,D)~ JVH (atD~ry). This fact needs to be compared in detail with the results of
experimental studies of the collective properties of magnetoexcitons. The excitonic phase
is more stable than the Laughlin states of electrons and Helgh negligible e-h
correlation$ at a given Landau filling if D<D=r,(1/2k—2k), wherek is the coef-
ficient in the Laughlin activation energy. Below the Kosterlitz—Thouless temperature one
may observe the appearance of persistent currents in separate quantum wells. The inter-
layer resistance due to the drag of electrons and holes can also be a sensitive indicator of
the transition to the superfluid and other phases ofetHe systemt?

Yu. E. L. is grateful to participants of the “Nanostructures '97” for interesting
discussions of the results. This work is supported by the Russian Fund for Fundamental
Research, Programs “Physics of Solid Nanostructures” and “Surface atomic structure.”
O. L. B. was supported by the Program “Soros PhD students.”

de-mail: lozovik@isan.troitsk.ru

L. V. Butov, A. Zrenner, G. Abstreiter, G. Bohm, and G. Weimann, Phys. Rev. T&t304 (1994.

2U. Sivan, P. M. Solomon, and H. Strikman, Phys. Rev. L&#.1196(1992.

3M. Bayer, V. B. Timofeev, F. Faller, T. Gutbrod, and A. Forchel, Phys. Re%4B3799(1996.

4Yu. E. Lozovik and V. I. Yudson, JETP Let22, 26 (1979; Zh. Eksp. Teor. Fiz71, 738(1976 [Sov. Phys.
JETP44, 389(1976]; Solid State Communl8, 628 (1976; Solid State Commur21, 211 (1977; Yu. E.
Lozovik, Proceedings of the First All-Union Conference on Dielectric ElectrofiinsRussian, Tashkent,
1973.

SA. V. Klyuchnik and Yu. E. Lozovik, Zh. Esp. Teor. Fiz.76, 670(1979 [Sov. Phys. JETR9, 335(1979];
J. Low Temp. Phys38, 761(1980; J. Phys. Cl1, L483,(1978; I. O. Kulik and S. I. Shevchenko, Solid State
Commun. 21, 409 (1977; Yu. E. Lozovik and V. I. Yudson, Solid State Commug2, 117 (1977;
Yu. E. Lozovik and A. V. Poushnov, Phys. Lett. 228 399 (1997.

81, V. Lerner, Yu. E. Lozovik, Zh. Esp. Teor. Fiz78, 1167 (1980 [Sov. Phys. JETB1, 588(1980].

"Yu. E. Lozovik and A. M. Ruvinsky, Phys. Lett. 827, 271,(1997); Zh. Eksp. Teor. Fiz(1997) (in press.
81, V. Lerner and Yu. E. Lozovik, Zh. Esp. Teor. Fiz.80, 1488(1981) [Sov. Phys. JETB3, 763 (1981)];
A. B. Dzyubenko and Yu. E. Lozovik, Fiz. Tverd. Telaeningrad 25, 1519(1983 [Sov. Phys. Solid State
25, 874(1983]; Fiz. Tverd. Tela(Leningrad 26, 1540(1984 [Sov. Phys. Solid Stat26, 938 (1984]; J.
Phys. A 24, 415 (199); D. Paquet, T. M. Rice, and K. Ueda, Phys. Rev. 3, 5208 (1985;
A. H. MacDonald and E. H. Rezayi, Phys. Rev.4B, 3224(1990; D. S. Chemla, J. B. Stark and W. H.
Knox, in Ultrafast Phenomena Vllledited by J.-L. Martiret al, Springer-Verlag, 1993, p. 21; G. Finkel-
stein, H. Strikman, and I. Bar-Josefih press.

D. Yoshioka and A. H. MacDonald, J. Phys. Soc. Jp®.4211(1990.

105, M. Dikman and S. V. lordanskii, JETES, 50 (1996.

1| p. Gorkov and I. E. Dzyaloshinsky, Zhk&p. Teor. Fiz53, 717(1967) [Sov. Phys. JETR6, 449(1968)].

2yy. E. Lozovik, Report on Adriatico Conference on Low-Dimensional Electron Syst@misste, 1996;
Physica E(in press. ;

1L, V. Keldysh and A. N. Kozlov, Zh. Esp. Teor. Fiz54, 978(1968 [Sov. Phys. JETR7, 521 (1968].

1Yu. E. Lozovik and O. L. Berman, Zh.K8p. Teor. Fiz111, 1879,(1997 [JETP84, 1027(1997)].

15Yu. E. Lozovik, and V. I. Yudson, Physica 83, 493(1978.

16, M. Kosterlitz and D. J. Thouless, J. Phys6(1181(1973; D. R. Nelson and J. M. Kosterlitz, Phys. Rev.
Lett. 39, 1201(1977; Zh. Eksp. Teor.47, 1427(1964 [Sov. Phys. JETRO, 961 (1964].

360 JETP Lett., Vol. 66, No. 5, 10 Sept. 1997 Lozovik et al. 360



A, A. Abrikosov, L. P. Gor'kov, and I. E. DzyaloshingkiMethods of Quantum Field Theory in Statistical
Physics Prentice-Hall, Englewood Cliffs, N. 1963 [Russ. original, Fizmatgiz, Mosco(l962].
18R, E. Prange and S. M. GirvifEds), The Quantum Hall EffecSpringer-Verlag, New York1987).

Published in English in the original Russian journal. Edited by Steve Torstveit.

361 JETP Lett., Vol. 66, No. 5, 10 Sept. 1997 Lozovik et al. 361



Observation of ferrobielastic switching in langasite
crystals under a uniaxial static pressure

G. D. Mansfel'd®

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 103907
Moscow, Russia

J. J. Boy
Ecole Nationale Superieure de Mecanique et des Microtechnigues, Besancon, France

(Submitted 23 July 1997
Pis'ma Zh. Kksp. Teor. Fiz66, No. 5, 338—34Q10 September 1997

Ferrobielastic switching is observed by measuring the change in the
frequency of a compound acoustic cavity made from a langasite
(LagG&SiOy,) single crystal, under uniaxial pressure. The effect is
detected from the jump in the cavity frequency at the point of switch-
ing. In quartz the measured value of the pressure at the point of switch-
ing is found to be much higher, 740 MPa. ®97 American Institute

of Physics[S0021-364(®7)01117-1

PACS numbers: 62.20.Dc, 61.64.

According to Ref. 1, ferrobielastic switching stimulated by a uniaxial static pressure
in certain specially chosen directions can occur in class 32 crystals, which are ferrobielas-
tics. This transition of a sample as a whole into a twinned state has been observed
repeatedly in quartz single crystals by opticahd, recently, acousfiamethods. The
switching effect has also been observed in gallium orthophosphate ci/3tais.letter
reports the observation of switching in a langasite;Ga;SiO;,) single crystal.

The choice of the direction of application of the pressure giving rise to the ferroelas-
tic switching is based on energy considerations: The energy of the crystal lattice after the
transition to a twinned state should be less than in the initial phase. In accordance with
Ref. 5, the changA G in the Gibbs function at a transition into the twinned phase should
be negative for directions of application of the pressure which are favorable for the
appearance of a switching effect. It can be shown thaXfout plates of class 32 crystals

AG=2S,,,P%F(0), (N
where the functior-(6) depends on the angle between thaxis of the crystal and the
directionZ’ along which a mechanical streBsis applied:

F(6)=—2 sin 29 sir?é. )

Positive values of-(#) are shown in polar coordinates in Fig. la. Since the elastic
complianceS, ;,3is negative for the langasite crystal, negative valueA @fare possible
only near angles of- 135° and—45°.

In the present work we employed an acoustic method, which we developed earlier
and applied in Ref. 3, to study the effect of uniaxial pressure on the elastic properties of
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FIG. 1. a — Favorable angles of pressure application to produce a transitioX-ofiaspecimen to a twinned
phase, solid curves — langasite, dashed curves — qulartz Experimental configuration for observing
ferrobielastic switching in langasité:— langasite single crystal -x-cut plate,2 — ZnO film, 3 — electrodes.

a crystal and to observe the ferrobielastic switching effect. The experimental specimens
of langasite wereX-cut plates with optically polished, parallel facgke nonparallelism
was< 8") and were used as parts of compound acoustic cavities. Zinc oxide piezoelectric
transducers were applied to one of these surfaces. A uniaxial pressure, in accordance with
Eq. (1) and Fig. 1a, was applied at an angle-ofi5° in the direction of th& axis, as
shown in Fig. 1b. All end faces of the samples were also optically polished and were
strictly perpendicular with respect to the faces. The compound cavity is a multifrequency
cavity; resonance always occurs when an integral number of half waves fits within the
thickness of the structure. Fa 3 mmthick langasite plate and a 8m thick ZnO film,

a grid of resonance frequencies was observed from 100 to 600 MHz. The change in each
resonance frequency under uniaxial pressure is uniquely related with the change in the
so-called “natural” velocity of soun,which should change abruptly upon ferrobielastic
switching?

In our experiment the resonance peaks were detected with a NR4396 microwave
circuit analyzer simultaneously at two neighboring resonance frequencies — 419.824
MHz and 420.761 MHz. The average data from the measurements of the relative
pressure-induced changes in frequency are presented in Fig. 2. The changes occurring in
the resonance frequencies under uniaxial pressure were negative and monotonic functions
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FIG. 2. Relative change in the frequency of a compound acoustic cavity versus applied pressure. The arrow
marks the point of switching.
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of the pressure. One can see that this character of the pressure dependence of the fre-
quency change remains up to approximately 740 MPa. At a pressure of 740 MPa the
measured resonance frequencies increase abruptly. As the pressure increases further, the
resonance frequencies once again decrease monotoniaghy up to pressures corre-
sponding to onset of fracture of the sample

It is interesting to compare these data with the results of investigations of a similar
phenomenon in quarfzFor aX-cut plate and a pressure of the order of 500 MPa the
resonance frequency undergoes a jump due to ferrobielastic switching, when in most of
the sample(or in the entire samp)ethe crystal lattice passes into the twinned phase.
Apparently a switching effect occurs in our case also. However, the sign of the frequency
change in the case of quartz is different, and the initial change in frequency with pressure
is positive. Furthermore, according to E{), to observe switching in quartz the me-
chanical stress must be applied at an angle of 45° with respect #© #xés, as follows
from Fig. 1a, where the dashed line shows the computational results for quartz. These
differences in the direction of application of pressure and the character of the pressure-
induced change in frequency are in accord with the theory of Ref. 6, specifically, they are
due to the fact that the signs of the coeffici&t,sin quartz and langasite are different.

The frequency change observed in langasite at the point of switching is itself much
smaller. It should be noted that switching is much more difficult to observe in langasite
than in quartz. The langasite available to us is more brittle than quartz, and the switching
occurs at high pressures. For this reason, most specimens fractured mechanically even
before the onset of switching.

In summary, in the present study we have obtained experimental data attesting to the
fact that ferrobielastic switching can be stimulated in langasite single crystals by uniaxial
pressure.

We are grateful of Academician Yu. V. Gulyaev and Professor R. Besson for their
attention to this work.
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for Fundamental Research.
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Influence of magnetic impurities on the heat capacity of
nuclear spins
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It is found that over a wide range of temperatures and magnetic fields
even a small concentration of magnetic impurities in a sample leads to
aT ! temperature dependence of the nuclear heat capacity. This effect
is due to nuclear spin polarization by the magnetic impurities. The
parameter that controls the theory turns out not to be the impurity
concentratiom;y,, but instead the quantityi,,ue/wn, Whereu, and

M, are the magnetic moments of an electron and a nucleus, respec-
tively. The ratio ofu, and u,, is of order of 16. © 1997 American
Institute of Physicg.S0021-364(®7)01217-9

PACS numbers: 65.48.g, 75.40.Cx, 75.30.Hx, 75.2bz

During the last years nuclear spin ordering has been observed in a considerable
number of solidgsee Ref. 1 for a review This is due to impressive progress in cooling
nuclear spin systems — temperatures as lowTasl0 ° K have been attained. The
ordering temperatures of the nuclear spin systems are as small as 58 nK for Cu and 0.56
nK for Ag (Refs. 2 and B The Curie temperature for Ayns 35 uK. In this system an
interplay between nuclear magnetism and superconductivity has been olfserved.

At such low temperatures all the degrees of freedom of the solid except for the
nuclear spins are frozen. The temperature dependence of the resistivity is therefore due to
conduction electron—nuclear spin interactiorls. Ref. 6 it was demonstrated that the
nuclear spin susceptibility depends on the impurity concentration and that the heat ca-
pacity in low external magnetic fields does not obey a Schottky law. Instead, it is closer
to a 17T behavior. This seems to hold for a number of compodnds.

The aim of this paper is to show that magnetic impurities can give the main contri-
bution to the heat capacity at low temperatures even if their concentration is very low. In
the following we want to give a simple physical argument to justify that statement before
we present a more quantitative theory.

Consider for simplicity a system in which the magnetic interaction between nuclear
spins as well as between an impurity and the nuclear spins is of the dipolar form
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r

Here u, ,= 1155, », Whereu, , andS, ; are the magnetic moment and spin opera-
tors of two particles 1,2 separated by a distanc&he temperature of the nuclear spin
ordering is accordingly of orde'r'cnz,uﬁ/a3, wherea is the distance between neighbor-

ing nuclei. Note that the density of sites, i.e., nucleinjs=a 2.

The crucial point is that the interaction between the impurity spin and a nuclear spin
is much larger than the one between nuclear spins since the magnetic mompent
much larger than the one of the nuclej, i.e., ,uimp/,un2103. Therefore, around each
impurity there is a volume of siza3,um,/,un in which the impurity—nuclei interaction
exceeds the one among the nuclei. Consequently, if the impurity concentrgtjon
exceedsu,/ uimp the different regions with dominating impurity—nuclei interaction over-
lap and influence each other. We shall consider here the clean limit, i.e., concentrations
Cimp<tn/mimp- In that case it suffices to consider a single impurity. The calculated
contribution to the heat capacity then has merely to be multiplied;y. Furthermore,
we shall assume that the impurity spin is kept fixed by an applied magnetidfiglide.,
HimpHo>Te, WhereT, denotes the temperature of the electron systemTEserl0 4 K
this requires a magnetic field of order 1 G. In Aul{Ref. 4 the electron—nuclei inter-
action is sufficiently strong that the nuclear temperaflirend the electron temperature
T, coincide. The effective fieltH acting on a nucleus consists then of the external field
H, and the field set up by the impurity, i.e.,

H:Ho+ Hll (2)

3( Mimp- 1112 = pj
Hy(r) = (ﬂlmp )rs ﬂlmp. 3)

Herer=r,—riy, is the distance between nucleus and impurity. The interaction Hamil-
tonian isH;,;= — (- H). The partition functiorZ,, of a nuclear spin is

sinh(x(2S+1)) MH ()
T emh X" 4
sinh(x) 2T
whereS is the spin of the nucleus.
The specific heat contribution follows fromC,=—T(d°F,/dT?) where
F,=—T In Z,. Here we have set Boltzmann’s constgt=1. This gives
1 (2S+1)?

sinhZy  sinh2(y(25+1))]

Cn=X2 5)

The average value of the specific hatis a sum over,, multiplied by the impurity
concentration. Furthermore, it is advantageous to subtract the specifiCfiéatf the
pure material

Cn=CY=Nimp2 (Co(H(rp)) —Ci(Hp)). C)

n
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When Cﬁo) is expanded in powers qgi,Hqy/T, we obtain to leading order in the
external field

paHo|2S(S+1)
nn T 3 1

wheren,, is the concentration of nuclei.

cl=

n

)

In order that a high-temperature expansion of this type does also hold for the nuclei
close to the impurity the conditiom>,uimpﬂn/a3 must be fulfilled. The square of the
effective field is

3(Mimp- T2+ m2, 12 2
HE(r) = Hg + =0 ot 2 (3(r-Ho) D)~ (i o)D) ()

r

From Egs.(6)—(8) the following expression is obtained for the specific heat in the
high-temperature regime,

2
_ pe S(S+1)
—cO_p N
Cn Cn _nlmpT2 3 rzn r

3(l"imp' r)2+ /-"ﬁnpr2
3 . 9

The sum converges very rapidly. For fields less than

Mimp

Hoozy(nimp) 12 (10)

the main contribution to the specific heat comes from nuclei close to the magnetic im-
purity.
Consider next the range ih andH, defined by the inequalities

uH<T, (13)

Mk e

T T =—. (12
a a

In that region the main contribution to the specific heat comes from nuclei at large
distance from the impurity, i.et >a. For them one does not need to take into account the
spin—spin interaction between nucleee Eq.(11)), and one can also convert the sum-

mation overr,, into an integral of the forrm,fd® .... From Eq.(6) in this case we
obtain

— AN, i S 1

Co— GO =yt impfn ( 1+ In(2+32) | (13

3T \ 2.312

By comparing Eqgs(7) and(13) one notices that for fields

- Tn 1/2
H0<(M|mp |mp) (14)

n

the main contribution to the specific heat of the nuclear spin system comes from the
interaction with magnetic impurities. The temperature dependence of this contribution is
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T~ rather thenT 2. A dependence of this kind has indeed been obsériadAuln,.

We suggest that it is due to the impurity effect discussed here. However, for a quantita-
tive comparison one must take into account that the main contribution to the specific heat
comes from the In nuclei which have spgi¥ 9/2. The electric field gradient due to the
impurity leads to a quadrupolar splitting of the spin levels. Being proportional tahe
electric field gradient leads also tafa * temperature dependence of the specific heat. For
metals such as Ag, with nuclear sg8* 1/2 (Ref. 2, a quadrupole splitting of course
does not occur.

We want to point out that & ! contribution results also from the nuclear spin—
impurity spin RKKY-type of interaction
P Mimp sin(x)

Vg= 3 kf(2pgr); f(x)=cogx)— ——. (15
r X

Here « is a parameter proportional to the spin—spin Fermi contact interaCfidns
interaction is proportional to the charge of the nucl@&sr a light nucleusc<1, while

for a heavy onex>1. Therefore in a metal the spin—spin interactions between the
nucleus of an impurity and the nuclei of the host contain two contributions given by Egs.
(1) and (15). As pointed out before, we shall consider here only the universal dipole—
dipole interaction(1), which is the same in metals and insulators.

Next we consider the case of a strong magnetic fielti;>T. In this regime the
heat capacity is exponentially smédlee Eq.(5)). The main contribution to it originates
from nuclei for which the effective field(r) is of orderT/u,. From Eq.(8) we find

Mimp (Ho-1)
- +2H0) o

2
. 3
_ Mlmp_HO) n Mimp (16)

r

One notices thatd(r) is zero along a circle of radius)=(uimp/H0)1’3 around the
impurity in a plane perpendicular td,. The nuclei contributing most to the specific heat
are within a torus whose axis is given by the circle of radiug. If
Sr=r—rq,z=(Ho-r)/Hor then @+ (8r/ry)?) Y2 denotes the “distance” from this axis,
and we find for the effective field

H2=9H3(Z%+ (6r/rg)?). 17
With the help of Eqs(5) and(17) we obtain

= C(O)_lsszZMimpnnnimp/ . L, 1
Y N L T T ) (18
oMn ( )
where
= XX 34 (19
Y Josinhx 2 ’

and ¢(x) is the Riemann zeta function.

Replacing the sum ovet, by an integrah, fd®r is justified only if many nuclei lie
within a radiusér/ro=z=T/u,Hq of the torus. This restriction leads to the requirement
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T2, n
'“'L’U“”S”>1 (20)
(MnHO)

in order for Eq.(18) to hold. Together with the starting assumption,H,>T) this
implies the condition

T<MnHO<(T2MimpMnnn)l/3 (21)
on the applied fieldH,.

Next we deal with the case when the impurity spins are frozen in a glassy state.
Then Eqgs.(5) and (6) must be averaged over all directions of the external fi¢}d As

stated before, the main contribution to the nuclear heat capacity comes from nuclei in an
effective fieldH=T/u,. As a result we obtain

— 327 T2 i 1 1
Cn—C(nO)= T MTpan |mp/lJr In(2+\/§) (1——3>|2, (22
3Hed |7 243 (25+1)
where
| _fco dX X4 _ ’77'4 23
~Josinh® 30 2

The restriction(21) for Hy is changed accordingly to
T<:U~nHO<(T3/~LimpIU~nnn)1/4- (24)

The required range of strong magnetic fields has not yet been studied experimen-
tally, although in Ref. 6 the regiop,Hy<T was investigated. For metals in the clean
limit the nuclear spin contribution to the heat capacity has a maximum ggdg~T,
the position of which is only weakly dependent on the magnetic impurity concentration
Nimp, Provided niputimp/ wn<<n, . We expect that in the strong-field regingHe>T
the heat capacity has a power-law behavior given by Bds.and(22). For pure samples
an exponential temperature dependence is obtaises Eq.(5)).

In summary, we have shown that in a wide region of temperature and magnetic
fields the main contribution to the nuclear specific heat results from their interaction with
small amounts of magnetic impurities which are present in most of the systems.
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Observation of the amplification of spin-wave envelope
solitons in ferromagnetic films by parallel magnetic

pumping

B. A. Kalinikos,® N. G. Kovshikov, and M. P. Kostylev
St. Petersburg Electrical Engineering University, 197376 St. Petersburg, Russia

P. Kabos and C. E. Patton
Colorado State University, Fort Collins, Colorado, USA

(Submitted 31 July 1997
Pis'ma Zh. Kksp. Teor. Fiz66, No. 5, 346—35010 September 1997

The propagation of envelope solitons of microwave-frequency spin
waves in a spatially periodic field oriented parallel to the magnetic
pump has been investigated experimentally. In a pulsed pumping re-
gime with amplitude much greater than the threshold for parametric
excitation of spin systems, amplification of spin-wave envelope solitons
exceeding their natural damping was obtained. 1897 American In-
stitute of Physics[S0021-364(07)01317-0

PACS numbers: 42.65.Tg, 42.65.Y], 75.70.Ak, 75.30.Ds, 75.40.Gb.

In recent years envelope solitons of both stron@ipole-exchangeand weakly
(dipole) dispersive microwave-frequency spin wayg8§Vs propagating in ferromagnetic
films (FF9 have been observed and investigated in a series of experirwgs for
example, Refs. 1-6 and the literature cited therespecifically, it has been established
that magnetic dissipation greatly limits the lifetime and therefore the propagation path
length of solitons. Even in the case of high-quality single-crystal yttrium iron garnet
(YIG) films, which exhibit record low losses, the single-soliton path length does not
exceed 1 cmRef. 6. To increase the lifetime of spin-wave solitons, it is necessary to
find a method for compensating their natural damping.

It is known theoretically that the damping of spin waves can be compensated by
three- and four-wave nonlinear interactions realized under conditions of parallel and
transverse parametric pumping. Experimental investigations have shown that the intensi-
fication of linear spin waves in YIG films can be accomplished with parallel punfging.
The use of local longitudinal pumping to compensate damping of spin-wave envelope
solitons was recently reportédlhe maximum gain achieved in Ref. 9 was equal to 0.7
dB. Our objective in the present work was to study the propagation of spin-wave enve-
lope solitons in a spatially periodic parallel magnetic pump field for the purpose of
obtaining efficient amplification of solitons.

Theoretical investigations of the parametric intensification of spin-wave envelope
solitons® show that of the possible types of spin-wave solitons in ferromagnetic films
intensification is most easily accomplished in the case of the so-called backward volume
spin waves(BVSWs). These waves propagate in the direction of a constant magnetic
field in tangentially magnetized films and exhibit negative dispersion in the long-
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wavelength region of the spectrum. As was shown edrlidigth theoretically and ex-
perimentally, long BVSWSs possess a low parametric excitation thregtgldwhich
makes their parametric regeneration a comparatively easy matter. Furthermore, on ac-
count of the characteristic dispersive and nonlinear properties of BVSWs, it is compara-
tively easy to produce envelope solitons of these wavég his is the reason why in the
present work the parametric amplification experiments were performed with BVSW soli-
tons.

Specimens in the form of narrow film strips 2 mm wiggin-wave “waveguides)’
were used for the experiments. These waveguides were cut from single-crystal YIG films
with thicknessL=5.2 um, grown on a gadolinium—gallium garnet substrate withl)
orientation. Launching and receiving of the spin waves were accomplished with the
standard constructioh® using 50xm wide short-circuited launching and receiving mi-
crostrip antennas whose length was equal to the width of the film waveguide. The dis-
tance between the antennas was equal to 6.1 mm. Two types of periodic microstrip
structures were used to produce the microwave field parallel to the magnetic pump:
in-phase(“grating” ) and antiphas€¢‘meander”). The grating structure has a period of
0.3 mm and consists of seven 0.1-mm wide elements. The meander structure has a period
of 0.3 mm and consists of eleven 0.1-mm wide elements. Each pumping structure was
placed alternately between the antennas. The distance from the input antenna to the edge
of the first element of the structure was chosen to be 3 mm, which ensured the formation
of a single envelope soliton when the wave packet approached the edge of the structure.
(A discussion of the production of BVSW solitons can be found in Ref. 6.

A pulsed pumping regime was used to obtain efficient amplification of the solitons.
In this technique, the pump pulse was applied at the moment when the spin-wave soliton
approached the edge of the pump structure. According to tH8eviaen the soliton and
pump pulses are superposed in this manner, amplification can be effected in a nonsta-
tionary regime in which, even at large supercritical pumpirig,>1, the parametric
excitation of parasiti¢therma) spin waves has still not developed.

We shall now discuss the experimental data obtained using the grating microstrip
structure as the pump element. In the absence of a pump field, the soliton excitation and
propagation regime was similar to that described in detail in Ref. 6. The experiments
were performed at the signal carrier frequemgy= 4669 MHz, which was 50 MHz lower
than the frequency of the homogeneous ferromagnetic resonance of the experimental film
specimen. The computed value of the carrier wave vectotkarad 10 rad/cm. The pump
frequencyf, was varied in the region of twice the signal frequency. The best soliton
amplification regime was obtained fog/2—fs=5 MHz.

The experiments were performed in two stages. The power threshgldf the
parametric instability of the spin system was measured at the first stage under practically
stationary excitation conditions. For this, lofrgore than 5Qus) microwave pulses were
applied to the microstrip pump structure. The threshold was fixed according to the ap-
pearance of parametrically generated BVSWs at the output antenna at fredyéhcy
The amplification of linear spin-wave pulses and spin-wave solitons with simultaneous
application offs and f,, was investigated at the second stage. In so doing, the pump
power was chosen to be close to and higher than the threshold Rglue
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FIG. 1. Oscillograms of the envelope of a pulsed signal at the output antenna. The oscillograms were obtained
for different pump powers: 1 —P,/Py=2.5, 2 —P,/Py=128, 3 —P,/Py=155, 4 —P,/P,=251.

Characteristic oscillograms illustrating the amplification of an BVSW envelope soli-
ton are displayed in Fig. 1. The oscillograms were obtained with the following param-
eters: pump pulse duration — 100 ns, input signal pulse duration — 26 ns, soliton
duration — 14 ns. The measured soliton delay time was equal to 237 ns, which gives a
soliton velocity of 2.5% 10° cm/s. This soliton velocity is close to the theoretically
computed value of the group velocity of the carrier wave, equal t&x 208 cm/s.

It is clear from the oscillograms that the amplitude of the soliton increases with the
pump powerP,, i.e., the soliton is amplified. We also note that the envelope of the
amplified soliton pulses appears to be smeared in amplitude. This phenomenon is prob-
ably due to the asynchronicity of the signal and pump phases.

Figure 2 shows curves of the gaB= f(P/Py,) measured in the soliton regime and
a regime which is linear in the input signal. We call attention to the fact that the gain for
the linear pulse with the same pump pow®rsis much larger than the soliton gain.

The maximum soliton gain was equal to about 6 dB. The same gain was obtained
using the meander pump structure.

Attempts to increas& by increasingP,, resulted in a change in the shape of the
output pulse. Apparently, this corresponded to the onset of a transition into a two-soliton

5 10 15
(P/P,)"*

FIG. 2. Gain of linear spin-wave pulsex§ and spin-wave solitons®) versus the normalized pump power.
The solid line shows the computational result obtained from the numerical data.
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FIG. 3. Results of numerical simulation of the propagation of a spin-wave pulse in a YIG film. The dotted lines
show the profiles of the input and output spin-wave pulses in the absence of a pump and the solid line shows
the same profiles in the presence of a pump. The following parameters were used in the simulation: group
velocity — 2.57< 10° cm/s, input pulse duration — 14 ns, dissipation parametek H=0.25 Oe, supercriti-

cality — (P, /Py)¥?=20.

regime (according to the type described in Rel. &his last remark is tentative and
requires a detailed experimental study. According to a theory in which the thresholds of
the one- and many-soliton regimes are determined neglecting dissigaéenfor ex-
ample, Ref. 12 the maximum gain in the one-soliton regime cannot exceed 9.6 dB.

A theory that would completely explain the experiments performed has not yet been
developed. We performed a numerical simulation in order to determine the main features
of the parametric amplification of the BVSW pulses by longitudinal-pump pulses. As the
initial equations, we employed the evolutionary equations presented in Ref. 10. Two
cases were simulated in order to clarify the physics of the process: co- and counterpropa-
gation of the signal and idler waves. It was found that the experimental results obtained
with linear-wave pulses find a good theoretical explanation when the signal and idler
wave pulses propagate in the same direction. An example of the numerical results is
shown in Fig. 3. For the numerical simulation, the profile of the signal wave was taken in
the form secpa(t—ty)]. We underscore the fact that all other parameters were taken to
be the same as in the experiment. The dotted lines in Fig. 3 show the profiles of the input
and output signal pulses in the absence of a pump; the solid line shows the profile of the
amplified spin-wave pulse. As is clear from the figure, the theoretical gain is greater than
the natural damping of the spin-wave pulse.

The gainG=f(P,/Py,) calculated from the numerical data is shown in Figs@lid
line). It is easy to see that the experimental data are in good agreement with the calcu-
lations.

The codirectionality of the propagation of the signal and idler waves makes it pos-
sible to interpret their interaction in a pump field as a parametric process of the form
kst+ki=k,, wherek; andk, are the wave numbers of the idler and pump waves. The
latter relation givek,=220 rad/cm. This value df, gives| =2m/k,=0.029 cm. These
considerations were used to choose the period of the pump structures employed in the
experiments.
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A detailed description of the experimental results will be published later.
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A giant blue shift &0.5 eV) and a large decrease in the emission time

of a spectral band corresponding to radiative recombination of spatially
separated electrons and holes are observed in ZnSe/BeTe superlattices
at high laser excitation levels. On the basis of numerical calculations,
the observed defects are attributed to band bending arising in type-II
structures at high carrier density. €97 American Institute of Phys-

ics. [S0021-364(107)01417-3

PACS numbers: 78.55.Et, 78.66.Hf

In contrast to quasi-two-dimensional type-l semiconductor structures, in type-l
structures the energy minima for electrons and holes lie in different layers. Spatially
separated electron and hole layers are easily realized in such systems, which greatly
influences their optical propertiés® ZnSe/BeTe superlattices are comparatively new
objects which are extremely interesting both for fundamental research and because they
have promising potential applications in different applied fiéld$ie case of a type-lI
system with a high localizing potential for electrons in the ZnSe laye2.0 eV) and for
holes 0.9 eV), whose energy minimum lies in the BeTe layer, is realized in these
structures. Such deep potential wells for electrons and holes make it possible to realize in
photoexcited lattices an electron—hole system with separated layers of electrons and holes
with density exceeding 16 cm 2. The electric fields induced by such dense electron—
hole layers in turn should strongly modify the energy structure of the superlattice and
therefore the energy of interband optical transitions. In a weakly-excited superlattice,
direct (in space optical transitions corresponding to radiative recombination of photoex-
cited electrons and holes in the ZnSe layer lie at energies near 2.8 eV. Indirspace
optical transitions, however, corresponding to radiative recombination of photoexcited
electrons in the ZnSe layer and holes in the BeTe layer fall into the spectral range
<2.0eV>

In the present letter we report on an investigation of a spectral reorganization of
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FIG. 1. Time-integrated photoluminescence spectra of a ZnSe/BeTe superlattice with different laser pump
densities:1 — 40,2 — 160,3 — 460,4 — 1000 kW/cnt =P,,.,. The dots show the spectral dependence of

the emission timer at P,,,.,. The measured values<1.5 ns can serve as an estimate of the upper limit on the
emission time(see text The open circle was obtained &t=40 K.

radiative recombination in the region of spatially indirect transitions at high photoexcited
carrier densities. The experimental samples were grown by molecular-beam epitaxy on
(001 GaAs substrates and consisted of a superlattice containing 60 periods of alternating
7.2 nm and 4.0 nm thick ZnSe and BeTe layers, respectively. The samples were placed in
helium vapors in an optical thermostat with the temperature regulable over the range
T=4.5-300 K.

Photoluminescence was excited with a pulsed|aser (pulse duration~0.5 ns,
pulse power 100 kW, pulse repetition frequency 50.Hhe A =337.1 nm ¢w=3.678
eV) radiation of this laser is absorbed only in the ZnSe layers, since the band gap in BeTe
Eg=4.2 eV? The laser excitation density at the surface of the sample was varied by
means of calibrated filters. The photoluminescence spectra were recorded with a MDR-23
spectrometer equipped with an optical multichannel analyzer and a fakt/1BM® pho-
tomultiplier; this enabled us to obtain time-integrated emission spectra and to record the
luminescence pulses in different fixed spectral intervals with a temporal resolution of
~1.2 ns.

Figure 1 displays the photoluminescence spectra of a ZnSe/BeTe superlattice with
different laser excitation levels. At low excitation levétzirve 1) the spectrum consists
of two bands: a relatively intense band with a maximum rfear=1.88 eV and a wide
band with a short-wavelength limit in the regidnw~2.05 eV. The intensity of the
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FIG. 2. Intensity of theh w=1.88 eV band versus laser excitation dengity

second band increases substantially with increasing excitation level; this is accompanied
by a strong blue shift of the band, exceeding 0.5 eV with maximum excitation densities
P max=1000 kW/cn?. The spectral position of the band neab=1.88 eV remains prac-
tically unchanged and the intensity of the band saturates with increasing laser pump
densityP (Fig. 2) and even decreases slightly négy,,.

The measurements of the photoluminescence kinetics in a ZnSe/BeTe superlattice
with maximum excitation levels at different wavelengths showed that the emission times
7(w) vary by more than two orders of magnitude depending on the spectral interval
(points in Fig. 3. The duration of the emission pulses in the region of direct optical
transitions fw~2.8 eV) and in the blue wing of the spectral band in the region of
indirect transitionsf w~2.4—2.6 eV) are close in magnitude and eqetdl.5 ns, which
is at the limit of the temporal resolution of the measuring systein2 ns and does not
permit us to determine the emission timén this region of the spectrum but permits only
estimating the upper limity<1.5 ns. The photoluminescence emission time increases
rapidly with increasing wavelength.

To explain the nature of the emission lines we also investigated the changes occur-
ring in the emission spectra with increasing temperature. We found that when the tem-
perature increases up =40 K, the spectral band with a maximum 7ab=1.88 eV
vanishes almost completely. At the same time, the honmonotonic depentiesiceb-
served at low temperatures in this spectral region also vanistetginges from=225 ns
to ~90 ns(open circle in Fig. L Changes of this character in the emission spectra and
the emission time with increasing temperature together with the pump dependence of the
intensity indicate that the spectral band with a maximunf at=1.88 eV is due to
impurities.
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The virtually temperature-independent emission band in the region 2.0-2.6 eV cor-
responds to indirect interband transitions of electrons from the ZnSe layers into the BeTe
valence band. To explain its spectral-temporal features, it is necessary to take into con-
sideration the fact that as the photoexcited carriers in the ZnSe layer relax they spread out
in space, since holes strive to be localized in the BeTe layer. This leads to the appearance
of electric fields in the system which in turn give rise to bending of the valence and
conduction band and change the overlapping of the electron and hole wave functions. We
performed numerical calculations based on which we determined, by solving a self-
consistent problerfithe positions of the energy levels and wave functions of the elec-
trons (in the ZnSe layerand holes(in the BeTe layerwith different carrier densities
taking account of the bending of the conduction and valence bands. The computational
results are presented in Fig. 3 for two densities10?cm 2 andn=2x10"3cm 2. One
can see that as the carrier density increases, a large shift of the elegtrand hole b)
energy levels, as a result of increasing band bending, as well as a strong change in the
wave functions occur.

Figure 4 displays the computational results for the positions of the first three levels
of the electrons €1 —e3) and holes If1-h3) with the density varying fronrm= 10 to
n=2x10%cm 2. The arrows indicate for several values of the carrier densities the
energy of the spatially indirect optical transition accompanying radiative recombination
of electrons and holes occupying the lower level. The Fermi energy estimated for carrier
densityn=2x 10 cm 2 is E~200 meV® which agrees well with the width of the
emission band at the maximum excitation le¢i@lg. 1, curved). It should be noted that
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FIG. 4. Computed positions of the first three levels for electrons in the ZaSee@) layer and holes in the
BeTe (h1-h3) layer versus carrier density.

in our calculations we neglected the renormalization of the bands by the multiparticle
Coulomb interactions. This approximation is entirely justified for a semiquantitative de-
scription of dense electron—hole systems, since in this case the Fermi ehegygatly
exceeds the total exchange-correlation enégy®° At the same time, it is evident from

Fig. 1 that for high excitation densities the observed blue shift reaches valdégseV,

which greatly exceeds our estimate fieg~0.2 eV. Therefore the experimentally ob-
served spectral shifts into the short-wavelength region agree reasonably with the compu-
tational results and can thereby be attributed to band bending caused by a high density of
photoexcited carriers.

Figure 3 also displays the computational results for the wave functions of the lowest
electron and hole levels at high carrier densities. It is evident from the figure that as the
carrier density increases, the Coulomb attraction of the electrons and holes results in
strong carrier localization near the boundary of the interface, substantially increasing the
overlapping of their wave functions. This decreases the radiative recombination time on
the blue wing of the spectral band in the region of spatially indirect optical transitions, as
is observed experimentally.

It should be noted that at sufficiently high laser excitation levels the time-integrated
photoluminescence spectrum is a superposition of spectra corresponding to different car-
rier densities. Indeed, at the end of the laser pulse the carrier density in the system is
initially maximum. Maximum band bending occurs and, correspondingly, the blue shift
for indirect optical transitions reaches its highest values. As the carrier density decreases
after the laser pulse ends, the radiative recombination spectrum in the region of indirect
optical transitions shifts continuously in the direction of lower energies. In principle, such
an evolution of the spectral composition of the photoluminescence can be traced in
time-resolved spectra. However, in our case of a superlattice with a large number of
periods the level of laser excitation is substantially nonuniform for layers lying at differ-
ent depths from the surface of the sample. For this reason, to obtain quantitative results
we plan to perform in the near future measurements of time-resolved emission spectra on
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superlattices with a small number of periods or on a single quantum well.

In summary, we have established that a giant blue shift of the spectral band in the
region of spatially indirect optical photoluminescence transitions and a sharp decrease of
the radiative recombination time on the blue wing of the band are observed in a type-l|
ZnSe/BeTe superlattice at high optical pumping levels. Numerical calculations showed
that the observed effects are due to strong bending of the conduction band in ZnSe and
the valence band in BeTe which occurs as high-density photoexcited carriers relax. Such
effects should be observed in any type-1l two-dimensional structures with deep potential
wells.

This work was sponsored by Deutsche Forschungsgemeing@&t#t410 and the
Russian Fund for Fundamental Research Grant NNIO 96-00100.

de-mail; maksimov@issp.ac.ru

Ypermanent address: A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg,
Russia

9n estimating the density, it was assumed that the electron effective mass innnSe.17m, (Ref. 7) is

much less than the hole mass in BeTe.
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Anomalous evolution of photoluminescence in porous
silicon in an electric field
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The change produced in the photoluminesce(ig of n-type porous
silicon (por-Si by irradiation with ultraviolet laser radiation in the
presence of an external electric field has been investigated. A field
effect, consisting of a large change in the integrated PL intensity when
the field is switched on or off, was observed. When the field intefisity
exceeds a critical value, the change in the PL becomes anomalous — an
alternating saw-tooth signal. A kinetic model is proposed wherein the
experimental results are explained by a change in the density of neutral
acceptor and hole surface states formed by hydrogen, oxygen, and fluo-
rine atoms adsorbed on the surfaces of pores.1997 American In-
stitute of Physicg.S0021-364(®7)01517-X]

PACS numbers: 78.55.Ap, 78.55.Mb

The discovery by Canhahof visible-range photoluminescen¢@L) of porous sili-
con (por-Si) has aroused great interest in porous silicon as a promising material for
optoelectronics. Even though investigations showed that the practical application of po-
rous silicon as light-emitting elemeftss held back by the instability of its optical
properties the number of studies of the PL mechanism in porous silicon continues to
increase. There is still no generally accepted theory describing the mechanism of photo-
and electroluminescence in porous silicon. The most complete model, both on a theoreti-
cal level and supported by experimental results, is currently the model of excitonic
annihilation on surface states of quantum-size structtites.

As is well known® radiative annihilation of excitons occurs on neutral surface states
whose number can be controlled by an electric field. In the present work we investigate
in this connection the change produced in the photoluminescence of porous silicon in an
external electric field by laser irradiation.

Phosphorus-doped 00 silicon plates with resistivity=2.4Q-cm (N,=1.5x 10™°
cm %) served as the starting material for the por-Si samples. Porous silicon was produced
by the standard technology in a process of electrochemical etching in an electrolyte
consisting of 48% hydrofluori¢HF) acid and ethyl alcohol in a 1:1 ratio. The electro-
chemical etch time was equal to 40 min with a current density of 20 mA/gime initial
PL intensity and its uniformity over the surface were checked in advance for each freshly
prepared sample. The por-Si was irradiated with a LGN-409 He—Cd laseB25 nm,
P=20 mW/cnt) in the electric fieldwith intensity up to 2<10* V/cm) of a flat capaci-
tor whose electrodes were separated by a distance of 1.5 mm. A quartz plate with an In
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»0O3 film was used as the top plate of the capacitor, through which the integrated intensity
of the PL was monitored. A 0.am thick layer of indium oxide was formed by thermal
evaporation of metallic indiun(©9.999% purity with a resistively heated evaporator in

an oxygen atmosphere. To improve the adhesion properties and transparency the film was
subjected to additional thermal oxidation. As a result, the quartz plate with a conducting
In,O5 layer possessed transmittarite 60% at the wavelength employed.

Laser irradiation of the por-Si surface was started at the moment the electric field
was switched on. The electric field was oriented perpendicular to the surface and
directed away from the experimental sample. During irradiation the field was switched
off at definite moments in time and then switched on once again. The moments when the
intensity of the electric field changed are marked in the figure by the symbalsdB.

As a result, a change in the integrated PL intenkityvas obtained as a function of the
laser irradiation time in the presence or absence of an external electric field.

The investigations showed that the field defect appears when the electric field
strength reaches the vallie=~8x10° V/cm. Irradiation of por-Si in such a field for
several minutes and then switching the field off resulted in a sharp change in the inte-
grated PL intensityl, (see Fig. 1a In addition, the character of the change in the
intensity, i.e., an increase or decrease, depended on a large number of factors — the
sample storage time and conditions, the location of the surface section which was inves-
tigated, the intensity of the laser irradiation, the intensity of the electric field, and finally
the time elapsed from the start of irradiation up to the moment the field was switched off.
The contribution of each of these factors is a subject of future investigations. Figure 1a
displays the most typical case, when switching off the field resulted in the excitation of
PL. Subsequently, (t) exhibited the standard degradation form characteristic for laser
treatment’.®

Irradiation of the sample in the presence of fields exceeding 1 V/cm resulted
in the appearance of an alternating saw-tooth component in the time dependénce
(see Fig. 1h In addition, the period of the alternating signal depended only on the
intensity of the field and assumed the vallles110+7 s atE=12 kV/cm,T=30*=3 s
atE=16 kV/cm (see Fig. 1 andT=26=*3 s atE=18 kV/cm. As one can see, increas-
ing the intensity of the field decreased the peffod he characteristic decay timeof the
alternating component also depended on the laser irradiation time. For example, for
E=12 kV/cm 7 doubled over 10 lasing periods.

To explain the experimental data we propose a model that takes account of
adsorption—desorption processes as well as electron exchange in the adatom—substrate
system. The hydrogen, oxygen, and fluorine atoms adsorbed on the por-Si surface can be
acceptors and/or donors. As a result, some donbid) (and acceptorsN2) on the
surface are in a neutral state, forming a “weak” bond with the lattice, and they remaining
donors and acceptordlf; , N) are ionized and “strongly” bound with the surface. The
ratio between the concentrations of the neutral and charged phases is determined by their
lifetimes, which depend on the charge-exchange rates, which in turn are functions of the
positions of the Fermi quasilevéi®uasilevels are introduced because the change in the
state of the surface is studied during the process of laser irradiation.

Thus, the change in the density of adatoms, taking account of electron exchange
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FIG. 1. Integrated intensity of photoluminescencenitype porous silicon versus laser irradiation time in the
presence of an electric field with intensitg — 8x10° V/cm, intensity 1 10* V/cm, ard ¢ — intensity
16X 10° V/icm. The symbolsA and B mark the moments when the electric field is switched off and on,
respectively.

processes, can be determined from the system of kinetic equations
dN3/dt=—N2/ 75— N3/72+ NS/ 7

dNS/dt=NS/ 73— NS/ 75, (1)
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dNQ/dt=—N%/7o,— N/ 73+ N /74,
dN,/dt=N8/7Q— N /7y,

wherery and 7, are the lifetimes of the neutral adatoms, which depend on their desorp-
tion rateg(it is assumed, by analogy to Ref. 6, that only particles which are weakly bound
with the lattice can be desorbed? and 73 are the lifetimes of the adsorbed atoms in the
neutral state, taking account of ionization of the atoms; agdand 7, are the lifetimes

of the ionized surface states, characterizing the probability of trapping of mobile charge
carriers.

The system of equation€l) is a logical extension of the kinetic model of the
evolution of PL with ultraviolet and electronic processing of porous silftbAdsorption
processes are neglected in this system. This makes it possible to obtain an analytic
solution of the system, assuming that the lifetimes are constants whose values change
abruptly only at the moment when the field is switched on or off:

N3=C9, exp(—Aql)+C3, exp(—\,l),
Np=Cgy exp(— 1)+ Cp, exp(—Aql),
NA=Ch1 exp(—qyl)+CR, exp(—ail), (2)

N =Chay exp(—01l)+Cpy exp—dal),

where the pre-exponential factors are functions of the initial concentration and lifetime of
each component studied and the arguments of the exponentials are functions of the
lifetimes only.

In the model of radiative annihilation of excitons in a system of donors and accep-
tors, the intensity of photoluminescence can be can be written in the form

IL=Aexex( BoN + BaND), &)

wheren,, is the exciton density3p and 3, are the probabilities of radiative annihilation
of excitons on neutral states of donors and acceptorsAape a dimensional constant.

It can be concluded on the basis of the the experimental data that irradiation of the
surface ofn-type por-Si with 325 nm light results in the accumulation of a negative space
charge near the surface. Optical charging of porous silicon was observed earlier by
Petrovi® Therefore, laser irradiation and the presence of an electric field directed away
from the por-Si surface cause the bands to curve downwards. For strongHiglus
following relations between the lifetimes hold in this case:

T%> TB , 7'2< Th - (4)

After the field is switched off, the surface potential decreases and the inequ@)te®
reversed. Using these assumptions, the necessary conditions under which switching the
field on or off would result in the experimentally observed change in the PL intensity can
be determined. For example, for the case shown in Fig. 1a, the conditidn thateases

when the field is switched off is

BoNB(10)/ BANK(Ig) < 73/ 74 (5)
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where 73 and 7, are the lifetimes established after the momegtwhen the field is
switched off. As one can see, in order for PL to be excited por-Si the density of neutral
acceptor levels must increase at a rate higher than the rate of ionization of the donor
states.

The appearance of an alternating signal in the degradation curves is explained by the
fact that the photostimulated charging of the surface of porous silicon and the external
electric field result in the accumulation of a critical level of electric charge, accompanied
by relatively slow quenching of PL. The subsequent formation of drain channels and the
rapid decrease of the surface charge result in rectification of the bands and an abrupt
increase in the PL intensity. But if the external conditions did not change, i.e., laser
irradiation continues and an electric field is present, the entire process réfpigatslb
and 19. It is obvious that in this case the period of the oscillations of the PL intensity
should depend only on the magnitude of the field, the structure of the surface, and the
intensity of the laser radiation. This is confirmed by the experimental results.

In summary, we have investigated in the present work the evolution of photolumi-
nescence in porous silicon under laser irradiation in an electric field. It was found that in
fields exceeding & 10° V/cm, switching an electric field on or off results in an abrupt
change in the PL intensity. For stronger fielis 1.2x 10* V/cm the integrated intensity
becomes an alternating function of the irradiation time, the period of the oscillations
decreasing with increasirte. To explain the observed effect, a model which describes on
the basis of radiative annihilation of excitons the changel,inas being due to
adsorption—desorption processes and electron exchange in the system of donor and ac-
ceptor surface states was proposed.
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The effect of diffusion anisotropy on the long-time asymptotic behavior
of the survival probability of a Brownian particle among randomly
distributed traps is discussed. €997 American Institute of Physics.
[S0021-364(©7)01617-4
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1. The problem of the survival of a Brownian particle in a medium with randomly
distributed traps arises in the study of different phenomena in physics and chemistry. The
Smoluchowski theory:2 which is a mean-field approximation in this problem, describes
the survival probability satisfactorily at not too long tinfe$his approximation is no
longer valid at long times. The—c asymptotic behavior of the exact solution has been
obtained independently by a number of autfofsThey all used the ideas proposed by
Lifshitz® for calculating the tail of the density of states of a quantum particle in the field
produced by randomly distributed scatterers. In the analysis it was assumed that the
diffusion is isotropic. The asymptotic behavior of the survival probabifi{y) of a
particle in ad-dimensional space has the fd

—In S(t)OC(CZIth)d/(d+2), (1)

wherec is the trap density anb is the diffusion coefficient of a Brownian particle. To
obtain expressiofil) one must study the survival of particles created in large fluctuation
cavities with no traps. If a particle resides for the entire timieside such a cavity, then

the particle will certainly not be annihilated. Both the fraction of large fluctuation cavities
and the probability of avoiding an escape from a cavity over the tinae small.
Nonetheless, of the particles that survive for long times the overwhelming majority are
particles that were always located in fluctuation cavitiés.

Our objective in the present letter is to investigate the influence of diffusion anisot-
ropy on the asymptotic behavior of the survival probability. Our analysis shows how
expression(1) is modified a in the presence of anisotropic diffusigwhen the diffusion
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coefficients are finite in all directionsnd b when the coefficients in some directions
vanish and essentially the spatial dimension of the problem changes.

2. We start with an analysis of the annihilation of Brownian particles in three-
dimensional space on spherical traps of radhiiis the limiting anisotropic situation when
diffusion occurs only along the direction andD,=D,=0. LetL be the amplitude of a
one-dimensional Wiener trajectory of a Brownian partiflee sum of the maximum
deviations to the left and right of the starting point over the observation tjim&he
survival probability of a particle realizing such a trajectory equals a fraction of the trap
configurations for which all traps are located quite far from the trajectory. In other words,
this probability equals the probability that no trap falls within a cylinder of radius
surrounding a trajectory. In the case of a Poisson distribution of traps the probability
equals expf 7b’cL). The amplitudel is a random quantity. Introducing its probability
densityF(t|L), we can represent the desired survival probability in the form

S(t):f:exq—wbch)F(uL)dL. 2)

Using the results of Ref. 10, it can be shown that expreg&ipis the exact solution,
first obtained in Ref. 4, of the one-dimensional problem with an effective one-

dimensional densityg ; = wcb?:

4 (= m2C,?D,t
S(t)y=—| exp — 5
m=J 0o

X

X
. X
sinh x

()

An important feature of the one-dimensional case is that the quantijie®,, andt
form the dimensionless combination c2D,t. Therefore the quantity
(¢2D,) " *=(m?b*c?D,) ! is a natural time scale of the problem. Fet(7?b*c?D,) ~*
the mean-field description works, while for (72b*c?D,) ~* the survival probability is
described well by the asymptotic expressiéh with d=1 and c=c,: —In t)

o (c D)3,

3. If the diffusion coefficientD, andD, are different from zero but small, expres-
sion (3) for the survival probability is applicable as long as the observation timenot
too large, specifically, the displacement in the perpendicular direction must be small
compared withb, i.e., fort<b2D11, where we assumed thBt,=D,=D, . If D, —0,
expression3) is applicable in the entire time interval. Comparing the two time scales
b?D ! and (w?b*c?D,) ! shows that the deviations from the one-dimensional behavior
of S(t) appear after expressid) reaches the asymptotic behavid) with d=1 and
c=Cc,, if D, <D, ¥?, whereW =4xch? is the volume fraction of traps, assumed to be
a small parameter of the problen¥,<1. However, ifD, >D,¥?, then the deviation
from the one-dimensional behavior 8ft) occurs at times when the mean-field descrip-
tion is valid.

To estimate the asymptotic survival probability for, #0 we note that the prob-
abilities that the displacement amplitudes in thend r = \'y?+z? directions do not
exceedL andR, respectively, equal exp(a;D/L?) and expEa,D, t/R?), wherea; and
a, are numerical factors expressed in terms of the first zeros of the corresponding Bessel
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functions® The probability that a cylinder of radiu® and lengthL contains no traps
equals expt mR%cL). The particles created and residing in such a cylinder at all times
certainly survive. Therefore, to estimate the long-time asymptotic behavior of the sur-
vival probability the following expressiofproduct of the probabilities mentioned abpve
must be optimized with respect toandR:

Varying f(L,R|t) with respect td. andR we obtain the system of equations

ale aZDL

L2 — t+ 7TR2CL

]Eexq—f(L,Rh)]. 4

2a,D,t
-

a,D t

+mcR?=0,
RS

+mcRL=0, (5)

whence we find the optimum values bf andR; as functions of time:

D2 \15 D32 1/5
Ltoc( X t) , Rtoc( - t) . (6)
ch, cD}?

Substituting the obtained optimal values irifd., R|t), we obtain the desired asymptotics
—In S()=f(L{,R|t)=(c”*DY*D )" (7)

In the case of isotropic diffusiond,=D, =D) the relation(7) passes into the well-
known result (1), which in the three-dimensional case has the forain t)
OC(C2/3Dt)3/5_

The estimateé?) holds under the condition that the optimal valued pindR; are
large compared with. This is essentially a restriction on the times at which the asymp-
totic relation(7) is justified:

D 1/2 D
t>ch® max[ #—;] (8)
1 X

If one of the diffusion coefficients vanishes, then the relati@nis not realized. For
example, ifD, =0, the problem is one-dimensional.

4. Performing a similar analysis in tliedimensional case, we find that the expres-
sion to be optimized is

d
D

exp —|ajt| > —
=1L

analogous to expressidd). Minimizing f({L;}|t) with respect to alL;, i=1, 2, ... d,
we arrive at the system of equations

+C

i)

]Eexd—f({Lth)], 9

af_ 2a,D; c(

d
PR +T Hl Lj)=0,i=1,2,...d, (10)
| i I

j=
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whence we find the optimal values bf ;

oD L (A2 1(d+2)
L= _dﬁ( ! )12 . i=1,2,...4. (1)

j=1

Substituting the optimal values inf¢{L;}|t) we obtain the asymptotic expression for the
survival probability

d

Il o

1/d d/(d+ 2)

CZ/

—In S(t)=f({L; c}[t)= (12

This expression is an extension of the relati@hto the case of anisotropic diffusion. If
diffusion is isotropic, both expressions are identical. The estitfieholds if allL; ; are
much greater than the trap sizg,>b, i=1, 2, ... d. This holds at times satisfying the

inequality

1 d 1/2
s d+2 - )
t>cb’" 2max D‘l”z('H D]) oo

1/2

o gl Lo

(13

If at least one of the diffusion coefficient , i=1, 2, ...d vanishes, then the asymptotic
behavior(12) is not realized, since the dimension of the problem in this case is lower than
the dimension of thel-space.
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