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In this paper the physical mechanisms and fundamental methods of obtaining nanometer-size
atomic clusters in semiconductors are discussed, along with the possibility of controlling

the properties of these clusters and those of the resulting cluster-containing materials. A number
of electronic properties of semiconductors containing nanometer-sized clusters are

considered, along with potential uses of these materials in electronicd998 American

Institute of Physicg.S1063-782808)00105-7

1. INTRODUCTION which alters the energy state of the components that make it
. . . up and the way they affect the fundamental properties of the
Th I h Il h f ) . ) X

e traditional approach to controlling the properties o semiconductor matrix, while leaving the phase state of the

semiconductor materials is to dope them with impurities, . : )
: : . basic material unaffected. In contrast with clusters that form
which creates well-defined energy levels in the band gap. In o ) .
. . . __in gaseous or liquid phases, in our case the cluster forms in
pursuit of this goal, several problems are encountered: “O%he crystal lattice of a semiconductor. This crystalline matrix
rect choice of a doping impurity with the necessary proper- y ' y

ties, optimizing the amount of this dopant and method offS found to haye a considerable influence on_aII the staggs of
doping, and obtaining crystallographically perfect, high_cluster formation, and also on the properties of the final
quality single crystals or epitaxial films which do not contain product.
defects or unwanted impurities that could significantly affect
the properties of thg doped materlal. The successful .SO|L.JII05]_1. Reasons for cluster formation
to these problems in many important areas of applications
has led to the rapid progress of semiconductor electronics. In general, the motive force that creates a cluster arises
However, in several cases this traditional approach comes dgom the system’s attempt to reach a state with minimum
against fundamental limitations arising from the absence iffree energy. However, in real systems the equilibrium state
nature of impurities with suitable properties, low solubility of @ multicomponent system is seldom reached, due to ener-
limits of atoms of many impurities in the semiconductor getic or kinetic limitations. Hence, in the majority of cases
crystal lattice, high concentrations of electrically active in-we are dealing with metastable structures, which neverthe-
trinsic defects in the lattice of the doped material, etc. Foless can be quite stable and can affect the properties of the
this reason, a new method of controlling the properties ofemiconductor material to a considerable degree.
semiconductors has been actively pursued in recent years. In general, when a cluster forms in the crystal lattice of
This method is based on creation of nanometer-size cluste/ssemiconductor, we can write the change in the free energy
in the semiconducting matrix made up of impurity atoms,of the system in the form
a_toms_ of the intrinsic semiconductpr components, and intrin- A\ g — —AF,+AF +AF,, 1)
sic point defects of the crystal lattice.

In this article we will discuss the physical mechanismsWhereAF, is the change in free energy resulting from the
and basic methods of obtaining and controlling properties ofystem'’s transition to a more favorable energy state. For ex-
semiconductors that contain nanometer-sized clusters, @&nhple, when a solid solution decomposes, the motive force

well as a number of electronic properties of these semicon@rises from supersaturatioiF  is the change in free energy
ductors. due to creation of the cluster surface, axH,, is the change

in free energy due to elastic deformation of the cluster and
the surrounding material.
The surface contribution to the change in free energy of
To begin with, we should formulate the concept of anthe system is most important for clusters of small size, while
atomic cluster in the context of this paper. By an atomicthe influence of elastic deformation increases with increasing
cluster we mean an atomic-scale aggredpézhaps with the cluster size. Rigorous quantitative estimates of these quanti-
participation of intrinsic point defects of the crystal latlice ties are difficult to obtain, since they require construction of

2. GENERATION OF CLUSTERS
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an exact model of a cluster. Therefore, concepts like thef irradiation and thermal processir@cluding combina-
“crystal lattice” or “surface” of a cluster are often quite tions of thesg such as laser and rapid thermal annealing,
nominal in character. plasma-chemical etching, compound doping, various meth-
It is possible to obtain quantitative results in the simplestods of gettering fast-diffusing impurities and defects, and ion
cases. For example, when clusters of intrinsic interstitial atimplantation. Good results are obtained when nontraditional
oms(Si;) form in a silicon crystal lattice due to supersatura-methods are used to modify the state of an ensemble of point
tion of the corresponding solid solution, it is reasonable tostructural defects in a crystal, such as doping with isovalent
assume that the excess &ioms occupy interstitial sites that impurities’ and rare-earth element impuritiésr chemical-
are fairly close together and couple to one another like reguthermal processinge.g., oxidation and nitridization of sili-
lar atoms of the lattice. Because interstitial sites in the silicorcon). Also worth noting is the technique of using atomic
lattice form a diamond structure that is analogous to regulahydrogen to passivate electrically active and recombination-
occupation of sites by atoms, the cluster that forms can bactive centers in crystals.
regarded as a small silicon “crystal” placed in the crystal
lattice of the primary crystal.
Because of the rather large distances between interstitigt3: Decomposition of supersaturated solid solutions

sites of the silicon crystal lattice, the contribution of elastic If doping or residual impurities are present at the surface
strain energy to the change in the free energy of the systef a single crystal or epitaxial film in concentrations that
can be ignored in this case. The free energy of a crystal witkxceed their solubility in the semiconductor over a suffi-
a cluster(compared to a perfect crystal with the same num-iently broad temperature range, the corresponding super-
ber of atomgincreases only because of the unsaturédlesh-  saturated solid solutions form and then proceed to decom-
gling) bonds of the peripheral cluster atoms, which are onlypose. This decomposition can take place either during the
partially bonded to the cluster because a normal bond regrowth process itself, as the single-crystal or epitaxial struc-
quires four neighbors. The change in free energy caused kyre cools down from the crystallization temperature, or in
the creation of a cluster with interstitial atoms is the course of subsequent thermal processing or other kinds of
AF(n)=—f,n+fm, 2) exter'nal manipulatipn of the matgrial. Sgpersaturated solid
solutions can consist not only of impurities but also struc-
wheref,=kTlog(Ci/Cy) is the change in free energy due t0 tyra| point defectgvacancies or interstitial atomss well as
supersaturatiofthe motive force for cluster formationmis  excess atoms of the semiconductor components, whose solu-
the number of dangling bonds, affiglis the excess free en- pjjity in the semiconductor matrix exhibits a steep tempera-
ergy per dangling bond, a quantity that is amenable to fairlyre dependence.
rigorous quantitative estimates We give this example in or-  The formation of supersaturated impurity solid solutions
der to demonstrate the fundamental approaches to the profy characteristic of strongly doped single crystals and epitax-
lem of cluster formation. In the next section we will consider jg| structures in a wide range of semiconducting materials. A
the possible reasons for formation of atomic clusters in Semitypical example of the formation of supersaturated solid so-
conductors in more detail. lutions of residual impurities is oxygen in silicon single crys-
tals grown by the Czochralski method. A multitude of inves-
tigations have demonstrated that in the majority of cases of
practical importance, energy and kinetic limitations prevent
the decomposition of supersaturated impurity semiconductor
Elastic, Coulomb, or chemical interactions with the par-solutions from reaching an equilibrium state for the corre-
ticipation of atoms of the host material, dopant or residuakponding systems. As a rule, the decomposition process is
impurity atoms, or intrinsic point structural defects, can lead‘frozen” at the stage where metastable impurity-containing
to the formation of various types of complexes in a semiconprecipitates form(atomic clusters of a characteristic compo-
ductor. This type of cluster formation has been investigatedition). The stability of these precipitates is fairly high, and
quite deeply for germanium, silicon, gallium arsenide, and ahey are found to have a strong effect on the properties of the
number of other semiconductofsee, for example, Refs. 1 semiconductor. Typical manifestations of these effects in
and 2. Therefore, in this article we will not pause to discussstrongly doped single crystals of Ge, Si, GaAs, and other
it in detail. We note only that the stability of many of the semiconductorfs® are “impurity polytropy,” characteristic
complexes that form as a result of these interactions is quitehanges in the degree of compensation, concentration, and
high (including stability against heating to relatively high mobility of charge carriers, luminescence, and other proper-
temperaturesand that such complexes can strongly affectties connected with it, and the formation of oxygen-
the properties of the semiconductor by acting as efficientontaining thermal donors in silicon single crystils.
centers for radiative and nonradiative recombination. To a When solid solutions that are supersaturated with struc-
considerable degree they also determine the compensatidiiral point defects decompose, the products are vacancy ac-
concentration, nature of scattering of charge carriers, photacsumulations, clusters of interstitial atoms, and also
sensitivity, and a number of other important material charac*insertion”-type clusters. An example of the last is clusters
teristics. of arsenic in gallium arsenide grown by MBE at low
There are many ways to control the processes that leagmperaturé, which allows the capture of atoms of excess
to complex formation. Some of these are: the various typearsenic at concentrations up to 2 atomic %. Depending on

2.2. Stable complexes of impurities and intrinsic point
defects



Semiconductors 32 (5), May 1998 M. G. Mil'vidskii and V. V. Chaldyshev 459

4) The use of various external perturbatidichemical-
thermal and plasma-thermal processing, irradiation) étc.
regulate the state of an ensemble of structural point defects in
the crystal host. This method requires some further explana-
tion. The fact is that atomic clusters are created and grow in
size in the early stages of the decomposition. This is accom-
panied by an increase in the elastic strain energy of the re-
sulting complexes, and system reacts to this perturbation ei-
ther by emitting clusters of intrinsic interstitial atoms into the
crystal lattice or by generating or absorbing vacanéaes-
ation of impurity-vacancy complexgsFor this reason, any
change in the state of the structural point defect ensemble in
the systeninjection of structural point defects from outside
or creation of sinks for structural point defectsill strongly
affect the rate of cluster formation processes associated with
the decomposition of the supersaturated solid solutsae,

FIG. 1. Electron-microscope images of a superlattice of arsenic clusters ifor €xample, Ref. 10

GaAs created by-doping with indium during molecular-beam epitaxy at

200° and a subsequent anneal at 500°. The thickness of the GaAs layers

between the two-dimensional layers of As clusters is 30 nm. 2.4. Ordering and disordering of semiconductor solid
solutions

Most of the physical processes that occur in multicom-
their dimensions, such clusters have a characteristic crystglonent semiconductor solid solutions are described in terms
structure that differs from the structure of elementary arseniof statistical distributions of the components over sites of the
and from the structure of the surrounding GaAs madtrix.  crystal lattice. However, the semiconductor materials that

The decomposition of supersaturated solid solutions, likenake up these solid solutions have different lattice param-
cluster formation, can be controlled and monitored. The baeters. This causes elastic distortions to appear in the crystal
sic control methods in this case are: lattice of the solid solution, and can lead to phase transitions

1) Choice of optimal thermal conditions for growth. that lower the elastic energy of the system, accompanied by
Here of paramount importance is to correctly choose thehe appearance of short- or long-range or@ersuperstruc-
temperature and crystallization rate, the temperature graditures, and also to clustering. A typical manifestation of this
ents at the phase boundary, and post-crystallization coolingind of energy instability in a system is spinodal decompo-

regime of the single crystals or epitaxial structures. sition.
2) The use of multistep thermal processing of the single  When the distribution of components of the solid solu-
crystals or epitaxial structures. tion deviates from statisticafrandom), its properties are

3) Local control of cluster seeding. An example of this is strongly affectede.g., changes in the width of the band gap,
the 5-doping of GaAs layers grown by low-temperature charge carrier scattering, luminescence spectrum and phonon
MBE with Si donor or isovalent In impurity atom$ig. 1). spectrum, plasticity, etc. Depending on the growth condi-

In thesed-doped epitaxial films, under certain conditions of tions or subsequent thermal processing, the same solid solu-
doping and thermal processing it is possible to obtain twotion can exhibit both ordering effects and spinodal decompo-
dimensional layers of uniformly distributed nanometer-sizedksition (see, for example, Ref. 12

arsenic clusters in a GaAs matfix-or the case of silicon As before, the effective methods for controlling these
doping, this effect is a result of the Coulomb interactionprocesses are: choice of optimal thermal conditions for
between the clusters and Si donor atoms located at sites gfowth and subsequent thermal processing regimes of single
the gallium sublattice. When isovalent In impurity atoms arecrystals or epitaxial structures, and regulation of the state of
used, the controlled seed formation is due to local strain irthe structural point defect ensemble in the crystal lattice of
the crystal lattice near thé-layers of indium. In this case, the resulting solid solution. In this connection, the crystallo-
regions of the GaAs host with no clusters are present near thgraphic orientation of the growth surface and its atomic
two-dimensional layers of clusters. Under certain conditionsstructure play a nontrivial role in the formation of quantum-
of growth, doping, and thermal processing of the materialwell structuregincluding quantum dojsin epitaxial compo-
these “depletion regions” near the two-dimensional layerssitions.

of clusters will overlap, and it is possible to achieve almost It is noteworthy that the processes of self-organization,
complete ordering of the distribution of arsenic clusters inordering and disordering involve substantial mass transport.
the growth direction. Note that without this controlled pre- This hinders and often prevents them from occurring in the
cipitation, which is determined by rigorous conditions for bulk crystalline phase. Conditions for the formation of clus-
doping and thermal processing, the distribution of As clusters via spinodal decomposition and ordering are more favor-
ters throughout the bulk of the GaAs film is for the most partable right at the growth surface during epitaxial growth, fol-
disordered and well described by the Lifshitz—Slezovlowed by subsequent regrowth. In this case it is possible to
theory?? create various low-dimensional inclusions dominated by
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Clusters
Uniform film
Wetting layer
Substrate

FIG. 2. Formation of clusters according to the Stranskii—Krastanov mecha
nism as part of the transformation of an epitaxial film grown on a substrate
with a different lattice parameter. The dashed line is the uniform film; the
solid line shows the three-dimensional islets and thin wetting layer.

guantum-well effects: two-dimensionab{doped structures,
guantum wells, and superlattigeone-dimensionalquan-
tum wireg or zero-dimensionalquantum dots In the last
case it is necessary to generate nanometer-size islets on t
growing surface.

Conditions for implementing this kind of clustering are
most favorable during vapor-phase and molecular-beam ep
taxy. In contrast to the methods discussed earlier, islet nucle
ation provides a wider range of possibilities for regulating
the number, composition, and size of the clusters, as well a
the way they are distributed in the crystal lattice of the epi-
taxial host. This opens UP new and e_f:flCIem WaYS to mOdlfyFIG. 3. Electron-microscope images in the growth pldaeand cross-
the fundamental properties of traditional semiconductorSgectional view(b) of the bulk of vertically superimposed InGaAs quantum
and to create fundamentally new semiconducting systemdots grown in an epitaxial GaAs layer.
with predictable properties.

Contemporary technologies for generating quantum dots

are based on the Stranski-Krastanov crystallization proces%etho‘jlS totr|10(<:ja”¥ ;?ertu“rb tthe slu;fatcr(]a combined W']Eh n_ctJn-
When a thin epitaxial film is deposited on a substrate with g ermal methods 1o locally stimulate the processes of epitax-

different crystal lattice parameter, its free energy given b al growth (irradiation, ion implantation, etc. A nontrivial

Eqg. (1) depends on the thickness of the film and its surfacéOle Is pla)_/ed by precise control Of. the composition and Su-
geometry*® If the film surface is kept planar as it grows, the persaturation of the gas phase right ‘."‘t the crystallization
surface energf, does not change, but the elastic strain en_f.ront, as well as 'the mechanisms and kinetics of the crystal-
ergy F increases linearly. However, this situation becomeé'zatIon process itself.
energetically unfavorable when a certain critical film thick- _ o .
ness is reached. The minimum free energy of the system wiff > Materials with high cluster densities
then correspond to the formation of three-dimensional islets The methods described above allow us to create clusters
at the growth surfacéFig. 2. The bases of these islets are of various kinds in a variety of semiconducting materials.
strongly strained, since they are adjacent to the substratelowever, the fraction of clusters does not exceed 1-2% of
However, the elastic strain decreases with distance from thine total material voluméfor As clusters in GaAs and in
substrate boundary. Thus, the fundamental motive force fomany cases it is considerably less. However, methods exist
clustering here is decreasing the strain energy. that allow us to obtain materials in which the clusters occupy
The approach described above has been successfulan appreciable, if not a large, portion of its volume. Among
used to generate clustegiguantum dotsof InAs and InGaAs these methods, the most obvious is direct deposition of
on the surface of a GaAs substrdféig. 3), and has been *“free” semiconducting clustergnanoclustenson the corre-
applied to many other systems using molecular-beam ansponding substraté~ig. 4). The clusters are supplied by a
gas-phase epitaxial technologfés. supersaturated nonequilibrium medium created by laser
An important feature of this clustering technique is theevaporation of a solid-state targétThe products of the
fact that the clusters form right at the growth surface, wherevaporation are sent to a supersonic nozzle, where they are
there is considerably more “freedom” than in the bulk of the rapidly cooled in an atmosphere of buffering inert gas, and
matrix crystal lattice. Successful implementation of this tech-clusters form. The resulting beam of clusters is then analyzed
nique, especially when the structures being grown are quarand subjected to size-selection using time-of-flight mass
tum wires or dots, requires the development of methods tepectrometers. The accuracy of existing mass spectrometers
fine-tune the potential well of the growth surface. To accom-is entirely adequate to select out polyatomic clusters in a
plish this, various methods can be used to regulate the atomiather wide range of total numbers of atoms. We can also
structure of the substrate surface, as well as nonthermakary and specify deviations from ordinary crystalline stoichi-
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FIG. 4. Sketch of apparatus for depositing clusters.

ometry in clusters of semiconducting compounds. AlthougHilm structures, especially the width of its band gap, can be
this is a very promising way to create new clugiginocrys- varied in a very wide range.
talline) materials, at this time it is still very cumbersome and  This kind of nanocrystalline composite is most simply
expensive, and has not found wide applications. created by laser annealing or rapid thermal annealing of a
The possibility of using biotechnological processes tohydrogenated amorphous film. The extensive experimental
obtain nanocrystallites is of considerable interest. An eximaterial accumulated to date attests to the possibility of cre-
ample of their successful use is the synthesis of CdS nanoeting thin-film structures with controllable dimensions and
rystallites described in Ref. 16. In this process, certain pepbulk densities of nanocrystals uniformly distributed within
tides are used to transport sulfur to cadmium ions depositethe amorphous matrix. The day will come when the problem
on a substrate surface. As a result, a unigue mosaic made @b providing high temporal stability for these nanocrystalline
of CdS nanocrystallites, most of which were 21 A in size,composites will also be solved.
was obtained. Such biotechnological processes could lead to Another example of a cluster material is porous silicon.
new ways of fabricating nanocrystalline media. However, re-This material is obtained by electrochemig¢photoelectro-
search in this area is still in the initial stages, and it is still toochemica) processing of films of crystalline Si, resulting in a
early to evaluate their real promise. Meanwhile, the mosstructure made up of nanometer-size clusters and filaments.
widely used methods of obtaining nanocrystallites are stillThe pores between these structures are also nanometer-sized.
the traditional methods of crystallization on profiled and po-The structure of a film of porous silicon can be controlled by
rous substrates. varying the current density and concentration of chemical
At this time, a method that is extensively used to obtainreagents in the electrochemical reaction, or by doping and
nanocrystalline material is based on using the initial stages gfreliminary processing of the original film. Since the discov-
crystallization in film-like structures based on hydrogenateckery of efficient red-orange luminescence in porous silicon in
amorphous semiconductors. Thin-film structures based oh990!’ this material has attracted a great deal of attention.
hydrogenated amorphous silicarSi : H and related materi- The structure and properties of porous silicon have been the
als have been intensely studied over the past two decadesjbject of a multitude of papers and special revi¢see, for
and are now widely and successfully used in systems foexample, Ref. 18 therefore, we will not pause here to dis-
recording and imaging information, harnessing solar energyguss this material in any degree of detail. We mention only
electrophotography, sensor technology, etc. A promisinghat, despite their very different starting materials, porous
way to further extend the possibilities of this new class ofsilicon and nanocrystalline silicon often exhibit similar prop-
semiconductors is to use them to create “nanocrystalline meerties. In particular, both materials luminensce in the red por-
dia,” whose compositions are made up of a large number ofion of the spectrum®*°
nanometer-size “crystals” incorporated into the amorphous
matrix as it crystallizes. The nanocrystals that form in this&r EFFECT OF CLUSTERS ON THE ELECTRONIC
case are essentially atomic clusters that grow not in a cryst
lattice (as in previOl)J/s casgbut rather in ar? amorphous m)é- PROPERTIES OF A MATERIAL AND THE USE OF
: . _ . SEMICONDUCTORS CONTAINING CLUSTERS
dium. In this case the amorphous matrix provides rather
“comfortable” conditions for the growth of practically un- The presence of clusters in a semiconducting host can
stressed clusters. Depending on the size and volume densisjgnificantly effect the fundamental properties of the semi-
of the nanocrystals, the fundamental properties of these thirconductor. In the next sections of this paper, we briefly con-
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sider the fundamental mechanisms for this effect and show , 1 1As 1
that in a number of cases the use of clusters allows us to

create unique materials and device structures. / w K_/ Q

3.1. Local levels in the band gap Er

By virtue of the small size of a cluster, the wave function _/ w w \

of an electron within it is bounded by a potential barrier in
all three directions, and the electronic density of states has a
5-like form. Thus, clusters can create localized levels in the b 1

As
band gap of the semiconductor, similar to the levels of ordi- | @y \_/ __N_E

nary impurities. Well-known examples of this occurrence are

the energy levels of complexes consisting of a structural -~ it | MRtttk § RARARERRES | Skt I s Er

point defect and an impurity. AN \_/ N | N | N E,
Of course, the creation of a suitable set of cluster levels

in a semiconductor is a rather difficult problem. In contrast to 1 1 1 i 1

Ordlnary doplng,_creatlng a system of CIUSter_S requires fln|e—IG. 5. Model of “buried” Schottky barriers formed by As clusters in an
control of an entire ensemble of structural point defects angl.yype Gas host. a—low cluster concentration, b— high cluster concen-

impurities. Nevertheless, the use of clusters is clearly indi4ration.

cated when no point impurity exists in nature that could lead

to the required electronic level in the semiconductor, or

when the solubility of a suitable impurity is too small. The ers, and in fact the characteristic lifetime of a charge carrier

more complex structure of clusters provides many possibiliin GaAs containing arsenic clusters is experimentally mea-

ties for creating electronic levels. An example of this is thesured to be less than 1 ps.

well-studied transformation of thermal donor levels in silicon High resistivity combined with a phenomenally low life-

when the material is thermally procesged. time for charge carriers and high crystallinity makes GaAs
with arsenic clusters extremely attractive for various appli-
cations in ultrafast semiconductor electronics. Among these

3.2 “Buried” Schottky barriers are photodetectors with active regions consisting of GaAs

When metallic clusters that contain a sufficiently largeWith arsenic clusters, whose response times are measured to

number of atoms are embedded into a semiconductor hod?€ less than 1 ps, as well as field-effect transistors and inte-
they can affect the properties of the material through ggrated microcircuits where this material is used as a buffer to
mechanism that is distinct from ordinary doping. Thisincrease the breakdown voltage at the gate and to eliminate
mechanism was proposed by Warren and co-authors in Refiany parasitic effects in the channel.

20 to explain the properties of gallium arsenide containing

clusters of semimetallic arsenic.

It is known that when a metal makes contact with a
semiconductor, a Schottky barrier forms. In this case, the When clusters make up most of its bulk, changes in their
Fermi level of the semiconductor usually is pinned at thedimensions and concentration will lead to changes in the
heterojunction boundary at a certain point in the band gapfundamental properties of a semiconductor, e.g., the width of
For contacts between the majority of metals and gallium arthe band gap, the value of the conductivity, energies of the
senide, the Fermi level is pinned near the middle of the banéundamental optical transitions, etc. This opens up possibili-
gap, leading to depletion regions in batktype andp-type ties for creating new semiconductor materials with properties
conducting materials. The width of the depletion region dethat differ considerably from those exhibited by the same
pends on the magnitude of the conductivity of the semiconsemiconductors in the single-crystal or amorphous states.
ductor. There is no doubt that the greatest interest focuses on realiz-

Since arsenic is a semimetal, an assembly of arsening these possibilities in silicon, the workhorse material of
clusters in GaAs can be viewed as a system of multipleeontemporary semiconductor electronics.

“buried” Schottky barriers, each of which is surrounded by It is well known that both crystalline and amorphous
a depletion regior{Fig. 5. For the moderate impurity con- silicon possess low efficiencies for radiative recombination
centrations used in traditional semiconductor doping, the sizand thus are unsuitable for making light-emitting devices.
of this depletion region is considerably larger than the intrin-This disadvantage is due to fundamental physics. In the first
sic size of the cluster. At sufficiently high concentrations ofcase, it arises from the indirect structure of the bands, while
clusters, the local depletion regions created by the lattein the second case it is due to spatial separation and local-
overlap and extend throughout the entire volume of the semization of charge carriers. However, in 1990 it was discov-
conductor(Fig. 5b. As a result, the GaAs host should be- ered that porous silicon can generate intense luminescence in
come semi-insulating, which is in fact observed experimenthe visible region of the spectrum at room temperatdre.
tally. Moreover, the high concentration of clusters and theEfficient luminescence was also observed from silicon films
presence of built-in electric fields should facilitate the rapidconsisting of a mixture of nanocrystalline and amorphous
trapping and recombination of nonequilibrium charge carri-phases?®

3.3 The band gap and control of properties
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Currently there are two models used to explain the effi-
cient luminescence from clust@porous or nanocrystalline
silicon. One model invokes the effect of size quantization of
electrons in the clusters. This effect explains the ability of

gl
»
|
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LB IRALLE

cluster silicon to emit in the visible region of the spectrum %
(bulk crystal silicon has a band gap 1.1 eV wide, which E -
corresponds to the IR regipnlt also explains the depen- ‘,‘ PN PR
dence_ of the radiation wavelength on cluster size observed in C::m-a _ 2.5 1"(-;‘_”'-5
experiment. = £
Another model that explains the luminescence of cluster - C
silicon uses the fact that a system of clusters has a gigantic § i
surface on which atoms of silicon can form various types of ’g i

bonds, e.g., Si—-H andiSO-H. The model identifies the
electronic transitions in these molecular groups as the source 0°*
of the luminescence. This model explains the extreme sensi-

tivity of the luminescence parameters to the composition of

surface coatings, thermal processing, and various physical

and chemical perturbations.

Neither the quantum-well model nor the molecular lumi- 0.05 s
nescence model can individually describe the properties of Nanocrystalline volume fraction
cluster silicon completely. In order to explain real systems o _

. . . .. FIG. 6. Dependence of the conductivity on the volume fraction of nanoc-
with their extremely complicated structures, it is prOl:)ablyrystalline phase in silicon films with mixed amorphous—nanocrystalline
necessary to take into account both effects. This is all th@omposition. The points are experiment, the solid curves are a calculation
more so in that the division of these phenomena into “sur-based on percolation theory.
face” and “bulk” categories is clearly nominal for
nanometer-size clusters.

The fundamental problems that have to be solved in orlasers exhibited ultrahigh stability of the threshold current:
der to extend the practical usefulness of cluster silicon lumithe value of 50 A/crhifor the latter was almost independent
nescence are ensuring stability of the material paramete temperaturé' in the range 77-220 K.
and finding a way to efficiently inject charge carriers. These ~ Thus, even present-day quantum-dot lasers have funda-
problems will be solved once the nature of the phenomen#&hental parameters that are competitive with the best semi-
observed is understood and the material structure is undéenductor quantum-well lasers, and are greatly superior to
control. In particular, changing the atomic fraction of clus-them with regard to threshold current stability. In the near
ters in nanocrystalline silicon makes it possible to change it§uture we can expect further progress in designing such la-
electrical conductivity by several orders of magnituéiég.  Sers as device structures are optimized and new materials are
6).2 used for the host and quantum dots.
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3.5 Single-electron transport

Consider a metallic clustdfor definiteness, a spherical

3.4 Quantum-dot lasers cluster with radiusR) placed in a dielectric medium with
Direct proof that the spectrum of electronic states ofP€rmittivity e. The potential of this cluster is
clusters in a semiconductor can resemble atomic spectra was U=q/C, ®)

obtained in studies of microcathodoluminescence of InAs
quantum dots in a GaAs hostlt was observed that an iso-

lated quantum dot gives a narrd®.15 meV luminescence SL GaAvAlGaAs
line, whose width did not vary with temperature. Tlde

function-like electronic spectrum of quantum dots is of fun- ’ GaAs l
damental importance for their use in semiconductor lasers. It QW

is anticipated that lasers made of quantum dots will possess
high differential gain, low threshold currents, and high tem-

perature stability of the threshold curréftintensive inves- g g g i
tigations of the atomic structure and electronic properties of L] Q Q % ?
quantum dots carried out in recent years have made it pos- @ ? 2. i N “z‘
sible to design structurg$ig. 7) and fabricate quantum-dot = = = QD's

lasers that confirm these expectatiofiBy using a system of InGaAs

vertically superimposed InGaAs quantum dots in the activ . . _

. . . . IG. 7. Schematic diagram of a semiconductor laser with an aggregate of
region of a GaAs structure, it was possible to fabricate lasergyantum dotgthe QD's are InGaAs in an active regiorta QW made of
with threshold currents as low as 90 A/zmt 300 K. These  GaAs.
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of nanometer-size clusters is an extremely promising way to
fabricate single-electron devices operating at room tempera-
ture.

4. CONCLUSION

We have discussed the basic approaches to creating and
controlling systems of nanometer-size clusters in semicon-
ductors, and the patterns of their behavior. Although clusters
in semiconductors are only now beginning to attract the close
attention of researchers, there has already been considerable
progress in the technology of cluster formation. In a number
of practically important cases, it has been possible to control
the chemical compositions, sizes, concentration, and spatial
locations of clusters in a semiconductor.

The progress made in the technology of obtaining clus-
ters allows us even today to use them in semiconductor elec-
tronics devices. The biggest success is in the creation of
semiconductor lasers with quantum dots and the use of GaAs
layers containing arsenic clusters in ultrafast photodetectors,
transistors, and integrated microcircuits. In the near future
we can count on the creation of efficient light-emitting de-
vices based on cluster silicon, and the fabrication of single-
electron devices operating at room temperature.

As a whole, the study of fabrication methods for struc-
tures and properties of nanometer-size clusters is, in our

view, one of the most promising directions for contemporary

FIG. 8. Single-electron memory device with a hanometer-size cluster as physics and semiconductor techn0|ogy to follow.

floating gate. The schematic illustration of the structi@eand energy dia- We wish to thank E. V. Astrova. N. A. Bert. Yu. G
gram before(b) and after(c) shows trapping of an electron by the cluster. v T ’ .

The trapping of one electron leads to blocking of the narrow channel due td1Usikhin, A-_ B PthSO_\” A. A _Suvorova’ and V. M. Usti-
Coulomb blockade. nov for providing us with experimental data and for useful

discussions.
This work was supported by the Russian Fund for Fun-
damental Research and the Russian Science Min{pig-
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ATOMIC STRUCTURE AND NON-ELECTRONIC PROPERTIES OF SEMICONDUCTORS

How the type of bombarding ion affects the formation of radiation defects in silicon
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The method of nonstationary capacitance was used to study how the chemical nature of
implanted ions affects the creation of electrically active defects in silicon. Oxygesn@ nitrogen
N* ions were implanted into Si at a target temperature of 300 K, in dosexdDZcm 2

with energies of 75 keV, and argon Aiions were implanted in a dose of<710'%m™2 with
energies of 150 keV, in such a way that all the samples-efand p— Si received

approximately the same number and spatial distribution of primary radiation defects. It was
observed that the spectrum of stable radiation defects depends on the nature of the bombarding ion.
Thus, the DLTS spectrum of-Si irradiated by O ions has three peaks, whereas the

spectrum ofn— Si implanted by N ions exhibited only one of these peaks. The DLTS spectra
of samples oh— andp—Si implanted by O and N’ ions revealed peaks of reverse
(anomalous polarity, whose energy positions matched the most clearly defined DLTS peaks of
silicon samples with the opposite type of conductivity. 98 American Institute of
Physics[S1063-782808)00205-1

1. INTRODUCTION tion by the authors of Ref. 5 has recently been confirmed by
quantum-chemical calculatichef the effect of hydrogen on
According to contemporary descriptiohstable radia- the behavior of intrinsic point defects in Si.
tion defects resulting from ion bombardment of silicon are  In this paper we set forth the observed experimental fea-
the result of processes that include formation of cascades afires of the formation of the simplest radiation-defect com-
displaced atoms, spatial separation of interstitial atoms anglexes in silicon implanted by extremely low doses of oxy-
silicon vacancies, and quasichemical reactions with the pagen and nitrogen ions.
ticipation of interstitials and vacancies. The type and concen-
tration of radiation-induced damage centers are determine2l EXPERIMENTAL CONDITIONS

entirely by the intensity of generation, concentration, and Samples ofn-Si (KEF-20, (100)) and p- Si (KDB-20,
mobility of primary point defects, and also the initial density (100)) with oxygen concentrations of 7x 107cm™2 and

of sinks for these defects in the host. The generation of prihitrogen concentrations of 1016 cm~2 were irradiated by
mary defects is specified by the ratio of masses of the iong+ g3nq N* ions with energies of 75 keV in single doses of
and target atoms, along with the energies, dose, and curregt, 1oll:m=2 at ion-current densities of 1.25 nA/&mand
density of the ions. Diffusive motion of the defects is deter-z 50 py Ar* ions with energies of 150 keV at a dose of
mined by the target temperature. In all of this, the individual7 x 101° cm~2, at current densities of 0.5 nA/Grand a tar-
properties of ions as chemical elements were disregardeget temperature of 300 K. The doses and implantation ener-
This approach is based on the fact that when Si is irradiategies were determined by requiring that approximately equal
even by light ions, the number of interstitials and vacancieymbers and spatial distributions of primary displaced Si
created greatly exceeds the number of implanted impufitiesatoms be created by the ions. According to calculations
Therefore, the contribution of specific properties of impurity based on the program TRIRtthe total number of displaced

atoms, for example their chemical activity, to the characteitoms created by ©and N™ ions actually should equal 7
of evolution of the ensemble of point defects is assumed to< 10'3 by Ar™ ions 9x 10 for line displaced-atom densi-

be negligible. The nature of the impurities manifests itselfties of 2x10” and 8<10” ion"*.cm™! respectively. The
only when the host is strongly supersaturated, for exampleoncentrations of oxygen and nitrogen at the maxima of the
during ion-beam synthesis of layers of new phases in*Si, ion range distribution were~10'® cm 3. The small ion
when the implantation dose exceeds values of’400'®  doses were chosen so as to avoid generating particles made
cm 2. However, the authors of Ref. 5 have asserted that thep of new chemical phases, e.g., S&d SiN, (Refs. 3 and
difference in chemical activity between hydrogen and helium4), which would affect the radiation defect spectrum. Under
explains the different behavior of radiation defects in Si im-these conditions, we should expect the irradiated layers to
planted by small doses of the ions lnd He. This predic- have the same properties if the type of ion has no effect.

1063-7826/98/32(5)/3/$15.00 466 © 1998 American Institute of Physics
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TABLE I. Depth location of radiation defect levels and their literature iden- -
tification (Refs. 7-9. -
Peak Energy Type of defect 5 N
E, E.—0.18 eV A-center (O+V) ® i
E, E.—0.46 eV Divacancy, - L
Es E.—0.5eV Multivacancy § o
complex S B
E, E.—0.23eV Divacancy/, 5 5\
H, E,+0.1 eV Not identified S L\
H, E,+0.28 eV K-center {/-O-C) s 9
Hs E,+0.38 eV Not identified I B
> T
2 B
R-n
The parameters of the deep levels created by radiatiory B
defects were determined by deep-level transient spectroscog -
(DLTS). In order to make the measurements, Schottky bar- -15 s
riers were created on the front side of the irradiated sample:

1

by thermal sputtering in vacuur@Au on n-Si and Al on
p-Si), while ohmic contacts were formed on the back side.
The DLTS spectra were measured at constant reverse bie 7K
x -

iq(;'l ZISIS/ JfrO]; n\{,avr\:gr;)-f(l)lllpl)negs?u:zgpigir\)/lgll;/delisoro:ﬁel d?)r;)?ng FIG. 1.‘ DLTS spectra of samples ofSi (solid curveg énd p-Si (dashed

. i ] . _curves implanted by oxygen ions at a dose ok20'cm™2 and energy of
levels and biases used, the width of the space charge regias kev at a temperature of 300 K. The peaks on the solid and dashed curves
was approximately 3«m, which ensured complete overlap corresponding to the same temperature are denoted by the same symbol:
of the damaged region for these energies of the implante@ Ez
ions. The two amplitudes for the filling pul$g and 0.85 VY
allowed us to characterize the spatial distribution of the de-
fects. The observed electrically active centers in the spectrg, (see Table ). Note that the DLTS method allows us to
of Si were identified based on literature descriptibrisand  follow only electrically active defects, which are only a frac-
are reported in Table I. Table Il lists the relative concentration of the total number of radiation defects in silicon. This
tions of deep levels whose value in units of the concentratioprobably explains the larger total number of radiative defects

{ L
270 320

§”|I
N
8

of majority charge carriers in Si exceeds £0 observed in experiment whemSi is irradiated by nitrogen
compared to irradiation with oxygesee the right column of
3. RESULTS AND DISCUSSION Table 1).

In the lower section of Table Il we record concentrations
of deep levels inp-Si. According to this data, there is no
fundamental difference in the DLTS spectra of samples im-
planted by O and Ar' ions; in both cases the same types of

It is clear from Fig. 1 and Table Il that the DLTS spec-
trum corresponding tm-Si (O") contains three peaKsin
contrast, the spectrum oi-Si (N*) exhibits only one peak,
which corresponds to the deep lev#®}, although the con- | jiation defects are observed.
centration of energetically active centers contributed By N The DLTS spectra of samples with either type of con-
ions is higher than the total concentration of defects generductivity irradiated by O or N* ions exhibit peaks of re-

ated by O ions. The spectrum ofi- Si(Ar") has three \qrse nolarityanomalous despite the fact that carrier injec-
peaks, as in the case ofSi(O™), and one additional peak i, from a Schottky barrier was excluded. This is because
the amplitude of the filling pulse did not exceed the value of
TABLE II. Ratio of concentrations of energetically active centers to the the reverse bias in the measurements. Usually, the amplitude
concentration of primary charge carriers in silicon. In the right column Q weOf the anomalous peaks was quite small. The exception was
list the total values. the spectrum op- Si(N*), in which the anomalous peaks
had a considerable magnitude and, by superimposing on top

n-Si of the normal peaks, prevented us from interpreting the spec-
lon Ey E; Es E, 2E trum of this sample.
o 0.001 0.062 0010 0072 The authors of Refs. 10 and 11 investigated the appear-
Nt 0.102 0.102 ance of anomalous peaks in the DLTS spectra of silicon with
Art 0.007 0.075 0.010 0.001 0.092  Schottky barriers irradiated by protons and boron ions. In
_ contrast to the results of these papers, in our experiments we
p-Si found that the energy positions of the anomalous peaks cor-
lon H,y H, Hs SH; responded approximately to the energies of the most distinct
o 0.002 0.057 0.015 0.074 maxima_ ir_1 the spectra for si_licon with the opposite type qf
Art 0.001 0.100 0.035 0.136 conductivity. In fact, the maximum of the anomalous peak in

the spectrum op-Si (peakE, on the dashed curve in Fig) 1
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and the maximum of the largest peak in magnitude observedrimary radiation defects in the silicon samples during im-
in the spectrum of-Si (peakE, on the solid curve in Fig.)L  plantation of the different ions. Under these conditions we
correspond approximately to the same measurement tersbserved an effect of the type of ion on the formation of
perature. In the same way, we correlate the peé#ksf the  secondary radiation defects) the defect spectra in-Si im-
dashed and solid curves on the figure. Note that during scamplanted by ions of oxygen and nitrogen differed qualita-
ning of a “recessed” layer of silicon, i.e., when a reversetively; 2) anomalous peaks were observed in the DLTS spec-
bias of -1 V was applied and the filling pulse amplitude wastra of samples ofn- and p-Si implanted by oxygen and
no larger thant0.85 V, theE, andH, peaks were absent nitrogen ions, and were not observed after irradiation by ar-
from the spectra obtained. This implies that defects assocyon jons. In addition, we discovered a correlation in the en-
ated with these peaks are located near the crystal surface.ergy positions of normal and anomalous peaks with DLTS
The appearance of anomalous peaks in the DLTS spectigectra of silicon with opposite types of conductivity; defects
of implgnted sam_ples of Siis also associated with the naturgasponsible for the appearance of these peaks were observed
of the implanted ions. In fact, no anomalous peaks are See the skin layer of the crystals. It is especially important to
for mlplantatlop by AT ions, but do appear in Si iradiated pqtq the following interrelationship: nitrogen atoms predomi-
by O™ and N" ions. nantly form divacancies im-Si, while generating larger
.AS+ we ha"? aJ\rIready noted, the DLTS SPec”_a Ofanomalous peaks in the DLTS spectrumpe$i samples.
n-Si(0") andn-Si(N") samples(see Table )l are quite dif- The authors are grateful to O. V. Feklisov and N. A.

TN )
ferent. In then S!(N_ ) spectrum we observed neither the Yarykina for assistance in measuring the DLTS spectra.
peakE; characteristic of &-center nor peak; correspond-

ing to multivacancy complexes. At the same time, the diva-
cancy peakk, is the largest feature in all the samples. The
absence ofA-centers im-Si(N™) allows us to conclude that
quasi-chemical reactions with participation of vacancies take
plac'e Wlt.hln the casce}de of displaced atoms. If this were not |~ considering electron-dopek~(n) or hole-doped K=p) silicon
so, i.e., if the vacancies were scattered away from the cas;agiated by M ions.
cade of displaced atoms and the reactions took place in the
surrounding matrix, we would observe roughly the same
number ofA-centers both im-Si(O") and inn-Si(N™). An
important detail here is that the concentrations of oxygen in
o o X
n-Si(0”) _and n'S|(.N ) samples are practlc_al_ly the same, 1J. Gulai,Handbook of lon Implantatianl.F. Ziegler, Ed.(Elsevier, Am-
because implantation of Oions leads to negligible changes  sterdam, 1992
in the volume concentration of oxygen in silicon. In fact, as ?J. R. Biersack and L. G. Haggmark, Nucl. Instrum. Methddg, 257
was noted previously, the starting samples contain oxygen aj{1980-
7.0 3 . . . P. L. F. Hemment, E. Maydell-Ondrusz, and K. S. Stevens, VacB4m
a level of ~7x10Ycm™2, while at the maximum of the ion 203 (1984.
range distribution the concentration of oxygen has a value of1. Tsujide, M. Nojiri, and H. Kitagawa, J. Appl. Phys1, 1605(1980.
order 168 cm™3. SA. I. Aleshin, L. S. Smirnov, and V. F. Stas’, Fiz. Tekh. Poluprovoti.
Thus, for insignificant differences in the concentrations 63531?)83 rESEVAPhNySNsemICOH\;ﬂ's3ﬁ8 (19|t(33]. TV Vanchuk F
. . A . M. PInchuk, A. N. Nazarov, V. 5. Lysenko, an . V. Yanchuk, FlIz.
of |mpur|tes between samples ntSi |mplanteq by OXyg‘?” Tekh. Poluprovodn30, 2133(1996 [Semiconductor80, 1111(1996)].
and n'trqgen’ we observe{dee Table N a considerable dif- 7y s vavilov, V. F. Kisilev, and B. N. MukasheDefects in Silicon and
ference in the concentrations Afcenters— at least an order at its Surface(Nauka, Moscow 1990[in Russian.

of magnitude(the precision of the DLTS method is 10in §L- G. Kimerling and J. L. Benton, Physica BL6, 297 (1983.

he relativ ni in Tablell M. O. Aboelfotoh and B. G. Svensson, Phys. RevoB 2522(1995.

the relative units used able) OM. A. Tranwaert, J. Vanhellemont, E. Simoen, C. Claeys, B. Johlander,
L. Adams, and P. Clauws, IEEE Trans. Nucl. 9, 1747(1992.

4. CONCLUSIONS 1), V. Antonova and S. S. Shmeev, Fiz. Tekh. Poluprovodr29, 605

. . . . 1995 [Semiconductor®9, 315(1995].
The experiments discussed in this paper were set up so( 9 [Semicondu (1995]
as to ensure as far as possible the same characteristics of thanslated by Frank J. Crowne

Later on in this paper we will use the notati&nSi (M™*) to indicate that
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Creation of vicinal facets on the surface of gallium arsenide with orientations close to
(100) under conditions of nonequilibrium mass transfer
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The method of low-energy electron diffraction is used to investigate surfaces of GaAs misaligned
by 3° from (001) as they are heated in vacuum to a temperatur€=0650 °C in the field

of a temperature gradieMT=50 deg/cm. When n¥ T is present, a (X 4) structure forms at

the surface, which is preserved under annealing for 1 hour. In the prese¥Wde wdflection

doublets appear along the directifhl0], indicating a faceted surface. Analogous behavior is
observed after the crystals are annealed witlviioat T= 650-700 °C, when the

evaporation of arsenic becomes noticeable. The calculated value of the atomic heat of transport
Q* of 2.3 eV is close tdQ* for transition metals, where it is associated with phonon

drag by the atoms. @998 American Institute of Physid$1063-78208)00305-4

1. INTRODUCTION ferred to in what follows as vicindD01) surface$and by 4°

In recent years, attention has focused on the faceting Ojelative t0(110) toward[010] [vicinal (110) surface$ Films

vicinal surfaces of GaAs crystals in connection with the A(()Socﬁr 1tg:I|I(iuvr\rl1eia?sgrL1jit d(fero(rjnopae dS:/r\;igt]Letecler;tuar:w ct):) grggg
roblem of making low-dimensional quantum structures. In g ! . i
P 9 d centrationN= (4— 5)x 10" cm 3. The surface of the films

Ref. 1 it was shown theoretically, and in Ref. 2 experimen- ;
y b was processed by standard methods used in molecular beam

tally, that it is possible to use faceted surfaces to grow struc-""" .
tures with one-dimensional electron gases. In Ref. 3 face?P'taXy technology. In the final stage, rectangular samples

length was observed to affect the size of InAs quantum dotg\”th dimensions 1&15 m_m? .CUt f_rom thoe films were further
on the surface of GaAs. The authors of Ref. 4 formulated thé)rocessed by electropolishing in a 3% solution of NaOH,

problem of creating echelons of steps of rectangular fOm)(vhich passivated the surface and made it possible to monitor
covering the entire surface of the crystal the surface morphology using a scanning tunneling micro-

In Refs. 4 and 5 the authors used scanning tunnelin(]iﬁ()pe operating under atmospher?c conditfoas the .STM
microscopy(STM) to observe faceting of surfaces with ori- ages we could see bOt.h a_ltomlcglly smooth regions and
entations close t6100). In GaAs crystals, the facet surface regions covered with a periodic profile of facets with a mean
energy (y) varies with surface orientation in the order
v(100)> y(110)> y(111), so that when the crystals are an-
nealed under conditions of thermodynamic equilibrium, fac-
ets (“natural roughness) are most likely to form on sur-
faces that are close in orientation (th11), while vicinal
facets that are close in orientation (b00), and certain ori-
entations close t¢110), should be stable against faceting.
The authors of Ref. 4 noted that the observed reconstructio
of the vicinal(100) surface could possibly be related both to
nonuniformity of the substrate heating temperature and to th
flux of arsenic at the surface, as well as to noncongruen
decomposition of the GaAs.

In this paper, low-energy electron diffractiéhEED) is
used to study the change in morphology of the surface o
GaAs crystals during annealing, both under conditions clos b
to thermodynamic equilibrium and under conditions that are g
quite far off equilibrium, when significant evaporation of ar- |
senic takes place and atoms drift along the surface under tt =
action of a temperature gradient.

796.6 nm
2. EXPERIMENTAL METHOD AND RESULTS

. . . . .. FIG. 1. STM image of faceted surface of gallium arsenide after passivation:
The objects of our investigation were vicinal surfaces,__ihree-dimensional image of a section with area97x 196 nnt, b—

misoriented by 3° with respect t®01) toward [110] [re-  cross section along the directi@®—0’.

1063-7826/98/32(5)/4/$15.00 469 © 1998 American Institute of Physics
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a b c

FIG. 2. Electron-diffraction patterns of a vicin@01) GaAs surface subjected to high-temperature annealing: a— starting image after ion cleaning at
T=610 °C fort = 10 min; b—after an additional anneal B=620 °C fort = 10 min; c—after an additional anneal Bt=650 °C fort = 20 min.

terrace width of approximately 20 nm and height 7 (fig.  surface oriented alon§110]; the edges of the facets are
1). The facets, which occupied a large portion of the samplalecorated with gallium droplets. The pattern observed is
surface, are presumably the result of etching the surface duclose to the STM image of the surface of vicin@D1) after
ing chemical processing. annealing at a temperature of 670 °C under excess arsenic
The samples were simultaneously annealed and investpressure, as shown in Ref. 5. Annealingrat 700 °C for 60
gated by low-energy electron diffraction in a combinationmin leads to an increase in the size of the facets against a
apparatus based on a Riber high-vacuum chamber at a prasackground of growth in the size of the gallium droplets.
surep=2x10 8 Pa. Cleanliness of the surface was moni-Steps are clearly visible in an optical microscope, and the
tored by Auger-electron spectroscopy. The apparatus wasngth of a terrace is 5 to @m; gallium droplets are located
equipped with a system for ion etching. The samples weralong the edges of the step. The surface of the sample ac-
glued to the crystal holder with 7N pure indium foil. The quires a matted form.
temperature of the crystal hold&rwas measured using an 2. Low-temperature anneal. Vicinal (00Bfter anneal-
alumel-chromel thermocouple. The electron-diffraction pating atT=610 °C(Fig. 29, the temperature was lowered to
terns were observed at room temperature, the electron enerdy=550 °C and the sample was annealed for 30 min. The
was varied from 110 to 130 eV. The diameter of the electrorelectron-diffraction pattern is shown in Fig. 3a. The reflec-
beam at the sample surface was roughly 1 mm. tions are aligned along the directiofil1l0] forming a
After preliminary annealing of the samples at (1X4) structure. Intermediate reflections and doublets are
T=600 °C, the remainder of the carbor (3% of a mono- not observed. The surface is level. Two anneals in succession
layen was removed by ion etching. The density of argon ionsfor 15 minutes apiece do not change the pattern of reflec-
was 3uA/cm? at an energy of 500 eV. In order to recover tions.
the amorphized layer, after ion etching the samples were 3. Low-temperature anneal. Vicinal (110)he regimes
annealed for 10 min af =610 °C. The electron-diffraction of annealing are analogous to previous. The electron- diffrac-
pattern for vicinal(001) after annealing is shown in Fig. 2a. tion pattern is shown in Fig. 3b. A (21) structure forms.
Reflections without any well-defined symmetry appeared;This structure is characteristic for th{¢10 facet. The sur-
and paired reflectiongdoublet$ were visible, which sug- face is level, and no facet formation is observed.
gested structural imperfection of the surface. Samples pre- 4. Low-temperature anneal in the field of a temperature
pared in a similar fashion were annealed in different regimesgradient. Vicinal (001).After annealing aff=610 °C, the
1. High-temperature annealing. Vicinal (00T)he tem- temperature in the zone of observation behind the surface is
perature was gradually raised to 700 °C. Figure 2b shows thiewered toT=550 °C and the annealing takes place in a
electron-diffraction pattern after the first anneal atnonuniform distribution of temperature along the sample.
T=620 °C for 10 min. The number of reflections is practi- The temperature gradient wasl'= 50 deg/cm, and its di-
cally unchanged, but the distance between reflections thaiection coincided with thd110] direction. The annealing
form doublets increasdsompare with Fig. 2a As the tem- lasted 30 min. The electron-diffraction pattefig. 4) is
perature is raised above 650 (@r an anneal time of 20 similar in form to that obtained for the high- temperature
min), the brightness of the reflections and their number in-anneal. Elements of the §4) structure are preserved
crease, and the majority of the reflections appear in the formgainst a background of emerging intermediate reflections
of doublets(Fig. 2¢9. Evaporation of arsenic atoms leads to and doublets.
coagulation of the gallium atoms into droplets, which is re-
vealed by the ring-like arrangement of the reflections. Ex-3- DISCUSSION OF RESULTS
amination of a sample after annealing in the aperture of the It is clear from the electron-diffraction patter(fSigs. 3a
electron microscope showed the presence of facets at ttend 3b that annealing of vicinal001) and vicinal (110
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FIG. 3. Electron-diffraction pattern of the surface of GaAs subjected to low-temperature annealing: a—®®&hafter annealing at =550 °C fort = 30
min; b—vicinal (110) after annealing at =550 °C fort = 30 min.

under conditions close to thermodynamic equilibrium, wherkinetic and electronic mechanisms to the atomic drag are
evaporation of arsenic from the surface is compensated bgstimated to be negligible compared to the value due to
diffusion from the bulk! does not cause facets to form. In phonons.
contrast, facets form easily during short-period anneals on  Substituting the computed value @* into Eq. (1),
surfaces close in orientation 1{411), which has the mini- VT= 50 deg/cm and =820 K, we obtairF= 0.14 eV/cm.
mum surface energy, even wh&r300 °C/ The process is For transition metals the threshold value of the external force
identical to that observed in met&lgg., for vicinal surfaces that causes faceting is 0.2 to 0.3 eV/&rBince the surface
of GaAs that are close in orientation {400 and (110, energy of GaAS is 1.5 to 2 times lower than the surface
which do not have the minimal surface energy, the facetingenergy of transition metals, the value we obtainFds close
is probably caused by the diffusion process kinetics. Theo threshold.
mechanism for formation of facets during sublimation or  Based on the growth rate of the facets we can estimate
condensation of atoms has been studied in many papers, ftre coefficient of surface diffusion of atonikx;. Assuming
example, for vicina110 of GaAs in Ref. 9. Therefore, we that the mass transport takes place within the developing
will concentrate on the process of faceting due to thermafacet, which is confirmed by the STM studies of
diffusion of atoms. electrodiffusion-driven faceting on silicon reported in Ref.
The process of faceting caused by thermal diffusion orl3, it is not difficult to calculate the rate of drift of the atoms.
electrodiffusion of atoms has a threshold character. The eXhen a GaAs crystal is annealed fior30 h under condi-
ternal force causing the mass transport must exceed the fortiens wherevVT= 150 deg/cm and the anneal temperature in
caused by the curvature of the surfa¢the Laplace the zone of observation at the surfacélis 550 °C, we ob-
pressurg!® According to the thermodynamics of irreducible served the formation of wave-like facets with a period of up
processes, the force that causes thermal diffusion of atonie 6 um and a height of .xm. The formation of such facets
can be written in the form is possible for atomic drift rate¥=1x 10 8cn/s. Using

F=(Q*/T)VT, (1)

where Q* is the heat of transpofithe effective amount of
heat transported by an atom during the diffusion process

Semiconductors are characterized by a large phonon
contribution to the process of thermal conduction. A flux of
phonons as quasiparticles gives rise to a flux of at¢umes
phonon wind. The phonon contribution to the heat of trans-
port is'

o
Q* =—«T, (2
1%
where o is the cross section for scattering of phonons by
activated(diffusing) atoms is the velocity of sound, and
is the phonon contribution to the thermal conductivity.
For GaAs we can take the following: the minimum value
_10-15 _
of 0~10 cn (Refs' 11 anlg 1)2 v _4>_<105 cm/s, and FIG. 4. Electron-diffraction pattern of vicin&01) facet of GaAs annealed
x=0.16 W/emK at T=900 K=* Substituting these values iy the field of a temperature gradieRiT= 50 deg/cm,T=550 °C, for
into Eq. (1), we obtainQ* = 2.3 eV. The contributions of t=30 min.
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This paper describes studies of the microstructure and optical absorption edge of films of
a-Si: H anda- SiN, : H alloys (x = 0.0—0.72, obtained by decomposing gas mixtures in an rf
glow discharge. For tha-Si : H films, the gas mixture was monosilane diluted by hydrogen,

for the a-SiN, : H alloys it was SiH + NHs. Structurally nonuniform films with “device-
quality” optoelectronic characteristics were obtained when the rates of growth were
increasedto 8 A/s). Atomic force microscopy and infrared absorption spectroscopy are used to
identify a characteristic feature of the microstructures of these films: the presence of islets
~500 A in diameter, whose boundaries are formed by clusters of hydrogen étothe case of
a-Si : H) or of hydrogen and nitrogetin the case of-SiN, : H). In this case the optical

band gap ofa-Si: H (a-SiN, : H) is determined by the concentration of S{BiN) bonds in the
interior of the islets and is not sensitive to changes in the content of hydfogergen

at their boundaries. This result is explained by a quantum-well model which takes into account
the characteristic sizes of the microstructures formed by hydrogen or nitrogen atoms.

© 1998 American Institute of Physids$1063-782@08)00405-0

1. INTRODUCTION the fundamental features of the electronic spectia8f : H,
starting from compositional nonuniformity of the material, is
Since hydrogenated amorphous silicengi : H) and al-  the quantum-well model proposed by Brodskuantitative
loys based on it are very attractive materials for making aalculations based on this moélallow us to obtain good
multitude of electronic deviceolar energy elements, thin- agreement with experimental results for the parameters of the
film field effect transistors, photodetectors, light emitting de-electron state distribution near the zone edge and in the band
vices, eto), their physical properties have been the subject ofyap; however, they disregard the possible existence of vari-
many investigations. A fact of particular interest to researchous kinds of microstructures ia-Si: H and related alloys
ers is the interrelation between structural peculiarities and thmade up of atoms such as hydrogen, carbon, nitrogen, etc.
distribution of electronic states. This is explained by the ten-  In this paper we investigate the interrelation between the
dency to develop the most detailed descriptidfmptimal optical band gap and microstructures @mSi:H and
material”), where the impact on practical applications is a-SiN, : H, and discuss our results within the framework of
greatest(solar cells, thin-field effect transistors, and variousa quantum-well model modified so as to take into account
types of photodetector setypsnd by the fact thaa-Si: H,  the characteristic dimensions of microstructures formed by
due to its availability and the feasibility of controlling its atoms of hydrogen and nitrogen.
material properties as it is made, is an extremely convenient
object for studying the regularities of electronic spectra in
amorphous semiconductors.
A series of papefs* have identified several factors that Films of a-Si: H were obtained by rf decomposition of
affect the position and shape of the optical absorption edgmonosilane diluted with hydrogen in the ratio 10%giH
in a-Si:H. The most important of these is structural + 90%H,. The frequency at which the glow discharge was
disorder?2 which acts to distort the lines and bond angles ofexcited was 13.56 MHz.
the amorphous silicon network compared to the ideal dia- In order to obtain films with varying hydrogen content
mond structure, and the influence of atoms of other kindsand different microstructures, the deposition conditions, i.e.,
such as hydrogen, carbon, nitrogen, ¥tddowever, it has the various combinations of discharge power, pressure, and
also been shown that simply invoking the dependence of thgas discharge rate, were varied in the following limits: the
shape of the optical absorption edge on these structurepecific power of the rf discharge&/=0.10—0.18 Wi/crh,
related factors cannot explain the multitude of existing expressureP=1-2.5 Torr, and gas flow rat€=30-100
perimental data. cm/min. The temperature of the substrate was maintained at
The most important qualitative model that can reproducea constant level of 300 °C.

2. EXPERIMENT

1063-7826/98/32(5)/6/$15.00 473 © 1998 American Institute of Physics
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These fabrication regimes ensured deposition of films z_
with thickness 0.8—1.4«m at growth rates of 3.3—-7.3 A/s.

Samples ofa-SiN, : H were obtained by decomposing
the mixture(10% SiH, + 90% H, + NHj). The substrate
temperature, pressure, and specific rf poe.56 MH2 in
the discharge were 220 °C, 0.38 Torr, and 0.3 Wicra-
spectively. The films were deposited in the presence of vari-
ous partial pressures of ammoli@-0.03 Tory, so that films
of a-SiN, : H were obtained with compositions= 0-0.72.

Plates of glass and single-crystal(BRDB-10) were used
as substrates.

The morphology of the film surface was investigated
with an atomic force microscop@FM) made by the NT-
MDT company(Russia. The cantilever of the microscope,
whose tip had a radius of curvature of 20 nm, was made o
silicon nitride. The measurements were made in the contac
regime with a resolution of 8-25 A and a scanning rate of
100 000—300 000 A/¢Ref. 8.

The film composition and local configurations made up
of atoms of hydrogen and nitrogen were identified by infra-
red (IR) spectroscopy. IR spectra of films on single-crystalric. 1. Typical image of the surface of ®&Si: H film obtained by the
silicon substrates were measured in a two-beam spectrometeethod of atomic force microscopy.

SPECORD-M80. The film components were identified ac-

cording to the method proposed in Ref. 9. First, we used the

width of the absorption band centered at 630 &rto esti- ~ Suggests a monotonic dependence. In contrast, Figs. 2a and
mate the concentration of bound hydrogen. Then, by resolv2¢. WhereEg is plotted versugH] and[SiH,], exhibit no

ing the band, whose main peak is at 2000 &rinto two correlation between the quantities being plotted.

peaks with frequencies 2000 and 2100 ¢mwe were able a-SiN,: H films.As shown in Ref. 12, several types of

to estimate the so-called microstructure parametelocal environment for the SiN bond are possible in
R= 1,100/ (1 2000% | 2100, Where I 000 and I 5140 denote inte- a-SiN, : H alloys, with differing longitudinal vibrational fre-
grals of the absorption taken over the corresponding peak§uencies. The corresponding infrared absorption bands are
We then could calculate values of the concentration of hyShown in Fig. 3. A strong symmetric peak dominates the
drogen in the form of single and clustered SiH bonds startingPectra of all the samples at a wave number 850 ‘crfior

from the total hydrogen content and value of the microstructhe two samples with the minimum nitrogen content
tural parameteR.°

According to identification given in Refs. 11 and 12,
infrared spectra of the alloya-SiN, : H, contain features zo01 a 20k b
that correspond to the bonds SiH, SiN, and NH. In order to
define the total concentration of nitrogen in the films we used 1.9

peak intensities at 850 and 3350 chr(Ref. 13. - H }{ 1.9 | E {
i
L al

The optical transmission spectra dod-Si:H and ”-;,
a-SiN, : H films were measured using a two-beam spectrom—"“ 1.8
eter SPECORD-MA40 in the wavelength range 300— 900 nm.
Based on this data we calculated the absorption spectra o 4,

samples corresponding to interband transitions and estimate: 0 1;7 zlo 5;) 1'70 5 1la 1,l§ 516
the value of the optical band gap by the method of Tauc. [H], at % [siH), ot %
20 c
3. RESULTS f
a-Si: H films.Typical images of the surface af Si: H > 149f g
films obtained in the atomic force microscope are shown in N 1 f i
Fig. 1. It is clear that the film has a nonuniform structure in Y18t i
which islets and inter-islet boundaries can be distinguished.
The characteristic dimensions of these islets range from 30C 17 ) : : 1
to a few thousand angstroms. 0 § 10 ® 20
In Fig. 2 we plot the optical band gadf; versus the total [SLHx]a"'t %

concentration of hydmge[m]’ as well as the concentrations FIG. 2. Dependence of the optical band-gag on the total content of

of single([SiH]) and clustered SiH,]) SiH bonds. Is is clear hydrogenH] (a), and also on the concentration of isolatéfiand clustered
that only Fig. 2b, wher& is plotted as a function dfSiH],  (c) [SiH] bonds.



Semiconductors 32 (5), May 1998 Budagyan et al. 475

B Jot
I .
AT [
£ 25F
o -
BT s |
& ot .
1 5 .
2.0
- - ° 'R d
7 R I
Wavenumbe"’cm 1.5||I||||I|1||I||nll||14_L
FIG. 3. Infrared absorption bands caused by longitudinal vibrations of SiN 0 0.2.1:=[N§2/4[St] 0.5 o8

bonds ina-SiN, : H alloys with varying nitrogen contenfNJ/[Si]: 1 —

0.13,2—0.17,3—0.53,4—0.62,5—0.72. FIG. 5. Dependence of the optical band gap on nitrogen content in

a-SiN, : H alloys.

(x = 0.13 andx = 0.17), this peak was the only spectral
feature observed in the range 700—1000 &mAn increase
in nitrogen concentration is accompanied by the appearan
of features at 790 and 970 ¢ which correspond to nitro-
gen atom surrounded by three Si atoms angNgclusters,

which cause the shape of the band to change and becorﬁ% . . . :
asymmetric. We previously investigated the microstructures of

In the a-SiN, : H alloys, increasing the nitrogen content a-Si : H anda-SiN, : H films obtained under analogous fab-

leads to an increase in the frequency of the principal peak dfication conditions by transmission electron microscopy
the longitudinal vibrational band for SiH bon@gig. 4). This  (TEM). A description of our experimental method and the
fact, together with the presence of a strong peak at 850-cm TEM images themselves are given in Ref. 14. For films of
(Fig. 3), implies that a characteristic local structure in oura-Si: H anda-SiN, : H we observed a nonuniform structure
a-SiN, : H films consists of nitrogen and hydrogen atomsWith clearly delineated “islets.” In this case the characteris-
bonded to the same silicon atdm. tic dimensions(400-500 A and shape of the islets were
The dependence of the optical band gap on nitrogen corsimilar to those observed in surface images obtained by
tent ina-SiN, : H films is shown in Fig. 5. At comparatively AFM (Fig. ). As we have shown, the islets have a higher
low concentrations of nitrogenx&0.17) the optical band density and are made up primarily of Si—Si bonds, whereas
gap does not differ from that of @Si : H film obtained for  hydrogen concentrates primarily along the boundaries of
the same values of discharge power, pressure, and substrat@ese islets, forming polyhydride configurations with clus-
temperature(1.87 = 0.02 eV}, at least within the error tered SiH bonds. Thus, f@-Si : H the value of SiH] gives
the concentration of bound hydrogen in the bulk of the islets,
whereas that ofSiH,] should be assigned to hydrogen at

Gffnits for the method used to determine it. However,
when x=0.53-0.72, we find thaEg increases from 2.11
2.72 eV.

2.5 ’- internal boundaries.
Modifications of the microstructure ia-SiN, : H alloys
20}k of intermediate compositionx&0.13 and 0.1) are associ-
ated primarily with decreased hydrogen content at the inter-
TE, 15k nal boundaries. In light of the spatial correlation between
o SiH and SiN bonds, and also the TEM results mentioned
'Q above, we should assign the infrared absorption band with
g 10r frequency 850 cm' (longitudinal vibrations of the SiN
bond, and the peak shifted towards high frequencies corre-
a5t sponding to longitudinal vibrations of the bond SiH, to N and
H atoms located within the internal boundaries. At the same
0 . o time, atoms of nitrogen located within the islet interior are
7900 2100 2300 responsible for the absorptions at 790 and 970 krithus,
Wavenumber, cm™! in alloys with low nitrogen contentx=0.13 and 0.1y the

SiN bonds are located primarily along the grain boundaries,
FIG. 4. Infrared absorption bands caused by longitudinal vibrations of SiH . . p y 9 . 9 .
bonds ina-SiN, : H alloys with varying nitrogen contenfNJ/[Si]: 1 — 0, Whereas n aIons with h'g.hefr concentrations of nltrqgen the
2—0.13,3—0.17,4 — 0.53,5 — 0.62,6 — 0.72. SiN bonds also appear within the bulk of the material.
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a-Si a-SiHy Using the results of Ref. 7, we write the following expres-
- " < sion for the functionf,(V,x) for a uniform distribution of
; £ (a-SiHy) hydrogenic clusters:
V. 1AE,_.
e AX)exp —A(x)V), V=0,
T £ (@5 f(Vix)=1 o, V<o 2)
EQ(Si'Hx) 54(“'3i') E.;om Z. In Eq. (2), \(x) is the average number of SiH clusters per
unit volume for a given hydrogen concentration
1 x=[H]/[ Si]. The function\ (x) is determined by the dimen-
£, (a-si) sions of the hydrogen clusters and grows monotonically with
T increasingx.
% 4E, The average potential-well volume for the distribution
4 S / £, (a-SiH,); \ / (2) is determined by (x):
1
FIG. 6. Sketch of energy bands in the Brodsky quantum-well model. (V)(x) = m (3)

In what follows, we will propose a certain modification
4. QUANTUM-WELL MODEL of the approach given in Ref. 15 in order to take into account
the effect of the dimensions of the hydrogenic microstruc-
tures. Relation{3) will be used in order to relate the function
N\ (X) to characteristic dimensions of the experimentally ob-
%erved microstructures.
Let us assume that

A sketch of the energy bands afSi: H corresponding
to the quantum-well model is shown in Fig. 6. According to
Ref. 5,a-Si : H consists of a wide-gap phase correspondin
to regions with increased hydrogen conteat%iH,), and a
narrow-gap phase consisting of practically “pure” amor-
phous silicon. Electrons with energies frdig(a-Si) to E¢ N(X)=yX 4
(a- Si)+V, and holes with energies frof,(a- Si)-V to Ey
(a-Si) are localized. Heré&/, and V, are the values of the
corresponding potential barriers.

is a linear dependence, wheyseis the coefficient of propor-
tionality. Citing the well-known results of nuclear magnetic
: ’ 7 _
The quantitie\E: andAE,, denote energies of station- resonancgNMR) stgd|es of Ref. 16, O'Leargt a.l' pro-
eposed that the dominant type of hydrogen bonding was via

ary states of electrons and holes in potential wells, and d clusters which consist of six SiH bonds and which occupy a
pend on the particle effective mass, the values of the corre- by

; : . : . yolume equivalent to a unit cell in a Si crystdl60 A3).
sponding potential barriers, and the sizes of the potenn\f . ) . ;
wells. According to the Brodsky modelthe optical absorp- aUsmg Egs.(3) and (4), we find that the quantity for this

il 3 8 -3 _ . a
tion edge is determined by transitions between pairs of state2>€ 'S~ 10 A~3 (for x=[SiH]/[Si]~0.1), and that the

with energies Ey(a-Si)-V, and Eq(a-Si)+AE¢, or Ey average diameter of a potential well is roughly 10 A. How-

(a-Si)- AE, andE¢(a-Si)+V,. Thus, we can use the values ever, in oura Si: H films we observed a structure with char
; acteristic dimensions= 300 A, which corresponds to
of these steady-state energies averaged over the ensemble o, =~ 5 a3 .
~10 "—10"8 A3 for the same hydrogen concentration.

otential wells to discuss the dependence of the optical width
P P P The average value of the steady-state energy of an en-

of the band gap on the concentration of hydrogen and the

nature of its distribution. Since the position of the vaIence—Semble of potential wells with identical shapes and identical

band edge is much more sensitive to hydrogen content ih/alues of the potential barrier heighy can be written as

a-$i than the po;ition of the conduction-band edge, we re-  (AE,)(x)=Uqy(1—exp —Veih(X)))

strict the discussion to the behavior of the average value of

steady-state energies for holes. + Jm AE(V)f,(V)dV (5)
In order to discuss the dependence of the optical width it Y ’

of the band gap on the hydrogen concentration, it is neces- e . :
) where the “critical” volumeV,;; is the maximum volume
sary to calculate the quantity

for which stationary levels coincide with the edge of the
continuous spectrum, i.eAE\,=V,.

The value of critical volumé/;; and the dependence of
) ] the steady-state energy on the volume of the potential well
where(AEy(x)) is the energy of a hole stationary state av- A, (v) are determined by the height of the energy barrier
eraged over the potential well ensembie, (V) is the en- |y and the effective mass* of the particles(in our case,

ergy of a stationary state corresponding to a potential We'holes. For spherical potential wefld” we have
with volumeV, andf,(V,x) is the probability density for the

distribution of potential wells as a function of hydrogen con- at n2 \¥
centrationx. Equation(1) implies that the sensitivity of the VcritZF "

. . 2m* U,
optical band gap to changes in the hydrogen content of the
film is given by the distribution of quantum-well volumes. and

(AE(x) = f:AEVw)fU(v,x)dv, 0

(6)
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1 r— (potential wellg is ~10 A, and the optical width of the band
7.-.10‘3 A gap of the two-phase system is strongly dependent on the
....................... hydrogen content.
01F .- o The clusterized form presumes the presence of larger-
> : 7=10‘5A_’_ scale clusters that form nonuniformitiésternal boundaries
~ 01k T with characteristic dimensions of several tens of nanometers
%> :3///’ (y~10"°—10""). A change in the content of hydrogen in
~ ] 703 the clusterized phase has practically no effect on the optical
0.001 ~'l y=1"A band gap.
‘) // This model can also be extended to the case of alloys of
i i ! 1 Si with nitrogen, carbon, and other elements, whose binding
0 01 z=0f5]/[8i%3 0.4 energy to Si is larger than the Si—Si bond energy. It is obvi-

ous that quantum-well models for these alloys differ prima-
FIG. 7. Width of the optical band gap atSi : H versus hydrogen content. fily in the values of the energy barriek4 andV,,, which
The three curves correspond to three different methods for distributing thguggests that the optical band gap is sensitive to changes in
hydrogen determined by the value of the parameter composition for a preset value of which is determined by
the characteristic dimensions of the microstructure. At the
same time, the qualitative regularities that determine the de-
" pendence ofE; on these characteristic distancé®., the
k-cot(kL)=— 2m*Uo K2, 7 dependence ofAE,;) on y) will remain as before.
h? From the experimental data shown in Sec. 3 of this pa-
per, it follows that the optical band gaps afSi:H and
wherek=\2m* (Uy,—[E'[), V=47L3 E'=Uy—E, andE a-SiN : H alloys are determined by the number of SEIN)
is the energy of a particle measured from the bottom of &0nds in the interior of the islets and do not depend on their
potential well. concentration near the internal boundaries. In the framework
Values of the model parameters were chosen from théf the quantum-well model as we have modified it, the case
following considerations. The effective mass of a hole, inwhere the islet interior contains isolated hydrogeitrogen
accordance with Ref. 5, was assumed to rog=0.5m, or relatively small clusters corresponds to a high value of
wherem, is the free electron mass. In order to estimate thel~10> A™3), and consequently strong sensitivity B to
height of the barrier for holes, we must determine the banghanges in the film compositialfrig. 7). If, however, atoms
gap for the narrow-gap and wide-gap phases, and also tH¥ hydrogen or nitrogen form a microstructure with charac-
value of the energy barrier for electrons. For the first we takderistic dimensions that are approximately several hundred
the well-known extrapolated value of 1.6 é¥prresponding angstromsboundaries of the isleXsthenEg is virtually in-
to zero hydrogen concentration. According to Ref. 5, thedependent of the concentration of hydrogeitrogen at-
value of the energy barrier for electrons can be estimated b9ms. Thus, our modification of the quantum-well model
starting from the activation energy for drift mobility. This qualitatively reproduces the experimental dependence of the
quantity usually is about 0.1 eV fa-Si: H.® In estimating  optical band gap o&-Si: H anda-SiN, : H films on com-
the band gap of the wide band phase, we follow Refs. 5 an@0sition and on the characteristic dimensions of the micro-
7, whereEg(SiH,)~ 2 eV. Thus, the value of the potential- Structure formed by hydrogen and nitrogen atoms.
barrier height for holesV,=Eg(SiH,) —Eg(a-Si)—V,
is 0.3 eV.
The average steady-state enerdl,)=Es(a-Si:H)
—Eg(a-Si) is plotted versus hydrogen content in Fig. 7 for 1. We have investigated the microstructure and optical
various values ofy. The largest change KEy) with hydro-  absorption edge of structurally nonuniforeeSi:H and
gen contentwhich increases by- 0.3 eV asx increases a-SiN,:H alloys obtained by decomposing silane-
from 0.1 to 0.4 is observed fory=10"2 A~3. In this case containing gas mixtures diluted by hydrogen in an rf glow
the quantityd({AE,;)/d[H] (which is an estimate of the lon- discharge. AFM, TEM, and IR spectroscopy data all indicate
gitudinal dEg /d[H]) amounts to approximately 0.01 eV/ that the fundamental microstructural elements in these films
atomic %, which is in good agreement with the data of Refare islets enriched by Si along whose boundaries hydrogen is
1. On the other hand, fop=10°-10"" A~3 the quantity  concentratedin the case o&-Si : H) or hydrogen and nitro-

CONCLUSIONS

(AEy) is nearly independent of hydrogen content. gen (in the case ofa-SiN, : H). The characteristic size of
The functions shown in Fig. 7 allow us to determine thethese islets is~ 500 A.
“dissolved” and “clusterized” forms of SiH bonds within 2. We have established that the value of the optical band

the framework of this model. The dissolved form of the SiHgap of the films is determined by the hydrogen contéort
bond (y~ 10 %) includes single bonds and fairly small clus- a- Si: H) or nitrogen contentfor a-SiN, : H), gases which
ters, which are formed by a few SiH bonds and which oc-are contained in the interior of grains, and that it does not
cupy a volume of the same order of magnitude as the unitlepend on the concentration of these elements in the inter-
cell of single-crystal silicon. If this kind of hydrogen bond- grain boundary region.

ing is predominant, then the average size of the “islands” 3. A modification of the well-known ‘“quantum-well
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Stimulated-emission spectrum arising from interband absorption of a picosecond
optical pulse in a thin layer of GaAs
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Pumping a thin layer of GaAs with a high-power picosecond optical pulse leads to nonstationary
edge emission. Experimental data are obtained for the way the time-integrated power

spectrum of this emission varies with beam diameter and energy of the optical pump pulse.
These data are sufficient to confirm the stimulated nature of the emission, whose duration is in the
picosecond time range. @998 American Institute of PhysidS1063-782808)00505-3

It is well known (see, e.g., Refs. 1+4hat interband ers on the emission as follows. Varying the energy density
absorption of a high-power ultrashort light pulse in a thinD, should vary the rate of charge-carrier photogeneration
layer of direct-gap semiconductor leads to high-powerand population inversion, while varying the beam diameter
recombination-induced edge emissi@aferred to simply as should vary the diameter of the active region of the medium
emission in what followswith an anomalously fagpicosec- that amplifies the light. However, measuring the depen-
ond) rise time. Within~ 10 ps after the end of the excitation dences of the emission energy density on the diantetand
pulse, the emission decays, i.e., the duration of the emissioexcitation energy densiti, does not, in itself, offer suffi-
pulse is in the picosecond time range. It is assumed that thisiently convincing proof of the stimulated nature of the emis-
emission is a stimulated emission which arises as a result ¢fion. Such proof is obtained by investigating the emission
amplification of spontaneous emission in the photoexcitegpectrum. One of the most characteristic and well-studied
semiconductor. This assumption is based on the followingroperties of stimulated emission in semiconduct@se,
evidence. First of all, the characteristic relaxation time of thee.g., Refs. 12—15is narrowing of the emission spectrum,
emission is considerably shorter than the relaxation time fowhich takes place when spontaneous emission in a semicon-
spontaneous emission in GaAs, which-~is1 ns. Secondly, ductor is amplified by optical pumping. In our work we mea-
emission is not observed until the carrier concentration exsured the emission spectrum at various values of energy den-
ceeds threshold, that is when,— u,>E4 (Ref. 3, and an  sity D, of the excitation light pulse and beam diameker
optical gain spectrum appears in the photoexcited mediunifThe behavior of the measured spectra qualitatively corre-
as observed, e.g., in Refs. 5 andh&re u, and u,, are the  sponds to changes in the spectrum predicted by the theory of
quasi-Fermi levels of electrons and holes, &gds the band  steady-state stimulated emission in a laser medium without a
gap. resonatot® and from the results of model calculations of sta-

However, it must be acknowledged that the availabletionary stimulated emission in a GaAs laséfhis has borne
experimental data on this emission are clearly inadequat@ut the following experimental results) the width of the
We cannot obtain an exact representation of the characteriemission spectrum decreases as the energy ddhgjtyf the
tics of this emissiora priori, since no existing theory can excitation pulse and the diameteérincrease once saturation
describe how the nonstationarfpicosecond stimulated is achieved; 2the decrease in the emission spectral width
emission in the thin semiconductor layer without a resonatoA% wg has a universal character as a function of the product
depends on the parameters of the high-power, ultrashort, o ., F; 3) the emission spectrum becomes concentrated in the
tical pump pulse. Such a theory must take into account théonger-wavelength region as the energy denBigy or diam-
following phenomena: the nonstationary nature of the opticakterF increases. We emphasize that the observed narrowing
pumping; the substantial heating of the electron-hole plasmaf the emission spectrum and its concentration in the longer-
that generates the emission, which is caused by the excitatiomavelength region as the energy density of the excitation
light and the emission itself;! the strong mutual coupling pulse increases is opposite to what should occur if the radia-
between the cooling of the electron-hole plasma and the raion were spontaneous. Amplification by optical pumping of
diation intensity®!! the nonstationary and nonuniform spa- the semiconductor causes the spectrum of spontaneous emis-
tial distribution of the electron-hole plasmaetc. In light of  sion, according to Ref. 18, to become broader and to spread
this situation, experimental studies are needed to obtain ® the short-wavelength region.
picture of how the emission is affected by the beam diameter The small number of experimental papers that investi-
F and energy densit, of the excitation pulséalso called gate light emitted when a semiconductor without a resonator
the pump pulse This paper describes our ongoing efforts tois pumped by ultrashort light pulses is probably a result of
obtain such a picture. In our work, the duration of the pumpthe following circumstances. First of all, exciting the emis-
pulse was 14 ps. We explain the effect of the beam paramasion requires a source of ultrashort, high-power light pulses.

1063-7826/98/32(5)/5/$15.00 479 © 1998 American Institute of Physics
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sorption of the excitation light occurs only in the GaAs layer.
The variation in intensity of the light over the cross section

3 of the excitation beam was approximately Gaussian. These
:\\\} > experiments were carried out for different values of the op-
/\ /\ o \:S AL,Ga,_,As/T( tical pulse energy and beam diametér Following the
( / /\ ~ \:\\\\\: GGA:’/ method described in Ref. 20, we measured the edge emission
ovab s spectrum(integrated over timepropagating within a solid
K/ \/\:d(fget: \‘/AL,GG,.,,AS angle of~4°. The axis of the angle coincides with the nor-

mal to the epitaxial layer emerging from the excited region.
FIG. 1. Postulated scheme for output of radiatishown by arrowsfroma  For convenience in analyzing the measurement results we
sample to the outside. calculated the energy density of the excitation light pigg

and energy density of the emission pulse, both the spectral

density of the latteds andDg, the integral of this quantity
It is desirable that the photon enerfjw,, of this excitation over the spectrum. These calculations were based on mea-
light exceed the width of the band g&fy by only a small ~ surements of the corresponding energies integrated over time
amount, so that the temperatufg of the resulting electron- and the diameter of the excitation begiet half-height.
hole plasma does not exceed the temperature of the crystillence, the quantitieB.,, ds, and D4 are integrated over
lattice by too mucHhfor example, in Ref. I.=470 K). This  time and averaged over the cross section of the photoexcited
facilitates the appearance of the emission. Secondly, it isegion of the sample. Translation of charge carriers along the
necessary to find a way to guide the emission from the semisample within the emission time was not included in the
conductor layer to the outside. Epitaxial layers of semicon-<calculation. This is permissible if the charge carrier motion is
ductors are waveguides. If the layer of semiconductor is idediffusive, since estimates indicate that the diffusion length is
ally fabricated, strongly amplified spontaneous emission cais considerably smaller thah. There will be a redistribution
escape to the outside only in the longitudinal direction, andf the electron-hole plasma along the sample since this
even in this direction its escape is prevented by absorption iplasma is being created by interband absorption of the emit-
the unexcited portion of the sample. This is especially truged light within the GaAs layer, but it is unclear whether this
for experiments at room temperature, as was shown in Reéffect should be taken into account. At this time,
1. Moreover, any emission that does reach the ends of thealculation$® of such a redistribution of the electron-hole
sample is reflected back. In this paper we identify characterplasma have only been done for the one-dimensional case.
istic features of stimulated emission by investigating the  Figure 2a shows the experimental dependence of the
spectrum of light emitted orthogonal to the epitaxial layer,emission energy densitps on the energy density of the
although it is often assumed that only spontaneous or slightlexcitation pulseDg,. The experimental results are well ap-
amplified emission can propagate in this direction. Forproximated by a linear dependence, which intersect®tfye
readily apparent reasons, escape of light in the direction oraxis at a certain valu@Sx. The value ongx, commonly
thogonal to the layer can be mediated only by what heretoreferred to as the threshold value, is discussed in more detail
fore has been called imperfections in the morphology of then Refs. 2 and 4. The threshold natume this sensgof the
heterostructure surface, part of which is the GaAs activdinear increase in emission energy with pumping gain is
layer under studythe heterostructure is described below characteristic of stimulated emission. Analogous linear de-
The imperfect morphology is due to so-called oval defectspendences are observed in studies of stimulated emission
These are a type of defect specific to molecular-beam epdriven by various pumping methods, for example, in Galn-
taxy, the method used to grow the heterostructure. Oval deAsP layers: in superluminescent diodes made of gallium
fects range from 2 to 10@m? in size(see Ref. 19 and are  arsenidé? and in ALGa,_,As/GaAs double heterostructure
distributed quite uniformly over the samplen the scale of lasers?! Note that for values oD, beyond the limits of the
the excited sample argdigure 1 shows in a simplified way plot shown in Fig. 2abecause the energy of the excitation
how they can facilitate the escape of light to the surface. pulse is limited, this happens only whéf=0.2 wm) the

Our experiments were carried out at room temperaturdunction D¢(D,) exhibits a tendency to saturate.

Tr. The sample under study was aghjGa, ;sAS—GaAs— Itis clear from Fig. 2a that as the diamekewraries from
Aly Ga ¢As heterostructure with layer thicknesses-1135 0.7 to 0.2 mm, the functioB ((D,) remains nearly constant.
—1.2 um grown on a(100 GaAs substrate. The concentra- Of course, the parameteBs,, andF must affect the stimu-
tion of background impurities in the heterostructure wasated emission. However, the integrated functidog{D,,F)
<10%cm 2. The substrate was etched away over an area aheasured for optical pumping by ultrashort pulses is not suit-
4x 4 mnt. The layers of AlGa _,As, whose purpose was able for studying the processes that are characteristic of
to stabilize surface recombination and provide mechanicastimulated emission, because the energy density of the emis-
hardness, were transparent to the light used in the expersionDg is determined by an integer number of electron-hole
ment, for whichZiw<1.7 eV. The sample was illuminated pairs that are photogenerated within the time of excitation of
with 14-ps high-power light pulses, incident on the sample athe pulse and then radiatively recombine. In other words, the
an angle of~10° with respect to the normal at its surface. energy density of the emission pulse is determined largely by
The photon energy of the excitation lightw,,=1.485 eV interband absorption of the excitation light pulse that gener-
exceeded the band gap of GaAs by 60 meV. Interband alates the electron-hole plasma.



Semiconductors 32 (5), May 1998 I. L. Bronevol and A. N. Krivonosov 481

0.2 |
3 o2 =a4
[ 02
" : A
o -
£ 0.1 m 502
~ -~ - hod
~ = 2 s
:. a‘l )
g O 1.44
1= ev
-
N 1
" R
Rt
§ /] 1 i 1 i A 1
< 1.40 1.44 1.48
8 hw,,ev
~ I c
"5. 7 FIG. 3. Emission energy density specttafrom GaAs ath we,=1.485 eV.
2} a:l - -De,=22D%, F=0.2 mm;2 — D,,=20D%,, F=0.7 mm.b: 1'7 —
De=6.8D%, F=0.2mm;2" — -Dg=7.5D%,, F=0.7 mm.D}, — nor-
1L 2 malizing quantity.
i 1 i ] i 1
0 0 20 o __ 40 50 &0 our experiments should excedg, because the kinetic en-
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wex— By, exceedkTg.
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FIG. 2. Dependence of the emission energy density integrated over the s . . )
spectrunDy (a), the emission energy densitly atz w=1.39 eV(b), and at As the excitation energy densifye, increases, we ob

fiws=1.42 eV (c), on the energy density of the excitation pulsg,. ~ S€rve a decrease in the emission spectral withws (see

hwe=1.485 eV,F, mm: 1 — 0.2,2 — 0.7.D%, —normalizing quantity. Fig. 5. Further increases iD., lead to slowing and eventual
saturation of the decrease M. wg. This observed decrease
in the width of the spectrum, as we have already said, is

However, it is noteworthy that when the diamefer proof of the stimulated nature of the emission. Conversely,

changes, a change is observed in the dependence of the enfigr spontaneous emission the width of the radiation spectrum

sion energy densitiat fixed photon energyds on the energy  ought to increase with increased pumping according to Ref.

density of the excitatioD, (see Figs. 2b and 2cThis is  18.

probably a real manifestation of the stimulated nature of the  Changes irF, i.e., the characteristic diameter of the ac-

emission, connected with a change in the dimensions of thgve region, change the dependence of the width of the emis-

active medium that amplifies the emission. However, thesion spectrum on the energy density of the excitafip as

analysis of such dependencedso measured in Ref)2s  well (see Fig. 5 For the larger diametef=0.7 mm, the

hindered by the absence of a theory for the emission menspectral widthA% ws decreases much more rapidly with in-

tioned above. The stimulated nature of the emission manicreasing:)ex, and the functiomf w,=f(D,,) saturates at a

fests itself more clearly in changes of the emission spectrur8maller D, than it does forF=0.2 mm. However, the

as the beam diameté&r changes and the energy density of

the excitation pulsé®,, changes. The remaining portion of

this paper is devoted to this topic.

The characteristic shape of the emission spectra ob-

served is shown in Fig. 3. For the minimum excitation en- 142

ergy densityD¢, used we observed spectra similar to the

spectrum in Fig. 3b foF =0.2 mm and still characteristic of >

spontaneous emission. The following facts suggest this con- 63-

clusion. First of all, the maximum in the spectrum of edge +« 140

emission energy density; is located at a photon energy of

fiwd= Eg, where Eg is the band gap of the “unexcited” -

sample (see Fig. 4. Secondly, the width of the emission

spectrum(at half-height A% w, actually slightly exceeds the 138

value of 1.&Tg (see Fig. 5, which is characteristic of spon- . /D"

taneous luminescence at room temperafdiajs increase in es

the spectral width beyond .:kg_R is explained by _broa_denlng_ FIG. 4. Dependence of the photon enefgyy' corresponding to the maxi-

of the spontaneous emission spectrum with increasinghum in the emission spectrum @, for # we—1.485 eV.F, mm:1— 0.2,

electron-hole plasma temperaturg. The temperaturé  in 2 — 0.7.D%,— normalizing quantity.

eV

i 1 1 1 2 | —
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120 | mental points lie on almost the same curve. This also agrees
with the conclusions of the theory of Ref. 16 that for stimu-
A 41 lated emission(i.e., amplified spontaneous emissiotie
o2 form of the functionA% ws=f(«L) is universal for a given
spontaneous emission spectrdinerel is the length of the
active medium, and is a value of the gain coefficient pro-
portional and close in magnitude to the maximum of the
. A \ N spectrum, which should increase with increasihg). We
1 2 3 4 point out that it is not yet clear whether the spontaneous
emission spectra in our experiment would differ from each
other for fixedD g but differentF.

Increasing the diametét (for fixed energy densit{D,)
also leads to concentration of the emission spectrum in the
longer-wavelength spectral regigsee Fig. 3 The peak of
Y/} o b - the spectrum shifts toward longer wavelengths when the di-

l A l L L —I ameter is increased from 0.2 to 0.7 mm at fixed excitation
0 20 n* 40 60 energy densityD., (see Fig. 4 by an amount that first in-
ﬂcs ! Doy creases with increasing,,, and then saturates. For the mo-
FIG. 5. Dependence of the width of the emission spectiufrwg on D, for _ment we ,SuggeSt two possible reasons _for the Observed_ shift
fi we—=1.485 eV.F, mm:1— 0.2,2— 0.7. The inset shows the correspond- IN the emission spectrum &schanges. First of all, the shift
ing dependence ak# s on Do, F. DX, — normalizing quantity. in the emission spectrum could be a result of saturation of
the emission gain at the short-wavelength end of the spec-
trum, which should happen with increasifg This conclu-
change inF does not affect the value df% wg at which the  sion holds for a semiconductor lagerith steady-state, high-
function Ah ws=f(D,,) saturates. This fact is revealed by power optical pumping as shown by self-consistent
measurements in whicBb, is further increased beyond the calculations of the spatially nonuniform distribution of
range shown in Fig. 5. It is noteworthy that when the valuecharge carrier concentration and photon emission detisity.
of A wg at saturation is measured for various samples, it isAccording to Ref. 17, the carrier concentration falls off from
found to increase with increasing defectiveness of the crystahe center of the photoexcited region to its edge, while the
structure of the samplghe sample investigated in this paper photon density, conversely, increases. Secondly, the shift in
was the best one we hadThe degree of imperfection is the spectrum as the diametérchanges could be explained
estimated by-ray diffraction. qualitatively by taking into account that increasikg in-

Let us use the theory developed in Ref. 16 for steady€reases the probability of intraband absorption of an emis-
state stimulated emission in a laser medium without a rescsion photon. AsF increases, enhanced heating of the
nator and extrapolate its conclusions regarding narrowing oélectron-hole plasma due to intraband absorption of the
the emission spectrum to GaAs in particular. This theoryemission will decrease the population inversion of energy
takes into account the spatial nonuniformity of the emissiorievels by charge carriers. This follows from the theory of
gain, but does not include the specific features of the semiRef. 23. In this case a narrowing of the gain spectrum will
conductor. According to Ref. 16, the stimulated emissionoccur towards the long-wavelength si@inciding with the
spectrum should narrow with increasing radiation energy byedge of the band This also should lead to concentration of
no more than a factor of-3. After this, the width of the the emission towards the longer-wavelength region.
spectrum is almost unchanged as the optical energy in- Thus, we have experimentally observed the following
creases. This conclusion of the theory is in agreement witlproperties of the emission spectrum: A decrease in the
the experimental function ws=f(Dg,) shown in Fig. 5. In  width of the emission spectrum which saturates as the energy
this case we must take into account that the excitation energyensity D, of the excitation pulse increases and as the di-
density D, is proportional to the emission energy density ameter of the bearf increases; Ra universal character of
D. Note that this conclusion could not be confirmed, e.g., inthe decrease in widthA#% g of the emission spectrum as a
experiments using semiconductor lasers. Lasers are most dfinction of the producD.F; 3) concentration of the emis-
ten used for studying stimulated emission, but the narrowingion at longer wavelengths as the excitation enddgy in-
of the spectrum in these devices is in large degree due to th@eases and as the diamefemcreases. Our qualitative dis-
resonator. In the theory of Ref. 16 it was also shown thatussions of these properties indicate that all of them are
increasing the length of active medium should lead to a nareharacteristic of stimulate@mplified spontaneoligmission
rowing of the stimulated emission spectrum. This qualita-in a semiconductor without a resonator. To sum up, in the
tively explains the change in the experimental functionabsence of a theory we have obtained a experimental picture
A ws="1(D¢y) described above with changing diameter of the changes in the time-integrated power spectrum of non-
shown in Fig. 5. stationary edge emission in a thin layer of GaAs with chang-

The inset in Fig. 5 shows the results of measuring thang beam diameter and energy of the high-power picosecond
functionAzws=f(Dgy) for F = 0.2 and 0.7 mm in the form optical pump pulse. Our picture provides the necessary con-
Ahws=Tf(DgF). Note that for both diameters the experi- firmation of the stimulated nature of this emission, whose
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duration, as shown in previous papéeee Refs. 1 and 2, !vyu. D. Kalafati, V. A. Kokin, H. M. Van Driel, and G. R. Allan, itdot
etc) lies in the picosecond time range. This confirmation is Carriers in Semiconductoarl Hesset al. Eds. (Plenum Press, N. Y.,

needed, in particular, to analyze a whole series of,1999: P- 587,
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Effect of the diameter of the photoexcited region on the picosecond relaxation of
bleaching in a thin layer of GaAs
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(Submitted October 1, 1997; accepted for publication October 10,)1997
Fiz. Tekh. Poluprovodr32, 542—-545May 1999

It is found experimentally that the relaxation of bleaching in GaAs, which takes place when
charge carriers are photogenerated by a high-power picosecond optical pulse, is slowed as the
beam diameteF increases. Relaxation of the bleaching is caused by a decrease in the
concentration of carriers due to recombination-induced superluminescence in GaAs. It is found
that as the diametdf¥ increases, the rate of superluminescence recombination slows,

although the intensity of the superluminescent emission should increase. This apparent
contradiction is explained with the help of theory. 98 American Institute of Physics.
[S1063-7826028)00605-X]

In this paper we investigate the relaxation of bleachingangular seconds. The layers of, Gl _,As were transparent
in a thin layer of GaAs. Bleachingncreased transparency to the light used. Bleaching was investigated by the “excite-
is observed during photogeneration of an electron-holgyrobe” method(see Ref. 1 The duration of the excitation
plasma(EHP) by high-power optical pulses with duration 14 (ex) and probing p) pulses was 14 ps. The change in light
ps. The bleaching reflects a change in the sum of populatioriatensity over the cross section of the excitation and probe
of nonequilibrium charge carriers in energy levels of the va-heams was approximately Gaussian. The probe beam passed
lence and conduction bands that are connected by direct ohrough the central portion of the photoexcited region of the
tical transitions: Our experiments were carried out at room sample. The ratio log&/T?%), which characterizes bleaching
temperatureTg. The photogenerated electron-hole plasmawhereT is the transparency of the sample, and labels 1 and
concentration was large enough that recombination- induced denote the presence and absence of the excitation, respec-
superluminescence occurs. In Ref. 1 we established thaiely) and the average energy densitver the beam cross
when the photogeneration of an electron-hole plasma is insection of the excitation pulseD,, were calculated from
terrupted, superluminescent recombination on a picoseconfieasurements of the time-integrated energy of the probe and
time scale ensures relaxation of the electron-hole plasmaxcitation pulses and the diameter of the excitation b&am
concentratiortand accordingly the bleachingown to a cer-  (at half-height of the intensity distributionThe spectrdin-
tain residual level. According to Ref. 1, when this residualtegrated over timeof the light emitted when the sample is
level is reached, the temperatufie of the electron-hole photoexcited were measured as in Ref. 3.
plasma becomes approximately equal to room temperature Figure 1 shows the time dependence of the bleaching for
Tr, the superluminescence decays, and further relaxation ¢f pulse energy densif =56 D%, (whereD%, is a normal-
the electron-hole plasma concentration and bleaching prazing quantity and a fixed ratio of the diameters of the ex-
ceed much more slowly with a characteristic time compacitation (F) and probe {) beams equal to 2. For the larger
rable to the spontaneous recombination time in gallium arsexcitation beam diameté = 0.7 mm the bleaching falls off
enide of~1 ns. with time more slowly and reaches its residual level5 ps

As the diameter of the photoexcited region in the |ater than forF = 0.2 mm. The residual bleaching for the
GaAs layer increases, the intensity of superluminescendiameterF = 0.7 mm was smaller than fd¢ = 0.2 mm.
emission should increase, and we should expect the rate &fased on the decay of the bleaching we define a character-
superluminescent carrier recombination to increase as welistic time , for “picosecond” relaxation of the bleaching
This should speed up the “picosecond” relaxation of thedown to its residual levelsee the inset in Fig.)1Figure 2
bleaching to its residual level. However, in this paper weshows the decay of the bleaching measured at a fixed diam-
observe experimentally the opposite—the “picosecond” re-eterf of the probe beam. In both experiments, the changes in
laxation of the bleaching down to a residual level is slowedthe bleaching relaxatio(Figs. 1 and 2indicate that the time
as the diametef of the exciting beam increases. This fact is 7, increases with increasing diamefeand follows the same
qualitatively explained using the theory of Ref. 2. functional law(see Fig. 3.

Our sample consisted of a AGa ;AS—GaAs— In Ref. 1 it was shown experimentally that when the
Aly Ga gAs heterostructure with layer thicknesses 1.3—1.5-residual bleaching is reached for the diamdter 0.7 mm,
1.2 um and impurity concentrations 10'° cm™3. The width  the energy distribution of the electron-hole plasma corre-
of the x-ray diffractive reflection curve, which characterizes sponding to this residual bleaching fog=Tg could be ap-
the degree of imperfection of the GaAs crystal lattice, was 29roximately characterized by the conditions

1063-7826/98/32(5)/4/$15.00 484 © 1998 American Institute of Physics
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FIG. 1. Change in the bleaching of GaAs with delay timebetween exci- gvent X

tation and probe pulses férw,,=1.485 eV andi w,=1.568 eV:1—F = 0.2

mm, f = 0.1 mm;1—F = 0.7 mm,f = 0.35 mm;. The inset shows the o . . .
decay of the bleaching on a semilogarithmic scale. From these curves wePONtaneous emissideee Ref. 4 i.e., superluminescence is

find that7,=19 ps forF=0.7 mm, andr, =15 ps forF=0.2 mm. not triggered at this diameter. At a diameker= 0.7 mm we
observe “picosecond” relaxation of the bleaching down to
its residual level, which is lower than fé¥ = 0.2 mm. At
n=p, pe=pn=Eq, (1) F =0.7 mm the width of the emission spectrunis w) =28
) ] meV. The narrower emission spectrum for= 0.7 mm con-
wheren andp are, respectively, the cqncentr.anns of eleC-firms that superluminescence is triggefete emphasize
trons and holesy and uy are the quasi-Fermi levels of the ot aithough the residual bleaching also increases with in-
electrons and holes, ari, is the width of the band gap. ¢reasing beam diametér (probably because the superlumi-
Condition(1) corresponds to the maximum concentration ofnescence decays at a higher concentration of the electron-
electron-hole plasma for which there is no longer a populangie plasmy for fixed F the residual bleaching remained
tion inversion. In this paper, the residual bleaching decreasq§eaﬂy constant with changing excitation energy denBity
as the diameteF increasegsee Fig. 1 It is probable that (as we noted previously in Refs. 6 and 7
for small diameters the superluminescence decays, and the | ot us discuss the “picosecond” relaxation of the

residual bleaching level is reached while a certain populatiormeaching_ Since the energy of an excitation phaton, is
inversion still remains. The fact that for different diameters, ot much larger thak, the temperature of the photoexcited
F the superluminescence terminates at different levels of resjectron-hole plasma should only slightly exceed the lattice
sidual bleaching is confirmed by measurement of the t'm‘?emperatureéfor example in Ref. 2, whehw,,=1.52 eV, the
dependence of the bleachirgee Fig. 4 and emission from  glectron-hole plasma temperature did not exceed 470rK

the sample when the energy density,=12De,. For the  his case, the observed change in bleaching primarily reflects
diameterF = 0.2 mm the maximum and residual bleaching 4 change in the electron-hole plasma concentratibis is

are practically the same. The width of the emission spectrurgonfirmed by experimental spectra of the bleaching at vari-
A(%iw) is equal in this case to 62 meV, which corresponds tq, ;s electron-hole plasma temperatures and concentrdtions,

and also calculated spectra that separately illustrate the effect
of temperature changes and concentration changes of the
electron-hole plasma on the bleachingThe decay of the
concentration of photogenerated electron-hole plasma begins
several picoseconds after the intensity of the excitation light
passes through its maximum, when the electron-hole plasma
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FIG. 2. Decay of the bleaching in GaAs with delay timgbetween exci-

tation and probe pulseton a semilogarithmic scglefor f=0.17 mm, FIG. 4. Variation of bleaching in GaAs with delay time =(2/3)

fhiwe=1.513 eV, fiw,=1.568 eV.F, mm:1 — 0.24,2 — 0.35,3 — 1.1.  (A+B7,T¢’Ey) 7, between excitation and probe pulses fow,=1.485

Values ofr, are shown on the figure. eV, fiw,=1.568 eV.F, mm:1 —0.2,2 — 0.7.



486 Semiconductors 32 (5), May 1998 I. L. Bronevol and A. N. Krivonosov

D

J& 140 144
fzw,,ev

begins to coof During cooling the charge carriers make
transitions from the higher to the lower energy levels that are
subject to population inversion. The recombination-induced
superluminescence that occurs over picosecond fifles
does not allow the inversion band to increase significantly
and the concentration of the electron-hole plasma decreases 0
as the electron-hole plasma cools. If we ignore the small A
fraction of the electron- hole plasma concentration whose

subtraction causes the populatlon inversion to dlsappea,;’IG. 5. Energy density spectdy (averaged over the photoexcited sample

th_en_ the energy d_iStribUtion of the ele_‘:tron'h()le pl_a_smaarea for pulses of light emitted from GaAs whéw,,=1.485 eV.F, mm:
within the cooling time can be characterized by conditionsy1 —0.2,2—0.7..

(2). It is not difficult to show that in this approximation the
electron-hole plasma concentrationmust vary with tem-

perature a§§’2, which is confirmed by the values ofand  ing should be determined by the expressigr=(2/3)7r.
T, determined from the experiments in Ref. 8. Note that theThe theoretical dependence obtained fodescribes the ex-
presence of recombination-induced superluminescence leagerimental results if we agree that= 8.5,B = 0.57 (see
to additional heating of the electron-hole plasfsee Refs. 2,  Fig. 3). The difference between the fitting parametarand
12 and 13. This heating should slow the cooling of the B and the values obtained from theory is entirely acceptable
electron-hole plasma compared to the case where there is fowe are only attempting qualitative agreement. The values
superluminescence. The characteristic cooling time for the =400 K andn=2.8x 10" cm™2 averaged over the time
electron-hole plasma in GaAs in the presence of superlumin which the bleaching falls to its residual level were deter-
nescence was determined within the theory of Ref. 2 to bemined by using the dependence of the bleaching and T,
_ 1/2 given in Ref. 8. The coefficieny=54 cmi ! was estimated
Tr=(A+B7pTcEg) 7, @ from the concentration according to Ref. 14.
whereA=6.2, B=0.34, 7,= 0.8 ps is the cooling time of Let us clarify why the superluminescent recombination
the electron-hole plasma due to emission of LO-phononsshould slow down a$ increases, which explains the ob-
Tr, Tp, and 7, are measured in pg, in K, andEgy in eV.  served slowing of the “picosecond” relaxation of the
The first term in Eq.(2) takes into account heating of the bleaching. AsF increases, the probability of intraband ab-
electron-hole plasma arising from the fact that the energy o$orption of a superluminescence emission photon in the re-
charge carriers that participate in the superluminescent region of GaAs, where the electron-hole plasma is excited,
combination is smaller than the average energy of carriers iimcreases. In this case, according to the theory of Ref. 2, the
the electron-hole plasma. The second term takes into acheating of the electron-hole plasma due to intraband absorp-
count heating of the electron-hole plasma due to intrabantion of the emitted light will decrease the population inver-
absorption of the superluminescent emission. The tges  sion and amplification coefficient of the emissian, so
a characteristic time for the motion of a superluminescencenuch that, although the superluminescent intenBityin-
photon in the active medium without leaving the medium orcreases with increasing diameter of the active GaAs region,
being absorbed. For the sample under study, which hathe rate of stimulated(superluminescehtrecombination
waveguiding properties when the number of optically sensi{dn/dt)~ [ «,(n,T)B,do decreaseshere w is the fre-
tive defects in the crystal lattice is small, we can sgll qguency of the radiation, and the integral is taken over the
=c(y+F~1), wherey is the intraband absorption of light, spectral gain band
andc is the velocity of light in the medium. As F increases, the width of the gain spectrum for the
Note that the theory of Ref. 2 basically describes relaxdight should decrease due to the decreasing population inver-
ation of the electron-hole plasma in a semiconductor lasesion mentioned above. The difference in width of the gain
with optical pumping, and that according to the assertionspectra at different diametefs (and the slightly differing
made in Ref. 2, Eq(2) is qualitatively correct for GaAs concentrations of electron-hole plasnshould lead to con-
without a resonator. The theory allows us to use an exponergentration of superluminescence in the longer-wavelength re-
tial to approximate the dependence of the electron-holgion asF increases. This is confirmed by emission spectra
plasma temperatur&, on time for T.>Tg. The results of from a sample measured Bt,,=56D}, (see Fig. 5. The
numerical simulatiot? confirm that in the central portion of width (at half-height of the spectra\ (4 w) corresponds ap-
the photoexcited region, where the bleaching was also invegproximately to the estimate from thedrgf the superlumi-
tigated, it is permissible to approximate the time-dependemescence spectral width when the decreasa (ifiw) with
decrease in electron-hole plasma temperature by an exponenereasing gain saturates.
tial from the time when the superluminescence first appears Thus, the experimentally observed slowing of “picosec-
until the residual bleaching is reached. ond” relaxation of bleaching observed in this paper as the
The probe photon energfw,=1.568 eV was chosen diameterF of the photoexcited GaAs region increases is
(according to the data of Ref) 8o that the measured bleach- probably explained by a mechanism of slowing of superlu-
ing should vary with the concentratianof the electron-hole minescent recombination based on the theory of Ref. 2 and
plasma. Since1~T§’2, the theory of Ref. 2 predicts that the qualitatively discussed above.
characteristic time for the measured relaxation of the bleach- This work was carried out with the financial support of
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Distinctive features of the far-infrared reflection spectra of the semimagnetic
semiconductors Hg ;_,Mn,Te;_,Se,

A. . Belogorokhov, V. A. Kul'bachinskii, P. D. Mar'yanchuk, and I. A. Churilov

M. V. Lomonosov State University at Moscow, 119899 Moscow, Russia
(Submitted August 11, 1997; accepted for publication October 16,)1997
Fiz. Tekh. Poluprovodr32, 546—548May 1999

Reflection spectra of single crystals of HgMn,Te, _,Se, (0.01<x<0.14,y=0.01) in the far-
infrared rangg10—600 cmY) are investigated at 300 and 77 K. A series of new phonon

modes is observed, in addition to the longitudinal and transverse modes corresponding to the
ternary compounds. €998 American Institute of Physid$$1063-7828)00705-4

1. INTRODUCTION the magnetic susceptibility at room temperatuXeray, mi-
Semimagnetic semiconductors, or dilute magnetic Semig:roprobe analysis, and magnetic measurements established

conductors, consist of solid solutions in which atoms of onethat the samples contained no inclusions of other phases, and

of the components are replaced by atoms of a transition eIc;that they were homogeneous. The uniformity of the samples

mentM with an uncompensated magnetic moment. At thisVas also monitored by measuring the Hall coefficiéh

time, much is known about the magnetic and transport prop(—)yer the length of the sample(sTh_e values oiRy, did not
iffer by more than a few percent in the samples we chose to

erties of many semimagnetic semiconductors, including '[héj : NS . .

A"__M.BY' compounds, i.e., semimagnetic semiconductorsswdy' which attests to their high degree of uniformity.

sulc;r); a; Hg_Mn. Te and Hg, Mn.Sel=3 For instance. it is Our samples had mirror-like polished surfaces, with

X X —X X . ’ " _ _

known that Hg_,Mn,Se hasn-type conductivity, whereas composmo_ng/—0.0l a”dx,—_C_’-OL 0.03, 0.05, anq 0.14. The

Hg, Mn,Te usually hap-type conductivity. Adding Se to concentrations and mobilities of current carriers for the
—X X . . . . . .

Hg, ,Mn,Te is expected to lead to defect compensation,s'ngle crystals we investigated are I|st'ed in Table I. The

thereby allowing us to regulate the type of conductivity andtransport properties of Hg.XMnXTel*yS% involve electrons

defect concentration of the latter. and two groups of holes, in contrast to HgMn, Te, where
There are far fewer papers in which the optical proper-only electrons and holes in an impurity acceptor band con-

ties of semimagnetic semiconductors like ;HgMn,Te,  Uribute, or Hg_,Mn,Se where only electrons contribute.
Hg,,Mn,Se are discussed. Most of the the existing studieNe Set of holes in Hg ,Mn,Te, _, Se, probably consists of
use magnetooptics? although there is also some data on the0!€S from the impurity acceptor band, which is also charac-
effect of current carrier concentration on the infrared spectr&€ristic of materials gs(e Hg-Mn,Te, while the other set
of HgTe, Hg _,Mn,Te, and Hg_,Mn,Se*’ consists of band holes. _ _
Our interest is in the synthesis and study of optical prop- __ 't iS Well known that the near-surface region has a sig-
eries of the narrow-gap semimagnetic semiconductoP'f'Cant influence on the electric and galvanomagnetic prop-

Hg,_,Mn,Te;_,Se,. In this paper we have investigated its erties of semiconductor solid solutions based on mercury
refl(;ciionxspearum in the far-infrared range. telluride® In order to eliminate this effect, we subjected our

samples to chemical-mechanical polishing immediately be-
fore making the measurements, followed by a further chemi-
cal etch. Special investigations showed that exposure of the
Single crystals of Hg ,Mn,Te, ,Se, were grown by etched samples to air for a few days did not change their
the Bridgman method from chemically pure components. Foproperties, i.e., the near-surface region does not affect the
the measurements, samples were cut from ingots by the elepesults obtained.
troerosion method, yielding samples with characteristic di-  The optical spectra were recorded with a IFS-113v spec-
mensions & 6x 0.2 mnt. The manganese content was de-trometer(Bruken in the wave number rangd0—600 cm !
termined more accurately by measuring the absolute value @t room temperature and liquid-nitrogen temperature. In this

2. EXPERIMENTAL METHOD

TABLE |. Concentration of electrons and holesp; andp, for the mobility of electronsu. and holesup,;, up, for the samples of Hg ,Mn,Te, _,Seg,
investigated here a&k=4.2 K.

Sample No. X n, 100%m=3 te, MAV-s py, 100m—3 Hp1, MPIV-s, Pp, 10Pim 3 Mpz: MV S
1 0.01 0.1 -5.0 3.0 0.09 0.6 0.10
2 0.03 5.9 -1.6 1.8 0.10 0.53 0.13
3 0.05 5.3 -15 2.8 0.0715 7.2 0.20
4 0.14 0.3 -6.0 2.7 0.082 9.0 0.3

1063-7826/98/32(5)/3/$15.00 488 © 1998 American Institute of Physics
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FIG. 1. Reflection spectrum Hg,Mn,Te, ,Sg, obtained at room tempera-

ture of samples 1-4.

case, the wave

entire spectral interval.

3. REFLECTION SPECTRA

1 ]
300 200 100 300 200 100

- -1
v,em”’ v,em

temperatures for samplésand?, respectively. In Figs. 2 and
number resolution was 0.5 trover the 3 it is clear that as the temperature falls, the shape of the
spectrum changes as the plasmon-phonon minimum moves
toward the region of small wave numbers, which is a conse-
quence of the decreasing free carrier concentration. For this
reason, the spectrum acquires a more well-defined profile in

Figure 1 shows the reflection spectra of sampled at  the region of bulk lattice vibrations.

room temperature. The letters indicate the characteristic po-
sitions of lattice modes. The deep washed-out minimum omn composition, was not observed previously in the ternary
compound Hg_,Mn,Te % therefore, we assign it to a local

he spectral position of the mixed plasmonmode of selenium in the lattice of the quaternary compound

the high-frequency side of the spectrdaround 280 cm?)

corresponds to t

phonon mode. This mode appears because of the high coktg, ,Mn,Te, Sg,.

centration of free charge carriers in the samples under study. ModesA, andA; correspond to transverse opti¢alo)

The exact spectral positions of the lattice modes observed asnd longitudinal optica(LO) phonons. This follows from a

In Table Il we also list values of the wave comparison of our data with the results of Refs. 4 and 5.
number corresponding to these modes at liquid-nitrogen temModesA, andAs are practically unchanged as the composi-
tion changes and shift only slightly toward the low-energy
From a comparison of data taken at these two temperaegion as the temperature decreases. The TO mgamuld
correspond to vibrations of the binary component MnTe in
length portions of the spectrum as the temperature fallsthe crystal lattice of the compound. We can also say this

listed in Table Il.

perature.

tures, it is clear that modess; — A3, A, shift to longer wave-

whereas the positions of moda&g andAg do not change. At about modeA, (see Ref. 4

the same time, moda&s shifts towards the short-wavelength
portion of the spectrum.

TABLE Il. Spectral position of lattice modea;(cm™?) for Hg,_«Mn,Te,_,Se, at room temperaturgin
parentheses—at liquid-nitrogen temperature

Sample No. X y Ay A, Az A, As As A, Ag

1 0.01 0.01 - - 156 125.0 97.5 72.8 60.9 43.8
(259 (=) (152.8 (125.3 (=) (75.0 (599 (413

2 0.03 0.01 261 192.8 156.0 123.0 97.5 75.6 59.4 46.9
(—) (186.6 (153.) (1225 (1056 (—) (556 (38)

3 0.05 0.01 265 189 156.0 122.5 101.0 75.5 60.0 47.8
(2549 (1859 (153.8 (126.3 (106.6 (71.9 (4.9 (-)

4 0.14 0.01 265.6 190.6 156.0 124.4 103.1 76.6 56.3 45.3

(256.2 (185.9 (154.0 (1244 (108.) (725 (53.9 (23.9

FIG. 2. Reflection spectrum of sampleat liquid-nitrogen temperature.

Mode A, whose position depends on temperature and

Interpretation of modeAs; depends on the literature
source used: one paper assigns it to a local defect mode,
Figures 2 and 3 show reflection spectra at liquid-nitrogerwhile another assigns it to LO phonchsThe four-
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26+ all the samples. As the temperature decreases, the amplitude
of vibration of these modes increases. One reason for absorp-
tion of photons in this region of the spectrum could be opti-
cal transitions of carriers from the valence band to the impu-
rity band with participation of phonons. The presence of this
band in the materials under study was established in Ref. 8.

w

?§ It is located above the bottom of the conduction band by an
3 energy of about 5 meV. This energy is comparable to the
+ 0325 energy of transitions with participation of the phonons cor-
:,\ responding to mode#\; and Ag. However, despite the

single- phase nature of the sample, we cannot completely
rule out the possible existence in the samples of a granular
structure. If the dimensions of the grains were 2058,
modesA; and Ag could in principle be explained by local
vibrations, i.e., bulk-confined acoustic phonons.

This work was supported by the Russian Fund for Fun-
damental Research Grants 96-15-96500 and 96-02-18853.
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FIG. 3. Reflection spectrum of sampleobtained at liquid-nitrogen tem-
perature.
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4. DISTINCTIVE FEATURES OF THE REFLECTION
SPECTRA IN THE SMALL-WAVE-VECTOR RANGE

A feature worth noting is the good resolution of modes
Ag— Ag, which are present in the reflection spectra of nearlyTranslated by Frank J. Crowne
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Effect of ultraviolet irradiation on the luminescence and optical properties
of ZnS : Mn films
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Changes have been observed and investigated in the electrooptic properties of ZnS : Mn films
used in thin-film electroluminescent structures as a result of irradiation by ultraviolet

pulses with energies per pulse much smaller than the threshold energy of laser annealing. It is
found that in disordered ZnS : Mn films processes of defect generation are important

even for below-threshold energies of the ultraviolet radiation pulses, and can facilitate the
effective diffusion and activation of Mn atoms in the ZnS lattice. It is shown that short-time
ultraviolet processing of thin-film electroluminescent structures improves their

characteristics and, by making the preparation technology simpler and cheaper, allows structures
with detector characteristics to be fabricated on low melting-point substrate4.998

American Institute of Physic§S1063-7828)00805-9

Films of wide-gap compounds of the group II-\@nS,  of using it to make thin-film electroluminescent structures
CdS, eto). are widely used in various optoelectronic systemsbased on ZnS : Mn films.
e.g., photodetectors or electroluminescent light sources. For
example, thin-film electroluminescent structures based on
ZnS : Mn films have been used successfully in planar disi. TEST SAMPLES AND EXPERIMENTAL PROCEDURE
plays for information imaging systems. The use of theseMETHOD
thin-film electroluminescent structures is becoming more We studied films of ZnS : Mn 0.1-0.&m thick ob-

\;Vr'%e;?; Z?:'las their preparation technology becomes Cheapt%\rined by coevaporation of ZnS and MnS in vacuum onto a

L ._substrate made of glass or sapphire heated from below to a
One commonly used technology operation in making 9 bp

o . : temperaturd ;(=100-180 °C, with no thermal annealing and
these thin-film electroluminescent structures is an anneal

. - .astubjected to an additional thermal anneal in vacuum. The
temperatures of 5_00_600 C, \,Nh'Ch famhtqtes th? Crys‘,ta,‘ll"concentratiorC,\,In of manganese in the layers varied from 0
zation processes in ZnS : Mn films and activates impurities,

i , to 1 weight %. In order to study the effect of ultraviolet
However, this anneal requires the use of refractory SUbStrat%nealing on the electroluminescence properties, we fabri-

and protective measures to prevent interlayer diffusion OEated the usual type of MISIM structure, in which a semi-
impurities that degrade the characteristic of the layers. Lase(fonductor(S) film of ZnS : Mn with thickness~0.6 xm is
annealing makes selective processing of the thin-film elecgcosed between two insulatiri) Al,O; layers, each of
troluminescent structures possible over their area or alongickness~3 um. The lower electrodéM) was made of a
the layers without heating the substrate or the other layers quer of In,O5 on glass or sapphire, and the upper layer was
the thin-film electroluminescent structure, which is espeynade of aluminum. Before depositing the aluminum, some
cially important in fabricating multicolor structurésHow-  of the structures were subjected either to thermal annealing
ever, since the threshold energy density for laser annealing, yacuum at an anneal temperatiirg=300-500 °C or to
exceeds 0.5 J/ch(Ref. 2, high-power sources of ultraviolet jrragdiation for 15-30 min by pulses from a LGI-21 laser
radiation are needed, and it is necessary to carry out the lasge. = 103 J/cn?, repetition ratef =100 H2. In addition to
annealing at excess pressures of inert gas in order to avoigy radiation from the LGI-21 laser, we also used UV radia-
cracking the layers. tion selected by filters from a DRSh-250 mercury lamp in the
Previously® we observed that the photoluminescence iN-range 313 or 365 nm.
tensity of ZnS : Mn films increased when they were exposed We studied the transmission spectra and photolumines-
to light pulses from a LGI-21 laser with wavelength-337  cence of the ZnS : Mn films, along with changes in the spec-
nm and energy density per pul&=10"* J/cnf, which is  trum and PL intensity resulting from thermal annealing or
considerably lower than the threshold energy density for lauV processing, the kinetics of luminescence in the emission
ser annealing. We established that the magnitude of the eband of the MA" ions (\=585 nm) and in the band of so-
fect depends both on the fabrication conditions for obtainingcalled self-activated emissigin=460 nm. In studies of the
the ZnS : Mn films and on the intensity and duration of thespectral characteristics we used a KSBU-23 spectrometer.
ultraviolet irradiation(UV annealing. The goal of this paper The time resolution for our measurements of photolumines-
is to investigate this effect in more detail in order to clarify cence kinetics excited by LGI- 21 pulses; €10 ng was
its features and nature, as well as to evaluate the possibilitg 10~ ° s.

1063-7826/98/32(5)/4/$15.00 491 © 1998 American Institute of Physics
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FIG. 2. Effect of irradiation time by the LGI-21 laser on the PL intensity
(Is) when\=585 nm(a) and \=450 nm(b). The irradiation regime is:
£=100 Hz,E;=10"2 J/cn?. a: a ZnS : Mn film without annealingl), films
{ subjected to thermal annealing Bt= 300, 400, 500 °Q3,4,9, and films
1 Zl L ‘; = '“15" 20 subjected to additional irradiation (2) and then thermally annealed at
t.min 400 °C(6). b: a ZnS : Mn film(1) and an undoped ZnS filrt2).
?

FIG. 1. Increase in PL intensityl §) of a ZnS: Mn film (Ts=120 °Q
irradiated by pulses of UV quanta. Energy density per pulse

10-3 Jjen? 1—0.1. 2—0.2 3—0.35.4—1. ions (Fig. 2a, curvel) increases after=5 min by 28 to 88 %

relative to the PL intensity of the same film subjected to
thermal annealing at a temperatufg=400 °C in vacuum

We made multiple measurements on the three types dPr one hour(curve 4). Subjecting such a film to an addi-
thin-film electroluminescent structures which we fabricated fional y-irradiation (10 rad, curve2) under the same condi-
i.e., original and subjected either to thermal annealing or U\tions increases its PL intensity by 22 to 94%. Thermal an-
annealing. These measurements were: voltage-brightness ap@aling such a sample also enhanced the intensity of its PL
voltage-charge characteristics, electroluminescent efficiencycurve 6). The ultraviolet annealing effect, as follows from
defined as the ratio of the brightness of the structure to th&ig- 2a, is significant for the initial films of ZnS : Mzurves
current passing through it, and spectral and kinetic characl and 2), but decreases after thermal annealing and for
teristics of the luminescence. In measuring the voltageTa>400 °C is no longer observed. Note that increasing the
brightness and voltage-charge characteristics we used sta@€position temperature above 180 °C also causes the ultra-
dard measurement methods. Electroluminescence wadolet anneal effect to disappear.
excited by a sinusoidal voltage at a frequerfey50—5000 Ultraviolet annealing of ZnS:Mn films not only in-
Hz or by sign-changing rectangular pulses of duration 10—2@reases the PL from the Mh ions but also suppresses PL
ws With rise times of0.5 us. The latter were also used to arising from self-activated emissio(Fig. 2b, curve 1),

study the growth and decay kinetics of the electrolumineswhereas the same kind of annealing of an undoped ZnS film
cence. causes the self-activated emission to increémave 2).

Some increase in the self-activated emission PL is also ob-
served when films of undoped ZnS ayeirradiated, which
leads to the formation of Frenkel pair¥4,Zn;). The effect
Our studies showed that ZnS: Mn films obtained byof UV annealing is stable, in that several years after anneal-
deposition onto a substrate that was slightly heated from bang there is no noticeable change in the properties of the film.
low (T<<150 °Q exhibited an increase in the PL intensity Analysis of transmission spectra shows that UV anneal-
|, from the Mrf* ions with timet when the films are irra- ing does not change the shape of the spectrum in the trans-
diated by pulses with energy densi&=10 * J/cnf. The  parency region X>400 nm, i.e., during annealing no sig-
rate of growth of the PL intensity and its level at saturationnificant changes occur in the refractive index or degree of
depended not only on the intensity of the UV irradiation light scattering in the film. However, this type of anneal, like
(Fig. 1) but also the technology for fabricating the films and thermal annealingFig. 3, curvesl—3, causes the absorption
their doping level. This effect is observed when theedge to become sharper. It is interesting to note that in un-
ZnS : Mn films are irradiated by quanta from the spectraldoped ZnS films UV annealing does not affect the shape of
region of band-band absorptign=313, 337 nm), and is not  the absorption edge, whereas after thermal anneétingye
observed when the irradiating quanta are from the impurity) the absorption edge becomes sharper.
absorption regionX =365 nm. Disorder in ZnS : Mn films Figure 4 shows the results of measuring the voltage-
is generated by low deposition temperatures, increased doprightness characteristics and electroluminescence efficiency
ing levels, or additionaly-irradiation. It turns out that in- for two types of structures—one with no UV annealing
creasing this disorder enhances the effect of UV annealing(curvesl and 3) and one with UV annealingcurves2 and
Thus, when ZnS:Mn films ;=120 °C, C,=0.6  4). ltis clear that annealing leads to a significant increase in
weight % are irradiated by pulses with enerdgg=10"3  the brightness and electroluminescence efficiency, and to
Jlcnt, the intensity of the photoluminescence from the?Mn  steepening of the voltage-brightness characteristics. More-

2. RESULTS AND DISCUSSION
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FIG. 3. Absorption edge of ZnS : Mn films(=120° unannealedl) after

UV annealing (2), and after thermal annealing &,,=500°C (3). 4—  centers luminescence efficiently. The same processes are
Absorption edge of an undoped ZnS filfi=120 °C,T,=500 0. M isthe o5 acteristic of laser annealing, where recrystallization of
absorption coefficient. . . . .
the layer after rapid local heating leads to higher quality of
the crystal structure and diffusion of impurities into lattice

over, the annealing also facilitates more stable operation c¥ites, where they become electrically or optically acfive.
the thin-film electroluminescent structures, since after UVthis case important roles are played not only by thermal heat-
annealing they have more electrical breakdown strength anii#d, but also by the generation of thermoelastic strain, larger
their characteristics are less subject to change during operg€nsities of electron-hole pairs, which enhance the diffusion
tion. Comparison of the parameters of these thin-film elecfate of impurities, and the annealing and creation of deﬁ?cts.
troluminescent structures shows that with regard to bright- ~ The threshold energy for UV annealing is substantially
ness and electroluminescence efficiency the thin-filmfower than the laser annealing threshold (1oversus
electroluminescent structures subjected to ultraviolet anneafl-5 J/cnf), and under these annealing conditions the heating
ing are just as good as those subjected to thermal annealiftj the ZnS film does not exceed 10 °C. Annealing is ob-
at 450 °C in vacuum for 1 hour, and have greater electrica$€rved only in the region where quanta generated by
breakdown strength. electron-hole pairs are absorbed, and is not observed when
It is well knownt* that temperature annealing of the films are irradiated through the upper Al electrode.
ZnS : Mn films is necessary in order to increase the degree ofherefore, there is no reason to assign a dominant role to
crystallinity of the films, anneal out defects, and uniformly _heatlng or thermoelastic stresses in the observed UV anneal-
distribute and activate the Mn. Significant growth of crystal-ing effect. .
lites is observed only for anneal temperatuigs>500 °C, In Fig. 5 we show the results of studies of how an elec-
while at lower temperatures the increased concentration dfic field affects the kinetics of UV annealing. We found that

Mn2* ions replacing Zn is more important, since these latte@PPlying a voltagecurve 2) leads to quenching of the pho-
toluminescence and weakening of its growth during UV ex-

posure, and the PL intensity is smaller after the voltage is
i removed. The observed decrease in the rate of UV annealing
4 in an electric field, due to quenching of the photolumines-
cence as a result of carrier separation and consequently a
decreased electron-hole-pair density, indicates the significant
influence of the latter on the UV annealing, although their
density is smaller by several orders of magnitude than that
required by a model of plasma annealthg.

Thus, none of the phenomena that could take place when
an energy of~10"3 J/cnt is absorbed by a ZnS : Mn film—
heating, thermoelastic strain, or electron-hole plasmas—can
cause the recrystallization and lattice ordering that are char-
acteristic of laser annealing. However, certain things are
0 knowrf about generation of defects in semiconductors sub-

™

%
7, arb. units

130 11;0 ' 1510 160 17|a jected to pulsed irradiation that suggest a decrease in the
/A" threshold energy for their formation. This decrease could be
important in strongly disordered semiconductors when the
effect of the deformation potential is combined with the heat-
thin-film electroluminescent structut&,3) and to one that was UV annealed INJ, thermoelastic stress, and plasma generation that can oc-
(2,4. f = 5 kHz. cur when the semiconductor is irradiated by these pulses.

3
5

FIG. 4. Dependence of the brightndsg1,2) and electroluminescent effi-
ciency 7 (3,4 on the magnitude of the voltage applied to an initial
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Lowering the energy of defect formation can in turn stimu-Our investigations of the luminescence spectra show that
late the processes of impurity diffusion and activation. both the PL and EL spectra are dominated by a band associ-

The more efficient ultraviolet annealing observed inated with Mrf* ions, since emission outside this band, in-
more disordered films suggests that this kind of annealingluding self-activated emission, is several orders of magni-
can lead not only to recrystallization of the lattice, but also totude weaker. Although UV annealing makes the PL intensity
the creation and annihilation of defects. It is known that ir-of Mn?* ijons several times stronger, it gives rise only to a
radiation of CdS crystaisor ZnSe crystafSby light from an  slight distortion of the spectrum, while the spectrum and ki-
LGI-21 laser leads to the generation or annealing out of innetics of the luminescence and the absorption coefficient are
trinsic defects. In ZnS, the threshold energies for defect foressentially unchanged. This probably indicates that the in-
mation are large, of order 5-6 elgee Ref. 1pfor the most  creased PL from Mfi" ions in films subjected to UV anneal-
probable of these—th¥,,Zn; pair—and energy quanta in ing is connected not with an increase in the efficiency of
the range of 3.6 eV are probably insufficient to create defectexcitation or luminescence of the latter, but rather with the
in the ordered ZnS lattice. However, in strongly disorderedncrease in the number of luminescence centers.
ZnS films exposed to pulsed UV irradiation this energy could  Thus, we have established that subthreshold UV power
be considerably smaller; direct confirmation of this is prob-can generate intrinsic defects in ZnS : Mn films irradiated by
ably the increased self-activated emission in undoped Zn$ulses of UV light and stimulate diffusion and interstitial
films under UV annealingFig. 2a, curve?) caused by re- insertion of manganese atoms in the bulk of the crystallites,
combination of electrons trapped at shallow don@sually  which leads to an increase in the number of luminescence
Zn; or Cly) and holes at centers which incorporate zinc va-centers. In this case the number of shallow states decreases,
cancies {,).1° which affects the shape of the absorption edge, the emission

Manganese in ZnS is an efficient luminescence centeband of manganese, the intensity and electroluminescence
which replaces Zn in the cation sublattice; the process oéfficiency, and the steepness of the voltage-brightness char-
inclusion of Mn occurs more efficiently when voids are acteristic. The decrease in concentration of shallow states,
present in the latter, i.e., zinc vacancfe®sually, the de- which can drift in an electric field, increases the electrical
crease in self-activated emission observed when ZnS istrength and improves the operating stability of thin-film
doped with manganese is associated with a decreased numedectroluminescent structures after UV annealing. We have
ber of these voids due to their occupation by manganese witshown that UV annealing makes the process of fabricating
the formation of an efficient luminescence center—théMn these thin-film electroluminescent structures simpler and
ion. The enhanced PL from MnA ions observed when cheaper, and allows us to obtain them with suitable charac-
ZnS : Mn films are UV annealed is accompanied by a deteristics on cheap, low-melting substrates.
crease in self-activated emission, which probably indicates
stimulation by the UV Irrad!atlon of the proc_esses that incor- 1y, A. Ono, Electroluminescent DisplayéSingapore, Scientific World,
porate manganese atoms into the ZnS lattice where they be1ggg.
come effective luminescence centers, since they are isoele@H. S. Reehal, J. M. Gallego, C. B. Edwards, Appl. Phys. L4f. 258
tronically substituting for zinc atoms. 3(1983' _ .

Obviously, in ZnS:Mn fims deposited on weakly b lveider %, P Kononets and 0, & Ostouktove st of

o ) : . P

heated substrategrom below there are many nonequilib-  232[in Russiad.
rium defects, including inclusions of manganese atoms, thafN. Yu and7 M. Senna, Appl. Phys. Lei4 , 424 (1995.
form a broad spectrum of iates. In strongly compensatedy L ETearos B, Fse xad S e s o, |
semiconductors, the shallow states are able to wash out theq state Univ. Ser. 3: Phys., Astronorag(3), 61 (1995 [in Russiai
edge of the fundamental absorption bahdhe changes in  7v. I. Emeljanov and P. K. Kashkarov, Appl. Phys.58, 161 (1992.
the shape of the absorption edge and the emission band Gf. P. Yablonski Fiz. Tekh. Poluprovodn18, 918 (1984 [Sov. Phys.
Mn®* ions Observe.d in the course o.f uv annea!ing of 9Eégfclggitisi;%,l?.8\?.].Markevich, M. D. Moin, A. Tanatar, and I. Yu.
ZnS : Mn and ZnS films do not contradict the assertion that gpapii, Fiz. Tverd. Tela(Leningrad 24, 3223(1982 [Sov. Phys. Solid
some of the shallow levels are converted into deep neutral State24, 1829(1982].
|eve|S, since manganese' which isoe|ectronica”y rep'acejé)J. E. Nichols, J. J. Davis, and B. C. Covenott, J. Phys. C: Sol. State Phys.
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This paper discusses natural nonuniformities in the height of a Schottky barrier caused by the
discreteness of impurity charges randomly distributed in the depletion region. The
parallel-diode model is used to show that these natural fluctuations in the effective barrier height
at a metal-semiconductor junction, on the average, do not excEed room temperature

for doping levels less than or equal to'f@m 3. © 1998 American Institute of Physics.
[S1063-782628)00905-3

The lack of time-delay processes involving the accumu-of the semiconductgrover the full range of important, from
lation and extraction of minority carriers, the possibility of the practical standpoint, doping levels, i.8. from 10 to
creating sharp junctions, and other properties make Schottky0?® cm3. For example, wherd,=0.2 eV andN= 10"
contacts a necessary structural unit in the fabrication of elecsm ™3, we find that(d)=10 nm andL=15 nm. Thus, the
tronic circuits. For this reason, it is especially important toeffect of discreteness of the impurity charge cannot be ig-
describe these junctions and predict their parameters bas@@reda priori in analyzing processes at the semiconductor
on well-developed theories. surface and, in particular, at the metallic contact.

Real metal-semiconductor contacts are nearly always In Ref. 7 we calculated the distribution of electric field
nonuniform to some degree. This is confirmed by direct mealn the near-contact region of a Schottky junction, taking into
surement with scanning proteand by analysis of the non- account that the field in the space-charge region is generated
ideality of current-voltage characterist€&.t is customary Py the fields of point charges of ionized impurities and their
to link this fact with the defective nature of the boundary or, €lectrostatic images in the plane of the contact surface. The
in general, to abstract it from the physical nature of the non!€Sults of these calculations, presented in Ref. 7, showed that
uniformities, modeling them, e.g., in Ref. 4, by spots with the value of the total field varies S|gn|f|cantly alo.ng the sur-
variable work function. A statistical approach was developed@c€® and can exceed the value of the field in the one-
in Refs. 5 and 6 in order to construct a theory of excesdlimensional model of band bending by one to two orders of
current through metal-semiconductor junctions, and the ef[nagnltude. The electrostatic potential at the surface of a

fect of fluctuations in the magnitude of the impurity concen-Semiconductor in contact with a metal is smoothed out.

tration (majority and compensatgan the Schottky barrier I;oweaver, ;f Wle tt:;\]ke |fr;t0 fc??ﬁnt_ that a fprobe Chﬁfgg Pheetrt:]he
height was discussed as well oundary feels the effect of the image force, we find that the

Our goal in this paper is to show that even atomicallyhe'ght of the Schottky barrier depends on the value of the

. electrostatic field.
smooth, abrupt, and defect-free contacts with no surface . . o
Computer simulation allows us to calculate the distribu-

states unavoidably induce nonuniformities in the Schottky, '~ potential barrier height along the surface of the con-

barrier, due to the discreteness of the charge of doping Mact. However, even at rather small doping levels there are

purities at some well-defined value of the Concentr""t'or‘}:)ortions of the surface for which the barrier is so narrow that

(natural nonuniformities tunneling of electrons becomes important. In order to com-

In describing the field and potential present in semiCONy 4 re the results of our calculation with experiment, the effec-

ductor depletion layers, the three-dimensional Poisson equgye Schottky height should be determined, i.e., the height of

tion with a sum ofé-functions on the right-hand side is re- 4 gquivalent classical barrier that gives the same current
placed by its one-dimensional analog, whose solution |ead§ensity through the junction.

to the well-known parabolic bending of the bands. The ad- | order to calculate the current through the junction we
missibility of this approximation is not in question if the ysed the parallel-diode modtLet us consider the case of
extent of the depletion layer exceeds by many factors theather small fluctuations in the electric field intensity in the
average distance between atomic impurities. In this case it ifear-contact region, which occurs at impurity concentrations
possible to replace the discretely distributed bulk charge by gess than or of the order of #cm™3. The requirement of
continuous distribution characterized only by the impurity rather weak variation of the field in the junction is necessary
concentration. In reality, however, at sufficiently high valuesin order that we be able to use the parallel-diode model. The
of the band bendindJ, (greater than 0.1 eMthe average characteristic size of the model diodes should greatly exceed
distance between charged donéds =N~ is of the same the wavelength of an above-barrier electionwhich is true
order of magnitude as the width of the space-charge regiorfor these doping levels. The surface of the contact is divided
L=(eUy/2me®N)¥2 (wheree=10 is the dielectric constant into n equal areasS;, within which the potential is nearly
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one-dimensional. Let us also assume that the junction bias is
small. We will assume that the external voltage drop occurs

100

T

Bondarenko et al.

only across the depletion layer, i.&l=eFL, whereF is the
electric field applied to the junction. Taking into account the
transparency of the barri&;(E,F) and the equilibrium en-

ergy distribution of electrons, we can then write the thermi-

onic emission current density from ar8gin the form

ji:(m*ekT/2w2ﬁ3)fo dEDi(E,F)

XIn

1+exd (Ef—E—U)/KkT] @

Herem* is the electron effective masi; is the Fermi level,

1+exf (E;—E)/KT] ]

andE is the energy of an electron measured from the bottom y \
of the conduction band. The transparency of the potential
barrier in the quasiclassical approximation can be set equal

to 1 for above-barrier electrons, while for below-barrier par-
ticles it is given by the expression

Di(E,F)=exp[ —[(2m*)1’2/ﬁ]f:dz[ui(z,F)— E]Y2}.
2

Here a and b are roots of the equatiob);(z,F)=E. The
potential profile in Eq(2) has the form
Ui(z,F)=Uo—e(Fg—F)z—e%/4ez,

where the fieldFy; is the result of summing the fields of
donor-image dipoles. Near the boundary within the &ea
is constant and depends on the specific position of the dono

p, (V)

-
S
T

20} FA

=T 1L\ 1 1
0.30 0.7 040 045 0.5

”eff ,ev

0
0.25

FIG. 1. Distribution density of the heights of effective Schottky barriers

along the surface of a contact for a band bendihg= 0.5 eV and various

doping levels: 18 cm~3—solid curve, 18° cm~*—dashed curve.

range 10—30 meV for these concentrations of impurities. The
character of this distribution function density for the effec-
tive Schottky barrier height and its variation with increasing
doping level qualitatively agree with the results of the ex-
perimental paper of Palret al! The quantitative disagree-
ment, as mentioned in Ref. 7, could be associated with en-
Fancement of the primary nonuniformities of the potential at

in the space-charge layer and on their number, i.e., the imhe surface of the semiconductor when a metallic film is
purity concentration. The field calculations were alreadygrown on top.

done in Ref. 7.

Now, according to our definition of the effective barrier,
its heightU o should be determined from the condition that
equal the value calculated using the classical formula

j=[m*e(kT)2/2m%h3]exp( — U/ K T)[exp(U/KT) —1].
€

In each model diode we have
Uerii =KT IN{[m*e(kT)%/272A3][exp(U/KT)—1]/j;}.

Calculations show that for this model of a metal-

3
semiconductor contact the distribution of effective values of,

Thus, in this paper we have defined and calculated mod-
elistically the effective Schottky barrier height. We have
shown that even in the absence of other defects nonunifor-
mity of the electrostatic potential in the metal-semiconductor
contact is caused by the discrete charge of the doping impu-
rities. These calcuations determine the theoretically possible
limits on the ideality of a Schottky diode.
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Magnetic-field-dependent microwave absorption and electron spin resonance are used to
investigate magnetoresistive effects in strongly dopddAs. It is shown that these effects can

be traced back to negative, positive, or oscillatory magnetoresistamce the

Shubnikov—de Haas effectWhile the experimental data are in agreement with the predictions of
theory in the latter two cases, for the negative magnetoresistance there are features that are
difficult to interpret, especially the absence of any effect at very small fields, much smaller than
the characteristic fieltH, that appears in the theory of quantum corrections, and the two-
dimensionality of bulk samples in fields much larger tirgpimplied by the observed dependences
on temperature and to some extent on the magnetic field19@8 American Institute of
Physics[S1063-782808)01005-9

1. INTRODUCTION nomena observell,in particular, their temperature and

. . , ) . magnetic-field dependences.
Changes in the microwave absorption of solids placed in 4 jg noteworthy that the experiments used to study mag-

a magnetic field can be due to a large variety of phenomengetoresistive effects in semiconductors have been primarily

The most important of these was discussed in Ref. 1, Wherge eyperiments. Therefore, it is interesting to identify what

it was noted that mggnetoresistive effects are rgsponsible f98atures of this phenomenon appear at microwave frequen-
most of the magnetic-field dependence of the microwave abgjes \when the skin effect begins to make itself felt. In this
sorptlor_1 |_n_sem|c0_nductors. Thg conduit fo_r these effects I$ase any change in resistance in a magnetic field appears as a
the resistivityp, which for a semiconductor in a weak mag- change in the microwave absorption, and E®Rctron spin
netic field increases as the square of the applied magnetig.q,nancespectroscopy can be used to measure the latter.
field H: This technique is now commonly used to investigate
magnetic  field-dependent microwave absorption in
p=po+ BH?, D superconductorsand also in the search for new supercon-
ducting phases in nonsuperconducting hbdts.particular,
where g is a coefficient of proportionality. In degenerate the experiments described in Refs. 1 and 5 demonstrated the
semiconductors oscillations in the magnetoresistance are okigh sensitivity of this technique to changes in the micro-
served at sufficiently strong magnetic fields, which are quangave absorption in materials with large conductivity.
tum mechanical in nature. This is the well-known  For this reason, we propose in this paper to address the
Shubnikov—de Haas effect, which can be used to determingroblem of identifying the effect of magnetoresistance and,
the precise position of the Fermi level in a degenerate semin particular, negative magnetoresistance, on the absorption
conductor among other things. of electromagnetic energy at microwave frequencies for the
The phenomenon of negative magnetoresistance resxample of degeneratetype InAs. We will show that it is

quired a much longer time to explain. Negative magnetorepossible to use ESR spectroscopy effectifétythese stud-
sistance appears at low temperatures, especially in strong|ygs.

doped semiconductors, and has been studied experimentally

since the end of the 1950's in several materials includin

InAs 2 At the beginning of the 1980'’s theoretical descriptionsgz' EXPERIMENTAL PROCEDURE

were developed for this phenomenon, based on the quantum- The high sensitivity of ESR spectroscopy to magnetore-
mechanical properties of charge carriers in disordered corsistive effects in low-resistance materials is a consequence of
ductors(see Ref. B Subsequent comparison of this theory, a number of methodological and structural features. First of
called the “theory of quantum corrections,” with the huge all, the sample under study is placed at an antinode of the
volume of experimental material accumulated at the end ofmagnetic microwave field of a cavity resonator; therefore,
the 1980’s, led researchers to conclude that it was suffithe latter preserves its higD. Secondly, what is measured is
ciently complete to model all the basic features of the phenot the microwave power absorption itself, but rather its de-
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rivative with respect to magnetic field. This allows us to 7 8 q
distinguish the field-sensitive part of the microwave absorp- -
tion from the part that does not depend on magnetic field, 2
and record only the first of these, and also to use a narrow-§
band amplifier to enhance the signal, which greatly increase.s
the signal-to-noise ratio. §.
A further advantage of the ESR technique is the fact thatfg
the magnets used in ESR spectroscopy generate highly unisy
form magnetic fields, and the systems for controlling this
field make it possible to fix the value of the field and main-
tain that value to an accuracy of four decimal places. The H,k0e
magnetic field is scanned auwmatlca”y’, which a”o"YS us t IG. 1. Derivative of the microwave absorptidtP/dH as a function of
measure the dependence of the derivative of the microwavigagnetic fielcH for a strongly doped crystal of-InAs atT, K: a — 3.1, b
absorption with respect to magnetic field®?/dH on mag- — 3.8, ¢ — 10, d — 20. The cutoffs on the ordinate correspond to zero

netic fieldH with h|gh accuracy, both the magnetic field and values_ of dP/dH. The qum_bers above_curva label maxima in the
the value of its derivative are fixed Shubnikov—de Haas oscillations. In the fidlid= 3.3 kOe the background

. i ESR line is apparent for all the curves.
On the other hand, use of a microwave field leads to

certain peculiar features of the measurement process com-
pared to measuring the dc resistance of a sample. These feslowly varying magnetic field with a frequency of 21®iz
tures derive from the skin effect, which causes the micro-and amplitude of 1 Oe.
wave field to penetrate only a rather small distance into the The experiments were carried out on “metallic”
sample, so that the change in microwave absorption is detesamples ofn-type InAs with carrier concentrations of 5.5
mined by the change in resistance of a narrow, near-surfaceg 106 cm ™3, mobilities of order 20 000 cH(V-s), and re-
layer, where the state of the sample surface can stronglistivities of 61073 Q-cm at 300 K. Our experimental
affect the phenomenon being measured. This requires specilocedure was the following. A sample of semiconductor
attention to conditions at the surface. with dimensions 0.8 3.5X9 mm was placed in the cryostat,
The problem with using ESR spectroscopy for such meaat the position of an antinode of the magnetic field in the
surements stems from the fact that absolute values of thé@sonator, and cooled down to the necessary temperature,
change in sample resistance are highly nontrivial to measurafter which the dependence @P/dH onH was recorded. In
in this case. Accuracy in this situation is presumed to bdhis case the magnetic field increased from -50 Oe to the
rather low(on the order of 209 and for absolute measure- Necessary positive value within 4 or 8 minutes.
ments it is better to use other methods.
Note also that the signal generated by an ESR spectron3. EXPERIMENTAL RESULTS

eter is determined by changes in Qeof a resonator. Such Figure 1 shows the dependenced®/dH on magnetic

changes can differ even in sign for samples whose resig;o g 45 the latter varies from -50 Oe to 15 kOe at various
tances are very different. Thus, in high-resistivity mate”alstemperatures. Since we are dealing with a low-resistance ma-
(whose impedance is much larger than the characteristic i"FeriaI, the signat P/dH~dR/dH~dp/dH. It is clear from
pedance of the waveguigeexamples of which are insulators e figure that a negative derivative of the magnetoresistance
with paramagnetic ions, th@ of the resonator decreases s gpserved only at sufficiently weak fields: (00 08, while
with decreasing resistané® since the losses reduce to zero i syronger fields the derivative of the magnetoresistance be-
asR—c. However, in a material with high conductivity ~ comes positive. Note that this figure shows H-dependences
the Q decreases with decreasing conductivity, because thgf the derivative of the microwave absorption, and a change
losses reduce to zero as—. For this reason, changes in i, sign of the derivative does not indicate a change in sign of
sample conductivity that are opposite in sign for high-the effect. The negative magnetoresistance reaches a maxi-
resistivity and low-resistivity materials lead to changes in themym at a point wherelP/dH=0, and then begins to de-
resonatoiQ with the same sign. crease, becoming positive at fields much larger than the field
In our investigations we used a E-112 ESR spectromet@fhere the derivative changes sign. However, the transition
built by Varian with an ESR-9 flow helium cryostat built by from a dependence characteristic of negative magnetoresis-
Oxford Instruments. The spectrometer magnet was capablgnce to one characteristic of positive magnetoresistance
of varying the magnetic fieltH in the range -50 O€H<  takes place at lower fields, and is easily seen in the figure,
+15 kOe. Small coils were inserted into the gap of the elecappearing as a kink in the functiahP(H)/dH at a field of
tromagnet, which created a constant counterfield on the ordeibout 100 Oe. In fieldsi>3500 Oe, oscillations are clearly
of 100 Oe at the location of the sample. This counterfield didsisible in the magnetoresistan¢ite Shubnikov—de Haas ef-
not act on the magnetic-field pickup. The sample temperaturfect) at low temperatures. As the temperature rises, the two
could be held constant to good accurd&@yl K) in the range  effects decrease in amplitude.
of temperatures from 3 to 300 K by varying the helium flow In Fig. 2 we show a more detailed picture of the function
through the cryostat. In order to detect the derivative of thedP(H)/dH in the negative magnetoresistance range for sev-
microwave absorption we superimposed an ac field on theral temperatures in the range from 3.1 to 25 K. At low

o 0 T Q
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dpP/dH,arb. units 1. The characteristic magnetic field at which phase co-
herence of the particles that carry current is destrgydtch
‘”—//‘_—\ also leads to the appearance of the negative magnetoresis-

tance is determined by the ratibl/H,,, where
hc

\//_,.L
\/”J—

J -

MM He 4eDr,’ ®

W . .
W wheref, ¢, ande is the usual notation for well-known con-

§ stants,D is the particle diffusion, and-, is the relaxation

7 (breaking time of the phase of the particle wave function.

/ 2. The dependence of the negative magnetoresistance on

//Ww magnetic field turns out to be different for different dimen-

sionsd of the conducting structures. Fde=2,

1 [ 1 | | | 1 ! 1 1

1

=50 40 -3 -20 -10 0 10 20 30 40 50 60 e? 4DeH

H,0e oy(H)—0,(0)= 277_2ﬁf2 e el (4)
FIG. 2. Derivative of microwave absorptiaP/dH plotted versus magnetic
field H for the same sample @i- InAs as in Fig. 1, in the region of negative where
?gfgge_torleos’lsatzﬁc&?t?te_mg;ratuTes(: 1—31,2—38,3—5.7,4— fz(x) =X2/24 for x<1, (5)

fo(x)=Inx for x>1. (6)

temperatures these functions contain four characteristic re- Ford = 3,
gions. At very weak fieldéHd=<1 Oe the change in the de-
ivative i - e? [eH\'? [4DeH
rivative is small or entirely abseriat the lowest tempera- o3(H)— g(0) = —— _) 3(_7_ ) 7
tures. The size of this region is comparable to the amplitude 22\ i fic ¥
of the ac magnetic field that generates the signal for th(\e/vhere
derivative. Under these conditions the fine structure in this
region(if any is presentcannot be determined. As the mag-  f3(x)=x%%48 for x<1, 8
netic field increases tél=1 Oe, the absolute value of the ; —0.605 1 9
derivative |d P/dH| increases and goes over to a linear de- 3(x)=0. or x> 1. ©)

pendence om: From Eqgs(4) and(5) it follows that for two-dimensional
‘dp structures whex<1 we have

d_H d0'2 X

However, the range of fields in which this behavior is dH 12
observed is not largéa few oerstedsand is followed by a j.e., in weak fields the derivativdo,/dH should increase
segment on whichd p/dH| reaches a maximunt( of order  linearly with increasing magnetic field.

10 Oe. As the field increases furthefdp/dH| begins to For two-dimensional systems whee-1, i.e., in strong
decrease, approaching zero sublinearly. The maximum valugelds, from Eqs(4) and(6) we obtain

of |dp/dH| decreases with increasing temperature, but the

magnetic field at which this maximum is observed remains %~ ENE (11)
constant. Moreover, as the temperature increases, the feature dH x H’

nearH =0 (the first of the regions discussed abpgeadually

~H. 2
~H, (10

i.e., as the field increases, the derivative should reduce to

disappears. zero like 1H.

Analogous relations for three-dimensional structures
4. OBSERVED NEGATIVE MAGNETORESISTANCE AND have the following form. Fok<1 from Egs.(7) and(8) we
THEORY OF QUANTUM CORRECTIONS have

Let us compare our results for the negative magnetore-  do,
sistance with the theory set forth in Refs. 3 and 4. Note first g ~X~H. (12
of all that the magnetic field and temperature dependences of
the magnetoresistance take different forms in the theory ofnd forx>1 from Egs.(7) and(9) we have
guantum corrections, depending on the mechanisms that cre- dos
ate them, i.e., weak localization or interference between d—H~x‘1’2~H‘1’2. (13
electron-electron interactions in the diffusion and Cooper
channels. Because the effect of electron-electron interactions Thus, it follows from Eqs.(10)—(13) that whereas in
on the magnetoresistance is, as a rule, much weaker than theak fields the derivatives of the negative magnetoresistance
effect of weak localizatiod, most of our conclusions will depend identically on magnetic field in two-dimensional and
derive from the latter. three-dimensional samples, in strong fields their asymptotic
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behaviors differ: In two-dimensional structures the derivative
reduces to zero with increasing magnetic field much more
rapidly than in three-dimensional structures.

3. The temperature dependence of the negative magne

toresistance also has a different form for two-dimensional & 1
and three-dimensional systef$This is associated with the §
different dependences éir(H) on 7, [see Eqs(4) and(7)]. s
For any type of scattering,~T"". For a two-dimensional &
system, wherx>1 andH=const, we thus obtain from Eq. X
(6) the expression 'S
Sary(T)~ —InT, w 10
o

For three-dimensional systems, we hafigx)=const
when x>1. However, this relation is correct only when
=100. For smaller values of, as shown in Ref. 4, we have

50.3(H’T)~Hm+1/2/-|-m+n’ (15)
0.5 1 I 1 1 1 i
i.e., for H=const we should observe a power-law depen- 10 12 14 16 1.8 2.0 2.2
dence of §o5(T). For do/dH the dependences should be log (H, Oe)
analogous.

FIG. 3. Dependence of the derivative of the microwave absorptiedH|

Let us now turn to the relation between theory and Ouron magnetic fieldH in the range 10 OeH=<140 Oe at 3.1 K plotted on a

experimental data. log-log scale. The dashed straight lines ate— |dP/dH|~H 2 2 —
In the weak-field range€£H=<10 Oe, in agreement with |dP/dH|~H"1.

the theoretical relation$10) and (12), there actually is a

segment of the experimental function shown in Fig. 2 on

which |[dP/dH|~H. However, in very weak fieldsi<1 Oe field imation of th imental d q by E
this linearity is disrupted, and at the very lowest tempera-Ie S approximation of the experimental dependence by Eq.

tures the resistance in this regime ceases to depend in aﬁl) is more justifiable. In other words, the two-dimensional

way on field. This effect is not associated with features of th odel is slightly preferable. . .
apparatus for the following reasons. First of all, it disappears From a comparison of the experimental functionsor
as the temperature rises. Secondly, in other materials Whicﬁ1 _and x>1 we find thatx~1 for H~10 Oe. We thus
exhibit changes in the absorption at microwave frequenciegbtaln

at such weak fieldge.g., in type-l superconductgrshe hc

change in the derivative is recorded immediately starting H#’:m“lo Oe, (16)

from zero field. Thus, our experiments imply that there isa . o
certain threshold fielt,~1 Oe for satisfying relation&L0) which allows us to determine the diffusion length after the

or (12), which is not predicted by theory. phase breaking time,, in the sample under study

In order to compare the experiments with theory in the heC
strong-field rangeH>H,, we replotted the function L,= DT“’%(4H c
dP(H)/dH on a log-log scale. Figure 3 shows a portion of ®
the field in which the derivative decreases in absolute value, Let us now turn to an analysis of the temperature correc-
but remains negative. For comparison, we show straight lineions. In Fig. 4 we plot the temperature dependence of the
1 and2 on this plot, which represent the theoretical depen-points |dP/dH|m. shown in Fig. 2 on a semilogarithmic
dences(13) and (11) predicted ford=3 andd=2, respec- scale(curve 1). It is clear from the figure that this depen-
tively. It is clear that, strictly speaking, the experimentaldence is well described over most of its range by the relation
curve cannot be approximated by the power-law depen-
dences of either of the segments, which embody the predic- — ~ —InT, (19
tions of quantum correction theory. A comparison with dH
theory should be made in the field range>H_~10 Oe, which coincides with the theoretical functiqf4) for two-

i.e., at roughly 30 Oe. On the other hand, it is clear from Fig.dimensional systems. However, H44) corresponds to the

1 that the character of the magnetoresistance changes qugbarametex>1, while Eg.(18) was obtained fox=1.

tatively at fields on the order of 100 Oe from a sharp depen- It should be noted that the temperature dependence of
dence characteristic of negative magnetoresistance to the conductivity, wherH =0, also has the forfm

weaker dependence that is typical of positive magnetoresis- .

tance, although the sign in this case still corresponds to nega- o(T)=oo=AlnT, (19
tive magnetoresistance. Thus, analysis based on the theory wherea, is the classical conductivity, ardl is a coefficient
negative magnetoresistance whei>H, must be carried of proportionality. In this case it is clear that as the tempera-
out in fields 10e=H=30 Oe. It is clear that in this range of ture increases the correction to the conductivity decreases,

1/2
~4x10 °cm. (17
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2 1/2
5= ( ) , 22)

wMUoOo
wherew is the frequency of the microwave fielg,, is the
magnetic permittivity in vacuum, ana is the conductivity
of the sample, or by the expression for the anomalous skin
effect

13
(23

P 4]
\BwuoBo

wherel is the mean-free path of a charge carrier, ghis a
numerical coefficient of order 10, which varies somewhat
according to the nature of the reflection from the surface
(specular or diffusive

In order to estimate the width of the skin-depth layer we
made samples of InAs with contacts and measured the con-
ductivity at a temperature of 3 K. It turned out to be the same
as at room temperature, which reflects the metallic nature of
the conductivity. The value 06~4x10 3 cm we obtain
from Eq. (22) is two orders of magnitude larger than the
phase-breaking length defined in HG4.7). Thus, condition
(21) is not satisfied in our case. Note that using E2R)
increases the value @&, so that inequalityf21) was violated
even more strongly.
FIG. 4. Temperature dependences of the maximum valleRfdH]| in the Thus, the “two-dimensionality” of the negative magne-
range of negative resistan¢eurve 1) and the ninth maximum of the oscil-  toresistance for the samples under study is observed in the
latory part of|dP/dH] (2). microwave frequency range under anomalous conditions,
when the skin depth is much larger than the phase-breaking
length (6>L,). This discrepancy between experiment and

which also agrees with data from other experimérds theory has not yet found a satisfactory explanation and re-

strongly doped semiconductors that are far from the metalduires additional study.
insulator transition.
Thus, it turns out that our bulk InAs sample behaves as if
its dimensionality was close to twal &2) with respectto its g SHUBNIKOV—de HAAS OSCILLATIONS IN THE
temperature-dependent, and to some extent magnetic-fiel§ncrRowAVE ABSORPTION
dependent, behavior, as expressed by the dependence of its

negative magnetoresistance on magnetic field and tempera- Shubnikov—de Haas oscillations are well-studied quan-
ture at microwave frequencies. tum magnetic effects observed in semiconductors with a de-

generate electron gas at low temperatuse®, for example,
Ref. 8. Their analysis allows us to determine the position of
the Fermi level in the semiconductor under study and in a
number of cases the relaxation time, according to which we
In the theory of quantum correctiorisee, e.g., Ref.)3  can estimate the applicability of Eq22) or (23), in particu-
two-dimensionality is determined by the ratio of the samplelar, for calculating the skin depth. The origin of the oscilla-
thicknessL to the phase-breaking length, . In other words, tions shown in Fig. 1 is the well known fact that Landau

the sample is assumed to be quasi-two-dimensional when levels successively intersect the Fermi level as the magnetic
field increases. In this case the maximum change in the den-

L<L,. (20) sity of states occurs at the instant the Fermi level intersects

However, in our case, since we are making microwavehe next Landau level. In Fig. 1 this corresponds to a maxi-
measurements, the current carriers interact with the field onlgnum ofd P/dH, since the maximum change in the density of
near the surface within the skin-depth layer. Therefore, it isstates corresponds to a maximum change in the resistivity.
only the loss of phase in this layer that is important for in-When several magnetoresistive effects appear simulta-
teraction with a microwave field, and we should replace Eqneously in the functiordP(H)/dH, maxima in the oscilla-
(20) by the following criterion for the appearance of two- tions are determined much more precisely than the position

S
log (A/T,arb, units)

IdP/sdH1,arb. wnits

=

5. DISCUSSION OF “TWO-DIMENSIONALITY”

dimensionality: of zero values of the oscillations, as in ordinary measure-
Lss 21) ments of the dc resistance. Moreover, the accuracy of these
L measurements is increased due to the fact that recording the

whereé is the skin-depth layer. The quantifyis determined derivative eliminates the constant component of the sample
either by the expression for the normal skin effect resistance.
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Below the Fermi level we always find an integer numberwhere w. is the cyclotron frequency, and, is the carrier
c q

of Landau levels, and when the Fermi level intersects theelaxation time, which is the same orderam (26) and can
next Landau level, their number above the Fermi level deserve as a guide in making rough estimates of the mean-free
creases by one. Since the energy of the Landau level is  path. The value of. determines the “natural” linewidth for

cyclotron resonance, which corresponds to transitions be-
:ﬁeH (24) tween neighboring Landau levels.
L e’ The temperaturd, in turn, can be obtained once we
N L. plot the curvé In(A/T)=f(T), where in our case the coeffi-
multlphcatlpn of thfe [\:allée ,Of the rgagnetlg f;)elldi, for a cientA=(dP/dH) . is the magnitude of the oscillatory part
given maximum o the envatl_ve_ y a suitable 'F‘teg‘?f of dP/dH for constant values of the magnetic field. This
g|ves_the value of the ma_gnghc f_|eld corresponding to thef:iependence is shown in Fig.(durve 2). On the figure the
Fermi "?Ve.'* as the magnetic f|e_|d Increases, the value of th8eviation from linear behavior is insignificant down to low
magnetic field for each successive maximund 8/dH must temperatures. Therefore, we can conclude Thag3 K, and

be multiplied by an integer that is one less than the n“mbeﬁom Eq. (28) we obtain the estimate,>10"*2 s. Thus
. (o] . H

used to multllply the magnetic f'el.d at the previous MaX“fom this experiment we can estimate only a lower limit on
mum. Analysis of the oscillations in Fig. 1 shows that forthe relaxation time, and consequeritly5x 105 cm. Thus

magnetic fields. at WhiC'h the derivativiBP/dH is a maxi- Eq. (22) appears to be more suitable for calculatiin our
mum the following relations hold: case

11H,=10H,=9H;=8H,=7Hs=6H=5H;
=4Hg=3Hq=Hy=40.2+0.6 kOe, 7. CONCLUSIONS

i.e., oscillations are observed as the Fermi level successively 1. The use of ESR spectroscopy to investigate the mag-
crosses Landau levels three through eleven. netic field-dependent microwave absorpt®{H) ~ p(H) al-

It is thus not difficult to find the position of the Fermi lows us to establish the existence of three characteristic re-
level, which determines the degree of degeneracy of thgions of negative magnetoresistance in metallic InAs:
sample: a) H=Hy=1 Oe: the quantity?(H) is actually indepen-

H dent ofH. Such behavior is anomalous and not predicted by
_, 8P _3 existing theory of quantum corrections:
EF_ﬁE_Zl'lxlo ev @9 b) 1 Oe<H=10 Oe,H<H,: here|P|<H? and this

o ) _ region of quadratic field dependence is described by the
at the characteristic experimental temperatures 3—30 K; I-theory of quantum corrections far=2, 3:

the. degeneracy must be assumed .strong. The valug: of ¢) H=10 Oe,H>H,: strictly speaking, the function
wh|ph we found allows us to determine the electron CONCeNp(H) does not have any power-law character, which is pre-
tration in Fhe sample by the standard formula for semiconyicted by the quantum correction theory; however, the ap-
ductors with a degenerate electron gas proximation of the theoretical dependence dior2 is found

1 [2m*Eg 312 . to be preferred. _ _
n=— 5 ~5.7x10%cm™3, 2. The temperature dependenceR{fH) in a field of
37 h order 10 Oe corresponds to the dependence that follows from

which must be considered good agreement with the “passie theory of quantum corrections wher2. _
port” data presented above. The velocity of an electron at 3+~ Two-dimensional” characteristics of the negative

the Fermi surface is magnetoresistance in the microwave frequency range were
observed in the sample under study under conditions where
2E¢ . the skin depth was two orders of magnitude larger than the

VE= F=4-7>< 10°cns. phase-breaking lengths L), where we should expect be-

havior characteristic fod=3. This disagreement between

In order to estimate the mean-free path we use the relaexperiment and theory has not yet been satisfactorily ex-
tion plained and requires further study.

l=per (26) 4, Usg qf ESR spectroscppy to study Shgpnikov—de

Fh Haas oscillations allows us to increase the sensitivity of the

where is the momentum relaxation time. For a rough esti-measurements and broaden the temperature range where the
mate of this time we use the temperature dependence of theffect is observed. At a temperature of 3 K, nine oscillations
amplitude of Shubnikov—de Haas oscillations, which has thevere observed, starting with eleven Landau levels below the
form’ Fermi level. We were able to observe oscillations up to a
temperature of 30 K. From the temperature dependence of

b=boTexf 2m°k(Tp+T)/hac] (27) the amplitude of the oscillations it follows that the relaxation
and which contains the so-called Dingle temperature time in our sample was;>10" s, while the Dingle tem-
perature wag p<<3 K.
Dzi i (29) Thus, the use of ESR to investigate magnetic-field de-

T T pendent microwave absorption in low-resistance materials
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Hopping relaxation of localized excitons is discussed within a model that avoids the
approximation of treating hopping to nearest-neighbor centers only, thereby lifting the model-
imposed restriction on the largest concentration of localized states that can be treated.

The general results are illustrated by an example in which the line shape of low-temperature
exciton luminescence in the tail of localized states is calculated19@8 American Institute of
Physics[S1063-782608)01105-3

1. INTRODUCTION possible chains of successive hops an exciton makes between
localized centers distributed in space as it undergoes energy

A problem that arises in very different areas of the phys—elaxation at low temperatures can be represented in the form
ics of disordered systems is the need for a microscopic deof a tree which gradually grows more branches as the local-
scription of the kinetics of localized particles. For example,ization energy of the excitonic states decreases. In fact,
fluctuations in the content of layers afmr) imperfect inter-  within the approximation of nearest-neighbor center hopping
faces are the cause of structural disorder in semiconductahere is exactly one chain of successive relaxation hops for
heterostructures, which to a considerable degree determineach localized center. However, at higher concentrations of
the properties of devices such as lasers, photodetectors, higlacalized states it turns out to be necessary to include transi-
speed transistors, etcSince radiative recombination of lo- tions to all centers in the immediate vicinity of the particle
calized excitons determines the low-temperature luminestsee, e.g., Ref. 16, whose topic is donor-acceptor recombina-
cence of undoped structures with quantum wells, theion in semiconductojs
presence of disorder in these systems is directly reflected in In this paper we develop a first-principles microscopic
the inhomogeneous broadening of the exciton luminescenageory of exciton relaxation in systems with disorder, which
line and its Stokes shift relative to the exciton absorptionis equally applicable at low and at high concentrations of
peak?® This makes spectroscopic measurements one of thiecalized centers. The results are obtained within a model
most convenient methods for diagnosing the quality of nanothat approximately takes into account the possibility of local-
structures. ized particles making transitions to all centers in the local

A number of papers in which the authors reduce theenvironment, and not simply to the nearest available center.
problem of describing the luminescence spectra to calculata general finite-temperature balance equation, which does
ing a certain “effective” density of states for the localized not depend on specific mechanisms for intercenter transitions
excitons has been publish&d In this case it is explicity or on the distribution functions of localized states with re-
predicted that in the course of its energy relaxation an excispect to energy, is derived. The method of calculation is
ton rapidly (compared to the times for radiative or nonradi- illustrated for the example of high-temperature relaxation of
ative recombinationreaches a state from which it cannot excitons within an exponentialUrbach tail of localized
depart. These states contribute to the effective density aftates. The distribution functions for excitons with respect to
states. The difference between the absorption and luminegnergy calculated under conditions of stationary excitation is
cence spectra is thus connected with the difference betweatbmpared with analogous results obtained within the ap-
ordinary and effective densities of excitonic states. proximation of nearest-neighbor hopping.

In spectroscopic measurements with time resolution in
the picosecond range, it turns out to be possible to track the
dynamics of exciton energy relaxation via localized 2. DISTRIBUTION FUNCTION OF LOCALIZED PARTICLES

1l a e L : . AND KINETIC EQUATIONS

states 1 A first-principles theoretical approach that is ad-
equate for these experiments requires an accurate description Let the distribution of centers with respect to energy be
of the exciton(or carriey kinetics at the microscopic level, given by a functiomy(e), wheree is the localization energy
i.e., inclusion of the competition between processes of exciof a state at a center. We assume the spatial distribution of
ton recombination and transitions between st¥teS. The localized centers is random and uncorrelated. Each center
schemes developed for these calculations are only adequatgth a given energy is characterized by a local configura-
at low concentrations of localized centers, and take into action of neighbors: the séf¢;,r;} of energies of the states of
count the possibility of hopping only between nearest-neighboring centers and distances to thighe space is as-
neighbor centers. In this approximation the collection of allsumed to be isotropjcLet us introduce a fictitious “radius

1063-7826/98/32(5)/5/$15.00 504 © 1998 American Institute of Physics
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of sensitivity” R into our theory such that if;>R hopping tion from consideration the correlations between configura-
of a localized particle between these centers must necessartipns of the local environmerik;,r;} of these centers. This
be excluded from the discussion. Let the rate of transitions o$implified model allows us to derive a closed kinetic equa-
a particle from a center with energyto a center with energy tion for the average occupatidi(e,e’,r') of a state with
e’ be given by the functiom(e,e’,r’), which depends on energys, which necessarily has a neighbor with enesgyat
the energies of these centers and the distaricbetween a distancer’. In fact, our refusal to include correlations
them. If this function falls off sufficiently rapidly with dis- makes it possible to carry out an independent averaging over
tance, then introduction of the radius of sensitiiRyis jus-  the configuration of the local environment of a neighboring
tified. When the mechanism of transitions between centers isenter in the expression for arrival along a single hopping
by tunneling,w turns out to be an exponential function of the channel. The validity of the averaging procedure is formally
distancer’, while for dipole-dipole interactions between ex- related to replacing:‘fl{s,r;gi i} by F(g',&,r). In accor-
citonic states we have~r’~° (see Ref. 18 Thus, we can dance with the usual averaging rules
exclude distant centers ;>R) from the total set"{e;,r;},
which allows us to operate with finite sequen¢es,r;}. Let
us denote the average occupation of a state with energy
andn neighbors'{e;,r;} (within the radius of sensitivityr)
by f2{ei.ri}.

The probability density for finding a state with the set of
neighbors{e;,r;} among the states with energyis deter-
mined according to the Poisson formula by the expression

F(s,s’,r’)=2 f?+1{s’,r’;si,ri}l3m{si,I’i}
m=0

m

XiI:[l dsidri, (2)

where the integration is carried out over all energies of dis-

tances to neighboring center<R.

e PV(R) " Total escape is defined by the reverse hops

ol |H1 g(ei)S(ry), (1) ™w(e,s,r;)fNe;,ri}} and escape of a particle from the
systemwg(e) [for example, by radiative an¢br) nonradia-

if the distribution of centers, as we assume, is random. Herfve recombination for the excitopsin those places where

p=[g(&)de is the total concentration of localized centers, this will not cause ambiguity, we will omit the s¢t; ,r;}

V(r) and S(r)are the volume and area of the surface of affom the formulas in what follows.

sphere of radius in the space with the system dimensional-  The total escape rate from a state with enesggnd set

ity, andn! appears in the expression because of disorderin§f neighbors*e;,ri} is written formally as a functiof)[ o]

of the set of neighboring centetse; ,r;}. Note that the prob-  Of the escape rate of particles from the systemwo(z):

Piei.rit=

ability density for finding ine a state withm+1 neighbors, n
where the first state ise(,r’) is (necessarily simply Q[a]:a+2 w(e,g,1;). (3)
Poieiri}. =t

For continuous generation of particld¥%(¢), at the  The balance equation for arrival and departure, taking into
end of all transient processes a stationary regime is estarcount internal notation, reduces to

lished with a state occupation function that depends on the
local configuration of centers. Under conditions of stationary
excitation, the occupation numb&He; ,r;} is found by bal-

ancing the arrival of particles in these states and their depar- o ] )
ture from them. Let us divide the right and left sides of E@) by Q[ wg(s)]

The arrival is determined by the generation of particlesa”d substitute the expression for the population of the state
') at the center and their hopping from neighboringfg into the definition(2). As a result, we obtain a closed
centerd(the hopping arrival channelThe arrival of localized equation for the kinetics of an average occupation of a state

particles via a single hopping channel can be represented i§ith @ fixed neighboring center:
m+1

QL wo(e)1f1=TO(e)+ D, w(s,e,r)F(s;,e,ry). (4
=1

the formw(e’,e,r)f_, “{&,r;&;,ri}, where there ara such F(e,e" 1") =T [wo(e)+w(e,e",r")]

channels in all. Among the neighbors of the center with en-

ergy ', there necessarily must be an initial center with en- X{TO(e)+w(e",e,r")F(e",e,r")}
ergye ; this pair is separated out explicitly in the notation for

the populationf?,*l{s,r;si ,Ii}. Here and in what follows +f de’dr'g(e")S(r"Yw(e’,e,r'")

we assume that the average occupation of the states is small,

i.e., the state to which the hopping takes place can be treated XF(e'e,r")T[wo(e) +w(e,e"r")

as empty. +w(e,e’,r')], 5)

Strictly speaking, the occupations of two neighboring
centers are coupled to one another not only directly and inwhere the average lifetime of a state with eneggig intro-
versely by hopping of a localized particle between these cerduced as a functioil [ «] of the parametetr analogous to
ters, but also by hopping chains that pass through centethe definition(3):
located nearby. Eliminating from consideration the coupling o
between the populations of two neighboring centers via T, a]= 2 f

m=0

pm =
. . . : L H de;dr;. (6)
double, triple, etc. hopping events is equivalent to elimina-

Qali=1
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Note that if the average lifetime of a state with energis 3. RELAXATION AT LOW TEMPERATURES

T.[we(e)], the average lifetime of the same state when it ) .

necessarily hass(,r') as a neighbor will be different; spe- At low temperatures, only hopping of particles to centers

cifically, T,[wo(e) + w(e,e',r')] with large localization energy is possible. Thus,

1 € 1 1 . ’ " ’ . . .

Let us multiply the right and left sides of E¢f) by a, w((?,s T )=0 for.s>.s . Th|§ leads tq a considerable sim-

take one of the integrations over the pair of other variable®!ification of the kinetic equatio(b), which reduces to a pair

(¢',r') outside the range of the sum, and relabel what is lef°f €quations

by T.[a+w(s,e',r")]. As a result, we obtain an integral F(e,e" 1" =T wo(e)+w(e,e" "]

equation forT [ a]:

1"(0) Sd ' ’
aTS[a]=1—f de’dr'g(e")S(r Yo(e,s' 1) x[ (8)+f e'g(e’)

XT.[atw(ee r')]. (7) Xfdr’S(r’)w(s’,s,r’)F(s’,s,r’) C)

We note that the limitR—o can be taken in the integral
equations(2) and (7). As a result, the dependence on the
fictitious radius of sensitivity now disappears.

The integral equatiof7) is considerably simpler to ana-
lyze than the infinite sum of multidimensional integrals in
the definition(6). It turns out that the solutiof [ «] can be XFE(e" e, r")+ fsds’g(s’)
written in the form of quadratures using the inverse Laplace
transform. We thus find that

and

F(e,e" r")=T.[wo(e)] TFO%)+w(e"e,r")

Xfdr'S(r')w(s',e,r’)F(S',S,r’) (10

T]a =f dtexp[—at ) ]
La] 0 for states withe<<e” and e>¢", respectively. The lower
limit of integration with respect to energy is determined by
_f de’dr'g(e")S(r')(1—e @=L the exciton mobility edge. Denoting the average arrival of a

particle at levele by
Ordinarily, experimental methods are not sensitive to the

i ; ) F(e,e",r")
local configuration of centers, and we are allowed to specify  1(¢)= '
only the particle distribution in the system with respect to To[wo(e) +o(e,e",1")]
energy: we find from Eq.(9) that
infty n
N(s)=g(s)n§=)0 J fZP“iljl deidr;. r(s):r<°>(s)+J ds’g(s’)J dr'S(r'w(e’,e,r’)
For example, if we ignore nonradiative channels for recom- XT o [wele")+w(e e, r)]I'(e") (11

bination of excitons in heterostructures, then the observed o i :
shape of the stationary exciton luminescence liné (s) with a distribution of particles with respect to energy
*wo(£)N(&). N(e)=9g(e)I'(e)T,[wo(e)]. (12)
Note that . . i i .
This relation has a very simple explanation sificéwq(g)]
_ (0) St , is the average lifetime of a state with energy
@o(e)N(e) 9(8)(F (8)+j de"drig(=")S(r") In the approximation w(e,e’,r')=60(s'—¢)w(r'),
where 0(x) denotes the Heaviside unit step function, the
analytic solution to Eq(9) can be written down in terms of
quadratures. Thus,

X{w(e',e,r")F(e',e,r'")

—w(s,s’,f’)F(s,s’l”)}) 8

e ,9(e")
and the law of conservation of the total number of particles F(S):F(O)e)‘p( j de ) {1- ons'[wo]}> , (13
in this system is obvious: P

where

f dswo(s)N(e)If deg(e)T'(e). w
Ts[a]=f dteX[{—at—p(s)XJ‘ dr’S(r’){l—e“"("“}).

Thus, the results of analytic computations is the integral 0

equation(5), whose solution can be written in explicit form (14

in a number of special cases; otherwise, it must be solve&or compactness of the expressions we used the simplest

numerically. In this formulation of the model we do not re- dependence of the generation rBf® and escape raie, on

quire methods of numerical simulation such as the Montahe state energyl’(°)(&) = const,wq(g) = const and the con-

Carlo to analyze the processes of hopping relaxation . centration of states with energy >¢ is
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g/ga FIG. 2. Spectra of low-temperature steady-state luminescence from the tail

of localized states. The solid curve shows a calculation taking into account

FIG. 1. Dependence of the average lifetime of a localized particle on energ?” possible intercenter transitions, the dashed curve is obtained under the
calculated within the framework of the model us@dlid curve and in the approximation of hopping to the nearest center. The staircase curve is a
approximation of hopping to the nearest cerftiashed curve goeqa2=1 result of a computer simulation for a system of localization centers located

wolw(0)=0.1 ' randomly in spacegoeqa’=1, wy/w(0)=0.1
P.(r'
. Ds[wo]=Jdr’—( ), ,
p(s)=f de’g(e’). woto(r’)

where

Let us examine on the basis of this model the steady- P,(r')=p(e)S(r’)e PV,
state distribution of excitons in the tail of localized statesNOte thatDs[wO]H[w0+w(0)]_1 for p(s)a2 large, so that

with den5|tyg(s)=goe_ 8./80 ina two—d|menS|o_n_a{2D) ,sys- the approximation of hopping to nearest neighbors does not
tem (S=2r). For definiteness, let the transitian-z' be oy "yt is obvious that for the set of parameters we have
caused by a tunneling mechanisafr) = w(0)e™™. In Fig. chosen the region of low localization energies is at the
ggundary of applicability of the nearest-neighbor hopping
approximation. Here the values ®f andD, differ signifi-
cantly.

The shape of the luminescence lihée)=woN(e) in

lifetime T, of a localized state on localization energyEq.
(14), a=wq]. In these calculations we used the following
values of the dimensionless parameteggs,a®=1 and

wO/w(_O)=O.1. W_e note |mme_d|at_ely that the (?hO'.CG. Of. 4 the tail of localized states is shown in Fig. 2. This calculation
tunneling mechanism for hopping imposes a strict Ilmltat|0nWas done using the methods developed figre solid curve

on the total concentration of localized centers, since thig 4 o nearest-neighbor hopping approximattbe dashed
mechanism determines the possibility of forming very local'curve). The result of direct computer simulation of the hop-

ized states in the random potenue}l of the system. ThPS' Whelﬁing process of relaxation in a 2D system of localized centers
the total concentration of centers increases to the point whe Rith a preset form of the functions(r) andg(e) is shown

2 .

Yoe02 21{ the states bec_qme delocall|zed. Gther mechaf)y the stepped curve. The dashed curve deviates consider-
nisms for intercenter transitions do not impose such a Str'cébly from the solid and step-like curves in the region of
Ilmltgtlon_on the concentration of Ipcallzed states._K_e_eplngsma” localization energies. This reflects the rapid growth of
this in mind, let us turn out attention to the possibility of the density of states functiog(s) and the escape, as we
analyzing systems witha“>1 within the framework of this mentioned above, of parameters from the range <;f applica-
mod:tl.l . h th trati f locali bility of the approximate approach. Conversely, by develop-

ow energiese, where the concentralion ot localiza- ing the analytic model in this paper we obtain the correct

. . | A
tion (;enters th‘_s\t are accessible by hqppm. ge', l.e, the ._result for high and for low concentrations of localized cen-
function p(¢), is large, the average lifetime of a state IS tars

determined by hoppingformally, T,—0 as p(g)a®—x).
For larger Iocghzaﬂon energles”the concentrgtpt(m) IS L CONCLUSIONS
small, so that intercenter transitions are practically impos-
sible, andT, is determined by the rate of departure from the  In deriving our balance equation we assume that after
systemw,. For comparison, we show on this plot the averagethe next hop a particle completely forgets about the local
lifetime D, in the approximation of nearest-neighbor configuration of neighboring centers except for the center
hopping* from which it hopped[see Eg.(4)]. This simplification in
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hops of a localized particle from one center to another. This

problem was investigated in detail in Ref. 15. In the approxi- 13, christen, inAdvances in Solid State Physid. GrossdEd] (Perga-
mation of hopping to nearest centers it was shown that the mon, Braunschweig, 1990V. 30, p. 239.

correlation effects arise as the dimensionality of the SyStemzgél\i/gesiigfecgo?ﬁn?ﬁrl\gglezrig@%ggle' A. C. Gossard, and W. Wiegmann,
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Analysis of changes in the intensity of intrinsic luminescence after diffusion of copper
into semi-insulating undoped gallium arsenide crystals
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The effect of copper diffusion into semi-insulating undoped GaAs crystals on the intensity of
intrinsic luminescence is analyzed. It is shown that diffusion of copper into semi-

insulating undoped GaAs crystals can lead either to an increase or a decrease in the intensity of
intrinsic luminescence. Analytic relations, which connect the magnitude and sign of the

effect with recombination parameters in these crystals, and also with the intensity of the excitation
luminescence, are obtained. ®998 American Institute of Physid§1063-7828)01205-§

1. INTRODUCTION (the electrical properties of these crystals were described in

A well known and commonly used way to increase the_deta" in Refs. 4 and )5 In the original crystals of semi-

uniformity of semi-insulating, undoped crystals of gallium insulating undoped GaAs, the concentration of equilibrium

arsenide is to heat them to a high temperatuFe- (800— electrons and holes is very small compared to their excess

900 °O (see, for example, Refs. 1 and 2 and also the revieyoncentrationsin, and op, created by illumination. Diffu-
Ref. 3. During this exposure to heat, copper can diffuse into> " of copper |_nto these sgm|—|nsulat|ng undoped (:4r35/stals
the bulk of the semi-insulating undoped GaAs crystal, whic converts them into low-resistance crystals jpiGaAs."

greatly changes its spectrum of local cenfersTherefore, in herefc_)re, n cry§t.aI§ 9p-GaAs dop_ed with copper the con-
?ntratmn of equilibrium electrons is very small compared to

recent years interest has focused on the study of how co §1 . . : !
y y PP eir excess concentratiofn,, while the concentration of

affects the electrical propertié particular, luminescenge equilibrium holespy can be either larger or smaller than the
of crystals of semi-insulating undoped gallium arsenide. As %(C)]ncentration ofsgicess holée.. [n tr?is case. the intensit
result of this interest, it is now possible to obtain reliable Po- ' Y

: : : : of intrinsic luminescence in the original semi-insulating un-
information on the changes induced by copper in the ener . . .
structure of these crystz?{see, e.g., Re¥s. 4p2nd 5, and alsg oped GaAs crystalé, and the intensityl, obtained after
the review article Ref. 3 There is also reliable work related Q|ffu3|on_ of copper into them are de_termlned by the follow-
to the study of the effect of copper on their luminescence 9 reIaFlons.(we assume th_at the thlckness of the crysthls
properties: in Refs. 1 and 2 the authors observed a considel: thg d|rgct|on of propagation of the Ilgytgreatly exceeds
able change in the intensity of intrinsic luminescence fromﬂ;e d|ffl:|[5|ct).n Ienfgg: for e.Ite(:'[FronI-.hcr)]lte pa|r§ and the depth
semi-insulating undoped GaAs crystals after copper was gif?' Penetration ot the excitation fig k.
fused into them. In discussing their data, the authors of Refs.
1 and 2 limited the discussion to explaining the phenomena |— ‘ 5 5 q 1
they observed and to their qualitative evaluation, which pre- 1=¢ 0 p(y)én(y)dy, @)
vented them from elucidating the character of the patterns
they reported or giving them a convincing physical descrip-
tion. In contrast to Refs. 1 and 2, in this paper we present a _ f”’

l,= + . 2
detailed analysis of how copper diffusion into crystals of 2=¢ 0 [Po dp(y)Jon(y)dy &)
semi-insulating undoped GaAs affects the intensity of intrin-

SIc Iumlnescenc_e from these crystals, along Wlth a r_eal .p'CI':urthermore, we assume that in both types of crystals the
ture of the physical phenomena that take place in this situ

tion Juminescence is domine}tec_i by the I_inear bu_lk_ recombination
' of excess electron@vith lifetimes 7,,; in the original crystals
of semi-insulating undoped GaAs amng in p-GaAs crystals
2. CHANGES IN THE INTENSITY OF INTRINSIC doped with coppérand holes(with lifetimes 7,; in starting
LUMINESCENCE AFTER COPPER DIFFUSION INTO crystals of semi-insulating undoped GaAs angin p-GaAs
(CTZYESOT:%S OF SEMI-INSULATING UNDOPED GaAs crystal's doped with pppp}afor the excitation intensities we
used, i.e., the quantities,;, 7,5, 751, and7,,, and also the
Let us calculate the intrinsic luminescence intensitydiffusion lengths for electron-hole paitg, in the original
(caused by direct radiative recombination of free electronsemi-insulating undoped GaAs crystals dpgd in crystals
and holes corresponding to a recombination coeffiat@nh doped with copper, do not depend on the intensity of the
starting crystals of semi-insulating undoped GaAs, and crysexcitation luminescence.! We also assume that lumines-
tals of p-GaAs obtained after copper is diffused into themcence is excited by strongly absorbed lighe¢., the optical

1063-7826/98/32(5)/4/$15.00 509 © 1998 American Institute of Physics
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FIG. 1. Schematic dependendeom Egs.(5) and(6)] of the intrinsic lumi-

Vorobkalo et al.

while | ,~L for L<L, andl,~L2 for L>L,). Actually, it
follows from Egs.(5) and(6) that when the luminescence is
excited by strongly absorbed light we have:

1) 1>14 for L<Ly=2(mn2/ Tn1)Pol g1/ Tp1, 12=11 for
L=Lq andl,<Iy for L>Ly, if 7no7mpp/lgo<7n17p1/lg1 (SEE
Fig. 13;

2) l,>1; for L<L, and l,=1; for
TnZTpZ/IdZZ Tanpl/Idl (See F|g 1;1

3) 1,>14 for any L if 7,792/ g2> 7p1 701 /141 (S€€ Fig.
1c).

In principle, we can use Eqg$5) and(6) to explain what

L=L,, Iif

nescence intensity on the intensity of excitation in initial crystals of semi-caysed the Changes in the intrinsic luminescence intensity

insulating undoped GaAs$,; (1) and crystals obtained after diffusion of
copper atomsl, (2) for various relations between their recombination

parameters—n,7po N gp<Tn17p1 /a1 (@), TnoTp2 /la2=Tn17p1 /a1 (b), and
Th2Tp2 N> Th1Tp1 g1 (0).

absorption coefficierk is considerably larger thanl3).? In

this case the concentration distribution of excess electro

and holes is given by the relatidhs
on(y)=én(0)exp(—y/ly), ()

op(y)=6p(0)exp(—y/lq), 4

whereén(0)=L7,/l4, andop(0)=L7,/l4 are the values of
én andép aty = 0.
Then, as follows from Eqg.1)—(4), the intensity of in-

observed in Refs. 1 and @ncrease in Ref. 1 and both in-
crease and decrease in Ref.a2ter diffusion of copper into
the semi-insulating undoped GaAs crystéi®., the roles
played by changes in the quantities, 7,, andly induced

by coppe). However, these papers reported no data on the
quantitiesr,, 7,, andly for the crystals under study. In
addition, the magnitude of the intensity used in Refs. 1 and 2

% excite the luminescence makes it impossible to use rela-

tions (5) and (6) for a quantitative analysis of their data,
although these data also qualitatively match the possible re-
lations between quantitils and |, shown in Fig. 1(both
I,>1, andl,<I, are possible Therefore, in what follows

we present measured results for copper-induced changes in
the intrinsic luminescence intensity for crystals whose re-
combination parameters,, 7,, |4 and rate of excitation of

trinsic luminescence in the original crystals of semi-électron-hole pairs in them are known. This allows us to
insulating undoped GaAs, and after copper is diffused intgnake quantitative estimates of the effect and identify the

them are determined by the relatiofsbviously we have
l1,1,<<L):

¢ 2
|1:2|leanp1L! (5)
| Lzl 1+ Lsz) (6)
=C T
2= CPoL Th2 200l 12
[IzchoLTnz for L<L2:2p0|d2/7—p21 i.e., 5p2(0)

=Ly7p2/142<<2Pg, and1,=Crn7poL 22 g, for L>Ly, ie.,
6p2(0)>2p,; obviously, the point where the functida(L)
changes slope is located lat=L,, i.e., 5p,(0)=2p].
Figure 1 shows schematically the functions,l,
=¢(L) that follow from Eqgs.(5) and(6) for various relations

primary reasons for these changes.

3. METHOD

The crystals used at the beginning of the experiments
were made of semi-insulating undoped Ga#sth a resis-
tivity p=2x10° Q- cm atT = 300 K that increased with
decreasing temperature likg T)~exp(0.75 eVKT)). Their
conductivity was determined by ionization of EL2 defects
(whose concentratioNg, ,=1.6X 10'® cm™3, and the energy
position of the levels they createds, ,= 0.75 e\) partially
compensated by shallow carbon acceptarith a concentra-
tion Nc=3x 10" cm 3<Ng,). The properties of these ini-
tial semi-insulating undoped GaAs crystals are described in

between recombination parameters of the original semidetail in Ref. 5.

insulating undoped GaAs crystalsr§,7,1,141), and the

Atoms of copper were introduced into the semi-

crystals of p-GaAs obtained by diffusing copper into the insulating undoped GaAs crystals via diffusion at 750 °C for
original crystals ¢n2,7p2,142)- It is clear that, depending on 4.5 hours (their concentration wadNc,~1x 10" cm™3).

the relation between recombination parameters for the crydDue to passivation of the EL2 defects by copper atoms in the
tals under study(in particular, between the quantities doped crystals, the concentration of EL2 defects was consid-
Tn1Tp1/lgr @nd 7,7 /) 2 and also the intensity used to erably lower than the concentration of carbon atoms
excite the luminescence in the experiments, after incorporaiNg, ,<1.5xX 10" cm™3=N/2) > Therefore, the conductivity
ing copper into the semi-insulating undoped GaAs crystal®f crystals diffusely doped with copper was determined by
we can observe either a decreasg<(l;) or an increase of thermal ionization of carbon and copper atoms, and was
the intensity of intrinsic luminescencé,(>1,), i.e., the mag- quite large p=0.8-0.24Q-cm for T=77-300 K) and
nitude and sign of these effect depend not only on thenhole-like in charactetthe concentration of equilibrium holes
changes of the values,,r,, andl4 induced by the copper, was py=3x10°~8x10'"° cm 3 at T=77-300K). The

but also on the rate of generation of electron-hole phirs properties of the crystals obtained after incorporating copper
(the latter is a consequence of the different dependences ofto semi-insulating undoped GaAs is described in detail in
the intensitiesl, and |, on L; namely,|;~L? for any L Ref. 5.



Semiconductors 32 (5), May 1998 Vorobkalo et al. 511

1 -
00 f ,05_

M
2 2
S T4
3 8 0
5 §
- 8 4
N - 1%

)
101 /
7L 1
I TR R R
L, quanta/cm?-s

FIG. 2. Typical shape of photoluminescence spectra of initial semi-
insulating undoped GaAs crystal$) and crystals obtained by diffusion of

FIG. 3. Dependence of the intrinsic luminescence intensities in initiall
copper(2) at 300 K andL =3X 10?2 kW/cn?- s. P y

semi-insulating undoped GaAs crystdls (1) and crystals obtained after
copper diffusionl, (2) on the excitation energly at 300 K.

We studied the intrinsic luminescence of galllum ars-for anyL. From ana|ysis of these experimenta| functi@g;se
enide crystals, both initial and doped with copper, at 300 Krelations (5) and (6), and also Fig. 1kit follows that the
and at various levels of excitation. The luminescence Wagecombination parameters of the 0rigina| Semi-insu|ating un-
excited by strongly absorbed radiation from a He—Ne lasefoped GaAs crystals are related to those obtained after dif-
(photon energyhv’= 1.96 eV, absorption coefficie=4  fysjon of copper atoms as followsp, 7y /42> Tn1 7p1 /1 41
X 10" cm™*, and excitation intensity =10'*~10°* KW/ This relation is actually satisfied in our experimefiiscause
cn?- s) and a ruby lasert(v’ = 1.79 eV k=3.4<10' cm™!,  the Cu causes the value of to increase while leaving the
L=10°—10** kw/cn?- s). The size of the luminescent re- quantitiesr, andl unchangel since direct measurement of
gion of gallium arsenide was determined by the diffusionthe recombination parameters of the original crystals and
length of excess current carridgg[the quantityq=10"*cm  those doped with copper at 300 K shows that in these crys-
exceeds the generation length for electron-hole pairs by thgyls (in particular, whenL=3x 10?2 kW/cn?- s) we have
radiation 1k=(0.25-0.3)x 10 % cm and was considerably Th=Tnp=10"1s, Tp1=1.6x10 10g Tpa=5X10" 105 and
lower than the crystal thicknes¥l,,1k<d) ]. l41=142=10"* cm (for the methods of measuring,, 7, and

At the excitation levels we used, the intensity of intrinsic | ;| see Ref. y*
luminescence was considerably less than the excitation inten-
sity, i.e.,l,1,<<L. Typical shapes of the luminescence spec5. coNCLUSIONS

tra for initial crystals and crystals doped with copper are . L . ) )
shown in Fig. 2(in these crystals, in addition to the intrinsic The increase in intrinsic luminescence intensity observed

emission band with its maximum &, = 1.44 eV, we also after copper is introduced into semi-insulating undoped crys-
observed luminescence bands caused by the EL2 defects affs Of gallium arsenide, which occurs at any level of excita-

copper atoms with energidss,,= 0.7 and 1.30 eV, respec- tion, is due to the increased lifetime of free holes induced by
tively). A detailed analysis of these spectra, in particular, th&@PPer. The magnitude and sign of the effect are described

luminescence caused by EL2 defects that is quenched by catisfactorily by theoretical relations that take into account
can be found in Ref. 5. the dependence of the intensity of radiative recombination of

free electrons and holes on the rate of their generatiand
their lifetimes 7, and 7, .

4. CHANGE IN INTRINSIC LUMINESCENCE INTENSITY YThe phenomena which we are describing will be observed if the lifetimes
AFTER DIFFUSION OF COPPER INTO SEMI-INSULATING of excess current carriers are determined by the rate of their recombination
UNDOPED GaAs CRYSTALS (EXPERIMENT) via local centers whose occupation changes only slightly under excitation;
i.e., the lifetimes of minority current carriers relative to their recombina-
Figure 3 shows the experimental dependence of the in-tion at local centers are considerably lower than the lifetimes for electrons
trinsic luminescence intensity on the level of excitation inzand holes re.latlve Fo their direct radiative recombmat:gnl/c(pﬁ'ap).
L .. . 'The expressions given here fén, &p, |, andl, are easily generalized to
initial semi-insulating undoped GaAs crystals and crystals ) ) 6 ” .
. . : . : the case of an arbitrary relation betwdemnd 11 .° Thus, in particular,
Obta_'ned after diffusion of copper. Itis Cl?ar that. the INrO- \yhen weakly absorbed light is used to excite luminescékeell y], the
duction of copper leads to an increase in the intensity of relations given below fopn, op, I, andl, are correct if we replace [

intrinsic luminescence at any level of excitation, ile> 1, by k in them.
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Differential resistance of Au/GaAs ;_,Sb, tunneling contacts in the zero-bias anomaly
region. |. Contacts to n-GaAs;_,Sb,

T. A. Polyanskaya,® T. Yu. Allen,” Kh. G. Nazhmudinov, S. G. Yastrebov, and
I. G. Savel'ev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted December 9, 1997; accepted for publication December 23) 1997
Fiz. Tekh. Poluprovodr32, 574-578(May 1999

The current-voltage characteristics and the differential resist&ie®@=dV/dl of

Au/n-GaAs ,Sh, tunneling contacts were investigated. Schottky barriers were prepared on
n-GaAs _,Sh, epitaxial layers, which were specially not doped, in the composition

range 0.0%x<0.125. It was shown that the curvB$V) in the electron density range
2x10%8<n<7x10% cm 2 and temperature range &2 <295 K are described well by the
tunneling theory employing a self-consistent calculation of the potential in the Schottky barrier
region. A square-root dependence of the conduct&10é) = (dV/dl) ! on the bias voltage

V was observed in the zero-bias anomaly region in accordance with the Al'tshuler—Aronov theory
of quantum corrections introduced in the density of states at the Fermi level by the
characteristic features of the electron-electron interaction in disordered metalk99®

American Institute of Physic§S1063-7828)01305-7

1
. . . . . vo(E)= P
We undertook to investigate the differential resistance 2

R(V)=dV/dl of Au/GaAs _,Sh, barrier structures formed

on epitaxial layers of a solid solution with a degenerate elecwherem* is the effective mass, and the electron endggg

tron or hole gas in order to determine whether or not it ismeasured from the conduction-band bottBm For this rea-
possible to observe for Schottky barriers by means of tunnelson, the first problem of our investigations was to check the
ing spectroscopy an anomaly in the density of states at theorrespondence between the experimental and theoretical

1. INTRODUCTION 2m*
hZ

32
) (E-Eo)"2, )

Fermi levelEg voltage dependencé,(V) in the temperatur@ and voltage
V ranges where the anomaly in the tunneling conductance is
Sve|[E—Eg|, D not observed. This problem raises the question of whether

. , . the theory of tunneling in Schottky barriers adequately de-
pretd'ftﬁ‘g :y AIIEt§htlJr]Ier ?n? Aronov forTvr\]/eakIy d;ordlered scribes the experimentally observed dependeRpgy¥) for
metals. erek is the electron energy. The anomally (1) real surface-barrier structures.

is due to a characteristic feature arising in the electron-— '\ 100 that the theory developed in Refs. 47
electron interaction in the process of electron diffusion in the, ) -, density of states3) satisfactorily describes the ex-

gi?skligffégﬁlrfig'zg di?:;:gfgg;:esofgr% (%??;J?égﬁ: dde'perimental current-voltage characteristics and the depen-
zero-.bias anoma{)yof the type P dencesRy(V) for Schottky barriers in the thermal-field
emission region. However, in Ref. 8 it was not@ge Sec.
AG(V) 3.2.2_ that this a_gregment between theory and expe_riment i_s
— = y\/m 2 surprising, considering that the space charge associated with
G(0) impurities in a semiconductor is more likely macroscopically
than microscopically nonuniform within the space charge re-
gion. This should result in large fluctuations in the form of
the barrie? and in the tunneling probability. Indeed, the
agreement between the thebryand the experimental data
is markedly worse for diodes fabricated on the basis of
“dirtier” semiconductors, for example, semiconductors with
yoeX, 1p%2. compensating impurities. An example of this is the well-
known problem of the excess dark currents at l@# the
To distinguish the anomalous contribution to the con-order of liquid-nitrogei temperatures in barrier structures
ductance it is necessary to know the behavior of the “backfabricated on the basis of epitaxial layers of 11I-V solid so-

appears in the tunneling conductar@éV)=(dVv/dl) ! of
the contact in the limitv—0 but|eV|>kT (V is the bias
voltage. Here G(0)=G(V=0) and the coefficienty de-
pends on the resistivity and the electron-electron constant
A, (for the density of states

ground” dependence of the differential resistarRg(V), lutions.
determined by the normal density of states, which for a  This question was greatly clarified after the development
spherical isoenergetic surface is given by of the fluctuation theory of a barrierand the consequent

1063-7826/98/32(5)/4/$15.00 513 © 1998 American Institute of Physics
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appearance of the field of research called incoherent mesos-
copics. A theory of thermal-field emission was developed for
Schottky barrierd® We checked this theory on
Au/n-GaAs _,Sh, structures with electron denstty
n=Ny—N,=10%—10 cm 3. It was found that the theory
of Ref. 10 makes it possible to explain the experimental data
at the qualitative(voltage and temperature dependences of
the current and quantitative levels. Specifically, the low-
temperature(exces$ currents in Auh-GaAs _,Sh, struc-
tures are explained by the presence of compensating levels of
residual impurity with density N;=Ng+N,=(3.0+0.4)
x 101 cm™3.

We could not employ the theory of Ref. 10 to calculate
the tunneling resistand@y(V), since bias voltage¥ close
to zero were not studied in Refs. 9 and 10 . However, we
assume that the influence of fluctuations of the tunneling
length on the current-voltage characteristics decreases sub-
stantially when the electron densityn=N,—Ng in
GaAs _,Sh, is 1.5-2 orders of magnitude higher than in the L ) 1 1
samples studied in Ref. 11 with the same residual impurity Joo 200 190 0 -—100 -200 -500
density N;=N,+Ny. As a result, we calculated the back- v, mV
ground dependendey(V) =dV/dl with the density of states - | Ry(V)/Ry(0) versus the applied voltageV for a
(3) on the basis of the conventional theory of field andau/n-GaAs, oSh, o, structure(sample 7 in Table ) at temperature, K:
thermal-field emission. The model of Ref. 14 was used taL — 4.2,2 — 77.4,3 — 295. The arrows mark the values B,y
calculateRy(V)/Ry(0). In the present work it was shown

(for the example of the tunneling conductance of @BaAs . . .
structurey that good agreement between theory and experi'EO 120 °C, at which temperature Au was deposited. Next, the

ment can be obtained if the self-consistent solution of the&tructures were annealed at 200—250 °C for 3—4 (niror-

Poisson equation for an electrostatic potential of the electrof€r  t©©  “secure” the Au  film, after ~which
H%u/GaAsl,XSh(/GaAs structures with diameter from 0.2 to

at the metal-semiconductor boundary is used to calculate t ) .

barrier transmittance. 1 mm were formed by photolithography. A clamping .contact
consisting of a small In drop, attached to the Au film and
protected by a lacquer coating, made it possible to perform

2. EXPERIMENTAL PROCEDURE measurements in the temperature range<4.2 450 K.

o . . The differential resistancB(V)=dV/dl was measured
Epitaxial layers of the solid solution Gaps,Sb, were as a function of the bias voltagé by a bridge scheme at

grown by liquid-phase eptiaxy in a purified-hydrogen atmo'signal modulation frequency 22 kHz. Regulation of the bias

sphere. The growth temperature was varied in the range : .
750850 °C with cooling rate from 0.3 to 2 deg/min. The voltage made it possible to pass smoothly through the value

layers ranged in thickness from 10 to 48n. The compo- V=0. The apparatus made it possible to measure signals

. . 75 74 .
nents of the fluxed solution were G89.9997%, AGN-1 Y;[tﬁzgvcéﬁ?rg;itag;qggd: %vﬁ?ch r_e?néiln% d (:gr\:\g;[gn? trg(\)/\(/ji;;in
nondoped n-GaAs with electron densityn=10'® cm 3 ’

(As source, and nondopedp-GaAs with hole densit no worse than 5% in the course of the measurements. De-
p=10" cm*,3 (Sb sourc F')I'hepr content was varied froym pending on the resistance of the sample, the amplitude of the

x=0.015 tox=0.125. The substrate consisted of Te-dopeoﬁu:pdqggg?al of thd:Tgenerator was changed in discrete steps,
n-GaAs with electron density=10' cm 2 and(111)A ori- ut did not excee& 1.
entation. The nondoped GaAsSh, epitaxial layers had
n-type conductivity and electron density=Ny4— N,=10'
—10' cm™3. These values are determined by the purity of  In Refs. 14 and 15 it is shown that the experimentally
the initial components of the fluxed solution, the degree ofeasily identifiable parameters of the cunky(V) for
purification of hydrogen, and the characteristic features ofAu/n-GaAs contacts — the voltagé€,,,, in the direct-bias
the technological process. To obtain the layers with a wideregion(marked by arrows in Figs. 1 and at which a maxi-
range of electron densities, several series of epitaxial layersium of the resistancBy(V) =Ry>{Vmao is observed and
were doped with Te. the half-width of the curveRy(V) — are not determined
The Schottky barriers were fabricated by vacuum depouniquely by Er (i.e., the current carrier density in the
sition of Au. First, the GaAs ,Sh, surface was cleaned with semiconductor with a degenerate electron) gasl the bar-
concentrated HCI for 30 sec in order to remove the naturatier heighte,o(V=0). These parameters can be determined
oxide from the film surface. The wafers were graduallyonly as adjustable parameters when fitting the theoretical de-
heated up to 200 °Gto anneal the surface of the epitaxial pendencefRy(V)/Ry(0) to the the experimental data. We
layen with a residual pressure of 18 Torr and then cooled checked this method of determining and ¢,, on

R(V)/R(0)

1

3. EXPERIMENTAL RESULTS
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I the temperature on the shape of the cuRV). We see
that as temperature increases, the width of the curve in-
creases, while the position &f,,,, shifts in the direction of
reverse-bias voltages. The positigp<0 at high tempera-
tures is manifested in structures with a relatively low elec-
tron density and is explained by an increase in the contribu-
tion of thermal-field emission with increasing temperature.
Table | gives the values of the density=-N4— N, and
barrier heightse¢,, determined by fitting the theoretical
curves to the experimental data. Earlier, photoelectric mea-
surements gave the barrier heighfi=0.88+0.03 ev at
T=77 K, independent of the solid-solution composition in
the range 0.08x<0.125, for Auh-GaAs _,Sh, structures
with n=Ngy—N,=10'%—10" cm 2 in the solid solutiort®
Comparing the values af,y given in Tablel with these data,
we see that, except for the structuresahd &, they cluster
around the values apf{ presented above.
In Ref. 15 it is shown that for Schottky barriers on
n-GaAs the position of the maximum & (V) =Ry with
0.6 . ) . N direct bias voltage/=V . is always much less thaa: . In
100 50 0 -50 100 our case — for structures based on the solid solution
Vy mV n-GaAs _,Shb, — the valuesV/ .= 38 meV atT=4.2 K for
FIG. 2. Same as Fig. 1 but for the structure AtBaAs oSy o> (Sample 2 sample 7 in Fig. 1 and 22 meV for sampler2in Fig. 2 are
in Table ). also much lower than the values BE(T=4.2 K)=190 and
120 meV, respectively.
Proceeding now to the main purpose of our investiga-
Au/n-GaAs structures with electron density in GaAs (1.5tions — to check the applicability of the Al'tshuler—Aronov
—5)x 10" cm™3, which is known from the Hall measure- model 3 of the zero-bias anomaly in the tunneling conduc-
ments. The densities determined by comparing the theoretiivity of weakly disordered conductors — and to the descrip-
cal and experimental curve®y(V)/Ry(0) agree, to within tion of the same phenomenon in Schottky barriers, we note
no worse than 15%, with the results of the Hall measurethe smallness of the anomalous contribution to the tunneling
ments. resistance, observed for our AuGaAs _,Sh, structures.
We used the same procedure for AuGaAs _,Sh, Figure 3 shows the conductance chadge=G(V)— G(0)
structures. Figures 1 and 2 show the results obtained by conin the region of the zero-bias anomaly as a function/of|
paring the experimentdbolid lineg and theoretica{dashed for the two samples for which it could be distinguished with
lines curves of Ry(V)/Ry(0) for the samples adequate accuracy. As one can see from the figure, the volt-
AU/GaAs) g6Shy 04 (Fig. 1) and Auh-GaAs, gsShh o2 (Fig. 2. age dependenc&G(V) in the region of the anomaly satis-
The theoretical curves were calculated in the model of Reffied the relation2). In our view, this attests to the fact that a
14 . The additional contributiod R(V) to the differential quantum correction to the Al'tshuler—Aronov density of
resistance in the region of the anomaly in the limit-0 and  states (1) also appears in the tunneling conductance of
T=4.2 K did not exceed 2—-3% of the value Bf(0), so  Schottky barriers, despite the fact that the theory of Refs.
that it is not noticeable on the corresponding curves disl —3 was formulated for contacts with weakly disordered
played in Figs. 1 and 2. Figure 2 illustrates well the effect ofmetals.

10

1.0

1.0

R(V)/R(0)

0.9

0.8

0.7

TABLE |. Characteristics of Aui-GaAs _,Sh, structures and parameters determined from variatiordviéfl | .

Barrier heighte,,, eV

Film thickness Density
Sample No. Sb conterg, d, um Te content, at. % 42 K 77.4 K 295 K Ng—N,, 10 cm=3
1n 0.01 34 15 0.64 0.63 0.68 3.5
2n 0.02 11 1 0.74 0.74 0.73 3.3
3n 0.02 11 1 0.912 0.905 0.89 39.4
4n 0.04 17 0.5 0.86 0.82 0.80 435
5n 0.04 17 0.5 0.74 0.73 0.73 2D0.1
6n 0.04 17 0.5 0.80 0.80 0.80 249.2
7n 0.04 43 1.5 1.05 1.04 1.03 6.3
8n 0.04 43 1.5 1.04 1.01 1.05 6.5
9n 0.06 16 0.2 0.80 0.80 0.80 2:0.4

10n 0.06 16 0.2 0.81 0.80 0.77 2®.6
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. ® - UThis value of the residual impurity densily; in our solid-solution layers
agrees with estimates obtained previously from the results of an investiga-
tion of the mobilit? and current-voltage characteristics in
GaAs _,Sh.-basedp—n junctions®®
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Differential resistance of Au/GaAs ;_,Sb, tunneling contacts near the zero-bias anomaly.
Il. Contacts to p-GaAs;_,Sh,

T. A. Polyanskaya,*) T. Yu. Allen,” Kh. G. Nazhmudinov, and I. G. Savel'ev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted December 9, 1997; accepted for publication December 23) 1997
Fiz. Tekh. Poluprovodr32, 579-582(May 1999

The differential resistancR(V)=dV/dl of Au/p-GaAs _,Sh, tunneling contacts was
investigated. Schottky barriers were prepared on epitaxial layers of the solid solution
p-GaAs ,Sh (0.045<x<0.125),which were doped with Ge from 0.01 to 5 at.%. It

was shown that substantial features are present in the voltage depend¥pedor
Au/p-GaAs _,Sh, contacts as compared with the data for AGaAs _,Sh, structures.

A square-root voltage dependence was observed for the condu@gNge= (dV/d1) ! versus
the bias voltag®/ near the zero-bias anomaly, in agreement with Al'tshuler—Aronov

theory for quantum corrections introduced in the density of states at the Fermi level by the
characteristic features of the electron-electron interaction in disordered metaE99&®American
Institute of Physicg.S1063-782@08)01405-7

A method for preparing GaAs,Sh, epitaxial layers is normal resistance — in the differential conductance of
described in Ref. 1. As the substrate for growing fhggpe  metal—insulator—-metaf or metal—insulator—amorphous
solid solution we usedp-GaAs with hole density semiconductdrstructures.
p=10"%m"2 and (111A orientation. To obtain layers with The theory of hole tunneling in semiconductors with a
a wide range of hole densities several series of samples weo®mplex valence band has not been adequately developed.
doped with Gefrom 0.01 to 5 at. % The Schottky barriers As a result, we made no effort to compare the background
to the p-GaAs _,Sh, layers were also prepared in the man- dependenc®y (V) with the theoretical dependence, as done
ner described in Ref. 1. in Ref. 1 for Auh-GaAs _,Sh, structures. However, a num-

The measurements of the differential resistance curveber of characteristic features of the voltage dependences
R(V)=dV/dI for barrier structures formed on GaAsSh, R(V) for Au/p-GaAs _,Sh, barriers can be represented as
epitaxial layers with a degenerate hole gas showed that thellows.
dependences differ substantially from the corresponding 1. According to calculatiorsfor Schottky barriers pre-
dependences forn-GaAs _,Sh-based structures. The  pared on the basis gi-GaAs, the position oWV, in the
Au/n-GaAs _,Sh, structures investigated in Ref. 1 were direct-bias region, to which the maximunRy(V)

characterized by a small additional maximum on B@/) =RmadVimay corresponds, coincides witB: /e (in contrast
curve nearV=0 (the so-called zero-bias anompalwhich  to the situation in the case of-GaAs. Assuming that this
did not exceed 2—3%. also is true for our Ay-GaAs _,Sh, structures, we deter-

The typical curvesR(V) for Au/p-GaAs _,Sbh, struc-  mined the hole density from the valueskEf=eV,,,,and we
tures are shown in Fig. 1; the parameters of some samplggesent in Fig. 2 the conductanG{V)=(dV/dI) ! in the
are given in Table I. As one can see from the figure, inlimit V—O0 per unit contact areas)
contrast to the data for contacts based on rikigpe solid G(0) 1
solution! here the additional resistancAR(V)=R(V) = 2)
—Ryn(V) nearV=0 for some samples reaches or exceeds the S s(dV/dl)]y-q

maximum value of the background resistarig(V). Here  as a function of hole densitp, determined in the manner

Rn(V) is the bias voltage dependence of the normal or backindicated. The solid line in Fig. 2 shows the fitted curve
ground differential resistance due to the standard density of

states G(0)/s=Ggo(p—pc)” 3
with the parameters
1 [ 2m*\*? " Geo=(24.5:9.50"1 cm 2,
w(E)=-— 5| (E-E)*2 ) o
2w\ h p.=(6.4+0.6) X 10" cm™3, y=0.84+0.16.

A dependence of the typ@) was observed earligfor the
wherem* is the effective mass, and the electron endfgg  conductivity o versus the hole density 8t=4.2 K in an
measured from the valence band ®p. We observed simi- investigation of the galvanomagnetic phenomena in our epi-
lar phenomenécalled the “giant resistance peak’— when  taxial layers p-GaAs_,Sh,. From this comparison it can
the zero-bias anomaly is of the order of or greater than thée concluded that the contact resistance of our Schottky bar-

1063-7826/98/32(5)/4/$15.00 517 © 1998 American Institute of Physics



518 Semiconductors 32 (5), May 1998

i [\

0
¥ymy

40

FIG. 1. R=dV/dl versus the applied voltag/ at T=4.2 K for
Au/p-GaAs _,Sh, structures(see Table)}t 1 — 8p, 2 — 3p, 3 — 10p,
4 — 13p. The arrows indicate the values @f,,.

Polyanskaya et al.

100

6(0)/s, Qem?

)

FIG. 2. Conductanc&, [see Eq.(2)] for V=0 andT=4.2 K versus the
hole densityp in GaAs _,Sh,, determined according to the value @V,

in the direct bias regiorisee Fig. 1 The solid line corresponds to the
expression2).

riersR;=s/G(0) in the limitV—0 is determined mainly by -\ here R(V) is the experimental differential resistance at

the conductivityo of the semiconductor, as assumed in the

theory of contact$. This does not agree with the classical
theory of field emission in Schottky barridtsiccording to

T=4.2 K, and in the expressio@) we used forRy(V) not
the computed dependence, as for AGaAs _,Sh, struc-
tures in Ref 1 , but rather the curv&k(V) measured at

which R, depends exponentially on the current carrier den~|-:55 K. The problem is that the zero-bias anomaly de-

sity
Re~exp(ep/Ego),

whereE gy~ (N,— Ng) Y2

2. Figure 3 shows the anomalous correcti&(V) to
Rn(V) for several Aup-GaAs _,Sh, structures aT=4.2 K.
The values ofA(V) were calculated as

A(V)=[R(V) —R\(V)1/R(0), (4)

TABLE |. Characteristics of GaAs,Sh, epitaxial layers in
Au/p-GaAs _,Sh, structures, results for which are presented in Figs. 1, 3,
and 5.

Sample Sb content, Film thickness Ge content,
No. X d, um at. %
1p 0.06 18 0.2
2p 0.06 18 2
3p 0.06 18 5
4p 0.085 15 0.1
5p 0.085 15 0.2
6p 0.085 15 2
7p 0.105 13 0.05
8p 0.105 13 0.1
9p 0.105 13 0.2
10p 0.105 13 0.5
11p 0.125 18 0.1
12p 0.125 18 0.2
13p 0.125 18 0.5

creases substantially with increasing temperature, while the

1.0

08

0.6

A(V)

04

0.2

I ol N
15 0§ 0 -5 -0 -15
v, mv

FIG. 3. Relative magnitude of the zero-bias anoma(y) at T=4.2 K,
separated from the background resistaRgéV) measured at =55 K, for
Au/p-GaAs _,Sh, samples(see Table)}t 1 — 10p, 2 — 4p, 3 — 11p,
4—5p,5—7p, 6—1p.
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FIG. 5. The conductanckG=G(V) — G(0) versus\[V] near the zero-bias
4 .I I anomaly afT=4.2 K for the structure¢see Table)t 1 — 2p; 2 — 6p.
>
S SN !
© }: I At the same timeg$V is much greater when the zero-bias
zr anomaly is small — for small values &(0) (Fig. 4b. The
7L I I error in measurements 6V was eliminated by continuously
}: scanning the voltage near the valMe=0 from negative to
or }- -+- ‘+- { positive biases and back. Moreover, the values found from
1;7 150 AV fall outside the limits of the possible measurement error.
R(D), R The appearance of a shiftv of the zero-bias anomaly in

R(V) relative toV=0 was also observed earfiéf and was
FIG. 4. Amplitude of the zero-bias anomaly, (a) and its asymmetry  attributed to a strong compensation of the semiconductor. In
f;g;";f}efxz(b&"ersus the resistand¥(V=0) for Au/p-GaAs .S con- 4, gglid-solution layers the degree of compensation is in-
e deed high, but it is due to the residual impurititsand
therefore should decrease with increasing hole density and
decreasing resistance, while we observe, in contrast, an in-
background dependendgy(V) remains unchanged in the crease inéV, which characteresizes the asymmetry effect.
region 4.2 T<55 K, as follows from the tunneling theory. Thus the data presented in Fig. 4b do not agree with the
As temperature increases furth&e>55 K, the zero-bias model proposed in Refs. 9 and 10 for the origin of the aym-
anomaly vanishes, but then the form of the differential resismetry of the zero-bias anomaly.
tance curveR(V) also changes, as observed in structures 4. An explanation of the zero-bias anomaly in the con-
based on then-type solid solution at high temperatures. ductance of tunneling contacts was proposed in Refs. 12
At T=55 K the amplitude A(V=0) of the anomaly -14. The authors calculated the quantum correction for the
is negligible and the quantityRy(V,T=4.2K)=Ry density of states depending in the dependence of tunneling
(V, T=55 K) can be easily obtained for the purpose of cal-conductanceG(V)=(dV/dl)"! on the bias voltage for
culatingA(V) at T=4.2 K according to the relatio(#). |V|>KT:
3. As one can see from Fig. 3, the amplitude

of the zero-point anomaly (4) Ay=A(V=0) for AG(V) =y]V]. (6)

Au/p-GaAs _,Sh, samples reaches 96%, but the maximum G(0)

of A(V) does not always lie exactly &=0. This asymme- Here

try of the zero-bias anomaly relative ¥0=0 is expressed as 32 112

a shift of the maximum ofA(V) on the voltage scale by an YENPTVES,

amountsV<6 meV, always in the direction of direct biases. v, is the density of statel) with E,—E=E, and\, is a
Figure 4a shows the values of the amplitude multiparticle interaction constafifor the density of stat@sn

_ -~ a weakly disordered current-carrier gas. Earlier, a square-

An=[R(8V) = Ry(0)/R(8V), © root dependence of the ty[§6) was observed in the tunnel-
and Fig. 4b shows$V as a function oR(0). Theamplitude ing conductance of contacts of metals with thin films of
Ay increases withR(0) (i.e., with decreasing hole densjity granular metals and amorphous materials with metallic
This corresponds to the appearance of a giant peak on tlenductivity’®™'® It was also observed at the
curveR(V) as the electrical parameters of the epitaxial layerAu/n-GaAs _,Sh, Schottky barriers.

approach the metal—insulator transition. Figure 5 shows the change in the conductance
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Binding energy of exciton-impurity complexes in semiconductors with diamond and
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The binding energies of four complexes — excitdncharged impurity, exciton- neutral

impurity — were calculated by a variational method in semiconductors with diamond and
zinc blende structure taking into account the degeneracy of the valence-band edge. The
numerical calculations were performed for exciton—impurity complexes in a series of 11-VI,
-V, and IV-IV crystals. © 1998 American Institute of Physid$1063-78268)01505-1

1. INTRODUCTION approximation of simple parabolic bands for an arbitrary
value of the ratioc=m./my,. It was shown that this com-
The existence of several types of exciton-impurity com-plex is stable for any ratio of the electron and hole effective
plexes(EICs) was first predicted in Ref. 1. Absorption and masses.
emission lines of several EICs, identified according to the In summary, despite the fact that EICs in crystals have
value of theg factor as EICs on a neutral acceptor, neutralbeen studied for almost 35 years there are substantial dis-
donor, and ionized donor, were first observed in hexagonatrepancies right up to contradictions in the theoretical results
CdS atT=1.6 K23 The first calculations of the binding en- obtained by different authors concerning the conditions of
ergy of an exciton with an ionized impurity were performed existence and stability of EICs as well as the specific values
in the effective mass approximatiofcEMA) using simple of the binding energy of different complexes. Moreover,
parabolic electron and hole dispersion laws. In Ref. 4 thanost theoretical calculations were performed in the approxi-
binding energy of an exciton with an ionized impurity in mation of a model band structure using simple parabolic dis-
semiconductors was calculated by a variational principle. Ipersion laws. In other words the problem of EICs in semi-
was shown that the bound state excitenD* exists for  conductors has not been solved conclusively. This concerns
mp>5m,, while an exciton+ A~ exists form,>4m,. first and foremost the development of a single method of
The energies and wavefunctions of the complexes exciefficient and reliable calculation of the binding energies of
ton + D' and exciton+ A~ were calculated in variational the four most important EICs — excitosr D", exciton
calculations for a wide range of values of the ratig/m;,, + A~ exciton+ D, and excitor+ A° — in real semicon-
covering the experimental values in InSb, InAs, InP, GaAsductors with a complicated band structure using a single ap-
GaSb, and so on.In Ref. 5 it was concluded that bound proach for describing both exciton and impurity states as
excitons exist for 1.4m,/m,<4.5. well as EIC states, determining at the same time the possi-
The energy of an exciton bound on an ionized impuritybility of their existence in a specific crystal.
was also calculated in Ref. 6 by a direct variational method
in 11I-VI and 111-V semiconductors with the sphalerite struc-
ture, taking account of the degeneracy of the valence-banﬁ FORMULATION OF THE PROBLEM. HAMILTONIAN OF
. ; o N EXCITON-IMPURITY COMPLEX
edge and in the average effective mass approximation. It was
shown that the exciton complexes in ionic semiconductors  Our work is devoted to the calculation of the ground-
can form only on singly-charged impurities. The stability of state energies of the four EICs listed above, taking into ac-
excitons on a neutral donor or acceptor was studied in RefEount the degeneracy of the valence-band top in semiconduc-
7-9. The authors showed that for an EIC to be stableors with diamond and zinc blende structure.
the critical parameter must lie in the interval In Refs. 11 and 12 the EMA equatiohst* describing
1<(os=(mg/m,))<2. The binding energies of EICs were the state of an exciton in diamond- and sphalerite-like semi-
calculated by a variational method using 46- and 35-ternconductors, taking account of the degeneracy of the upper
trial atomic-type wavefunctions. Numerical calculationsvalence band, spin-orbit interaction, and anisotropy and non-
were performed for CdS, CdSe, ZnO, GaAs, and InP crystalparabolicity of the conduction band, were derived on the
neglecting the complicated band structure of these crystalsbasis of the multielectron problem. The system of four
In a later workR® the ground-state energy of the EIC second-order partial differential equations describing an ex-
exciton + D° was calculated by a variational method in an citon neglecting the spin-split off valence band is
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FIG. 1. Exciton on an ionized impurity.
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A, B, and C are the Dresselhaus—Kip—Kittel parameters;
o1, 05, ando; are the Pauli matriced; is the unit matrix;
r, andr, are the electron and hole radius vectors in th
exciton; andy is the potential energy of an impurity center.
For an exciton bound on an ionized impurity we have

z& 7€

V(ry,ry))=——- ,
(ra.r2) ol €ol

(4)

wherez is the charge of the impurity centésee Fig. 1 —
z=1 for the complex excitor+ D* and z=—1 for the
complex exciton+ A™.

For an exciton bound on a neutral impurity

%2 e?

A _
2mg(my,) 3 gol's

7€ 7€

- + :
golra—ra|  &olri—ryl

V(ry,rp,rg)=V(ry,ry)—

)

Herer; is the radius vector of the electréhole) neutralizing
the impurity andz=*1 in the case of a neutral donor or
acceptor, respectivelsee Fig. 2

e

Zubkova et al.

Tz 7 T

FIG. 2. Exciton on a neutral impurity.

3. CALCULATION OF THE GROUND STATE ENERGY OF AN
EXCITON-IMPURITY COMPLEX

The system$1)—(6) were solved numerically by a direct
variational method. The trial function was approximated
with a multiplicative form. For an electrorr{) in the exci-
ton and for the intrinsic electrofthole) (r;) of a neutral
impurity hydrogen-like functions were chosen with varia-
tional parameters and 8

3 3
\I,: a_efarl B_efﬁr:;
N 7 V' 7
X (g (1) a1 2) ha(r2) ha(r2)) " (6)

The column vector ¢, ,34,) " describes the state of
a hole in a 4-fold degenerate valence band with a total an-
gular momentunj = 3/2. The trial functions); in accordance
with the symmetry of the hole part of the Hamiltonié)—

(3) were chosen in the form of an expansion in terms of
hydrogen-likes andd states of the type
gi=gi(r,0)e"'eme, (7)
The axial symmetry of the problémmakes it possible to
assign to the four functiong; the following dependences on
the angley:
m;=m, my,=m+1, mg=m—-2, my=m-1. (8)

The lowest 4-fold degenerate hole state corresponds to

m=0, 1. Then, for each of the four components we have

P1=Cre 2t cg(x2+y2—272)e 'z

Yo=Coz(X+iy)e 22 =csi(x—iy)%e 37

Ya=c4iz(x—iy)e 42, 9

For the complexes excitot charged impurity the sec-
ond cofactor in Eq.(6) is absent;a, B, «;, and c;,
i=1, ....5, arevariational parameters. Substituting the ex-
pressiong6) and(9) into Egs.(1)—(4) and using the normal-
ization [¥*W¥dr=1 we obtain for the complexes exciton
+ D" or A™ the functional
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a? z<eggyle,,. Therefore the EICs excito- D™ or A~ can
+As(a;,C) form only on single-charged impurities, in agreement with
the results of Ref. 6 .

The normalization condition gives

E(a,ai,ci)=f VHAVdr= o

B
5 8(aic) V3Bs3(a; ,C)
W(£1a§+ 382/a§+ 1283/a§
z
+/C?+3B2S,(a, ,ci)+€—a +3e4/af+ 1885/ ag)=1. (1D)
0
The derivation of Eqs(10)—(11) used the important property

—zs5( @ ,C)/eg—Ss(@, @i Ci)lew, (100 o the operatord, andb,

where
* _ i *
51:7T(82ai+382+ 1283+384+ 1885), f lpn b2,3¢d7-_ f ‘ﬂbz,s‘ﬁndT- (12)
S, =67(32w15/5— £,/7+ 8e3/7+ 1e,4/7+ 1255/7); The functional(10) and all subsequent formulas are written

in the dimensionless variables
S3=327(1w14/5— 968557+ 2465,47);

54=32’7T[_((1)12+w13)/5+48(2535_ 525)/7 e=E—— p=r
+24(2 854 8,0)I7];

For EICs with neutral impurities the following terms are

55:W(81a§+82/a2+483/a’3+84/a4+685/a5); added to Eq(lO)
2a+a; B? |z|B? sign(z)| a?(a+2pB)
Se=S5— m Ci—————+ y,+4y5+ y4+6ys5|; - + —a-
6— S5 T 1(a+a1)3 Y2 Y3T Va4 Ys 2mg(my,) P £ (a+ﬂ)3
CiCiaij(baj+ a;) a;+2p
gi=c?la?; ij:%. §—3+C§X2+4C§X3+C§X4+6C§X5 ,
(aj+a)) (a+
2
CiCiaja; Ci(da+ a; a;t4
§y=— A yizl(—;). =2 o34 (13
(ait+a)) (a+a)) (ai+pB)

The functional(10) was written so that the contributions These terms include the kinetic energy of the electiaie)

of the kinetic energy of the excitonic electrgrerm 1, the  neutralizing the impurity, the Coulomb interaction of this
kinetic energy of the excitonic hole taking account of theelectron(hole) with a charged impurity center, and the Cou-
4-fold degeneracy of the valence-band efigems 2-5, the  lomb interaction of the excitonic electron and hole with the
screened Coulomb interaction of the elect{bole) with a  electron(hole) of the neutral impurity.

charged impurity(terms 6—7, and the screened interaction The functionals(10) and (13), taking account of Eg.
of an electron and a hole in the excitéterm 8 are seen (11), were minimized numerically with respect to the 10-11
explicity. We note that analysis of the equation parameters by the steepest-descent methgdadient
JE(a,a;,c;)da=0 showed that it is satisfied only if method. The working program makes it possible to obtain

TABLE |. Binding energiesmeV) of the ground state of EICs excitonD* and exciton+D° for a number of semiconductors.

GaAs ZnTe ZnSe CdTe GaSh GaP InSb InP

This work  —5.65 —32.2 -34 —155 -2.5 —16.7 —0.706 —6.95

Theoretical —55 [6] -11.5 [4] -17.1 [23] —14.6 [18 -2.7 [18] -22.8 [18 -1.06 [23] -6.8 [1§]

EIC calculations ¢=0.25 0=0.27 0=0.16 0=0.18 [18] o=0.18
ExcitonD* -6.15 [18] -13 [18] -37.1 [1§] -0.7 [18]
0=0.11 0=0.15 0=0.28 0=0.04
Experiment —-7.2 [19] —34.3 [24] -14 [25]
-6.1 [20] -37.3 [24] -19 [26]
This work  —5.6 —30.05 -325 -12.8 —2.43 —15.38 —0.695 —6.45
EIC Theoretical —6.4 [21] —25.9 [22] -31.4 [22] -129 [21] -25 [21] -8.1 [21]
Exciton + D° calculations ¢=0.14 0=0.21

Experiment -6 [19] —12.1 [21] -26.9 [21] —21.3 [22]
-33.3 [24]
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TABLE II. Binding energiesimeV) of the ground state of EICs excitohA~ and +A° for a number of semiconductors.
GaAs ZnTe CdTe GaShb GaP
This work —29.5 —1185 —-73.1 —10.8 —-30.1
Theoretical calculations —-22.1 [16] —106 [4] -7.2 (6] -36 [6]
0=0.25 0=0.28 0=0.40
EIC £0=12.9 -8.75 [6] —47.1 [6]
Exciton —28.1 [6] 0=0.34 0=0.34
+A” 0=0.25 -18 [4]
e=11.6
Experiment -31.9 [19] -8 [28] -30 [29]
-17 [28]
This work —34.4 —74.2 —74.6 —-12.6 —26.1
Theoretical calculations  ¢=0.28 0=0.39 0=0.16 0=0.25
Exciton —29.3 [27]
+A° 0=0.22
Experiment -34 [20] —76.8 [27]
-39 [27]
36.7 [19]

the binding energies of four EICs for Ge, Si, and II-VI and ment is good. The discrepancies can be attributed, first and

[lI-V semiconductors with zinc-blende structure. foremost, to the large difference in the parameters of the

band structure which were obtained by different authors both

experimentally and theoretically.

The calculations were performed for 16 crystals of the We note that the conc_ept of the so-called average hole
effective mass employed in most works on EICs itself de-

types indicated above. A comparative analysis of the contri- d th thod d to determine the effect
butions of individual terms in the functiona(4¢0) and (13) penads on the method used to determiné he efiective mass.

permits making a judgement as to the possibility of the eX_Eprdgxample, n GfaA? the Val.&:e of, deltermmetslhfromlthe
istence of a given complex in a specific crystal for given inding energy ot a free exciion equais Uy the value .
parametersn, , A, B, andC. For example, in the EIC exci- determined from the binding energy of a shallow acceptor is
ton + A in eS,i V\,/ith,A: _4' 25 B=—0.7 ,andC2=21 79 0.3m,; and, the value determined as the arithmetic mean of
in units of #2/2m,, the interaction of the excitonic electron the effective masses of heavyngy) and light (mj) holes
and hole and the interaction of an electron with are al- equals 0.2if,. _We note once again that in our wolrk we did
most four orders of magnitude weaker than the interaction OPOt resort to this concept, ar?d. we operated with —K

the hole withA™, i.e. we have obtained a shallow acceptorparametersé\, B, andC describing the structure of the upper
level with E.— _’30 3 meV, which is in good agreement valence band. Table Il gives the valuesrof as the arith-
with Eb=—3b0 6 me.\/ calcu’lated in Ref. 16 with the same Metic mean of the effective masses of the heavy and light

4. DISCUSSION

parameters. holes
In Tables | and Il the ground-state energies which we
obtained for the four EICs for a number of crystal - __ Mo _2%t3ys v 2A
ystals are com Mo =——ar—s Y=, —=——,
pared with the calculations performed by other authors and 717 2]l S Mo h?
with existing experimental data. Table Il gives the values of
the parametersn,, A, B, C?, ¢,, ande., as well as the Y B y; JC?+3B?
average value ofm,, and o=m./m, which were used. A my 420 my W (14
comparison shows satisfactory agreement with experimental
data, while for GaAs, CdTe, GaSb, InSb, and InP the agreewvhere y,, 7v,, and y; are the well-known Luttinger

TABLE Ill. Crystal parameters.

o

A 2my B(Zmo R € €. me my, o
GaAs  -55 —45 -1 129 [6] 109 [6] 0066 055 0.12
ZnTe -1.2 —2.38 -0.2 8.7 [30] 7.2 [30] 0.17 0.58 0.29
ZnSe -1.71 —-2.39 4.5 8.6 [30] 5.9 [30] 0.21 0.82 0.26
CdTe -39 -4 -14 10.7  [30] 7.1 [30] 0.11 2.56 0.043
GaSb —10.2 —8.6 16 16.1 [6] 14.2 [6] 0.046 0.38 0.12
GaP -4.7 -2.6 9 10.7 [6] 8.5 [6] 0.13 0.34 0.38
InSb -315 -29.3 113 17.2  [30] 153  [30] 0.015 0.27 0.056
InP —-6.3 —-5.3 0 12.3  [30] 9.5 [30] 0.072 0.54 0.133
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A heterojunction based on semiconductors with a chain crystal strugtdi€e—p-TlInSe, was
obtained. Liquid-phase epitaxy from TISe melt on the nat(aD) cleavage surface of a

TlinSe, crystal was used. The structure obtained is sensitive to light and hard radiation. Some
photoelectric properties of the heterojunctions were investigated19€8 American

Institute of Physics.S1063-782608)01605-4

It is well known that one of the factors stimulating the X 10 mm. The reflecting surfaces bounding the samples were
development of heterojunctions in II-VI semiconductorsnot additionally worked.

was the impossibility of producing p—n heterojunction in The heterostructures were prepared in a horizontal
many compounds of this group because of self-quartz tube in vacuum under residual pressure 0.13 Pa. Two
compensation, which impedes dopihg. quick-response heaters provided a vertical temperature gra-

A similar situation arises in anisotropic, for example, dient in the reactor.
layered, semiconductors whose doping is complicated by the Two variants of the relative arrangement of TISe and the
“self-purification” effect — release of impurities from lay- substrate were used in the preparation for epitaxy: TISe be-
ers into the interlayer space of the crystabn the other low and above the substrate. In the first variant the substrate
hand, the anisotropy of layered semiconductors makes it pogvas arranged with the freshly cleaved surface on a crystal or
sible to obtain by lamination perfect natural surfaces with allSe powder loaded into a thin-wall quartz “boat.” In the
low density of states, which is important for obtaining high- second variant a TISe sample, which was slightly smaller
quality heterojunctiongHJS. In recent years intense efforts than the substrate, was placed on the substrate. Next, the
have been made to produce HJs in layered crystals biemperature in the reactor was raised in 7—10 min to the
van der Waals epitaxy, specifically, on semiconductors suchelting point of TISe, held at that level for 3—5 min, and
as InSe and GaSe It is of interest to investigate in this then rapidly(within 30 9 lowered by 10-15 °C. The tem-
direction a different class of anisotropic semiconductors —perature was further decreased at a rate of 3—4 °C/min.
semiconductors with a chain structure. In both variants the obtained epitaxial layers were

Interesting examples of such semiconductors are TISgingle-crystal layers when the substrate temperature was
and TlinSe. They are isostructural and crystallize in a te- lower than the melt temperature. However, in the first variant
tragonal lattice. Some crystal parameters are given in Tablthe epitaxial layers were permeated with small voids, appar-
. In contrast to IlI-IV—V compounds with a crystal chain ently, as a result of overheating of the bottom layers of the
structure, there exists for them a well-developed technologynelt and release of a volatile component. The epitaxial lay-
for growing large single crystafsTlIinSe, crystals exhibit —ers were 100—20@m thick.
high sensitivity to near-IR and hard radiation, and they ex-  Ohmic indium contacts were deposited on the prepared
hibit high radiation resistanc®. The present paper reports heterostructures. The contacts were continuous on the TISe
the first results on the fabrication of TISe-TlinSeetero-  side and in the form of a narrow longitudinal strip on the
junctions by van der Waals epitaxy. TISe epitaxy ofia0)  Opposite side. Figure 1 shows a photomicrograph of the side
TlinSe, surface was conducted from TISe melt with direct cleavage surface of the heterostructure. Cleaving was done in
melt—substrate contact. the (110 plane perpendicular to the junction boundary. An

The crystals for the experiment were grown by oriented
crystallization, which is described in Ref. 9 and which con-
sists of a modified Bridgman method. The single-crystal in-TABLE I. Crystal parameters.
gots possessed a crystallographic orientation withcthgis

directed along the ingop-type conductivity, and hole den- C°mPound 2, A ¢, A By, 8V Tp, °C  Reference
sity at 290 K 1.x 10 and 2.2x10' cm™2 for TISe and  Tise 8.02:0.01 7.00-0.02  0.56 334 6,7
TlinSe,, respectively. TlinSe, 8.0743) 6.8414) 7

The substrates were prepared by cleaving an ingot alon§f'"S® 8.02 6.826 L2 e 8

two mutually perpendiculg{llo} natl_”al Cleavage .surfaces. Note: ac—crystal lattice constant&,—band gapT,—melting tempera-
They were bar-shaped with approximate dimensionx@.5 ture.
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FIG. 1. Photomicrograph of a side cleavage surface of the het-
erostructure in naturdh) and polarizedb) light. Magnification:

X 250.

epitaxial TISe layer is located on top. The section of thethat the conclusion as to the role of the Dember effect is
junction boundary marked by the arrows is clearly distin-tentative.

guished in polarized light.

The temporal parameters of the heterojunctions obtained

The isotypic HJs obtained exhibited appreciable sensitivwere estimated from the kinetics of the short-circuit voltage,
ity to light and hard radiation. The current-voltage characterexcited by square pulses of radiation from an injection laser
istics were almost symmetric with a rectification factor 1.5—2with wavelengthA =0.91 yum. The rise and fall time con-

at 0.5 V. The currents consisted of several tenguéf. In

stants of the photoresponse were equal t6*1€ The large

view of the large serial resistance, determined by the highvalue of the response time is determined byRt&of the HJ.
resistance substrate, it was of no interest to analyze th@/e note that the corresponding times for a detector based on

current-voltage and current-capacitance characteristics.

The maximum short-circuit current densi{filiinSe,-side
illumination) was | .=0.5—-0.6 mA/cnt. The open-circuit
voltageU . with concentrated solar radiation reached 0.39—
0.40 V at room temperature. The polarity of the photore-
sponse on all HJs corresponded to a positive potential on
TISe relative to TlinSg

The currents excited by 80—100 keV x-rays were equal
to approximately 0.5uA with an exposure dose rate of
10 rad/min.

Figure 2 shows the spectral characteristic of the photo-
response of HJ in the short-circuit current maderve 1).
One can see from the spectrum that carriers photogenerated
in the narrow-gap component of the pair do not participate in
the photoresponse. This could be due to the fact that because
of the large difference of the majority carrier density be-
tween TISe and TlinSethe space-charge region is concen-
trated in the latter. It is interesting that the maximum in the
spectral characteristic of the HJ is shifted in the short-
wavelength direction relative to the maximum in the spec-
trum of the photoconductivity,, of a uniform TlinSe crys-
tal (curves3 and4). The observed shift is probably due to the
Dember effect, since in the experimental high-resistance
TlinSe, crystals with highu,7,=10"2 cn?- V=1 (u, is the
mobility, and 7, is the lifetime of the holgsthe diffusion
hole current, directed away from the illuminated surface in
the direction of the HJ, should make a large contribution to
the photoresponse. This is confirmed by the fact that this
shift is not observed under illumination along the heterojunc-
tion, performed through a side cleavage surface of the het-
erostructurgFig. 2, curve2). The curves3 and4 in Fig. 2
are the photoconductivity spectra of a uniform Tlin®eys-
tal illuminated in the direction of and perpendicular to the
electric field, respectively. The intensity of the field in the
samples was equal to 100 V/cm, so that the diffusion com-
ponent of the photoresponse could not be large compared
with the photocurrent. For this reason, the shift in the pho-
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a uniform TlInSe crystal, which are determined by the
generation-recombination processes in TljnSae two or-
ders of magnitude larger.

Special investigations showed that in TISe and TlinSe
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FIG. 2. |4 spectra of a heterojunction illuminated on the TlipSale (1)
and through the side cleavage surface along the junction bouf@eaand

tOCOﬂdUCtIVIty spectra Is very small compared with the COlthe photoconductivity spectra of a TlinSerystal illuminated in the direc-

responding shift in thég. spectra. We underscore, however, tion of (3) and perpendicular t¢4) the electric field.
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Mechanism of anodic electroluminescence of porous silicon in electrolytes
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A mechanism of charge-carrier transfer from an electrolyte into porous silicon, which explains
the efficient anodic electroluminescence of porous silicon, is proposed and analyzed in

detail. It is shown that when a current flows through the interface, electrically active particles
accumulate in the electrolyte — atomic hydrogen and oxygen, which with respect to

porous silicon are efficient electron donors and acceptors. Visible-range electroluminescence
arises as a result of bipolar electron and hole injection from the electrolyte into high-resistance
quantum-well crystallites of porous silicon. It is shown that the overall mechanism is the
same for anodic and cathodic electroluminescence. This explains the well-known similarity of
these two processes. The detailed physicochemical processes, which are the basis for
anodic luminescence, are explained. 1898 American Institute of Physics.
[S1063-782608)01705-7

1. INTRODUCTION flows from the silicon substrate directly into the electrolyte,
bypassing the microcrystallit€d® Therefore, carrier injec-
ElectroluminescencéEL) of porous silicon(por-Si) in tion from both the substrate and the electrolyte is impeded.
contact with electrolytes is observed with porous layers |n Ref. 6 it was shown that electrically active particles,
grown onn- or p-type silicon substrates when both negativewnich can inject both types of carriers into the microcrystal-
and positive biases are applied to thérathodic and anodic  jites, are generated at the electrolyte—substrate boundary as a
EL, rgspectively1‘5 By studying such EL it is possible t0 resyt of electrochemical processes occurring during current
form judgements about charge-carrier transport processes {i, The carriers recombine in the microcrystallites, giving
the complex multicomponent systepor-Si. Numerous in-  jse t EL in the visible range. In the cathodic process, ions—
vestigations of the cathodic EL @ior-Si in contact with an 5 gicals SiQ~ (acceptors and neutral hydrogen atoms®H
oxidizing electrolyte have shown that it is highly efficiértt. (electron donorsparticipate as concrete, electrically active
In Refs. 6 a!']d 7_the Processes occurring in such a syste rticles. This model has explained virtually all characteris-
under a cathodic bias were analyzed in detail and a gener . features of the visible and infrared cathodic EL.
ized model of the cathodic EL gdor-Si in electrolytes was Cathodic luminescence arises only when a strong oxi-

p_roposed. Thls_model was base_d on the ideaptbaSi con ., _dizer is present in the electrolyte, whereas anodic EL occurs
sists of crystallites of different sizes. The largest crystallites : L .

: . ; o In water solutions with virtually any composition. Thus, very
are essentially a continuation of the silicon substrate. The

smallest crystallites do not exceed several nanometers Islgimilar results have been obtained with solutions of HC,
5,11,12 H
size. The visible photo- and electroluminescencpatSi is Cl, H,S0;, and NaNQ. We also observed intense EL

observed as a result of the quantum-well broadening of th&vIth the use (?f a 0.M NaOH solution and buffer sqlutlons
band gap of such crystallites up to 2—3 &V. of Na,B,O; with pH=9.18. In these cases the maximum of

But the small size of the microcrystallites gives rise toN€ @nodic EL spectrum was shifted to higher energies.
not only a broadening of their band gap, but also account for /S @ rule, anodic EL is no less intense than cathodic EL,
their high electrical resistance, irrespective of the type ofough it is accompanied by more rapid degradation. The
conductivity and charge-carrier density in the initial silicon SPectral characteristics of anodic EL are very reminiscent of
substrate. The free-carriéiboth electrons and holpslensity ~ the characteristics of cathodic EL gor-Si. For both ca-
in the microcrystallites is exceedingly low. For this reason,thodic and anodic EL the onset of luminescence is delayed.
simultaneous injection of charge carriers of both sigigo- ~ This delay time ordinarily ranges from 0.01 s up to several
lar injection into the microcrystallites is necessary in order Seconds. At low current densitiés mA/cn?) the delay of
to obtain efficient electroluminescence. However, the ban@nodic EL increases to several minutes. It has been found
offsets at the Spor-Si heterojunction impede the entry of that the delay time is directly proportional to the thickness of
carriers from the substrate, while a low-resistance electrothe por-Si layer and inversely proportional to the current
lyte, which penetrates into the porous layer, shunts the highdensity® In the process of anodic EL a “blue” shift of the
resistance microcrystallites, and most of the electrical currergpectral maximum of the EL with increasing voltage on the

1063-7826/98/32(5)/4/$15.00 529 © 1998 American Institute of Physics
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electrolytic cef® and with increasing duration of flow atomic hydrogen and oxygen are always present in the

electrolysis is observed. electrolyte in quasiequilibrium concentrations that are pro-
The mechanism leading to the appearance of anodic Eportional to the current.

has not been studied adequately and has been interpreted

differently in different studie§? In our study the basic as-

Sumptions of the mOdel, which were formulated in Refs. 63' MODEL OF ANODIC ELECTROLUMINESCENCE

and 7, are extended to anodic EL dr-Si, and the specific

physicochemical processes which occur are uncovered. The When a current flows in the systegsilicon substratg

electrically active particles are identified — donors and acor-Si the initial porous layer is shunted by the low-

ceptors, providing bipolar injection of carriers into the mi- resistance electrolyte, and a larger fraction of the current

crocrystallites. The observed characteristic features of anodigasses from the silicon substrate directly into the electrolyte,

EL are explained. bypassing the microcrystallites. For this reason, the reactions

(1)—(3) occur inside the porous layer — at the boundary of

the electrolyte with the silicon substrate. The atomic hydro-

gen and oxygen formed in the process can diffuse into the

electrolyte and become adsorbed on the surface of the elec-

trically neutral, quantum-well nanocrystallites.

Anodic electrochemical processes on a silicon surface Comparison of the standard electrochemical potengals
proceed with the participation of the valence band of theof atomic hydrogen and oxygewhich equal—2.10 V and
semiconductor and are associated with the consumption of 2.42 V, respectively, relative to a normal standard
holes!? In the case OD_Si these holes come from the volume electrodé7) with the position of the Fermi level and the band
of the semiconductor. In the casereBi the hole sources are €dges in silicon angor-Si*® shows that they are extremely
generation-recombination processes at the interface of th@lectrically active particles: hydrogen atoms are donors and
semiconductor with the oxide layer that is formeéd. oxygen atoms are acceptors. The adsorbed atomic hydrogen

The main anodic process is oxidation of silicon, i.e., ion-injects electrons into the conduction band of the microcrys-
ization of the surface silicon atoms with trapping of holestallites, while oxygen atoms remove electrons from the va-

and formation of silicon monoxide and then silicon dioxide: lence band, which is equivalent to injection of holes into it.
In the process the microcrystallites remain electrically neu-

Si+2h™ + H,0—Si0+2H", (18 tral, while bipolar injection of carriers into the microcrystal-

. + . n lites gives rise to visible-range EL. In this process the semi-
SIO+2h" +H,0-Si0y+2H". (1b) conductor essentially plays the role of a solid-state catalyst,
Dissolution of silicon is ruled out here, because the electrowhich facilitates electron exchange between electrically ac-
lyte contains no fluoride ions, which are capable of bindingtive particles:
silicon ions into a soluble complex. rZe”'l

If the current is virtually completely expended at the first
stages of electrolysis on the oxidation of silicon, then after 2H? +0°
the first SiQ layer has formed on its surface the anode po-Some of the energy released in such a reaction goes into
tential increases and water molecdfeand hydroxide ions luminescence. In accordance with the Franck—Condon
start to oxidize in the reactions principle!® such exchange is more likely to occur not di-

H:0+2h" 0%+ 2H"(nan acidiemediun (28 gorsiiricer i e present caper S
or It should also be noted that electron injection occurs by
the simple scheme

2. ELECTROCHEMICAL AND CHEMICAL PROCESSES
ACCOMPANYING THE PASSAGE OF AN ANODIC CURRENT

- H20. (4)

2(OH)” +2h"—0%+H,O (in an alkaline medium
(2b) H—H"+e", (5)

with atomic oxygen © being formed in each case. Each of Whereas hole injection is complicated by the chemical inter-
these electrochemical processes is followed by a chain giction of oxygen wittpor-Si. Initially, atomic oxygen inter-
chemical transformations. Specifically, silicon monoxideacts with hydrogen chemisorbed on ther-Si surface:

SiO, formed by the reactiofla), can react with water 2(=Si—H)+ 0°—2Si+ H,0+ 2h* (63)
SiO+2H,0—Si0,+ 2H+2H* €] or, equivalently,
with atomic hydrogen Pi being formed, similarly to the O°—0? +2h*. (6b)

manner in which this happens in the electrolytic prOdUCtlonHowever, after the chemisorbed hydrogen is removed from

of por—Si.lG The existence of the reactia@) is confirmed the surface of the microcrystallites the hole injection process
experimentally by the fact that the oxygen released at the Y ! b

anode ordinarily contains an admixture of hydrogen. AlongIS accompanied by OX|dat_|on of ?.'I'Con 5.“0”‘5: This ult
: : mately leads to the formation of silicon oxide microcrystal-
with molecule formation from hydrogen and oxygen atoms,,. )
. S .. _lites on the surface:
some oxygen atoms are used up in the oxidation of silicon.
Nonetheless, it is obvious that in the presence of a current Si+20°—SiO,+4h™. (60
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FIG. 1. Anodic(1) and cathodid?2) electroluminescence spectra obtained FIG. 2. Temporal characteristics of the electroluminescengeopbSi in an
for the samepor-Si sample in solutionst — 1 N H,SO,, 2— 1 N H,SO, oxidizing electrolyte during passage of sign-alternating current pulses:
+ 0.1 N K,S,0q. The por-Si samples were prepared by the method of current amplitude2 — intensity of electroluminescence measured at wave-
Ref. 10. length 700 nm. Inset: Variation of the intensity of electroluminescence ac-

companying repeated passage of current pulses.

4. DISCUSSION OF THE RESULTS ON THE BASIS OF THE

PROPOSED MODEL The proposed model makes it possible to explain the

It should be noted first that the overall model proposeddependence of the delay of EL onset on the thickness of the
above applies to anodic and cathodic electroluminescenceor-Si layer. Electrically active particles are formed on the
For this reason, for the sanper-Si sample, i.e., for the same inner boundary ofpor-Si with the substrate and reach the
crystallite-size distribution, identical cathodic and anodic ELpor-Si surface only to the extent that they diffuse in the
spectra are observdfig. 1). electrolyte. Correspondingly, as assumed in Ref. 5, EL ini-

The long delay times for onset of EL relative to onset oftially arises inside theor-Si layer and reaches thgor-Si
current passage are explained by the fact that charge-carrisurface only after the passage of a certain period of time,
transport topor-Si microcrystallites is mainly ionic and not which depends on the layer thickness. This was confirmed
electronic. This is confirmed by the experiments of Ref. 20,experimentally in Ref. 12. The inverse relation between the
where very weak anodic EL with virtually no delay was ob- EL delay and the anodic current density is obvious, since a
served in the absence of wettingdr-Si by electrolyte and  definite amount of electricity must pass in order to achieve a
in the presence of an anodic current flgfer sufficiently  definite threshold concentration of electrically active par-
high potentials Under good wetting conditions, however, ticles.
the same current was achieved with substantially lower po- The mechanism of anodic EL proposed above makes it
tentials, and the EL was several orders of magnitude morpossible to explain the effects associated with the appearance
intense but appeared after a delay of more than 1 min. In thef the “blue” shift of the spectral maximum of EL as a
first case EL associated with direct current passage throudhinction of the applied voltage. The energies of the electri-
microcrystallites occurred. The appearance of efficient ElLcally active particlegdonors and acceptgri the electrolyte
becomes possible only after the electrolyte penetrates deepe determined by their standard electrochemical potentials
into the porous layer and hydrogen and oxygen atoms havand concentrations. Their concentration in the electrolyte in-
accumulated in sufficient numbers and diffuse to the microcreases with increasing difference in the energies of electron
crystallites. Improving the wettability gbor-Si by the elec- donors and acceptors which are formed during electrolysis.
trolyte improves the penetration of the electrolyte to the subTherefore, wider-gap microcrystallites will be entrained into
strate and at the same time allows the electrolyte to com#he EL process. Since the equilibrium concentrations of elec-
into contact with a large number of microcrystallites andtrically active particles are determined by the current density
therefore improves the conditions for the appearance visibleand correspondingly the voltage, the higher the current den-
range EL. sity at the working electrode, the larger the shift of the maxi-

The delay times in the anodic process for low currentmum of the EL spectrum in the direction of higher energies
densities are at least an order of magnitude longer than ths. This pertains equally to both anodic and cathodic EL and
“cathodic” delay times. This could be due to the fact that is confirmed by experiments:?*°
when anodic current starts to flow, it is almost completely  In accordance with the reactidfic), atomic oxygen oxi-
expended on the formation of silicon oxide. Oxygen is notdizes the surface opor-Si microcrystallites by injecting
released at this stage of electrolysis and therefore acceptotsples into them. In the process the silicon microcrystallites
which inject holes into the microcrystallites, are absent abecome smaller, and an increasingly larger shift of the maxi-
these initial stages of electrolysis. mum of EL into the short-wavelength region of the spectrum
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The transport times(P) and the mean free paths of magnetoexcitons in a quantum well and
of spatially direct and indirect magnetoexcitons in coupled quantum wells in a random
potential produced by thickness fluctuations of the quantum wells or a random distribution of
impurity centers in quantum welld(is the magnetic momentum of an excijare

calculated. The function(P) is nonmonotonic, but as the distanibebetween the quantum

wells increases, the maximum,,,(P) gradually vanishes in the presence of scattering by
surface terraces. As the magnetic fiell)(increasesy(0) decreases as i for

D<I (I=\Ac/eH is the magnetic lengihand as 14?2 for D>I. The behavior of the computed
values ofr for largeH agrees qualitatively with the experimental data. The mean free

path length of a magnetoexciton exhibitsRs: 0 a maximum whose magnitude decreases as the
parameteD/| increases. ©1998 American Institute of Physid$$1063-782608)01805-3

1. INTRODUCTION thicknes$ of e andh QWs, on the low-temperature transport
properties of excitons in a single QW and in CQWs in a
In recent years low-dimensional semiconductor strucstrong transverse magnetic field. The problem of the diffu-
tures — dots and wires — have aroused a great deal dfion and localization of 2D excitons in the absence of a mag-
interest (see Refs. 1-3 and the literature cited there netic field was studied in Refs. 11—14. The transport proper-
Electron-hole systems in coupled quantum welIQWSs are  ties of volume excitons were studied in Refs. 15 and 16.
attracting special attention because of the prediction oMagnetoexcitonic transport in double QWs was studied in
superfluidity~® of indirect excitons, consisting of spatially Ref. 17.
separated electrore] and hole f), in them. In these sys- In the present paper we shall show that the transport
tems superfluidity appears in the form of undamped electrirelaxation time+ of an indirect magnetoexciton depends
cal currents in each quantum well. These systems can alsrongly on the exciton magnetic momentiivand the dis-
exhibit interesting effects due to entrainment of quasipartitanceD between thee andh quantum wells. The transport
cles of one layer by quasiparticles of another ldyArstrong  relaxation timer of magnetoexcitons in QWs and CQWs for
magnetic field increases the binding energy of two-smallD on surface terraces exhibits a maximum at a nonzero
dimensional2D) magnetoexcitorfs’ and can strongly influ-  exciton momentum. As the paramet@y/| (I=Ac/eH is
ence the formation of the superfluid phase. the magnetic lengthincreases, the maximum gradually de-
Other phases can also form in these systt®eme of creases and then vanishes. HWsincreasesy decreases as
these phases are similar to those in three-dimensional exci—~ 1/\/H for D/I<1 andP=0 and asr~ 1/H? for D/I>1.
tonic systems? They can exist if the exciton lifetime is The decrease of and the theoretically computed valuesrof
much longer than the thermalization time. A sharp decreasggree qualitatively with the experimental results obtained in
of the lifetime of indirect excitons with increasing magnetic Ref. 1 in high magnetic fields.
field H for H>7 T has been observed experimenﬂaﬂylow In Sec. 2 the transport relaxation times and mean free
temperature§ <1 K. The exciton lifetime is determined by path of magnetoexciton®Es) in a single QW in a random
radiative and nonradiative recombination mechanisms. Excipotential produced by thickness fluctuations of the quantum
tons with electrons and holes in different quantum wellswell are calculated; in Sec. 3 the transport relaxation time
(QWSs are characterized by long recombination times as and the mean free path of magnetoexcitons in CQW is cal-
result of the weak overlapping of tleandh wave functions.  culated; in Sec. 4 the relaxation times and the mean free path
For this reason, the magnetoexciton lifetime under such comf magnetoexcitons in a single QW and in CQWs in the field
ditions is in all likelihood determined by the transport time. of randomly distributed impurity centers is calculated. In the
We shall study the effect of impurity centers and surfacdast section of this paper we discuss the results which we
nonuniformities, caused by fluctuations of the widthyer  obtained.

1063-7826/98/32(5)/6/$15.00 533 © 1998 American Institute of Physics
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2. MAGNETOEXCITON IN A QUANTUM WELL. SCATTERING note that since in strong magnetic fields the radius of an
BY THE TERRACES OF A QUANTUM WELL exciton decreases ds-+H, the magnetoexciton transport
regime can change a&$ increases.

The transport relaxation time of excitons will be calcu-
d in the Born approximation, which is valid for
r}kZZ/M(D/I)/\2>Af12/772m§,hd2’h, ie., if

Thickness fluctuations of a QW, which arise during the
fabrication process, result in the appearance of a randorlgte
potential. The interaction between an exciton and such a ra
dom field has the forft1417

V(re,rn)=ad &(re) — &(ro) 1+ apl &1(r) — &x(rp)], [d3, mZ,
@ "N momn M 6)

wherea, ,=dELY ad, E) are the lower energy levels of a
hole and an electron in the valence band and in the condu _ 5 _ o
tion band, andé, 5(r) are the thickness fluctuations on the M(D/1) |ncr(_-:tase_§; _dec_reasmg the upper limit _QK‘_ The .
top and bottom surfaces of the QW. We assume that thB/adnetoexciton ionization energy decreases with increasing
fluctuations occurring on different surfaces are statistically?+ Increasing the lower limit of\, and it increases with,
independent, while fluctuations occurring on the same surdecreasing the lower limit.

face are described by a Gaussian correlation function The transport relaxation time of an exciton is given in
the Born approximation by the expressibi:’

As D or H increases, the magnetoexciton effective mass

(ri—ry)?

A2 )

E(r)&(rp)))y=58;A7 exr{— 21
WaroE ) =i FP)= TS (P Ve P
In what follows we shall study strong transverse magnetic ]
fields | <@g (a.n=eh%/me,e? are the effective electron X[1—-cog ¢pp/) o[ £(P)—Z(P)]], (7)
and hole Bohr radiie=(e;,+¢,)/2, £, , are the permittivi-
ties of the media surrounding thee and h-QWs) and thin
guantum wells, whose thicknesk satisfies the inequalities
d2<aeyhl and A;<d. The quantityA; corresponds to the 5 22
thickness of one monolayer and equal§ A (see Ref. 18 Z(P)= Eﬁw _ e—\/zl (P I

27" 20

where Z(P) corresponds to the magnetoexciton dispersion

law in a QW at the lower Landau leval=m=0:2
P2|2
. : —lexg ——|. (8
and the literature cited thexreThe value of A; depends &l 412 F{ 4ﬁ2)
strongly on the method used to prepare the &\Wepending
on the value ofA; /1 o (Fexc is the size of an exciton in the Where w.=eH/uc is the cyclotron frequency,
plane of the QW; in a strong electric fietd,~| (Refs. 8  #=MeMy/(Me+my) is the reduced mass of a magnetoexci-
and 9, two characteristic transport regimes can be distinion in the QW planeP is the exciton magnetic momentum,
guished. FOrA ;31 excitons become localized in a region andlq(x) is a zero-order modified Bessel function. The ma-
of size A; at the minimum of the random potential. Zero- trix element (1) of the transition from the statgn=m
dimensional excitonic staté& similar to states in quantum =0.,P| into the stat§n=m=0P’| is
dots?®2! form here. In the latter case exciton transport is
apparently _thermally activategl with hopping between State?P’N(re,rh)lP): Eexp{—(P’ —P)212/4%2]
at the minima of the potential well of different quantum S
dots!? In the present paper we shall examine the opposite
case A ;<rq., i.€., a smooth surface potential, which, as
shown in Refs. 18 and 22 with the aid of scanning tunneling + V(P —P)exp(—il ?H[P,P']/12h%H)}
microscopy, is realized at the boundaries of the intensely

X {V(P' —P)exp(il 2H[P,P' ]/2:H)

investigated AlGaAs—GaAs structures. The condition for the ©)
random potential to be smoth can be expressed more rigo[s is the area of the QW Then
ously in the forny®
P’ |V(re,rn)|P)|?
F exc <<VV2>><E|, (3) <<|< | ( e h)| >| >>
. . . . . . rs
whereE, is the exciton ionization energy. We obtain from - z_s{“5+“ﬁ+ 2aeancog|2[P,P' 1/i2)}
Eq.(3)
z |2
As ag,nl A N @ xi;”exp{—(P'—P)2|25i/2ﬁ2}(AiAi)2. (10)
for D<I and Substituting the expressidid) into Eq.(4), we obtain an
2 | expression for the magnetoexciton transport relaxation time
a; DA i
As e,:j3 \/ﬁ 5) in the QW
7Y P)=7.Y(P)+ 7, {(P)+ 7o (P), (11)

for D>1 (aZ ,=eh?/m; ,e? is the effective Bohr radius af
andh in thez direction, perpendicular to the QW plan&/e  where
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FIG. 1. Direct(dotted ling and indirect(solid lines magnetoexciton trans-  FIG. 2. Average mean free path length of diré&ddtted line$ and indirect
port relaxation time due to surface terraces in coupled quantum wells as @olid lines magnetoexcitons taking account of scattering by surface ter-

function of the magnetic momentui (in units /1) for H=2x10 Oe. races in coupled quantum wells as a function of the magnetic momeRtum
The curvesl-5 correspond to different distances betweenedtadh quan- (in units of /1) with H=2x10° Oe. The curvesl-3 correspond to
tum wellsD/1=0.1, 0.5, 1, 2, 3. D/I=0.1, 0.5, and 1.
-1 [(A1A1)2+(AA)%]7H, P=0,
oy ™ |94(P) 2 2 22 2 X 2/ p312 2/ p3027-1
Tehzm p? ae‘hi;“(AiAi) exp — P48, /h°) BL(AA)IBYH(ALAL)B5 , Plii>1.
- ) - 5 We shall calculate the magnetoexciton mean free path as

X[1o(PA=Bi 115) = 11(P°B; 117) ] (120 \(P)=v(P)7(P) (Fig. 2), where v(P)=3d%(P)/JP . We

and note that forP=0 we havexn(0)=0 (»(0)=0), while for
Pl/f>1 we obtain
o, masay| 02(P)| i
ren(P)=— | o] 2, (i)’ NPy Tt 1 [(Mah0)? (AnA9)°
' 7Pl (ag+ ah)zl i/z g/z

(14)

In the regionsPl/A<1 and Pl/A>1 the magnetoexciton
mean free path is less than or comparable to the correlation
i length A. This indicates that MEs tend to localize in such

by 1I1(P2I2\/ﬁi2—1/ﬁ2)}, (13) g

X exp( — P?12B; /ﬁZ)[ lo(P?12\BZ—1/42?)

B \/BIZ— states(the problem of the localization of magnetoexcitons in
random fields in CQWs will be examined elsewhere
where ,8i=1+Ai2/I2, and 1,(x) is a first-order modified
Bessel function. Fof<a,, andd®<a, | taking account of 3. MAGNETOEXCITON IN COUPLED QUANTUM WELLS.
thee andh motion along the magnetic field does not producescATTERING BY TERRACES OF ELECTRON AND
any qualitative changes in the magnetoexcitonic specfrim, HOLE QUANTUM WELLS

so that we assume, similarly to Ref. 14, that The interaction of an exciton, whose electron and hole

. alre located in different spatially separated quantum wells,
time in a GaAs/AlGa,_As quantum well. The following ith a random field produced by thickness fluctuations of the

parameter values were used in the calculatiorz40 A, e- andh-QWs is

A1=10 A, A,=3 A, A;=A,=3 A, electron and hole ef- V(re,rp)=ael &1(re) —&a(re) 1+ an[ £5(rn) — &4(rp)],

fective masses in AIASaAs, according to Ref. 24, are (19
mg=1.1(1.3) andm;=0.75(0.34). ForP=2.64/ a maxi-  wherea, = JEO)/ ad. , and&(r) are the thickness fluctua-
mum of 7(P) is observed. The asymptotic relaxation timestions at the top and bottom surfaces of the electron and hole

(12) are QWs. We once again that the fluctuations on different sur-
he?l 1 faces of a QW are statistically independent, and that the fluc-
7(P) tuations on the same surface are described by the Gaussian

V2me (et ap)? correlation function(2). This is possible if the distanc®
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between the- andh-QWs is greater than the thickness fluc-
tuations of thee- andh-QWs on the nearest surfaces.

(P IV(re.rn)[P)2))

=55 a? Z exd — (P’ —P)2128,/242](AA;)?

+ah2 exd — (P’ —P)2128,/242](AA;)? (16)

Substituting the expressiaid6) into Eq. (7), we obtain the

Yu. E. Lozovik and A. M. Ruvinskil

Mo

(1+ T 2)exp Z22)erfd ZI\2)— o\ 2im
(22

M(D/I)=

is the effective mass of an indirect magnetoexciton in the
state n=m=0 in CQWs (see Ref. 9 and
Mo=2%%#?%e’lJm is the mass of a direct
magnetoexcitofi.The relaxation tim&21) decreases with in-
creasing magnetic field as1/yH in the caseD <! and as
~1/H? in the caseD>1, in agreement with experimentally

magnetoexciton relaxation time in the coupled quantunpbserved timeS.In the momentum range®l/A>1 and

wells

7 YP,D)=1,%(P,D)+ 7, }(P,D), (17)
where
7 lazP,D)| 7t
Ten(P, D)_4h 3 opz | en
X > (AA)2exp(— PA2B; 112)
i=1,23,9)
X[1o(P?12B; 152 = 1,(PA1%B;11%)], (18)

D is the distance between tiee andh-QWs, #(P,D) is the
energy of a magnetoexciton in thhe=m=0 level in coupled
guantum wellgsee Ref. ®

1 2
APD) Ehwc |\/—f(‘/ ), (19
- (—1)k(2k)!
— P -
go 2(9) 21 2
2 k+1/2 (k 1’@»2_’_%)2
X{| ————— +1l,——
2y T2
. G2+ p? "F 1 D2+ 72 o0
—2 E,T ] ( )

where =D/, 7=Pll#, g=[1+(A2)?] 2 T'(a,x) is
the complete gamma functiony(a,x) is the incomplete
gamma function, ané,(x) is a Legendre polynomial. Fig-

PD/A>1 the magnetoexciton dispersion has the forn
=—e?h/ePI?. Therefore, for large magnetic momenta the
relaxation time

421
eV

(AiAD2] !
B2

(Ai/\i)2
)
1

2

T
i=3,4

(23

does not depend oR andD and decreases with increasing
magnetic field as~1/\H. As the distanceD between the
quantum wells increases, the magnitude of the pegk,
decreases, and f@ exceeding some critical value the func-
tion 7(P) becomes monotonically increasifigig. 1). TheP
andD dependences of the mean free path are shown in Fig.
2. Because of the quadratic dependeti& on the magnetic
momentum forP1/A<1 we haver(0,D)=0 and therefore
A(0,D)=0. ForPl/%>1 we obtain\ ~1/P2. As the param-
eter D/l increases, the magnitude of the peal®,D) de-
creases.

4. IONIZED IMPURITIES IN COUPLED QUANTUM WELLS

Let us consider the case where the Coulomb impurities
g, andqg, with densitiesn; andn, are distributed randomly
in electron and hole quantum wells. The interaction of an
exciton with the impurities in CQWs is described by the
potential

ure 1 shows the computational results obtained for the relax-

ation time using Eqgs(17) and (18) for an indirect magne-

toexciton, which consists of an electron in an AlAs QW and

a hole in a GaAs QW. The parameters of tieandh-QWs

are identical to the parameters employed for calculating the

relaxation time of a direct magnetoexcitésee Sec. R
In the momentum rangBl/# <1 we find

0D) = A1
"0D)= = Nmm
1
X , (21
ad 2 (AN +al X (AA)?
i=1,2 i=3,4
where

V(re,ry)=Ve(re) +Vp(ry), (24
where
—€eh —€eq
Ve(re)= ) 25
(re) Z glre—ril s\/(re—rj)2+D2 @9
_ e, €0
Vh(rh)_Z 8\(rh_ri) +D * j 8|rh—r]-|' (26)

The impurity centersy; and g, occupy in the CQWs the
positionsr; andr;, respectively. Fob =0 all impurities are
located in the same QW. The matrix element of the exciton-
impurity interaction(24) is
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FIG. 3. Reciprocal of the dire¢totted ling and indirect(solid lineg mag- ~ FIG. 4. Average mean free path length of dirédotted lineg and indirect
netoexciton transport relaxation time due to impurities in coupled quantun{solid lines magnetoexcitons taking account of scattering by impurities in

wells as a function of the magnetic momentuf (in units #/1) for coupled quantum wells as a function of the magnetic momeruim units
H=2x10° Oe. Curvesl—-4 correspond taD/I=0.1, 0.3, 0.5, and 1 and of A/l) with H=2X 10° Oe. The curved—-3 correspond td/1=0.1, 0.5,
impurity densitiesc;=c,=2X10% cm™2, and 1 and impurity densities; =c,=2x 10 cm2.

Figure 3 shows thé& andD dependences of the relax-

, ) (P'—P)?? ation time, which is described by the expressi@8). For
([P [U(re,rp)|P)|%))=exg — BT P=0 we obtain the following expression from E@8):
2whe 2”1Q§+n2qg 7'i(O*D):ﬁ_az 2 282 21 2y° 29
X o _p o2 47¢ e D“M(D/I) (n,g7+n,Qq3)

The divergence in Eq29) in the limits P—0 andD—0 is

2D|P’—P| caused by the use of an unscreeme¢h)—impurity interac-

x[1+ex;{ B T) tion potential. AsD increases, the time;(0,D) decreases
more rapidly thanr(0,D). For Pl/A>1 andPD/%i>1 the

—2exp< _D|P' - PI) transport relaxation time does not dependRandD:
h he (30
P,P]I2 T 2 (e + o)
XCO{ [ 2] ) } ) (27) \/577 l(n1q1+ n2q2)
h Figure 4 shows the magnetoexciton mean free path in the

Using Eqs(?) and (27), we find the magnetoexciton relax- field produced by impurities I’andomly distributed in the

ation time CQWs. AsD/I increases, the maximum af(P,D) gradu-
5 1 ally decreases.
1 o e \“|94(P,D) P22
7i(P.D)  2h\ ¢2p aP? h? 5. CONCLUSIONS
o P22 cos ¢ We have examined The low-temperature transport prop-
X (nyq3+ nzqg)j exp( 5 ) erties of an exciton whose electron and hole occupy the same
0 h GaAs/ALGa, _,As quantum well or in different spatially

field. The transport relaxation times of the direct and indirect
magnetoexcitons in the presence of scattering by surface ter-

races and impurity centers in CQWSs were calculated in the
PD\2—2cosp purity Q
—2expg — —

X

2PD\/m separated quantum wells in a strong transverse magnetic
1+exp — 7

Born approximation. The relaxation time of a direct ME with
momentaPl/7<1 is determined by scattering by surface
P22 terraces, since in this case the relaxation time on impurity
X CO - sing | de |. (29) iO.I’I.S.Ti—wo anq 7(P) is a nonmonotonic function d®?, ex-
h hibiting a maximum a the momenti®n-=2.6%4/1. As the dis-
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Electron tunneling in a heterostructure with a single doped barrier was investigated. Analysis of
the experimental data showed that all features in the tunneling conductance are due to

electron tunneling between two-dimensional electron sheets which appear on different sides of
the barrier as a result of ionization of impurities in the barrier. Electron transport between

the two-dimensional electron sheets and three-dimensional contact regions does not introduce
significant distortions in the measured tunneling characteristics. In such structures there

is no current flow along the two-dimensional electron gas; such a current ordinarily makes it
difficult to investigate tunneling between two-dimensional electronic systems in magnetic fields.
© 1998 American Institute of Physid$51063-782808)01905-X

INTRODUCTION quantum wells separated by a nondoped tunneling b&frier
and 2 a heterostructure with a single doped barrier, in which
Tunneling spectroscopy is an effective method for investwo two-dimensional electron gases appeared on both sides
tigating low-dimensional electronic systems. As the dimen-of the barrier as a result of ionization of impurities in the
sion of electronic systems decreases, new physical phenorparrier®1° Structures with ohmic contacts to separate two-
ena appear. These phenomena are manifested in thgmensional2D) sheets were used in the experiments. This
characteristic features of electron tunneling between suchade it possible to investigate directly tunneling processes
systems, specifically, it makes it possible to employ struchetween 2D electronic systems. However, the measurement
tures with low-dimensional electronic systems for practicalof the tunneling current in such structures in strong magnetic
applications. For example, resonance-tunneling diodefields presents definite difficulties. Indeed, in these samples
(RTDs), whose principle of operation is based on resonancehe contact regions are spatially separated from the tunneling
tunneling between a three-dimensional electron gas and mgion. In tunneling current measurements the two-
two-dimensional electronic state in double-barrier heterodimensional electron gaDEG) plays the role of a series
structures, are well known in microwave electrorfidshas  resistance. In a strong magnetic field, in the quantum Hall
been found that as the dimension of the emitter in a RTDeffect regime current flows through 2DEG along edge states
decreases, the ratio of the peak resonance current to thnd tunneling occurs between these states. Thus, in tunneling
background nonresonance current increases. This greatly irexperiments in a strong magnetic field the area of the tunnel-
proves the characteristics of RTBdMoreover, investiga- ing region depends strongly on the population of the Landau
tions of electron tunneling processes between twolevels in parallel 2D sheets.
dimensional system$2D—2D tunneling have revealed a In the present work we investigated tunneling between
number of new physical phenomena: tunneling between Lar2D electronic systems in samples where current flow along a
dau levels with different indice? tunneling betweel” and 2D sheet is excluded. The samples were produced on the
X valleys? appearance of a tunneling pseudogap in the denbasis of a heterostructure with a doped @&, _,As barrier
sity of states at the Fermi levels of two-dimensional system$&ounded on both sides by weakly doped GaAs layspsac-
in a quantizing magnetic fiefl’ 2D—2D tunneling has made ers which separate the barrier layer from the strongly doped
it possible to investigate in greater detail electron tunnelingn*-GaAs contact regions. Enriched 2D sheets appeared on
processes with emission of optical phorfbaad plasmong,  both sides of the barrier as a result of ionization of impurities
as well as nonparabolicity effects in two-dimensionalin the barrier. Differential tunneling conductance measure-
systems? ments with different magnetic field orientations were per-
Tunneling between two-dimensional electronic systemgormed on such samples. Analysis of the data obtained
has been investigated on two types of structurestwio  showed that all features of the tunneling conductance are due

1063-7826/98/32(5)/5/$15.00 539 © 1998 American Institute of Physics
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FIG. 1. Schematic diagram of the relief of the conduction-band bottom of
the experimental heterostructure and system of quantum-well I&gls
Eor, andE;g in enriched sheet€, is the Fermi level.

to tunneling between 2D systems, while electron transport in

the regions between the 2DEG and the three-dimensiongl
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IG. 2. Differential tunneling conductancd/dV,, versus bias voltag¥, in
magnetic field perpendicular to the tunneling currBpfr: 1—0, 2—0.22,

contact regions contributes small perturbations to the meay_ 44,4055 50.66,6—0.77, 7—0.88. Curve2—7 are shifted arbi-

sured tunneling characteristics.

EXPERIMENTS AND DISCUSSION

trarily in the vertical direction.

netic fieldBL1J (J is the tunneling current densjtyFig. 2).

The experimenta| Samp|es were grown by mo|ecu|ar.The behavior of the resonance peakS ina magnetic Beldl
beam epitaxy on Strong|y dopem’*’-GaAS substrates and has been studied quite Wéﬂ'oh'\ Ref. 10 it was shown that

possessed the following sequence of layers:
200-nm-thick GaAs layem™=5x 10" cm™3 ;
200-nm-thick GaAs layetspacey, n~ =3x 10 cm™3;
10-nm-thick nondoped GaAs layer;
2-nm-thick nondoped AlGa, As layer;
10-nm-thick A}, ,Gay As layer,n* =6x 10 cm™3;
2-nm-thick nondoped AlGa, As layer;
10-nm-thick nondoped GaAs layer;
200-nm-thick GaAs layetspacey, n~ =3x 10 cm 3,
200-nm-thick GaAs layem™ =5x 10" cm™3;
200-nm-thick GaAs contact layen," =3x 10 cm™3.
Ohmic contacts were produced by depositing
Ni—-Ge—Au systems followed by thermal annealing. The
standard chemical etching technology was used to produce
50 um in diameter mesa structures. The band structure of the
enriched layers is shown schematically in Fig. 1
Peaks and a region of negative differential conductance
were observed in the curve of the tunneling differential con-
ductance versus the bias voltag€g. 2, curvel). We at-
tribute these features to the appearance of resonance tunnel-
ing (RT), when the applied voltage aligns the energy position
of the quantum levels in the enriched layers on different
sides of the barrier. The peak of the differential conductance
atV,=6 mV is due to RT, when the lev8l,, lines up with
the levelEgg (0-0 transition, while the peak avb=—14
mV appears wherkEg lines up withE;g (0—1 transition
(Fig. 1. It is assumed that the voltage drop on the spacers is
small. The tunneling conductance measurements performed
in magnetic fields with different orientations confirmed the
correctness of this explanation.

a5

the peaks due to resonances between filled 2D subbands
split, while peaks due to RT via empty subbands broaden and
shift in the direction of high bias voltages. To compare our
experimental data for the 0—0 transition with the theory pro-
posed in Ref4 , wepresented in Fig. 3 the experimental and
computed obtained from the expressiofi®) in Ref. 4] val-

ues of the external bias voltage, corresponding to falling
“into” or “out of” resonance, depending on the magnetic
field. The experimental values were obtained as follows: The
experimental dependenced/dV,=f(V,) were integrated,

b2

FIG. 3. Broadening of the resonance peak due to the 0-0 transition versus
magnetic fieldB. The values oV, correspond to the onset of resonance

Splitting of the peak due toa 0-0 transition an_d a shiftynneling, whilev,,, corresponds to completion of tunneling. The details are
of the peak due to a 0—1 transition were observed in a magtiscussed in the text.
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FIG. 4. Differential tunneling conductandd/dV,, versus bias voltag¥,, in ’
a magnetic field parallel to the tunneling curreBt. T: 1—0, 2—4.8, 3— FIG. 5. PositionV, of additional peaks indicated in Fig. 4 as a function of
7.5. The arrows mark the additional maxima. The curves are shifted arbithe magnetic field. The numbers on the curves correspond to the numbers
trarily in the vertical direction. of the peaks in Fig. 4.

the background nonresonant current was subtracted out, amagagnetic field dependences of the positions of two peaks.
the voltage values of interest to us were determined for &Ve note that these dependences are linear and the position of
current equal to 10% of the peak value at resonance. Wheihie peak closest to resonance is described well by the expres-
comparing the computed values with the experimental dategion (1) with n=2 andAE=6 mV;, the other features be-
we varied the difference the average positions of the 20Chave differently. For this reason, we attribute the first peak to
electrons along the axis, which was oriented in the direc- tunneling between Landau levels with different indices. As
tion of the current. The best agreement between the experinentioned in Ref4 , the probability of tunneling with elastic
mental and computed values was obtained (fo§) —(z, )  scattering by impurities decreases as electron energy in-
=35 nm; here(zg) is the average position of the 2D elec- creases, i.e., as the bias voltage increases, the magnitude of
trons in theEyg level, and(z, ) is the average position of the such peaks should decrease. This is probably why features
2D electrons in theEy, level (see Fig. 1L The computed with largen are not observed. The feature with=1 is not
value equals 29 nm and agrees quite well with the experipresent, since it should appear in the region of nonlinearity
mental value. of the tunneling conductance, making it much more difficult
In a magnetic fieldB|J additional peaksmarked by to observe.
arrows in Fig. 4, whose positions depend on the magnetic ~ To determine the nature of the other features it is con-
field, were observed in the dependenabi¢dV,=f(V,). venient to study the dependendddV,=f(B) for different
These features can appear for two reasons. fixed bias voltages. Oscillations of the differential conduc-
The first reason is electron tunneling between Landadance, which are periodic in the inverse field, were found in
levels with different indices. Indeed, the presence of impuri-such dependences for different bias voltaygs(B||J). Os-
ties in the barrier increases the role of tunneling with elasticcillations with two periods were observed. The dependence
scattering. In this process the momentum components paraBs — the fundamental fields determining the period of the
lel to the interface are not conserved, only the electron enebserved oscillations — oW}, is presented in Fig. 6. Note
ergy is conserved, while tunneling with elastic scattering bethat one periodcurve 1) depends strongly on the bias volt-
tween Landau levels with different indices is possible in aage, while the dependence of the other peficarve 2) on
quantizing magnetic fielij.e., for certain discrete values of the bias voltage is much weaker. A strong dependence can
the bias voltage in a fixed magnetic field arise as a result of modulation of the density of unoccupied
V.= AE+nho 1) states in the collector 2DEG, _mto_ which the electrons tunnel,
n - ¢ as a result of Landau quantizatithThe number of these
wheren is an integerAE is the energy difference between states is determined by the bias voltage, so that the period of
states of the 2D subbands with zero bias voltdges the  such oscillations depends strongly d3. A weak depen-
Planck constant, and. is the cyclotron frequency. dence could be due to a change in the 2DEG density as a
The second reason is the presence of Shubnikov—dessult of the application of a voltage, since this change is
Haas oscillationgperiodic in the inverse magnetic figlth determined by the small capacitance of the baffedow-
the tunneling conductance with period depending on the biasver, there are a number of factors which must be consid-
voltage. This can also result in the appearance of additionadred. In the first place, in the present system there exist two
features in the dependencd#/dV,=f(V,).!! In this case 2DEGs and each one should contribute to the oscillations of
the position of the additional peaks on the voltage axis dethe tunneling conductance. In the second place, when the
pends linearly on the magnetic field. Figure 5 shows thesign of the applied voltage changeg,& 0, Fig. 6, oscilla-
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= ér As is well known from the theory of the Shubnikov-de
< F Haas effect, in this case the resonance current as a function
1. of the magnetic field will oscillate with two frequencies,
i which are determined by the following expressions, taking
into account the relatiofB):
4_ * *
i Bi1=5—(ug—Eq), Bfy=5—(ug—eV—-Ey), 6
P N f1 he(,U«E oL) 2 ﬁe(ME oL) )
-20 -1 -1 -5 g 5 10 1

wherem* is the electron effective mass in GaAs. It is evi-
dent from the expressior($) that B;, depends strongly on
FIG. 6. Fundamental field®; for Shubnikov-de Haas oscillations in the the bias voltage, whil8;, varies little, since it is determined
tunneling differential conductance as a function of the bias voltggeThe by the electron density in the 2DEG emitter. The electron
error in determining3; equals 2 T. densities in enriched 2D sheets vary with the applied voltage
in accordance with the barrier capacitance, so that

_ _ _ e~ EoL(V)=pue—Eo(0)+CV/eGyp,
tions associated with empty states of the collector 2DEG, . . ) . .
accompanied by an increase By and not a decrease as in whereC is the specific capacitance of the barrier, &, is

our experimentscurve 2), should be observed. Such behav- the density of states of the 2DEG. The computed straight

ior can be explained by taking into account the broadening o'fmeS presented in Fig. 6 were obtained from the expressions

the quantum levels in 2D enriched sheets. Since the oscill 5)- We theref i he ob . ¢ onl i
tions of the differential tunneling conductance are investi- e therefore attribute the observation of only two oscil-

gated near resonance, it can be assumed that tunneling occdﬁgon periods in our experiments to the substantially differ-

between 2D systems and the tunneling current density in §"t Proadening of the quantum-well levels in the enriched
magnetic field has the form sheets near the barrier. In our case the oscillations of the

tunneling conductance in a magnetic field are determined by

v, mV

26 (e the levelEy, in the enriched sheet on the bottom side of the
J= h f G.(&,B)T(e)Gg(&,B)de, (2 barrier (the growth direction of the structure is Jypvhich
#e agrees with the well-known fact that a 2DEG is of a higher

d quality near an interface, where the AlGaAs layers are grown

whereug and uc are chemical potentials of the emitter an on a GaAs surface.

collector, respectively. It is assumed that

we— pc=eV, (3 concLusions

G_(g,B) andGgr(e,B) are the densities of states in the 2D Our analysis of the experimental data shows that all fea-

enriched sheets on different sides of the barrier, Bf) is  tures of electron transport in heterostructures with a single,

the squared modulus of the tunneling transition matrix eledoped barrier are due to tunneling processes between two-
ment. We note that in a magnetic field the electron density oflimensional electronic systems, while electron transport be-
states in a 2DEG is modulated by the system of Landadween two-dimensional sheets and three-dimensional contact
levels and the degree of modulation is determined by théegions introduces a small perturbation into the observed fea-
broadening of these levels. In one 2DEGr example, in the tures. Thus, we have investigated 2D-2D tunneling in struc-

gas on the left-hand side; see Fig.thhe degree of modula- tures where electron transport along two-dimensional sheets
tion is small compared with that in the other 2DEG becausds excluded. _

of the strong broadening of the levels, while in the expres-  This work was performed under the partial support of

sion (2) the functionsT(e) andGgr(e,B) must be treated as the State Scientific and Technical Programs “Physics of
constants at low bias voltages. Then solid-state nanostructure97-1057 and “Physics of quan-
tum and wave processes,” direction “Statistical physics”

2e e~ EoL (V.3), as well as the Russian Fund for Fundamental Research
=7 T Cr f . Gule,B)dsy, (4) (95-02-06310, INTAS-RFFI (95-0849, and CRDF
Hem o (RC1-220.

whereeg, is the electron kinetic energy in the plane of the 2D

Sheet'. The expressmn for the experlmenta!ly mea.sured dlf_1H. Mizuta and T. TanoueThe Physics and Applications of Resonant
ferential tun.nelmg co_ndu.ctance can be easny.obtamed from Tynneling Diodescambridge Univeristy Press, N.Y., 1995.
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Numerical analysis of the longitudinal electric current during resonance current flow in
a n-GaAs/Al ,Ga, _,As superlattice with doped quantum wells
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The electric current density in the resonance electron transport along the axis of a
n-GaAs/Al 3G gAS superlattice with doped quantum wells at low temperatures was analyzed
numerically. The energy spectrum of the conduction-band minibands was calculated in the
Kane and effective-mass approximations. The current density was calculated using the well-
known formula obtained on the basis of the density-matrix method for a uniform electric

field ignoring heating of the electron gas. The effect of an interaction between the minibands in
an electric field on the electrical conductivity and intersubband optical absorption was

studied. © 1998 American Institute of Physids$$1063-782€28)02005-5

As is well known, the numerical analysis of the electric 1. METHOD FOR CALCULATING THE RESONANCE
current density due to electron transitions between Stark lad=URRENT DENSITY

ders of different minibands in strong electric fields in the The resonance current density in a uniform electric

direction of the axis of a superlatti¢8L) is a difficult prob-  fie|q F parallel to the SL axis was calculated according to the
lem, to the solution of which a great deal of attention is Nowstandard formufa

being devoted:? The difficulty of the problem lies in the fact o
that the electron transport of interest is a purely quantum jr=enr, d[Q2[?, 1)

effect, and this requires knowledge of the nonequilibriumyparen is the volume-averaged electron density, is the

density matrix. Moreover, the solution of this problem is hnase-difference relaxation time averaged over the transverse
complicated by the nonuniformity of the electric field arising electron energy, the parameter

in real SLs in connection with the presence of a negative

differential conductivity and a quite substantial free charge- d=(Wa1| Z|Wa1) = (W1 Z|W10) (2
carrier density, which leads to the appearance of a strongg ¢jose in magnitude to the periati of the SL, and the
field domain at the anode conta¢t. matrix element

As a result of the problems indicated above, quasiclassi-  _ - _
cal methods have been used to analyze the longitudinal cur- Q1 =(W1dHo—eFZwyy) )

rent transport in SLs with doped quantum wel@Ws) ina  determines the probability of electron tunneling between the
strong electric field:° However, in the region of resonance Stark states of neighboring QWs. In E¢®) and(3) w; are

. . " I
current transport, when the strong-field domain encompassgfie wave functions of electrons in an electric field in the

the entire SL', as well as for nondoped Stit can be as-  envelope approximation, which correspond to the energy
sumed that the electric field is uniform and the quantum
E”:Ei_eFdl, (4)

transport theorycan be used to calculate the current density,
if the heating of the electron gas is negligible. wherei is the number of the state in theh QW, H, is a

In this paper we numerically analyze the resonance cursingle-particle Hamiltonian operator for electrons in the SL
rent density and intersubband optical absorption for GaAsin the absence of an electric field, amds the coordinate
Al,Ga,_,As SLs, used as IR photodetectors, with donor-along the axis of the SL. The orthonormalized functions,
doped QW2 The QWs in these SLs have two mini- calculated in the approximation of isolated QWs, are linear
bands, whose width is equal to virtually zero due to the widecombinations of orthonormalized Wannier functions
barriers. The resonance current in them is determined by
electron transitions from the Stark states of the first miniband ~ w;, = E Cjiwj (5)
into the Stark states of the second miniband of neighboring J
QWs. The resonance current density was calculated at lowhere
temperatures taking into account electron scattering by im- L
purity ions using the well-known formula obtained on the N P —iqld ;.
basis of the density-matrix methdd. w; () =w;i(z—Id) N% ¢ () ©

1063-7826/98/32(5)/5/$15.00 544 © 1998 American Institute of Physics
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is the Wannier function corresponding to e miniband in
the conduction band localized in théa QW, andi;q are the

Bloch-type electron wave functions with wave numigein
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ting of the valence-band top in the semiconductor where the
QW is located;P is a matrix element determining the inter-
action of the valence-band edge and the conduction band in

the envelope approximation with the corresponding energiethe Kane model and was assumed to be constant over the

Eiq- The energie€; and the corresponding coefficients
are solutions of the system of linear equations

; [(1o—E)&;—eFZjolc;=0, (7)
where
1
lio=2 Eig t)

q
is the average energy in théh miniband,

Zij0:<VViO|Z|VVjO>:fLWi*OZWdeZ ©)

is the matrix element of the coordinate operator, and
L=Nd is the length of the SL along the symmetry axis.

Using Eq.(5) and the orthonormality of the functiong ,

we obtain the following expressions for the parametend

entire SL;Vs, V,,, andV s are functions describing the edges
of the conduction band, the light-hole band, and the spin-
orbit splitoff band, which are measured from the edges of
these bands in the QW. These functions are periodic with the
period of the SL and differ from zero near the barriers, where
they are constant. For the GaAs/Bla, ,As SLs, which we

are studying, with square QWSs and barriers, these functions
are constant near the barriers:

Vp=E4(0)—Eg(X)+Vs, Vs=A(0)=A(X)+V,,

(16)
where
Eq(X)=E4(1)x+E4(0)(1—X) — CgX(1—x),
A(X)=A(1)x+A(0)(1—x)

are, respectively, the band gap and the spin-orbit splitting of

the matrix elements determining the probability of a tunnel-the valence band in AGa; _,As.

ing transition

a:d‘f'iEj (CrZCjZ_Ci*lcjl)ZijO! (10)
ﬁﬁm:; ¢l1Cj2(li16;j —eFZy), (11
where
1 iqd
lii— qu e'9Ejq, (12
Zij1=(Wio|Z|Wj1). (13

The envelopeg;, and energieg;, were calculated tak-
ing into account the Kane nonparabolicity for IllI-V semi-
conductors in the three-band approximation, which we shall
call the Kane approximation. In this approximation the func-
tions ¢, are three-component column vectors with compo-

nents;q, , which satisfy the orthonormality condition

3
<¢iq|¢jq>:y§1 (Bigul ¥iqw)= i - (14

According to Ref. 13, the functiong;,, and energies;,

are solutions of the system of linear differential equations

2 . 1 .

- \[5sz¢2+ PPt V@ da= By,
2 .

- \[gPPZ¢1+Vp(z)¢2=(E+ Eg) ¥,

1 .
\[gppzlﬂﬁVa(Z)lﬂs:(EﬂLEg+A)¢3- (19

whereP, is thez component of the momentum operathy,

According to Ref. 13, the system of equatioii$) re-
duces to a Kronig—Penney type equation for the funciign

1. 1 .
[zpzmpﬁ Vs(Z)] 1=Eyy 17
with boundary conditions following from continuity af
andm™1y] at the heterojunction, where

1 2

m(E,z) "3

2

2
+
E+Ey—Vy(2) E+E,+A—Vy(2)

. (18

According the Eq(15), the functionsy, and 3 are deter-
mined in terms ofy; according to the formulas

_ \f P .
br=— gmpz%,

1 p A
¥a= \[ﬁ E+E,; 1A Vy(2) 2 19

Since, according to the theory of Ref. 13, the matrix element
P should not depend on the coordinate, it was determined as
the average value over the period of the SL:

2 2
o2 P (x)b:; P (O)a' 20

wherea andb are, respectively, the width of the QW and the
SL barrier,

Eg()[Eg(X) +A(X)]

P2(x) =

2
Eq(x) + §A(x)

2me(x)

me(X)=xm(1)+(1—x)m(0) is the electron effective

andA are, respectively, the band gap and the spin-orbit splitmass at the poink' in Al,Ga, _,As.
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For E=0 in Eq. (18), Eq. (17) becomes the ordinary 07k _
Schralinger equation for the envelope functigh, . We call - x
it the effective-mass approximation. 0.6 i _
Taking into account the symmetry of the superlattice po- o5+ 8
tential and choosing the coordinate system at the center of 5 g*
the zeroth QW, the functiong;,(z) andw; (z) can be cho- 041
sen so as to satisfy the following symmetry conditions > 03: /
Yig(—2)=¢ig(D) = (=D "¢y _o(2), W azk g*
e +
Wi(—2) =W} (2)=(—1)“w;_(2), (21) M :
where a; =0, 1. According to these conditions, the even i
functionsy;o(z) andw;y(z) are real, while the odd functions 0 i 3t
are imaginary. In what follows, we call the minibands with -01F 2~
a;=0 odd and vice versa. Using the expressitis (14), . 1*
and(21), we obtain for the matrix elemei;, -0z BT 0‘1,* YR TEET
qg,7/d

i ™ iqd +a; niqd
— =1 n i il n
Zijn=—2 J (e7199N—(— 1) %iel49M Z;; (q)da, . . .
Ty Jo FIG. 1. Energy spectrum of minibands of the conduction band near the point
(22 I' of the superlattice GaAs/fkGa, gAS.

where

a2 P are the electron effective masses at the pbimt GaAs and
Z”V(q)zf {z Im(wi*wwl-q,,)—Re( z,/qu,,a—z//i’ay)]dz, AlAs; the parameteiCy=0.37 eV takes into account the
0 q nonlinear character of the variation of the band gap in the
(23 alloy Al,Ga, _,As as a function of the molar fraction®®
and the matrix elements satisfy the symmetry condition Figure 1 shows the energy spectrum of the ten lowest
_ minibands for our SL aff=15 K, as calculated from the
Zijn=~LZjin - (24 ! . e :
solution of Eq.(17) in the Kane approximation. The index on
It follows from Eq.(22) that the matrix elemen;jo, which  a miniband number indicates the parity of the bardfor
determine in the approximation of isolated QWs the energyeven and— for odd. It follows from the figure that the QW
spectrum in an electric field, are different from zero only contains two minibands with very small dispersion, between
between minibands of different parity. This corresponds tayhich, according to selection rules, intersubband absorption
the selection rules for intersubband optical absorption. with energyf wo=1,0=110=121 meV can be observed. The
computed spectrum was obtained with an effective height of
the potential barrie’V;=218 meV, whose value was ad-
2. PARAMETER VALUES EMPLOYED AND ANALYSIS OF justed so as to obtain agreement between the experimental
COMPUTATIONAL RESULTS and computed data on intersubband optical absorptidhe

. value obtained foWy is less than the offset of the conduction
The resonance value of the dark current density was cal-

culated for GaAs/Al;GasAS superlattices  with

70-A-wide doped QWs and a 140-A-thick barrier using Eq. 7
(1). The dopant densitiNy, according to the experiment of 6‘: 3
Ref. 11 , was assumed to be X.40'8 cm™3. The following o [ 2
formulas and values of the independent variables were used 3 5+
to calculate the parameters appearing in the system of equa- S -
tions (15) and Eq.(17):** 4
E £ (o1=| 15 5.408x 10 4T? ’,% 3l 4
=Eg(0)=| 1. 204+ T )V S,
E (11— 3.10. 329 10712 [ §
o D= 310 0t J® '
are the band gaps in GaAs and AlAs as functions of tempera- 0'. [EETE TS N SRR SR S
ture T: 02 0 02 04 05 08 10 12 14 16

efd /ﬁwa

A=A(0)=0.34 eV, A(1)=0.28eV
. . I . FIG. 2. Modulus of the matrix element giving the probability of a tunneling
are the spln—orblt Spllttlngs of the valence-band top In GaA%ransition between the ground state and the first excited state of neighboring
and AlAs; quantum wells as a function of the intensity of the electric field in the Kane

approximation. The number on each curve is the number of minibands taken
me(0)=0.067mg, m(1)=0.15my into account in calculating the curve.
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FIG. 5. Energy shift of intersubband optical absorption versus the electric
FIG. 3. Modulus of the matrix element giving the probability of a tunneling field intensity, Kane approximation. The number on each curve is the num-
transition between the ground state and the first excited state of neighboringer of the minibands taken into account in calculating the curve.
guantum wells as a function of the intensity, six-miniband approxima6on:
— Kane approximation\{{;=218 me\}, 6* —effective-mass approximation

(Vs=189 meV, 6** —effective-mass approximation/(=218 me\j. ) o
(hw=E,—E,) in an electric fieldF,, the value of the ma-

trix element depends strongly on the number of minibands

band edge at the heteroboundary, equal to 285 meV; here tiiaken into account. Convergence of the calculation was at-
computed value isiwo=136 meV. The effective barrier tained in a six-miniband approximation. For the resonance
height in the effective mass approximatiorMs=189 meV. value of the field the matrix element [ ;, |=4.0x10~°
The fact that the effective height, of the potential barrier is eV, which is much lower than the corresponding value cal-
smaller than the offset of the bands at the heterojunctiorculated in the effective-mass approximatigRig. 3). It
could be due to the additional interaction energy of an elecshould be noted that the character of the field dependence of
tron with neutral impurity atoms, whose density at the tem-this matrix element near the resonance value is different in
perature studied is high. different approximations. In the effective-mass approxima-
Figure 2 shows the matrix elemefit(},»|, calculated tion the matrix element increases with the field, while in the
according to Eqs(7), (11), (12), and (22) in the Kane ap- Kane approximation a maximum is observed in this region.
proximation, versus the electric field intensity. The numbers ~ Figure 4 shows\fiw =% w—fiwy, — the shift of the in-
on the curves in the figure are the numbers of the lowefersubband optical absorption energy — as a function of the
minibands taken into account in the calculation of the indi-€lectric field calculated in the six-miniband approximation. It
cated curve. It is evident from the figure that in the region offollows from the figure that as the field increases, the inter-
the resonance value of the fiel&#,=%w,/ed, where
hw,~hwy Iis the intersubband absorption energy

18t
16
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efd /hw efd/hw,

0

FIG. 4. Energy shift of intersubband optical absorption versus the electri¢IG. 6. Ad (deviation of the parameted from the superlattice period
field intensity, six-miniband approximatiofiwy, meV: 6 — 121,6*—120, d=210 A) versus the electric field intensity. The calculation was performed
6** —130. in the six-miniband approximation.
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4t the experimental value of 0.9 A/drdetermined from the
[ S current-voltage characteristic of the dark currenvVat6 Vv
3 R % (Ref. 11). According to Ref7 , for this voltage the electric
oF field in the SL studied is uniform; i.e., the strong-field do-
- main encompasses the entire SL, and in the case of 50 peri-
“2r 3 ods, sincefiw,~120 meV, it corresponds to the resonant
°< _,[ value. To calculatej, the electron densityn=1.3x 10"
t"gs R cm 2 was used and the relaxation time of the phase differ-
-6 ence was assumed to be=7.8x10 ¥ s atT=15 K. The
i quantity 7, was limited by the scattering by impurity ions,
81 while the interaction of electrons with neutral atoms was
-10 B 2 taken into account by introducing an effective heightof
5 the potential barrier for electrons.
-12 Lt et Our numerical analysis of the longitudinal current den-
-02 0 0.2 0% 0608 1.0 12 14 16 sity under the conditions of resonance current flow and in-
efd /ha, tersubband optical absorption in a SL with weakly interact-

ing QWs showed that agreement between the theoretical and
FIG. 7. Ad (deviation of the parameted from the superlattice perigd ~experimental data on the phenomenon studied at low tem-
versus the electric field intensity. The calculation was performed in the Kan@eratures can be obtained by introducing an effective he|ght
approximation. The number on each curve is the number of minibands taker the potential barrier at a heterojunction and assuming scat-
into account in the calculating the curve. . P . L. . . . 9 .

tering by impurity ions to be the main scattering mechanism.

As the calculations showed, in the analysis of the optical and

bband ab " d . “red” shift kinetic properties in the region of quantum electric fields the
subband absorplion energy decreases, .., a Ted™ St Gy 04 fion of the Stark states, which lie in isolated QWs,
curs. This shift, calculated in the region of the resonanc

S S . ANCGyith the excited states is strong. Disregarding this interaction
field in the Kar_le apprommatlon, in contrast to the effeCt'Ve'can change the numerical res%lt not gnly ql?antitatively, but
mass ~ approximation, was found .to be very .Sma"also qualitatively. The use of the effective mass method to
(~0.2 .me\/.). It rs].hourllc_if be nc;ted (tjhat tl)n thsbitwo”-mrl]r.]]:tbang calculate the energy spectrum of the minibands, instead of
?npupcrr?xlgrr]gg??nte:zssé)ll::ew\?jlu?g rrt\?eV?Feilg Sl)JeOEr Inua}n methods which take into account th_e nonparabolicity of the

’ C ]yplume spectrum near the conduction-band edge, can also

212”0?1 atnalyj.'fsf g|vetsfan eéplﬁngon Orf] the tsr]mallhyffllue 0glve qualitatively incorrect results when analyzing the physi-
@ that IS different from Ret. , Where the Shilt was ., properties of the superlattices studied.

attributed to screening of the electric field in the QW by free

electrons. o 1J. Potvig, Jauho Anti-Pekka, and H. Smith, Phys. Rev. L#4f.1831
Figure 6 shows the paramet&d=d—d as a function of 2(1995-
the field, calculated using EqE), (10), and(22) in different ~ ,- Grahn, J. Kastrugt al, Jpn. J. Appl. Phys34, 4526 (1995.

. . . . L ; . K. K. Choi, B. F. Levinet al, Phys. Rev. B3, 4172(1987.
approximations using six minibands. According to the figure, 4, 1. Grahn, H. Schider, and K. Klitzing, Phys. Rev.48, 2890(1990.

the value ofd calculated in any approximation increases with °R. E. Kunlz and E. Echoll,g’hys F:]E\;I-Hh4337(1993- (199

. [P ; F. Prengel, A. Wacker, and E. Scholl, Phys. Re6@ 1705(1994.
the field. Th'.s Increase can be e>_<p_|a|ned_by the fact that theg . Kwok, T. B. Norriset al, Phys. Rev. B51, 10 171(1995.
e.Iectro.n.motlon in the sepond m|n|ban.d |s.freer.than in thesg capasso, K. Mohammed, and A. Y. Cho, Appl. Phys. Lé&. 478
first miniband. However, in the approximation with a small (1986.
number of minibands this parameter can decrease as the fielgcg F. ';iza”gov and g- lAZ-OS(lig?a'?Z- Tekh. Poluprovo@n148 (1972
H H H H H . _ oV. yS. Semicona, .
mpreases(Hg. 7). The_ increase in th|§ parameter in the_re 108, F. Levine, K. K. Choiet al, Appl. Phys. Lett50, 1092(1987.
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Photovoltaic phenomena in the structupes-Si/p-Si were investigated by the pulsed

photovoltage method in the time interval 100 ns—10 ms using irradiation with nanosecond laser
pulses with photon energies 1.4, 2.0, 2.8, and 3.7 eV. The data obtained show that besides
the barrier photovoltage, due to the separation of nonequilibrium charge carriers in the space-
charge region op-Si at thepor-Si/p-Si interface, there also exists an efficient mechanism

of photovoltage formation due to charging of the surface of ploeSi nanostructure. This
mechanism is explained as “optical doping” of a semiconductor and develops in a

manner peculiar to semiconductor nanostructures1998 American Institute of Physics.
[S1063-782608)02105-X

1. INTRODUCTION times greater than 0.1 s. In Ref. 13 photovoltaic effects in
por-Si were investigated with a resolution of 100 ns by the
Electronic phenomena in porous §or-Si) have re- pulsed photovoltage methodPP\). Unfortunately, in this
cently been studied extensively. The structural, optical, angvork the PPV measurements were performed for only two
luminescence properties gfor-Si have been studied in photon energies, which makes it impossible to draw an un-
greatest detail It has been established that a guantum-wellequivocal conclusion about the nature of the photovoltage
effect and molecular coating of the nanostructures play dormed. Moreover, to determine the characteristic features of
determining role in photoluminescen@@L) phenomena. In the photovoltage irpor-Si nanostructures it is necessary to
Refs. 3 and 4 the conductivity gior-Si was investigated and perform comparative experiments @aSi surfaces with a
it was concluded that charge carriers are transported by similar molecular coating.
hopping mechanism, which attests to the presence of a large In the present worlpor-Si/p-Si structures were investi-
number of traps — charge trapping centers. Photovoltaigated by the PPV method using nanosecond laser pulses with
phenomena in this material have been studied separately. photon energies 1.4, 2.0, 2.8, and 3.7 eV. Photovoltaic phe-
barrier photovoltage in a metpbr-Si structure was observed nomena in as-grown and oxidized samples were analyzed
and investigated in Ref5 . The photoconductivifi and  and, for comparisonp-Si single crystals were investigated
photovoltag&® in metalpor-Si/p-Si structures have been under similar conditions. A model of photovoltage forma-
studied in the visible range of the spectrum. In Ref. 10 aion, which explains the experimental results and which is in
lateral photovoltage was found ipor-Si layers. However, good agreement with the CPD data, is proposed.
the mechanisms leading to the formation of a photovoltage in
por-Si remain controversial. Moreover, in most cases uncon:
trollable contact phenomena at the mgtai/Si interface 2. EXPERIMENTAL PROCEDURE
complicate the interpretation of the experimental results. por-Si/p-Si structures were formed by anodic treatment
In our previous studies it was shown that a contact-freef p-Si wafers p=10 (- cm) with (100) orientation in a
method of measuring the contact potential differe(@€eD) HF:C,H;OH:H, (1:2:1) solution with current density 30 mA/
in the Kelvin scheme can be successfully used to investigaten? for 5 min. The porous layer was about&m thick.
photovoltaic effects irpor-Si.*'*2 Charge trapping with re- Some samples were investigated immediately after prepara-
laxation times of the order of several minutes and longer wasion. The other samples were allowed to stand in air for
detected in oxidizeghor-Si. Both positive and negative CPD several monthgoxidized samplgs The p-Si wafers em-
signals were detected when the samples were illuminategloyed for comparison were held in HF without passing a
with radiation with different photon energies. But the mecha-current. The volume charge-carrier lifetime m|Si single
nisms leading to the formation of a photovoltage were notrystals wasry=20 us* According to our IR-transmission
completely determined, since the CPD was measured atatal? the surface of the freshly prepared samples was pas-

1063-7826/98/32(5)/6/$15.00 549 © 1998 American Institute of Physics
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10°F
10°
- E FIG. 1. Absorption coefficients ghor-Si (solid lines andc-Si
E [ (dotted line$ versus the energy of optical photons. The absorp-
() 21 tion coefficientsa(hv) for por-Si were obtained from measure-
- 10 E S ments of the transmission of peeled-off filnihick line) and
=] : . L. from Ref. 20 according to photothermal deflection spectroscopy
] por-Si (transmission) data(PDS, thin ling. The values ofx(hv) for c-Si were taken
10'F por-Si (PDS) from Ref. 21 .
10°F
E 1 N 1 N 2 N 1 R 1
10 15 20 25 3.0
hv, eV

sivated with hydrogen. Si—O bonds predominate in oxidizedlO um for hv<<2 eV and is less than Am for hy>2.5 eV.
por-Si*? The surface of HF-treated single-crystaiSi is  Therefore, it can be assumed that fite-Si layers employed
characterized by a hydrogen coatitig. are virtually transparent fohv<2 eV and opaque for
The measurements were performed in a dry-nitrogen athiv>2.5 eV.
mosphere using a capacitor scheme in which one capacitor
plate served as the experimental sample and the other as a )
half-transmitting metal electrode, separated frompbeSi 32 Measurements of the pulsed photovoltage for  p-Si
surface by a 10Q«m-thick mica plate. The PPV signal was waters
measured relative to the half-transmitting metal electrode. The kinetics of the photovoltagdr(t) after the action
The kinetics of the photovoltage excited by single-pulse laseof laser pulses with the maximum intensity on single-
radiation was recorded with a Tektronix RTD 710A digital crystalline p-Si wafers is shown in Fig. 2. As one can see
voltmeter. The transmission band in our experiments wasrom the figure, the time position of the maximum of the
10°— 10’ Hz. The following lasers were employed for exci- signal amplitude is virtually identical to the time position of
tation: a semiconductor diode lasdni;=1.4 eV, =150 the laser pulse. For excitation energies in the intetv]
ns,W=1 wuJicnf), a nitrogen laser, and dye lasers pumped—hv; the curvesUp,(t) are similar to one another. The
by the nitrogen laserhv,=2.0 eV,hv;=2.8 eV,hv,=3.7  character of the relaxation is close to exponeniampare
eV, 7~1 ns,W=0.01—0.02xJ/cnf). Additional informa-  curvesl-3 and the computed exponential cufse For pho-
tion was obtained from optical measurements of the phototon energyhv, the departure ob) p\(t) from an exponential
luminescence and absorption. We used for this purposmcreases. The photovoltage relaxation time, measured ac-
por-Si films peeled off at the end of the electrochemical pro-cording to the decay of the photovoltage amplitude by a

cess. factor of e, equals approximately 5@s for all excitation
photon energies.
3. RESULTS AND DISCUSSION The amplitude and sign of the PPV attest to the fact that

the detected signal is due mainly to the barrier photovoltage
resulting from the separation of nonequilibrium charge car-
The peaks in the PL spectra of freshly prepared and oxiriers (NCC9 in the electric field near the surface. Nonethe-
dized samples were located near 700 nm in the case of less, a number of featuresh\(t) at the initial stage and at
excitation by UV light with photon energhv,. However, times exceeding 10@Q.s are apparently due to trapping of
the luminescence of oxidizegor-Si was seven times more NCCs in surface states. Let us discuss these states. As one
intense than that of as-grown material. This is probably dugan see from Fig. 2|Up,| decreased sharply in a time
to better surface passivation of the nanostructures by the ox=0.2 us after illumination. We assume that this feature is
ide layer. Our measured value of the external quantum yieldlue to the surface photovoltage resulting from the formation
7 of the oxidized samples is equal to approximately 0.2%. of a positive charge in surface states. According to Ref. 16 ,
Figure 1 shows the absorption coefficier{thv) for por-  fast states strongly influence the photovoltage amplitude
Si, calculated on the basis of optical transmission measurevhen the injection level is high. Charge trapping in fast
ments and photothermal deflection spectroscopy data. Th&tates is most pronounced, in our view, for the case where a
results are presented without any correction for porosity. Theegion near the surface is excited by light with photon energy
values ofa(hv) for c-Si, which were taken from a hand- hwv, (Fig. 2, curve4). The character of the dependences
book, are shown in the figure for comparison. According toUp,(t) at times longer than 1Q0s and their departure from
Fig. 1, the penetration dept* of light in por-Si exceeds an exponential dropoff‘tails” ) could be due to the ejection

3.1. Optical properties of porous Si
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FIG. 2. Kinetics of the photovoltagd p for p-Si after illumination with laser pulsgshe photon energiv; is indicated in the figure Curve5 corresponds
to the computed exponential relaxation of the photovoltage with0 us.

of trapped positive charge an@r) trapping of negative 3.3. PPV measurements for freshly prepared  por-Si/p-Si
charge. structures

It was observed that the dependence|WEy] on the We shall now discuss the kinetics of PPV of as-prepared
illumination intensity saturateig. 3, curvesl and2). This 41 gj/p-Si structuregFig. 4). Sincepor-Si is virtually trans-
indicates that bands in the layer near the surface rectify und‘?farent for light with photon energigs; andhw,, it can be
maximum excitation intensity conditions. The maximum ex- ;s med that the PPV is formed RSi at thepor-Si/p-Si
cess 5chafgge carrier d'ensny was equalé’rn):vgla/ hfé:5 interface. The dependence |t 5| on the excitation in-

X 10" cm* for irradiation withhv, andn=10">cm"* for tensity is presented in Fig. @urve 3). Taking into consid-

pulses in the rangév,—huv,, Whid}) cor_rgs_ponds_ to injeC-  gration the fact that this dependence saturates and using the
tion level 6n/n;=10°, wheren;=10' cm™2 is the intrinsic

charge carrier density. This is sufficient for band rectification
in the experimental samplé&!’If the fast states are ignored,

then the maximum PPV amplitude is given by 600¢ . g
p-Si, HF-treated
|Upy|™=Y,—Up, 1) 400} —a— 1 (hv,)
1
whereY is the initial surface potential. The Dember photo- > 200! —o— 2 (hvz)
voltageUp is given by the expression E
- _a-
y b1 [ anf bt 2 3§ Ot _._mmo— ‘ ' .
D p+1 |~ i \ATb/n] | 600 | .

' g PS/p-Si, as-prepared —e_®
whereb= u./u, is the ratio of the electron and hole mobili- :' 400 —e— 3 (hv ) /"::o,,—o
ties, the parameter=n; /ny=py/n; characterizes the “non- 1 8//. o
intrinsic nature” of the semiconductor, ang, and p, are, 200¢ ——0o— 4 (hV1)
respectively, the electron and hole densities in the equilib- . PS/p-Si, aged in air
rium state. Forén/n;=10°, b=3, and\ =10 the Dember 0 bo=9s , | ,
photovoltage equals approximately 30 mV. Therefore, we 0.001 0.01 01 1
obtainY,=0.63 eV, which indicates the presence of a layer i/l

which is depleted of majority carriers and enriched with mi-
nority carriers in a near-surface regiongreSi. The presence FIG. 3. Maxi o | il o o
of a conduction inversion layer at the surface can probably; >~ “EX b P otovoltage amplitude)py| ™ versus excitation inten-

. ) . . ity | under illumination with light with photon energids’; andhv, for
explain the f.aCt thit; the PPV relaxation time is longer than, s; (1, 2 and por-Sifp-Si samples: 3—freshly prepared, 4—oxidized. In
the volume timery. the figurepor-Si is designated as PS.

0
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FIG. 4. Kinetics of the photovoltage p\, for as-preparegor-Si/p-Si structures upon excitation with laser pulses with the photon enengjesdicated in
the figure.

expressiongl) and (2) presented above, we obtain that the of oxidized structures was equal to approximately 0.43 eV.
initial bending of the energy bands pSi at thepor-Si/p-Si In the second place, the PPV kinetics under excitation with
interface is of the order of 0.51 eV. This value is less thfign  photons in the ranghv; —hvs is markedly nonexponential.
for the p-Si surface treated in the same electrolyte. The valudhis is probably due to strong trapping of positive charge in
of Yo can decrease as a result of charge trapping (@nd the porous layer. The nonmonotonic behavior of the PPV
differences in the electron energiespor-Si andc-Si. The  kinetics was observed gs after illumination withhv; and
latter is a result of the quantum confinement of charge carrihv, photons(Fig. 5). In our view, this is due to trapping and
ers inpor-Si nanostructures. rapid ejection of positive charge. In the third place, an ap-

An important feature of the kinetics of PPV of freshly preciable PPV amplitude occurred in the case wipmeSi
preparedpor-Si/p-Si structures is the presence of persistentwas irradiated with strongly absorbed light wiily, (Fig. 5).
“tails” and the sharp decrease of the amplitude under illu-As follows from our analysis, the form and amplitude of the
mination with photons with energielsv; and, especially, PPV after illumination with ultraviolet light can be explained
hv, (Fig. 4). The tails of the function&)p\(t) are probably by reabsorption of th@or-Si PL by thep-Si substrate. We
due to charge transfer processes occurring in the porous layaote that the oxidized samples were characterized by a
itself. The weak signal fonv; could be due to light absorp- higher quantum yield of PL. According to our measure-
tion in por-Si itself. According to Fig. 1, on account of ab- ments, close values ¢U p,|™ were recorded upon illumi-
sorption in the porous layer the intensity of light with/g nation withhv, photons(Fig. 5 and upon illumination with
reaching the substrate is ten times lower than that of radighv, photons and amplitude which was reduced to the inten-
tion with hv,. Sincepor-Si is not transparent for photons sity 1,/200 (Fig. 3, curve 4. This gives# of the order of
with energieshv,, the PPV amplitude has its lowest value. 0.5% for PL excited byhv, light, in agreement with the
This value Upy=20 mV) is close toUy . In our view, this  value obtained from direct optical measuremeritsee
means that there is no built-in electric field in as-preparedabovs.
porous layers. However, electric fields can be induced by
charg!ng under illumination. Positive char_gmg can expla|n4_ MODEL OF PHOTOVOLTAIC PHENOMENA
the tails in the curvel p\(t) for t>100 us (Fig. 4, curved).

A scheme of photovoltaic processespior-Si/p-Si struc-
tures can be proposed on the basis of the experimental results
obtained by ugFig. 6). It is based on two main assumptions:

Let us discuss the results obtained for oxidize-Si/ 1) separation of nonequilibrium charge carriers in the
p-Si structuregFig. 5. As one can see from the figure, there space-charge region of the silicon substrate at the interface
are some differences in the PPV kinetics between oxidizeavith por-Si and
and as-prepared samples. In the first place, the value of 2) trapping of positive charge on the surface of the nano-
|Upy|™ is lower. It was found from the saturating depen- structures.
dencedUp,| ™ versus excitation intensitgFig. 3, curves) The procesgl) leads to rectification of the bands at the
that the bending of energy bands at ffw-Si/p-Si interface  por-Si/p-Si interface. The photovoltage obtained under illu-

3.4. PPV measurements for oxidized por-Si/p-Si structures
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FIG. 5. Kinetics of the photovoltagd p for oxidized por-Si/p-Si structures upon excitation with laser pulses with the same photon energies as in Fig. 3.

mination with weakly absorbed light withv=1—2 eV was illumination with hv=1.4—2 eV photons could be due to
always negative. It should be noted that the compoiient these diffusion and charge-trapping processes.

can be induced byor-Si photoluminescence. This effect is When the exciting light is strongly absorbed ppor-Si
strongest for ultraviolet irradiation of samples with a high (hv=3-4 eV), optical doping is maximum near the sample
quantum yield(Fig. 5, curved). surface and decreases in a direction toward the substrate. As

When discussing the proce$8), both fast and slow a result, the curvebl py(t) become positive for freshly pre-
states should be taken into consideration. Fast states detgrared samples under irradiation whr, phtons(Fig. 4). For
mine the nonexponential features of the kinetis,(t) and  oxidized structures, together with the appearance of a posi-
probably participate in the formation of the photovoltage sig-tive photovoltage, there appears a signal due to absorption of
nal in CPD measurement?? The charging of slow states the PL of the porous layer by theSi substratésee above
engenders a photovoltage with a long relaxation timeAs a result of competition between these two processes, the
(greater than 1)s so-called optical chargintf. However, in PPV kinetics upon irradiation witthy, photons exhibits
our view, there is only one reason for the fast and slow
photovoltage components—*"optical doping” opor-Si
nanostructures as a result of charge separation in silicon
“wires” and formation of a positive “optical”’ charge on the
surface of the wires. Irpor-Si nanostructures, where the
characteristic lengths are much less than the Debye screening
length, charged surface defects play the role of charged im-
purities and produce a shift of the band edges relative to the
Fermi level(Fig. 6). The process discussed is essentially op-
tical doping ofpor-Si and determines the character of pho-
tovoltage formation in this material.

It can be shown that both the positive and negative pho- .
tovoltages in the experimental samples are due to trapping of por—SI C-S|
only the positive charge, which happens in different regions
of the porous layer. Indeed, when light is absorbed only in

IR

the silicon substrate, rectification of the bandspitsi (see ,r/m TN E
above and diffusion of nonequilibrium charge carriers from i~ PV Py ¢
p-Si into por-Si occur. The density of charged centers de- ! ~Upy E
creases from the boundary with the substrate into the volume ¢---—--—-=-——-=-=—=----—-—-~-~— F
of por-Si on thicknesses of the order of the diffusion length | //' E,
of the charge carriers. This leads to band bendingdnrSi V’ TN

and formation of a negative component of the photovoltage

(Fig. ). Itis ObViOU_S that th(_? tails of the PPV ki-netidéigs. FIG. 6. Schematic diagram of timr-Si/p-Si structure and the energy dia-
4 and 9 and the high amplitude of the CPD sigtfalinder  gram of the structure before illuminatigthick lines and after illumination
(thin lines.
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markedly nonexponential natuf€ig. 5. We note that the *E-mail: vim@ofme.phys.msu.su

proposed mechanism explains the positive photovoltage ob-
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The decrease in the density of dangling silicon—silicon bonds-8i:H films as a result of
annealing in an atomic-hydrogen atmosphere is determined by their density in the initial
(nonannealedfiim. The change in the total hydrogen densityaiBi:H films, annealed in

an atomic-hydrogen atmosphere, is determined by the type of silicon—hydrogen bonds and the
impurity content: The hydrogen content can decrease to 1 at. % in the presence of
monohydride bond$2020 cm') and no change is observed in the hydrogen content in the
presence of oxygen<0.1 at. %9. A decrease in the defect density as a result of annealing in

an atomic-hydrogen atmosphere is observed for all films. The Staebler—Wronski effect —

AM-1 irradiation for 10 h — is observed for all films irrespective of the total hydrogen density,
the type of silicon-hydrogen bonds, and the presence of oxygenl998 American

Institute of Physicg.S1063-782608)02205-4

1. INTRODUCTION with the minimum hydrogen density equal to the density of
dangling silicon—silicon bond is important not only from the

Even though amorphous hydrated silicar$i:H) films  standpoint of optimizing the optoelectronic parameters of
are used in the fabrication of a number of devices — phoa-Si:H and improving device parameters based on the films,
totransducers, field-effect transistors, radiation sensors, thspecifically, suppressing the Staebler—Wronski effect, but
problem of controlling the density and types of defects in thealso from the standpoint of investigating a single-component
disordered structural network and the problem of the formasingle-phase material with the minimum density of defects in
tion of the morphology of the structure of the films remain the disordered structural network.
urgent. Another, no less important, problem is hydrogen passi-

An entire series of deposition methods making it pos-vation of dangling silicon—silicon bonds in the process of
sible to reduce to a minimum the density of defects in thea-Si:H crystallization for the purpose of obtaining films with
disordered structural network (¥68-10" cm™3), local non-  the maximum possible specific displacemeptr],, of the
uniformities, and inhomogeneities of the microstructure,electrons, which is very important for the fabrication of thin-
which arise during deposition of two-component amorphousilm field-effect transistors. In this case the films must con-
films (a-Si:H), has been proposéd. tain at least 6—8 at. % hydrogen after high-temperature an-

It is also known that the questions of the stability of the nealing.
photoelectric parameters under the influence of irradiation  There are several methods for solving these problems.
(Staebler—Wronski effegt which arise in connection with 1. Deposition ofa-Si:H films at high substrate tempera-
defect formation as a result of the conversion of weakiwures. This makes it possible to decrease the hydrogen con-
silicon—silicon bonds into dangling bonds, could be associtent in the films. The drawback of this method is that the
ated with the presence of “excess” hydrogen in the disor-hydrogen density profile over the film thickness is
dered structure of tha-Si:H network. nonuniform?

The problem of depositing-Si:H films with a total hy- 2. The hydrogen content can be decreased by high-
drogen density equal to the density of dangling silicon—temperature or very prolonged annealing in vacuum, but in
silicon bonds in the disordered structural networkthis case the defect density in the films incredses.

(10— 10% cm™3) of nonhydrated amorphous silicon cannot 3. Bombardment of the film surface with Si ions. This
be solved on the basis of the conventional deposition methalso increases the defect density.

ods (decomposition of silane mixtures in a high-frequency 4. Annealing in an atomic-hydrogen atmosphere. This is
cyclotron resonance discharge, “hot wall,” and othei¢  the so-called “chemical etching” method in which the total
the total defect density in the film{slangling silicon—silicon hydrogen density decreases as a result of a decrease in the
bond$ does not exceed 1#®cm 3. density of weak, strained silicon—hydrogen bonds.

Films with hydrogen concentration less than 6 at. % can-  Our objective in the present work is to investigate the
not be obtained by varying the basic technological parameffect of annealing in an atomic-hydrogen atmosphere on the
eters of the deposition process — the growth rate, the sulparameters o&-Si:H films with different oxygen concentra-
strate temperature, and the construction of the redctor.  tions. Special attention will be given to films with a total

At the same time, the problem of obtainiagSi:H films  hydrogen content of no more than 1 at. %.

1063-7826/98/32(5)/7/$15.00 555 © 1998 American Institute of Physics
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TABLE |. Technological parameters of deposition and annealing-8f:H films.

a-Si:H films
Technological parameters | Il 1l
Deposition temperaturd,s °C 380 380 340
Deposition rate, A/s 082.5 0.5-0.8 1-1.5
Annealing temperatured,,, °C 380 380 380
Gas mixture pressur@orr) during deposition (23)x107? (1-2)x1072 4x1072
Gas mixture pressure during annealing —~2)x1072 (1-2)x10°? 4x1072
Annealing regime, min a,c a a,b,c
Annealing time, min 30-60 30 30-60
2. PRODUCTION AND METHODS OF INVESTIGATION OF PH;/SiH, /PH;) in the case oh-layer deposition. As shown
a-SI'H FILMS earlier’ a low doping level in the case of deposition of a

p-layer makes it possible to shift the maximum of the pho-
Nondoped and doped films{ andp-type conductivity  tosensitivity into the short-wavelength region of the spec-
were obtained by the method of high-frequency decomposiyym, while a low doping level in the case oflayer depo-
tion of monosilane in tetrode and triodesing a mobile shut-  sjtion makes it possible to increase the specific displacement
ter) systems. As shown earliérthe use of multielectronic (1), of the holes.
systems(tetrode, triode makes it possible to control the po- p—i—n Structures with a Shottky barrién—i—PY were
sition of the Fermi levekr. by varying the impedance of the deposited on different substrates: on devitrified glass with a
intermediate grids without changing the technological patyrrent-conducting electrode and on glass with current-
rameters. conducting layers of tin and indium oxides. All structures
The deposition parameters and the annealing regimes @fptained were dried on the-layer side® The layer thick-
the experimental films, which differ by the type of silicon- nesses were varied as follows: from 200 to 800 A for the
hydrogen bonds and the total hydrogen density, are presentediayer, 150 to 1000 A for ther-layer, and 1500 to 8000
in Table I. The deposition and annealing temperatures are thg for the nondoped layer. Thé—i—n, n—i—PY structures
same for all types of films. The annealing regime was asyere formed on different films — nonannealed, annealed
follows: immediately after deposition, no exposure i@ after deposition of thep- andi-layers without exposure in
alternate annealing and depositidn, and annealing after ajr, and with alternate deposition and annealing in the case of
exposure in aixc). deposition ofp- andi-layers. Oxygen was added from water
Table Il shows the types of silicon-hydrogen bonds, theyapor during deposition of nondoped layers in order to shift
total hydrogen concentration before and after the films arghe maximum of the photosensitivity into the short-
annealed, the change in the positioregf, and the activation  avelength region of the spectrum. The density of dangling
energy of the temperature dependence of the darkjjicon—silicon bonds for li-lil-type films differed very little
conductivity—AF ;. (Np ~Np ).
Quartz, devitrified glass, and Corning 7059 glass were " .
used as substrates. KDB-4.5 and KBD-10 single-crystal sili-
con with crystallographic orientationd11) and (100 was 3. MEASUREMENTS OF THE FILM PARAMETERS
used for depositing films when determining the types of
silicon-hydrogen bonds and the total hydrogen content b

i ~1

means of infrared s_pectrosco(me 630 e~ band was ana- tion of 2.0 cm ! and averaging over 1000 scans. Absorption
Iy;ed). An IR Fourier spectrometer was glso .used tolt.jeter“nes due to the bending vibrational modes of Si—H bonds
mine the total hydrogen content and to identify the S'I'Con'near 645 cm® and stretching vibrations of the same bonds

hydrogen and silicon-oxygen bonds. The doped layers Werg 1he range 2000-2100 crh can be seen clearly in the
deposited from gas mixtures—silane—phosphine and silane-

dib The doping level equals 0.3 at. % in th pectra.
lborane. The . .opmg evel equals 0.3 at. 0 in the case o It was assumed on the basis of the data in Ref. 7 that
p-layer deposition and 0.25 at. % 4Bg/SiH,+B,Hg,

annealing in an atomic-hydrogen atmosphere makes it pos-

The absorption spectra were measured on an IFS-113V
YR spectrometer in the range 530—4500 ¢nwith a resolu-

TABLE II. Total hydrogen concentrationdy) before and after annealing, type of silicon-hydrogen bonds, presence of oxygen, positignacfivation
energy of the temperature dependence of the dark conductivigy ) in a-Si:H films.

Film Total hydrogen content Silicon-hydrogen

type before annealingCy, % bond type Oxygen content, %  e.—¢&¢, eV Ae,, eV Cy after annealing, %
| 8-10 Si—H (2000 crm?) <0.1 0.63-0.79 0.73-1.05 5-8

Il 8-15 Si—H (2020 cm?) <0.1 0.65-0.73 0.78-0.90 1-10

1] 10—-17 Si—H (2020 crm?) ~0.1 0.63-0.77 0.73-0.96 10-16
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sible to obtain a more uniform hydrogen density profile over
the film thickness, i.e., annealing promotes smoothing of the
nonuniformities on the substrate-Si:H layer interface.

The microstructure of the obtained films was investi-
gated by transmission electron microscopy with an acceler-
ating voltage of 100 kV. Light-field image and microdiffrac-
tion regimes were used. The samples for investigating
microstructure were prepared by chemical-dynamic etching
from the substrate side.

The defect density(dangling silicon—silicon bonds
Np, and the Urbach parameter were determined on the basis
of optical absorption data obtained by the constant photocur-
rent method.

The photoconductivity was measured with photon flux
| =10'° photons/cr with hv=2 eV at room temperature.

The refractive index of type-I and -l films was deter-
mined from ellipsometry data. The optical band gap and the
refractive index were determined from the transmission
spectra.

The photoluminescence of the films investigated was
measured by the standard method at77 K. Excitation was
performed with a 120-mW Ar laser with photon energy
2.54 eV. The spectral characteristics were determined using
illumination by a hydrogen lamp and an incandescent lamp
(in the range from 0.25 to 0.8am).
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4. RESULTS AND DISCUSSION

Figures 1a and 1b display the variation of the activation
energy of the temperature dependence of the dark conductiv-
ity and photoconductivity of films before and after annealing
in an atomic-hydrogen atmosphdregime a and curves of
the photo- and dark conductivitie30§h,od)3'4 versus
the quantity e.—eg determined from the expression
sc—sF=kTI_n(cro/a), Wh_e_re g is the cond_uction band U.Im 0_30 0..;20
edge, e is the position of the Fermi level, and (c,~¢,), 4E, eV
00=1500"1. cm™ %, and versus the activation ener§¥§,, ¢
of the dark conductivity(determined experimentally We FIG. 1. a—Variation of the activation energyE, of the temperature de-
see that the position of the Fermi level changes — it shifts t@&ndence of the dark conductivity) and photosensitivitypn, /o7 (2) of
the center of the mobilty gap —E,. A simila shif o the 2711 befre snd sfer srneaing i an st roge amospner
Fermi level is also observed in the case of vacuums;p fims (types I, Il, 1ll) before and after annealing.
annealind’ In contrast to vacuum annealing, in the case of
annealing in an atomic-hydrogen atmosphere the photocortlecrease of the density of “floating” bondquintuply coor-
ductivity is observed to increase, i.e. the ratio of the photo-dinated silicon atomscan also result in a decrease M .
conductivity after annealing to the photoconductivity beforeThe total defect density can also decrease as a result of the
annealing depends on the position of the Fermi level and theormation of nano- and microcrystallites, which decreases
activation energy of the dark conductivity in the initial film, the stress in the structural network of amorphous silicon. The
and it is large forAE,=0.90 eV. The changes in the defect changes occurring in the defect density as a result of anneal-
density ina-Si:H films as a result of annealing in an atomic- ing are not correlated with a change in the hydrogen density.
hydrogen atmospherg-ig. 2) depend on the defect density A small change in the total hydrogen density as a result of
in the initial film: The ratioNp,/Np; is all the larger, the annealing in an atomic-hydrogen atmosphere could occur for
lower the preannealing defect density in the film. A changdlifferent reasons:
in the charge state of defects of the type —D® or D* » Presence of homogeneous microstructure, low concen-
—DP° could be the reason why the total defect density detration of stressed, “weak” silicon-hydrogen bonds. It is
creases. It was shown in Ref. 8 that the energy position oknown’ that a homogeneous microstructure is observed in
defects in the mobility gap is determined by the mechanisnifilms with a low ratio of silicon dihydride to silicon mono-
responsible for the production of the defects — during filmhydride, which corresponds to a low ratio of the intensities of
growth. The variation of the growth kinetics, the conditionsthe 2090 and 2000-cnt lines.
of annealing, determines the type and density of defects. A The films investigated in the present work were distin-
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o ) o ] FIG. 3. Variation of the refractive indem; —n, (1) and optical band gap
FIG. 2. Variation of the ratio of the defect densities in the disordered strucgopt (2) of a-Si:H films before and after annealing as a function of the
q :

tural network ina-Si:H films (type |, II, Ill) before Np;) and after Np,) refractive index of the initial film.
annealing in an atomic-hydrogen atmosphere.

_ _ _ _ (T=400 °C, annealing tim — 2 h and in an atomic-
guished by the degree of nonuniformity of the microstruc-hydrogen atmosphere did not result in a large change in the
ture, and the different change in the total hydrogen densitphotoelectric properties, while the hydrogen content de-
could be due to different values of the ratios of the concencreased to 8 and 10 at. %, respectively. The values of the
trations of silicon dihydride to silicon monohydride in the (efractive indexn and Egpt decreased. An increase in the
initial film. For example, type-| films had only monohydride refractive index and a small decreaseSff* were observed
bonds(2000 cni'?), type-ll films had clustered monohydride i, type-l and -Il films. A sharp decrease a‘gjpt was not
bonds (2020 cm ), and type-lll films had monohydride ohserved for films with a total postannealing oxygen content

bonds(2020 cn*) and silicon-oxygen bondd.060 cm*). ot exceeding 1 at. %. The photoluminescence spectrum for
A change in the total hydrogen content after annealing is nofhese films on single-crystal silicon also did not change
observed in type-lll films and it is small in type-I films. much; only the intensity of photoluminescence increased

A small change in the hydrogen concentration as a resullrig, 4),

of annealing in an atomic-hydrogen atmosphere could be due The decrease of the refractive index for films in which a

to the following factors: small postannealing change in hydrogen density was ob-
* Formation of monomolecular hydrogeh+H=H,1)  served could be due to an increase in the nonuniformity of

and long H lifetime in the presence of any third component. the microstructure, sincéig. 3 the decrease in the refrac-

In this case the change in the total hydrogen content ifive index is all the larger, the lower its value in the initial
a-Si:H films as a result of annealing in an atomic-hydrogen

atmosphere will also be small, since the surface of the an-

nealed film is coated with a layer of molecular hydrogen. 15
Oxygen, small additions of which< 0.1 at. %), as shown in

Ref. 7 , atdeposition temperature§>300°C greatly in-

crease the specific displacemeptr,, of electrons, can play

a role as the “third” component, giving rise to a small

change in the hydrogen concentration as a result of anneal- 2
ing. The increase ing7), is probably due to a modification

of the film surface during annealing.

* Presence of nano- and microcrystallites in the initial
film. In this case the observed changes in the defect density
could be due to a decrease in the height of the potential
barrier at the boundary between the amorphous and microc-
rystalline phases. The absence of changes in the hydrogen
density in type-lll films before and after annealing could be
due to the presence of impurities and a second phase. Mea-
surements of the optical parameters of photoluminescence
and microstructure, presented in the following figures, attest
to the presence of impurities.

Figure 3 shows data on the change in the refractive index 4 1 L
n and optical band gap as a function of the refractive index 125 1.50 1%
in the initial films. For type-Ill and -l fiims the refractive EyeV
index is observed to decrease with a small change in hydrgsg. 4. intensity of photoluminescence arSi:H films before(1) and after
gen density. Annealing of type-lll films in vaccuum (2) annealing.
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FIG. 5. a—Light-field contrast image of @a3Si:H film before annealinghydrogen concentration 8.3 at. %, thickness @ri). Inset: Microdiffraction pattern
of the same film. b—Light-field contrast image afSi:H:H film after annealinghydrogen concentration less than 1 at. %, thicknessg0n}. Inset:
Microdiffraction pattern of the same film.

film. An increase in the heterogeneity of the microstructureenergy position of this peak, characteristic for amorphous
should lead to an increase in the dark conductivity and dydrated silicon, does not chan¢feig. 4).
decrease in the photoconductivity, which are not observed in  According to the IR spectroscopy data, thei:H films
this casd€Fig. 1). An increase in the defect density is also notdeposited on different KDB silico4.5 and 10 substrates
observed. According to the dc photocurrent method, the dewith different crystallographic indices(100 and (111))
fect density decreasé€Fig. 2). have a different hydrogen content. The microstructure and
It can be conjectured that microcrystallites form in the microdiffraction pattern of the films are presented in Fig. 6.
disordered structural network of amorphous silicon, as a reOne can see that the information on the types of silicon-
sult of which the stresses decrease and the height of theydrogen bonds and the total hydrogen density is different
potential barriers(deformation between the phases and for the same technological process and depends on the type
therefore the defect density decrease. At the same time, thaf substrate.
presence of an interface between the crystalline and amor- Figure 7 shows the spectral characteristicspei—n
phous phases increases the nonuniformity of the microstrucstructures based on treeSi:H films investigated. We see
ture. that the current sensitivity of the structures increases as a
The changes occurring in the microstructureasSi:H  result of annealing in an atomic-hydrogen atmosphere. This
films (type-l, where a decrease of hydrogen density is obagrees with the decrease in the defect density in nonhydro-
served deposited on a single-crystalline substrate and angenated layers subjected to annealing. This is valid for all
nealed in an atomic-hydrogen atmosphere are presented @tructures formed on films which differ with respect to the
Fig. 5. The insets in Figs. 5a and b show the changes in thimitial defect density. A shift of the photosensitivity maxi-
microdiffraction pattern for the same films. One can see thamum is observed only in the case where payer is sub-
prior to annealing the films were amorphous. Total crystalli-jected to annealing op-layers were deposited alternately
zation occurs after annealing in the atomic-hydrogen atmofwith alternation of deposition and annealinghe maxi-
sphere. The films crystallize in the orientation of the sub-mum current sensitivity of the experimental structures at
strate on which they were deposited. The light-field imagex=0.35um equals 0.12 A/W.
(Fig. 59 attests to the presence of a columnar structure with  Investigation of the Staebler—Wronski effeCAM-1
grain size 100—-250 nm. A high density of small formations,illumination for 10 H on films before and after annealing
probably pores, with dimensions of 40-50 A is seen insideshowed that an increase of the defect density up>d@®
the grains. The appearance of microcrystallites does not 2x 10" cm™2 as a result of irradiation occurs for all types
greatly change the photoluminescence spectra for the filmaf films. For films whose hydrogen content does not exceed
The intensity of photoluminescence at 1.36 eV increases; thé at. % the change in the density of dangling bonds is small
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FIG. 6. a—Light-field contrast image @fSi:H film deposited on a KDB-4.5100] substrate. Inset: Microstructural pattern of the same film. b—Light-field
contrast image of aa-Si:H film deposited on a KDB-1(0111] substrate. Inset: Microstructural pattern of the same film.

— from 7X 10 to 1.2x 10 cm 3. An increase in Urbach 1. The hydrogen content in films subjected to annealing

energy from 50—70 to 90—110 meV is observed at the samgan decrease to 1 at. %. The films have a total defect density

time. not greater than %10 cm 3. The optical band gap
The following conclusions can be drawn on the basis ofchanges very litle — from 1.76 to 1.73 eV.

the data obtained on the influence of annealing in an atomic- 2- The introduction of oxyger0.1 at. % from water

hydrogen atmosphere on the parametera-&fi:H films and ~ Vapor into the gas mixture makes it possible to keep the
p—i—n structures based on such films. hydrogen density from changing as a result of annealing, but

then the defect density in the disordered structural network
decreases.

3. The change in the microstructure @fSi:H films, the
PL and refractive index intensities, and the shift of the Fermi
level toward the center of the mobility gap are due to “etch-
ing” of the surface of the growing or deposited film by
atomic hydrogen.

4. The total hydrogen content and the type of silicon-
hydrogen bonds, which are determined by IR spectroscopy,
depend on the type of crystallographic orientation of the
single-crystal substrate.

5. The Staebler—Wronski effect is observed for films in
which the total hydrogen content does not exceed 1 at. %.
Conversion of weak silicon-silicon bonds into dangling
bonds is probably due to the types of defects produced in the
disordered structural network of amorphous silicon with the
use of silicon-hydride radicals.
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The effect of the substrate temperatligon the sheet resistané€® for polycrystalline Si films

obtained by molecular-beam deposition was investigated. It was foundRghiata

nonmonotonic function of ¢ for films doped with different impurities during the deposition

process. An explanation based on a modified Setto model is proposed for the experimental results
obtained. ©1998 American Institute of Physid$$1063-782(8)02305-9

1. INTRODUCTION 3. RESULTS AND DISCUSSION

Polycrystalline silicon filmgPSF$ are finding wide ap- Figure 1 shows the diffraction patterns of films of thick-
plication in the preparation of thin-film transistors, solar nessd=0.15um, grown at substrate temperatufes=400
cells, and integrated-circuit resistdis. The method of and 450 °C. One can see that the transition from growth of
molecular-beam depositiofMBD) provides wide possibili- amorphous to polycrystalline films occurs in this temperature
ties for varying the properties of PSFE It makes it pos- interval. It should be noted that in the Si sublimation method
sible to obtain PSFs at a low growth temperature and to varg transition to epitaxial growth on a single-crystal substrate
independently over wide limits the growth rate and the dopwas observed in the same temperature intehViie varia-
ant type and flux as well as to use certain factors whichion of the size of CSR and the grain size as a function of the
stimulate film growth(for example, application of an accel- film growth temperature is shown in Fig. 2.
erating potential to the substrate Investigation of the 1.5:m-thick films grown at

In this paper we report the results of an experimentalT>500 °C established that they grow with a clearly defined
study of the variation of the sheet resistance of MBD-growntexture in the growth directiorf110). In addition, as the
PSFs as a function of growth temperature and dopant typegrowth temperature increases, the angular spread of the tex-

ture decreases. Thus, the angular spread was equal to 58° for
films grown at 570 °C and 17° for films grown at 640 °C.
2. EXPERIMENTAL PROCEDURE The variation of the structural-morphological properties

The layers were deposited by the MBD method usingof PSFs as a functlor? of depesmon temperature is shown in
Fig. 3. For example, in arsenic-doped films at low tempera-

sublimating Si sourcebRectangular 7% 5x 0.8 mm wafers T.~550 °C fil ith d arai f unif
grown from doped Si single crystals served as the sources (5'{”83 S IMS grow with found grains ot unitorm

Si vapor and dopant. The sources were chosen with an irr?—'ze\,;m?{am S'Z? IS 0 bserved fto trgreagso\ivm‘ t:\S the
purity density so as to be able to obtain impurity fluxes9"OWIh temperature increases furth@{: O, the con-

which are close in magnitude. The computed values of th&0ur of the film surfaee intensifies. Grains acquire a polyhe-
impurity fluxes obtained in the present experiment are preSjral shape, and their sizes become comparable to the film

sented in Table I. The Si flux was equal tox20' thickness =1 um). For PSFs doped with other impurities
atoms/cri- s. The source was heated up to a working tem_the structural-morphological properties vary with growth

perature of the order of 1380 °C by passing a current. Thdemperature similarly. Al-doped films' are exceptions.' At a
substrates consisted of Si plates, coated with a layer of thefll owth temperature of 53910 °C grains up to 1Qum in

mally grown oxide of thickness=0.4 um. The polycrystal- size with an average size of 42m, which s mu_ch greater
line Si films were 0.15 and 1.5m thick. than the film thickness, were observed in the films.

The structure of the layers was monitored by electron h Dtata 9? the éiubs;rlzitglztempzratt_rtr@de ‘I)esmﬁ nces_gj iﬂe
diffraction in reflection and transmission. In films with thick- S€€t resistanc 6) o S and epitaxial S1 ims wi e

nessd=0.15 um the size of the coherent scattering regionSame thickness grown under e|m|l_ar conditions on an ori-
(CSR was determined according to the angular witt® of ented substrate as presented in Fig. 4. For all dopants the
the diffraction maxima from the Scherrer formula

D=4mk/AS, (1)

wherek~1 is the Scherrer constant. Film-surface morphol- : :

. . . Type of impurity As Sb Al Ga B
ogy was investigated by electron microscopy on angular rep-"r,
licas. The sheet resistance of the PSFs was measured by th8ms/cr. s 6x102 1.2x102 1.6x102 8x102 8x 102
standard four-probe method.

TABLE I|. Dopant flux from silicon source.
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FIG. 1. Diffraction patterns of silicon films grown at substrate temperatures
Ts, °C: 1 — 400,2 — 450.

dependence®fy(T,) for PSFs are strongly nonmonotonic.
For acceptor impuritieR¢(T,) reaches a minimum in the
range of growth temperatureg; ,i;;=580—-610 °C, while

for donor impuritiesTg ;=530 °C. At the same timey,

for single-crystal films in the experimental temperature range
is virtually constant and much lower than the minimum value
for PSFs. The only exceptions are aluminum-doped PSFs,
where the minimum value di&; is virtually identical toRg of
single-crystal films.

The temperature dependences of the sheet resistance
with the temperature decreasing from room temperature to
liquid-nitrogen temperature were measured for separate
PSFs. The observed dependences for most samples were of

the form
Rs~exp(— E/KT), 2

whereE is the activation energy, which is correlated with the
value of Rg at room temperature: The value Bfincreases
with increasingRs. For the minimum values d&, the energy
E=<0.05 eV, irrespective of the type of dopant, while for
high-resistance filmsR=10° (/(J)) E=0.45-0.5 eV.
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FIG. 2. Size of the coherent scattering regigasand grain size in poly-
crystalline Si films(b) versus growth temperatuie, .

Shengurov et al. 563

FIG. 3. Photomicrograph of angular replicas from the surface of polycrys-
talline Si films. The micrographs were obtained in an electron microscope
(X 15 000). Growth temperatufgs, °C: a — 550, b — 600, ¢ — 650.

The observed variations of the film resistance as a func-
tion of growth temperature can be qualitatively explained on
the basis of a modified Setto mo@i@ffor partially depleted
grains. The resistivity is given by

kN,

P= WaATNG exp(qVe/KT), 3

where(a) is the average grain sizblg is the density of the
electrically active dopantyy is the barrier height at grain
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FIG.
rities (a) and acceptor impuritiegh) versus growth temperaturgs. The
dashed lines show the same dependences for single-crystaldiftestaken

Semiconductors 32 (5), May 1998 Shengurov et al.
a whereQ; is the charge on the grain interface.
10’ sb In the substrate temperature range 5002C,<Tg in

the grain size(a) increases and the boundary quality im-
proves. As a resul); decreases, which results in a decrease
106‘ As of Vg andp. In the rangeTs~ T, i, the grain size reaches
almost its maximum value, while the resistance reaches its
3 minimum value. As growth temperature increases further,
S 10" n mechanisms which decrease the density of electrically active
ar impurity are apparently activated: impurity segregation on
o5h defects and intergrain boundaries and incomplete transport of
10%}F ,o’// e As the impurity from source to layer during growthAs a re-
_,::—of’ sult, Vg starts to increase and this cauggdo increase. We
explain the higher value of ,;, for B-doped films by weak
segregation of B in Si.

1

4. CONCLUSIONS

The growth temperature dependence of the sheet resis-
tance of polycrystalline Si films doped with different impu-
rities in the process of molecular-beam deposition was inves-
tigated. In contrast to single-crystal films, where the
resistance is virtually constant in the experimental tempera-
ture range, this dependence is nonmonotonic: The minimum
value of R¢(T,) occurs afT g min=580-610 °C for acceptor
impurities andT g ,,;,=530 °C for donor impurities.
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Vibrational modes with wave numbers 1879 and 1848 trpreviously observed only in the

spectra of crystalline diborane, were observed in the optical specaeBaH(B) films.

This indicates formation of complexes and bonds similar to those present in diborane, specifically,
bridging hydrogen in the amorphous network. The change in the amplitudes of the observed
modes after the films are annealed is attributed to structural rearrangements resulting in a decrease
in the density of weakly bound bridging hydrogen and an increase in the density of

quadruply coordinated boron. This explains the previously observed increase in the conductivity

of annealed films. ©1998 American Institute of Physid$$1063-7828)02405-3

The properties of amorphous hydrated silicarSi:H)  turesT,=300—-320 °C. The boron density in the-Si:H(B)
are determined by the presence of hydrogen and the micrdayers studied was equal to<6L0*"— 1 x 10'° cm 3 and was
structure of hydrogen bonds in the amorphous network. Hymeasured by secondary-ion mass spectrom@&iyS). The
drogen bonds can be successfully studied by infratBd  absorption spectra were measured on structures and films
spectroscopy methodsThe hydrogen bonds with silicon in with a c-Si substrate and the reflection spectra were mea-
nondopeda-Si:H have been studied most extensively. Thesured on films with a quartz-glass substrate.
effect of impurities(specifically, boroh on hydrogen bonds The optical spectra were obtained with a Bruker fast-
has been investigated much less. In .R&f, anabsorption scan IFS-113 v IR Fourier spectrometer with a resolution of
peak at frequency=2475 cm® was observed in boron- 0.5 cmi! in the experimental wave number range 1000—
doped films; this peak does not occur in the spectra of thd000 cmil. In a number of cases the measurements were
nondoped material. The authors attribute the peak to @erformed by accumulating a signal and averaging over 1024
stretching vibrational mode of B—H bonds. No other featurespectra. The absorption spectra of tSi:H layers in the
were observed in the spectrum. However, in Ref. 3 an abstructure were obtained by subtracting from the total spec-
sorption peak av=1875 cmi'! was observed in crystalline trum the structure of the spectrum from #xSi(B) substrate
silicon (c-Si) with hydrogen and attributed to a stretching and the spectrum from the protectigeSiC layer, which
vibrational mode of Si—H bonds which interact with nearbywere measured separately. Strong interference effects ap-
electrically inactive boron. On heating to temperatdre peared in the absorption spectra of the structures and in the
>250 °C Si—B bonds are formed instead of Si—H bonds as eeflection spectra of the-Si:H(B) films on quartz. They
result of hydrogen diffusion; boron becomes quadruply-were taken into account by using the well-known relations to
coordinated, electrically active boron and the absorptiorsimulate interferenceThe optical spectrum of the-Si:H(B)
peak atr=1875 cm! vanishes. The conductivity af-Si  layers which was analyzed was obtained after subtracting the
increases with the degree of doping with boron. Similar consimulated curve from the experimental data.
ductivity increases after annealing were also observed in Figure 1 shows the absorption spectrum of the structure
boron-doped-Si:H* For this reason, the investigation of the (solid line). The spectrum was obtained by subtracting out
IR absorption spectra of boron-doped amorphous silicorthe spectra of the substrate-§i) and protective layer
a-Si:H(B) is of interest from the standpoint of the structure (a-SiC) and taking into account interferengthe thickness
of the hydrogen bonds ia-Si:H in the presence of boron and boron density in thp* andp layers ofa-Si:H(B) were
impurity and the change in this structure as a result of dif-as follows:d;=0.1 um, d,=5 um, Ng;=1x10'° cm™3,
ferent external actiongéincluding, high-temperature anneal- andNg,=5x% 10'" cm™3]. We see from the figure that strong
ing) as well as for studying the correlation between structurabbsorption occurs in the spectral region=1800-2200
rearrangements of the bonds and the change in the paramm 1. The spectrum shown in Fig. 1 can be represented as a
eters of the material, for example, the conductivity. sum of several vibrational modes. These modes can be ap-

In the present work we investigated boron-dopefii:H  proximated by four Gaussians with different amplitudes and
films deposited ote-Si and quartz glass substrates, as well aglifferent half-widths. They are represented in Fig. 1 by
structures of the typec-Si/p*-a-Si:H(B)/p-a-Si:H(B)/  dashed lines. Their maxima occur at the frequencies 2090,
a-SiC. The films and structures were grown by deposition in2003, 1879, and 1848 cmh. The sum of these four Gauss-
the plasma of an rf glow discharge with substrate temperaians corresponds to the experimental curve. The spectral po-

1063-7826/98/32(5)/3/$15.00 565 © 1998 American Institute of Physics
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FIG. 1. Typical experimental absorption spectrum of the struchirg
based ora-Si:H(B) (solid line) and four Gaussians into which this spectrum
is decomposeddashed lines Positions of the maxima of the Gaussians
cm % 1 —2090,2 — 2003,3 — 1879,4 — 1848,

sitions of the first and second maxirf2090 and 2003 cmt)
are due to absorption by vibrational stretching modes of the
Si—H, and Si—H bond§.The third and fourth maximé1879
and 1848 cm?) coincide with the observed absorption peaks
in the spectrum of tha-Si:H(B) films (film thicknessd= 1
um, boron densitNg=2x 10'® cm™~3) on thec-Si substrate
(Fig. 2. In Fig. 2 the position of these peaks is shown by
arrows for clarity. This absorption spectrum was obtained by
subtracting out the substrate spectrum and taking into ac-
count the interference. We note that the ratio of the ampli-
tudes of the absorption peak corresponding to the stretching
mode of the Si—H bond witlr=2003 cm * to the amplitude
of the observed absorption peaks exceeds 100. Thus, the con-
tribution of the observed modes to absorption is quite small
and their observation was made possible only by the advan-
tages of Fourier spectroscopy.

Figure 3 shows the reflection spectraseBi:H(B) films
on quartz-glass substrated=€1 um, Ng=2x10'® cm™3).
The spectruni corresponds to the control film, and the spec-
tra 2 and 3 correspond to films annealed at temperaturgs
=360 and 335 °C, respectively. The spectr@roan be rep-
resented as a sum of two Gaussiddsshed lines with
maxima atvz=1879 cm ! and v,= 1848 cm?, the same as
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the positions of the maxima in the experimental spectra repf!G. 3. Absorption spectrum of nonannealdd and annealed at tempera-

resented by curvesand2. The dashed line corresponds to a

tures 360 °Q2) and 335 °C(3) a-Si:H(B) films on quartz-glass substrates.
The arrows show the position of the hidden absorption peaks in the spectra

curve Whi_Ch is a sum of thesg two QaUSSianS- One can se@ynd2. The dashed lines shows the position of two Gaussians into which
from the figure that this curve is identical to the spectrum 3spectrum3 is decomposed; the dotted line shows sum of the Gaussians.
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Moreover, the arrows show the presence of weak peakseason, the intensity of the vibrations of mo8elecreases,
which are present in spectfaand 2. The spectral positions while the intensity of the vibrations of the mode associated
of the peaks correspond to the frequencies 1848 and 1878ith boron(mode4) increases.

cm % i.e., the main absorption in the spectrum of the control  In summary, vibrational modes withy=1879 cm * and
(nonannealedilm occurs at the frequency 1879 chwhile  v,=1848 cm?, not previously described in the literature,

in the case of the film annealed at the maximum temperatureere observed in the optical spectra of all experimental
(360 °Q the main absorption occurs at the frequency 1848&-Si:H(B) layers. The presence of these modes indicates
cm™ L. The shift of the absorption maxima afSi:H(B) films  clustering of boron and hydrogen and the presence of bridg-
into the IR region upon annealing can be explained by ang hydrogen in a system consisting of a three-center bond
change in the ratio of the amplitudes of their constituentwith silicon and boron atoms, as well as bonds of the type
modes with maxima ar; and v,. Annealing increases the B-B. It was determined that when tlzeSi:H(B) films are
amplitude of model and decreases the amplitude of m&le annealed, the amplitudes of these modes change as a result of
In the case of an intermediate annealing temperatiite ( structural rearrangements of the bonds: decrease in the con-
=335 °O both modes are clearly seen in the optical speccentration of weakly bound bridging hydrogen and increase

trum. in the concentration of electrically active boron atoms, which
According to the published data, the absorption peaks adetermine modéd.
v3=1879 cm! and v,=1848 cm! have not been previ- This work was supported by the Russian Fund for Fun-

ously observed in the optical spectra @fSi:H and damental Research, Project 96-02-18853.

a-Si:H(B) layers. However, they have been observed in the

polarized IR spectra of liquid and crystalline diborangdp ~ *'Fax: (0954387664; e-mail: abelog@glas.apc.org

(Ref. 7). According to Ref 7 , these modes are due to the —

presence of bridging hydroge(1879 CI‘TTl) and boron— 1%_;.;2;1;1(,59; Zhang, J. P. Zhao, and X. B. Liao, Solid State Phenom.
boron type bond$1848 cni't). The vibrational modes, simi- 2. ¢ shen and M. Cardona, Phys. Rev2® 5322(1981).

lar to those occurring in crystalline and liquid diborane, 2J. I. Pankove, P. S. Zanzucchi, and C. W. Magee, Appl. Phys. 46tt.
which we observed in the optical spectra of thei:H(B) 4211985, ,
material, could indicate clustering of boron and hydrogen. ESA'(;;;(?;SZ;.A N. Lupacheva, N. N. Meleshket al, Semiconductors
As aresult, structural bonds of the type occurring in diboranesy, CardonaModulation SpectroscopyAcademic Press, N. Y., 1969.
molecules form ira-Si:H(B). The mode3 is due to the pres-  °G. Lucovsky, R. S. Nemanich, and S. C. Knight, Phys. Red.982064
ence of weakly bound bridging hydrogen. At an annealing (1979

temperaturd =360 °C these bonds change, specifically, as - Treund and R. S. Halford, J. Chem. Phy8, 3795(1963.

a result of the diffusion of weakly bound hydrogen. For thisTranslated by M. E. Alferieff
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The effect of the high generation-recombination power of an ohmic congacbitaci on
exclusion—accumulation processes in structures with an antiblocking cofaginmetric
structures of the typp ™ —p—S) was studied theoretically and experimentally. It is shown

that, in contrast to the ordinarily studied symmetric structpife-p—p*, the asymmetric
structures, which is being studied, forms a region of accumulation or exclusion, depending

on the direction of the current. The nonequilibrium carrier density in the accumulation layer is
much higher while the exclusion region is longer than in the symmetric structure. A

densityn 100 times higher than the equilibrium valng was obtained experimentally for Ge at
300 K. The length of the exclusion region reached 96% of the sample length. Applications

of structures with antiblocking and ohmic contacts based on narrow-gap materials are proposed.
© 1998 American Institute of PhysidsS1063-782808)02505-9

1. INTRODUCTION lindrical and spherical The effect is obviously due to the
geometric factor.
An electric fieldE, in a semiconductor crystal with an- In the present paper we examine the possibility of a large

tiblocking contacts at the endfor definiteness, we consider increase in charge carrier density in the accumulation region
the structurgp™ —p—p™) gives rise to a substantial redistri- for a crystal with the classical rectangular square geometry.
bution of charge carriersn(p) in the longitudinal direction. The accumulation effect is investigated in the presence of an
As a result of bipolar carrier drift in the fiel&,, a large ©ohmic (S) contact in the crystalp”—p-S structurg. By
portion of the base, comparable in size to the bipolar drifidefinition, as a result of thermal generation, the equilibrium
lengthLg, is depleted of electron-hole paifsxclusion. At~ Carrier densityno=p, should be preserved at an ohmic con-
the same time, a pair accumulation region, comparable iffiCt for any value of the current For this reason, in the
size to the bipolar diffusion lengthy (Lg>L ), appears at Presence of carrier drift toward the" contact an ohmic

one of thep* contacts. This redistribution is especially large Cﬁntact W|Il_becc:me an egluent source of gogecﬂlunrl]brlum_
in semiconductors whose conductivity is close to the intrin-Charge carriers. In our study we investigated, both theoreti-

sic value fip, po=n:>N,, whereN, is the density of non- cally and experlmental!y, the charge carrler_dlstrlbutlons in
the base and the density of charge carriers in the accumula-

compensated acceptors . L
tion layer, as well as the current-voltage characteristics

The extended high-resistance exclusion region deter(-IVCS) of p*—p—=S structures.For comparison, the same

mines mainly the characteristic features of current flow inthe, . <\ \.oments  were also performed on the standard
p"—p—p" structure, and for this reason it has been investi-p+_p_p+ structures. The experiments were conducted on
gated for a long time and in detddee the review in Ref)1 1 re.Ge at room temperature. The unavoidable errors aris-
It has been established that the free charge-carrier dens&g in the asymptotic solutions of the nonlinear continuity

n=p in this region can be_ gagily one or two orders of mag-equation are eliminated by solving the problem numerically.
nitude lower than the equilibrium valug=p,. The exclu-

sion effect has been used to determine the parameters of gn
electron-hole plasm@, decrease the response time of
photodetectors, and produce unconventional sources of We are studying a square semiconductor crystal with
radiation? almost intrinsic conductivity fo—ng=N,<<n;) with base
There is less information about the parameters of théengthd (0<x<d) much longer than the diffusion length
accumulation region. This is apparently due to the very lowkd- Generation—recombination processes on the side faces

enrichment levels, which are of no practical interest com-2r€ ignored. It is assumed that bipolar diffusion-drift pro-
pared with the injection phenomenon. It was shownCESSES in the base do not lead to the appearance of a volume

charge, and this fact is reflected by the quasineutrality equa-

BASIC RELATIONS

recently*® that a large increase in carrier density in the ac-~
cumulation layer near the small-radius contact should be e>}-'0n
pected inp" —p—p™ structures with an exotic geometfyy- p=n+N,. 1)

1063-7826/98/32(5)/4/$15.00 568 © 1998 American Institute of Physics
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The contacts used to apply an external electric fig)do 10° -
the base of the structure can be of two types: In the standarc
situation the crystal is bounded on the faces by wo-p
junctions (symmetric structuneand in the other case an
ohmic contact is present in the=d plane (asymmetric
structurg. Junctions of the typ@*—p are treated as sharp
potential barriers; we neglect space charge regions in them. |
is also assumed that the carrier density on the ohmic contac
remains at the equilibrium level for arbitrary currents.

The spatial distribution of the nonequilibrium charge-
carrier densityn(x) is found from the continuity equation

5 d?n £ dn n—nq )

_+ _

dX2 ME X dx R ( )

where 16 2 1 ) " )
(] 0.2 0.4 06 0.8 1.0

NunDp+pupDhy Hpmn(P—N) I
D: _— /"LEZ—Y x- m
Puptnun PuptNun

Th= Tp= 7= CONSt.

FIG. 1. Calculation of the longitudinal electron-hole pair density distribu-
tion in p*—p—S (solid lines1-6) andp*—p—p™* (dashed lineg’, 5', 6')
structures withr=100 us. Current density, mA/cfn 1 — 20; 2 — 100; 3

Equation(2) is supplemented with boundary conditions for — 1000:4, 4 — 10:5, 5 — 30: 6, 6/ — 60.

symmetric(3') and asymmetri¢3”) structures

jn|x:0d:0_’D@ _J_ HaN , (3) was established b_y fusing-in pure Sn. To decrease the effect

' dX| _og ©PumpTNunl,_oq of surface generation-recombination processes, the free faces
_ were etched in KO,. According to our measurements, the
Jn|x:O:01 nlx:d:no- @)

effective charge-carrier lifetime did not exceed 10@s. An

The condition(3') reflects the smallness of the electronic electric field(constant-voltage regimén the form of 500us
current through thep™ —p contact, while the second condi- square pulses was applied to the samples. The absence of

tion (3”) corresponds to an ohmic contactxatd.

Joule heating was specially monitored. The sample dimen-

We also use the expression for the total current densitgions were 11.45.7X2.8 mm.

in the structure:

The electron-hole pair distribution(x) along the base
of the structures was investigated by the standard method of

o dn dp o i SoHIEE
i=intip=enunExt Do +epupE—Dpy (4  Probing in the IR region of the spectrum beyond the intrinsic
X X absorption edge of the material € 2—10um) in a direction
from which we obtain an expression for the fiedg perpendcular to the current lines. The width of the IR probe
1 4 did not exceed 20@m, and the scanning step was equal to
: n 250 um. The radiation transmitted through the crystal was
Ex=|=j+(Dp—Dp)== +nun). 5 K
=| el T (Pr~ Do)y /(p,up H) © detected with a cooled Ge:Au photodetector. It was assumed
The total voltage in the base is determined as
dn 10”
_D.)— F 3
i f¢ dx o (Pe= Dy E %
-1 +] © s
€ Jo Puptnun Jo PuptNug g0 \x‘
1
To solve the problem numerically are used the standard o 10 ] :'*.!!
parameters of Ge at 300 Ku,=3800 cnt/(V-9), § ‘, 5,0°
pnp=1800 cnf/(V-s), D,=98 cnf/s, D,=47 cnfls, o °

No=n;=2.34x10" cm 3, d=1 cm, andr=100 and 300
us. The computational results are presented in Figs. 1-3.

3. EXPERIMENT

| % 1-3
0 H—ﬁ-:::};ﬁoftﬁ—;)
- 4—0‘"""‘3
[ ‘W‘d o
12
10 3

2 i 2 I

The experiment was performed at room temperature for 0 02 04 06 03 10

long (d>L,4) p-type Ge samples with uncompensated accep-
tor densityN,=10" cm™2 (n;>N,). The IVCs and the lon-
gitudinal charge-carrier distribution in the base were mea

X, cm

FIG. 2. Experimental data on the longitudinal free-carrier density distribu-

tion in p*—p—S (curves1-4, ohmic contact on the right-hand sjdand

_sured. An antiblocking contact was produced by fus_,ing—in INp*_p—p* (curve 5) structures. Current density, mA/@ml — 31, 2 —
in a hydrogen atmosphere at 500 °C and an ohmic contaabs,3 — 400,4 — 23,5 — 28.
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200 A different picture arises in the asymmetric structure.
First and foremost, the carrier distribution becomes asym-
metric relative to the sign oE,. In the presence of drift

5 toward the ohmic contact the exclusion region extends over a
larger region than in the case of the symmetric structure —
virtually over the entire crystal, whereas the accumulation
region is absentFig. 1, curves4-6). Thus, in the entire
volume of the base the carrier density drops below the equi-
librium value. The total number of carriers in the crystal, as
one can easily see, decreases with increasig Con-
versely, for drift in the opposite direction there is no exclu-
sion region, since the ohmic contact “maintains” the charge-
carrier density in the base at the equilibrium vaiyg As a
result, an accumulation region with carrier density higher
than in the symmetric structufeurves1-3) forms near the

p* contact, and the total number of carriers in the crystal
increases withE,. Using the relations(2) and (3'), we
obtairf in this case the following expression from the bal-
u,v ance equation:

o o b
[- 3 o <)
Tr—1

O
8

150+

Js mAJem?
e o

o =
——

Exclusion length,cm

P | I

100+ 0702036 40 3680
j. mA/em?

FIG. 3. Calculation of the current—voltage characteristice otp—p™* (3, d ir
3) andp*—p-S (1, 1’ and2, 2') structuresl, 1’ — accumulation regime; n(x)dx=nyd+ J— (8
’ . . . - 0 .
2, 2" — exclusion regime. Inset: Exclusion length versus current for 0 e(l+,up/,un)
p*-p-p* (5, 5) and p*—p-S (4, 4') structures. The curves’ — 5’
correspond tor=100 us (d/Ly=12.5);1-5 — 7=300 us (d/L4=7.2).
The experimental charge-carrier distributions shown in
Fig. 2 qualitatively confirm the results presented above. In-
that the signal in the strong exclusion regime with-30 V' deed, in an asymmetric structure the charge-carrier density in

near thep ™ —p contact corresponds to complete extraction ofthe accumulation layer is 15 times higher than in a symmet-

the minority carrierdelectrong An=Ap=n,,. ric structure(see curves3 and5) with the same voltagé)
=30 V. There is virtually no density change at the ohmic
4. RESULTS AND DISCUSSION contact. This indicates that the contact is of good quality.

We note that the increase in density above the equilib-

We now turn to the calculations of the spatial distribu- rium density by the amoumtn/nom 10? obtained experimen-
tion of the minority charge carriers(x), presented in Fig. 1. tally in the asymmetric structure is high enough for consid-
The results for a symmetric structufeurves4’, 5', 6', car-  ering practical applications of the accumulation effect. As
rier drift toward the contact=d) confirm the characteristic follows from Fig. 2, the charge-carrier density near an anti-
features that are well-known from the asymptotic solutionsylocking contact can be varied over a range of almost three
of the problem. The accumulation region arising atgie-p orders of magnitude.
contact atx=d is localized in a region with a length of the Let us now examine the characteristic features of the
order ofL4. An exclusion region almost devoid of minority |vCs (see Figs. 3 and)4In a symmetric structure for both
carriers arises at the opposite contackat0. The length of  cyrrent directions the well-known la~+V, which is a
the exclusion regiot increases as the currefsiee the inset consequence of the appearance and expansion of the exclu-
in Fig. 3), while the size of the accumulation region remainssijon region, is satisfied, while in an asymmetric structure the
nearly constant. When the sign of the fiéll changes, an  form of the IVC is sensitive to the sign of the applied field
accumulation region appears at the contae® (not shown g . A carrier drift toward to the ohmic contact gives rise to
in Fig. 1). It is interesting to note that, as follows from the the formation of an exclusion region in the base, which gives
nature of the antiblocking contacts, the total number ofj ~ V. The IVC of the structure with & contact is charac-
charge carriers in the crystal is conserved under exclusionigrized by a lower current than in the case of a symmetric
accumulation conditions. This follows from the balancestrycture, since the total number of carriers decreases with

equation increasing current, while the exclusion region is lon¢se
d curves4 and5 in the inset in Fig. B The effect is especially
fo [n(x) —ne]dx=0, (7)  noticeable in structures with a shorter bakmver value of

d/Ly). According to our estimates, the exclusion length in an
which is obtained from the continuity equati¢®) with the  asymmetric structure reaches 0.96 cm as compared with 0.8
boundary conditions (3. It is thus easy to estimate the cm in a symmetric structure witld/Ly=7.2 and j=30
maximum electron-hole pair density in the accumulationmA/cn?. For the opposite direction of current flow a sub-
layer asn(d)/ng=d/Ly. For our case it should be expected stantial portion of the crystal remains undisturbed and the
thatn(d)/ny= 10, which corresponds to the exact calculationaccumulation layer decreases the total conductivity of a long
(Fig. 1, curvet’). crystal. As as result, the IVC becomes slightly superlinear. It
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8o contacj an accumulation region with a higher carrier density
than in the case of two antiblocking contacts appears in the
1 sample. Such a situation could be helpful for producing
modulators and IR-range emitters. Especially timely is the
use ofS contacts as a method for “pumping” in narrow-gap
semiconductor$inSb,HgCdTe at high temperatures, where
the standard injection method with the aid op-an junction
becomes inefficient because of the high rate of thermal gen-
eration of carriers.
In the exclusion regime an extended depletion region
3 arises in the sample and the equilibrium carrier density is
20} maintained only in a narrow layer adjoining the ohmic con-
2 tact. Such a deep-depletion regime can be recommended for
use in semiconductor solar coolérs.
This work was supported in part by the Ukrainian Sci-
1 L ! | J ence and Technology Cent@Brant No. 394.
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u,v YThe exclusion length is defined as the distance frompthep junction to
the point corresponding to a sharp decrease in the Hglat the boundary
of the depleted regioh.

IThe expressior8) for the total number of nonequilibrium carriers in the
base is valid only for “long” structuresg>L.

FIG. 4. Experimental current-voltage characteristicp 0fp-S (1, 2) and
p*—p-p* (3) structures.

is natural to expect the superlinearity of the IVC to be greate
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