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Transmission electron microscopy is used to study the microstructure of indiumd layers in
GaAs~001! grown by molecular beam epitaxy at low temperature~200 °C!. This material, referred
to asLT-GaAs, contains a high concentration ('1020 cm23) of point defects. It is established
that when the material isd-doped with indium to levels equivalent to 0.5 or 1 monolayer
~ML !, the roughness of the growth surface leads to the formation of InAs islands with
characteristic lateral dimensions,10 nm, which are distributed primarily within four
adjacent atomic layers, i.e., the thickness of the indium-containing layer is 1.12 nm. Subsequent
annealing, even at relatively low temperatures, leads to significant broadening of the indium-
containing layers due to the interdiffusion of In and Ga, which is enhanced by the presence of a
high concentration of point defects, particularlyVGa, in LT-GaAs. By measuring the
thickness of indium-containing layers annealed at various temperatures, the interdiffusion
coefficient is determined to beD In–Ga55.1310212 exp(21.08 eV/kT) cm2/s, which is more than
an order of magnitude larger thanD In– Ga for stoichiometric GaAs at 700 °C. ©1998
American Institute of Physics.@S1063-7826~98!00107-0#
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INTRODUCTION

Gallium arsenide grown by molecular beam epita
~MBE! at low ~about 200 °C! temperatures~so-called
LT-GaAs! has aroused great interest since it was first
scribed in papers at the end of the 1980’s.1–3 This interest is
due to two unique properties ofLT-GaAs: high resistivity
and very short carrier lifetimes~about 100 fs!. As shown in
Refs. 2 and 3, these properties are caused by the presen
excess arsenic~of order 1 at. %! in the LT-GaAs host. The
excess arsenic forms clusters that incorporate into the G
host with practically no defects when the material is a
nealed at temperatures above 500 °C. The concentra
size, and spatial distribution of these arsenic clusters pla
key role in shaping the properties of the material. Usually
concentration and size of the arsenic precipitates are
trolled by varying the growth conditions and the anneal
temperature of the material. It has been shown4–6 that the
spatial distribution of the clusters can be controlled by int
ducing thin layers of InGaAs into theLT-GaAs or by isov-
6831063-7826/98/32(7)/6/$15.00
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alently d doping the latter with indium during low-
temperature MBE. During subsequent annealing, the indiu
containing layers act as regions which accumulate exc
arsenic. This makes it possible to obtain two-dimensio
layers of arsenic clusters and to form As/GaAs heterostr
tures.

It is obvious that annealing not only gives rise to t
diffusion and precipitation of excess arsenic, but also to
interdiffusion of indium and gallium, which leads to broa
ening and spreading of the indium-containing layers and
thus influence how effectively they accumulate arsenic cl
ters. In addition, on a more global scale, this concentrat
disordering alters the electronic and optical properties of
material. For this reason, the self-diffusion processes
semiconductor III–V compounds and their solid solutio
are a subject of intense investigation~see, for example, the
review in Ref. 7!. The few papers on diffusion inLT-GaAs
have revealed that the huge concentration of point defect
the material, particularly gallium vacancies,8,9 leads to a de-
© 1998 American Institute of Physics
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crease in the activation energy for the diffusion of Al10–12

and to an increase in the diffusion coefficient by one to t
orders of magnitude.9 Unfortunately, there are practically n
data on the diffusion of indium in low-temperature GaA
However, it has been observed13 in ordinary gallium arsenide
near a layer ofLT-GaAs, which serves as a source ofVGa,
that the activation energy for In-Ga interdiffusion is grea
decreased and that the effective diffusion coefficient in
temperature rangeT5700– 1000 °C exceeds that of Al-G
by one to two orders of magnitude. For this reason, inve
gation of the behavior of thin layers of InAs in aLT-GaAs
host during annealing is a subject of considerable cur
interest.

This paper describes an investigation of the structure
indium d layers inLT-GaAs and how it changes during a
nealing in the temperature range 500–700 °C. This rese
was performed using transmission electron microsc
~TEM!, which has proven to be an effective tool14,15 for
studying interdiffusion at the atomic level.

EXPERIMENT

The experimental samples were grown by MBE in
two-chamber Katun’ system on semi-insulating GaAs~001!
substrates containing an 85 nm thick buffer layer of stoich
metric undoped gallium arsenide~grown at 600 °C! and a
layer of LT-GaAs with a thickness of about 1mm. The
LT-GaAs was grown at a temperature of 200 °C at a rate
1 mm/h under an As4 vapor pressureP5731024 Pa.
Indium-containingd layers were created inLT-GaAs by in-
terrupting the Ga flux and depositing indium for 4 or 8 se
which ensured nominal In layer thicknesses of 0.5 an
monolayer ~ML !, respectively. The distance betweend
layers varied from 20 to 60 nm.

The samples grown were divided into four parts, one
which was not subjected to further procedures~the as-grown
sample!. The other three were annealed in the growth cha
ber under an arsenic vapor pressure for 15 min, each
different temperature: 500, 600, or 700 °C.

For the TEM studies a series of samples was prepare
the form of ~110! transverse sections using mechanical p
ishing and a final milling by Ar1 ions with an energy of
4 keV at grazing angles on a Gatan Duo-Mill 600 machi
In order to minimize the radiation damage, the sample w
cooled during the ion sputtering. In addition, a parallel ser
of samples was prepared in the form of~100! transverse sec
tion by cleaving.16 Two transmission electron microscop
were used in these studies: a JEM4000EX microscope
an accelerating voltage of 400 kV, and an EM420 mic
scope operating with an accelerating voltage of 100
120 kV.

RESULTS AND DISCUSSION

Because strong contrast is needed in imaging epita
layers of semiconducting heterostructures with a sphale
type of lattice, we chose a technique that is widely used
this type of image generation: dark-field electron microsco
using the~002! reflection, whose amplitude is proportional
the difference between the average atomic scattering fac
o
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of the A and B sublattices and is highly sensitive to th
chemical composition of the material. Figure 1 shows
dark-field image in the~020! reflection of a~100! transverse
section of an unannealed sample ofLT-GaAs with indiumd
layers having a nominal thickness of 0.5 ML.

Thin layers with dark contrast, whose spatial positions
the structure correspond to the positions of indiumd layers
assigned by the growth regime, are clearly observed.
thickness of ad layer in an unannealed sample measu
from this image turns out to equal 1.260.1 nm. In order to
decrease the possibility of errors arising from the influen
of the sample thickness on the contrast of the layer imag
we also determined these thicknesses from dark-field ima
of cleaved samples using the~002! reflection with the sample
tilted relative to the axis perpendicular to the growth dire
tion to achieve conditions for two-beam diffraction. Th
situation is illustrated schematically in Fig. 2a. In this ca
the observed thickness of the layer varies with the sam
thickness. At thicknesses small compared to the extinc
length, the contrast on the layer ceases to depend on th
ness; therefore, a value for the layer thickness is obtained
extrapolating the dependence of the measured layer thick
on sample thickness to zero sample thickness~Fig. 2b!. The
thickness values obtained in this way for indium-containi
layers in an unannealed sample equaled 1.160.1 nm.
Samples were also studied in a high-resolution regime.
thicknesses of indium-containing layers on transverse s

FIG. 1. Dark-field~020! TEM image of a transverse section of a~100! layer
of LT-GaAsd-doped with In to a nominal concentration of 0.5 ML.
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FIG. 2. Schematic representation of the formation of an image in projection along a@100# transverse section of a sample prepared by cleaving~a! and plot
of the measured thickness of a layer with a nominal In concentration of 0.5 ML versus the distance to the edge of the sample~b!, * — experimental values,
straight line — least-squares averaging.
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tions of LT-GaAs samples were determined from hig
resolution@100# zone axis images. Under these conditions
image is formed by four~220! beams and four ‘‘chemically
sensitive’’ ~200! beams. This allowed us to change the re
tive contributions of the spatial frequencies by choosing
thickness of the portion of the sample being imaged and
degree of defocusing to thereby obtain markedly differ
images for layers of diverse chemical composition. Figurea
shows a high-resolution image of an unannealed sampl
LT-GaAs with indiumd layers having a nominal thicknes
of 0.5 ML and clearly demonstrates that most of the indiu
atoms are actually distributed in four adjacent~002! atomic
planes, i.e., the observed thickness of the indium-contain
layer is 4 ML or 1.12 nm.

Analogous studies of an unannealed sample with a no
nally deposited amount of indium equivalent to 1 ML sho
that the real thickness of ad layer is also 4 ML.
n
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e
t
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Thus, the deposition of indium during growth i
amounts equivalent to 0.5 or 1 ML leads in both cases to
formation of indium-containing layers, whose thickness tu
out to equal 4 ML. The spreading of thin layers and inte
faces in heteroepitaxial structures observed in the elec
microscope is difficult to interpret and is widely discussed
the literature. Even when additional processing of the ima
is used, as a rule it is not possible to determine unamb
ously whether this spreading is a result of interdiffusion or
caused by interface morphologies whose characteristic la
dimensions are smaller than the sample thickness in the
rection of the electron beam, because high-resolution ima
are in reality projections of the atomic structure averag
over the sample thickness along the direction of the elec
beam. Under our conditions, the epitaxial growth tempe
ture is quite low~200 °C!, the interdiffusion of Ga and In
atoms is very improbable, and the observed broadening
-

w

FIG. 3. High-resolution electron photomicro
graphs ofLT-GaAs layers along@100# exhibiting
layers with a nominal In concentration of 0.5 ML
in the following samples: a — unannealed, b —
annealed at 600 °C for 15 min. The arrows sho
the boundaries of the In-containing layer.
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the layers must be related to the morphology of the gro
front. Additional confirmation of the small role played b
interdiffusion in the broadening of thed layers is provided
by the fact that their thicknesses in the two unannea
samples are the same, despite the considerable, twofold
ference between the nominal indium concentrations~1 and
0.5 ML!. Step-like interface morphologies with an amplitu
of several atomic layers and a characteristic lateral dim
sion of 1–5 nm along@010# have been observed previous
in electron-microscopic studies of transverse sections
GaAlAs/GaAs,17 GaInAs/AlInAs,14 and CdHgTe/CdTe18

heterostructures using the high-resolution technique in p
jections along@100#. The structures investigated in Ref
14,17, and 18 were grown by MBE at ordinary temperatu
~600–680 °C! on substrates oriented precisely along~001!;
nevertheless, even under these conditions the growth f
can have bumps with heights as large as 4–5 ML, which
not smoothed by interdiffusion, despite the fact that
samples studied in Ref. 14 were additionally annealed
700–900 °C. Decreasing the epitaxial growth temperatur
200 °C, as we have done in this work, significantly su
presses the migration of deposited atoms over the gro
surface, and thus the formation of steps or bumps wit
height of several atomic layers at the growth surface is
more natural. From this we conclude that thed layers prob-
ably consist of InAs islands in GaAs, which are distribut
primarily within four adjacent atomic layers.

An investigation of the samples annealed for 15 min
500 °C reveals a considerable increase in the thickness o
d layers beyond the initial 4 ML. After annealing sampl
with a nominal indium content of 0.5 and 1 ML, indium
observed in layers 6 ML thick, i.e., 1.7 nm, and 8 ML thic
i.e., 2.24 nm, respectively.

Annealing at 600 °C has the consequence of further
creasing the thickness of the indium-containing layers.
Fig. 3b we show a photomicrograph obtained using the hi
resolution technique of a sample with a nominal indium co
tent of 0.5 ML. The indium-containing layer occupies 12 M
~3.4 nm!. In a sample with a nominal indium content of
ML, the experimental thickness comes to 15 ML~4.2 nm!.

When the anneal temperature is increased to 700 °C
the d layers spread further, their visualization in the hig
resolution regime turns out to be impossible due to the str
decrease in the indium concentration. The thickness of thd
layers in samples with a nominal indium content of 0.5 M
determined from dark-field~002! images is estimated to be
nm. The results of measuring the thickness of thed layers in
samples with nominal indium contents of 0.5 and 1 ML f
various anneal temperatures are listed in Table I.

Thus, in the temperature range 500–700 °C we inve
gated,LT-GaAs exhibits significant interdiffusion of indium
and gallium, which leads to an increase in the thickness
the d layers and, evidently, spreads the InAs islands int
InxGa12xAs solid solution. Starting from measured values
the thickness of the indium-containing layers for various
neal temperatures, we can determine the In-Ga interdiffus
coefficient in LT-GaAs. We represent the initial profile o
the indium concentration in an unannealed sample as
lows:
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cIn~z!5
c0

A2ps0

expS 2
z2

2s0
2D , ~1!

wherec0 is the nominal indium concentration,s0 is the stan-
dard deviation, andz is the coordinate in the growth direc
tion. In this case the solution to the diffusion equation

]

]t
cIn~z,t !5D In–Ga

]2

]z2
cIn~z,t ! ~2!

will be a Gaussian, whose standard deviations is related to
the diffusion coefficientD In–Ga by

2D In–Gat5s22s0
2 . ~3!

When experimental values of the layer thickness
used to determine the diffusion coefficient, it is necessary
establish the indium concentration level at which the la
boundary is observed. In order to determine this level
investigated samples ofLT-GaAs containingd layers with
various indium concentrations from 0.5 down to 0.006 M
The ~002! dark-field image of such a sample is shown in F
4, from which it is clear that the smallest nominal conce
tration of InAs in ad layer that can be reliably measured
1.8 mole %. Taking into account that the thickness of thed
layer in an unannealed sample is at least 4 ML, the low
indium concentration that can be detected in a~002! dark-
field image is estimated to be 0.5 mole %. Solving Eq.~2!
numerically with allowance for the fact that the thickness
an indium-containing layer deduced from electro
microscopic images corresponds to a width of the Gaus
distribution at an absolute level of 0.5 mole % In, we obta
the values of the effective diffusion coefficients for the a
neal temperatures used. The effective diffusion coefficie
determined in this way for indium inLT-GaAs at 500, 600,
and 700 °C are listed in Table I. A plot of the temperatu
dependence of the effective diffusion coefficient in lo
(D In– Ga) versus 1/T coordinates is shown in Fig. 5. Becau
the diffusion coefficient depends exponentially on tempe
ture, i.e.,

D In–Ga5D0 exp~2Q/kT!, ~4!

TABLE I. Measured values of the thickness of an indium-containing la
and diffusion constants.

Nominal
Thickness of In-containing layer, nm

In content, ML
as-grown 500 °C 600 °C 700 °C

0.5 1.1 1.7 3.4 6
1 1.1 2.2 4.2 •••

Nominal
In content, ML Diffusion coefficientD In–Ga, cm2/s

0.5 ••• 3.6310219 2.6310218 1.2310217

1 ••• 6.2310219 3.5310218 •••
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we can use an Arrhenius plot to find the pre-exponen
factorD0 and the effective activation energy for diffusionQ.
They turn out to equal 5.1310212 cm2/s and 1.160.3 eV,
respectively.

The activation energy for In-Ga interdiffusion in ord
nary gallium arsenide found experimentally in Ref. 13 is 1
eV. In the same paper it was shown that the activation ene
drops to 1.6 eV when there is an excess concentration o
vacancies supplied by a layer ofLT-GaAs at a distance o
0.17mm from the indium-containing layer.

FIG. 4. Dark-field~002! image of a~110! transverse section of aLT-GaAs
layer containing Ind layers with various indium contents.

FIG. 5. Plot of the interdiffusion coefficient of In and Ga versus the rec
rocal temperature.
l

gy
a

The value of the effective activation energy that we o
tain is considerably smaller than either of these values. In
view there are two fundamental reasons for this. First, G
baueret al.19 used experiments involving the annihilation
slow positrons to establish thatLT-GaAs grown at 200 °C
contains gallium vacancies with a density of (122)
31018 cm23, which exceeds their thermodynamic equili
rium concentration in ordinary GaAs at 600 °C by almo
two orders of magnitude. The migration ofVGa should be
assumed to play a decisive role in the interdiffusion of In a
Ga atoms inLT-GaAs, enhancing it considerably. Unlik
Tsang et al.,13 we studied interdiffusion directly in
LT-GaAs, where the concentration ofVGa is obviously
higher than it is at some distance away. Second, in addi
to VGa, LT-GaAs contains a huge number of other po
defects, particularly AsGa, whose concentration reache
1020 cm23 in our samples.6 The interaction of these defect
with gallium vacancies and among themselves can turn
to have a strong influence on the interdiffusion process
Thus, in Ref. 20 Fenget al. established that lowering th
growth temperature ofLT-GaAs from 400 to 270 °C with a
resultant increase in the concentration of point defects in
latter leads to a decrease in the activation energy for
interdiffusion of Al and Ga from 4.15 to 0.39 eV. Th
samples we investigated were grown at 200 °C and ob
ously contain close to the maximum concentration of po
defects forLT-GaAs, which can result in a low value of th
effective activation energy.

CONCLUSION

Our electron-microscopic investigations ofLT-GaAs
layers grown at 200 °C andd-doped by indium have re
vealed that the thickness of the indium-containing layers
ML, i.e., 1.1 nm, regardless of whether the nominal indiu
content is 0.5 or 1 ML. Because the diffusion of indium fro
the surface into the bulk of a growing layer is highly impro
able at 200 °C, this observation implies that during the MB
of LT-GaAs the growth front has a profile with an amplitud
of 4 ML and characteristic lateral dimensions less than
nm, and the deposition of indium leads to the formation
InAs islands located in four adjacent atomic layers.

Annealing for 15 min atT55002700 °C gives rise to a
considerable broadening of the indium-containing lay
from the original thickness due to In-Ga interdiffusio
which is enhanced by the presence of a high concentratio
point defects, particularlyVGa, in LT-GaAs. The tempera-
ture dependence of the In-Ga interdiffusion coefficient
faithfully described by the expression

D In–Ga55.1310212 exp~21.08 eV/kT! cm2/s ~5!

and turns out to be more than an order of magnitude hig
thanD In–Ga for stoichiometric GaAs in the neighborhood o
700 °C.

This work was supported by the Russian Fund for Fu
damental Research, the Ministry of Science of the Russ
Federation~under the ‘‘Fullerenes and Atomic Clusters
program! and the German Scientific Research Society.
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Features of the electrical compensation of bismuth impurities in PbSe
S. A. Nemov, T. A. Gavrikova, V. A. Zykov, P. A. Osipov, and V. I. Proshin

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted January 12, 1998; accepted for publication January 14, 1998!
Fiz. Tekh. Poluprovodn.32, 775–777~July 1998!

Self-compensation is studied in bulk samples of PbSe :~Bi, Seex) prepared by a metal-ceramic
method. The dependence of the carrier concentration on the amount of excess selenium
is investigated for various bismuth concentrations. Comparison of the experimental data with
calculated data shows that the donorlike activity of bismuth accommodated in the cation
sublattice is compensated by doubly ionized lead vacancies. Nonmonotonic behavior of the
dependence of the carrier concentration on the selenium excess is observed in some
series of samples due to the incorporation of Bi atoms into both the cation and anion sublattices.
© 1998 American Institute of Physics.@S1063-7826~98!00207-5#
n
ri
d
d
fo

tiv
th

id

se
p
-

an

n
pt
he
nt

th
te

e
e

tio
r
r

nt
-
-
at
ne
u

is
s
to
ike
le

hat

the
m-

op-
per

is-
ice,
ute
ves
is-
ould

be-
the

re-
In

pu-
ed
va-

ore,
he
ta-
n-

in
ade

Bi
es
ing

ume
m
ities
elt

the
ula

s
ent
This paper describes our studies of the phenomeno
self-compensation in PbSe doped by the amphoteric impu
bismuth. The essence of self-compensation can be state
follows: when an electrically active impurity is introduce
into a crystal, it is generally energetically advantageous
the crystal to change the concentration of electrically ac
intrinsic defects which compensate the doping action of
new impurity.

Previous studies of self-compensation in lead selen
focused on material doped with thallium1 and chlorine2 im-
purities. Thallium exhibits acceptor properties in lead
lenide and produces one hole in the valence band per im
rity atom. In samples with the maximum level of com
pensation achievable in experiment, the typical electron
hole concentrations aren,p'(123)31018 cm23. In maxi-
mally compensated samples the type of conduction depe
on the thallium contentNTl and undergoes a very abru
change nearNTl50.23 at. %. These peculiarities make t
PbSe :~Tl, Pbex) system less than promising from the poi
of view of photoelectric applications.1! A detailed compari-
son of the experimental data with computations shows
the acceptorlike activity of thallium in PbSe is compensa
by doubly ionized intrinsic donorlike defects.

In lead selenide doped with the donor impurity chlorin
a higher level of self-compensation is observed, and comp
sated samples have been obtained with carrier concentra
of (225)31017 cm23, i.e., an order of magnitude lowe
than for PbSe :~Tl, Pbex). The dependence of the carrie
concentration in the compensated samples on the amou
chlorineNCl is a gently sloping curve with a point of com
plete compensation atNCl'0.7 at. %. Theoretical calcula
tions show that the compensation mechanism is complic
and that the high self-compensation level can be explai
only if we take into account not only single vacancies, b
also the formation of complexes.

In this study we chose to investigate the impurity b
muth, because bismuth can exhibit amphoteric propertie
lead selenide. Lead selenide is a type IV–VI semiconduc
therefore, thallium, a group-III element, exhibits acceptorl
properties in lead selenide, while chlorine, a group-VII e
6891063-7826/98/32(7)/3/$15.00
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ment, exhibits donorlike properties. We should expect t
atoms of bismuth~a group-V element! should exhibit either
donor- or acceptorlike properties in PbSe, depending on
conditions of incorporation. When bismuth atoms are acco
modated in the cation sublattice, they display donorlike pr
erties and donate one electron to the conduction band
impurity atom.3,4 However, in samples with excess lead, b
muth can also be accommodated in the anion sublatt
where it should exhibit acceptorlike properties and contrib
holes to the valence band. Thus, when a bismuth atom mo
from the cation to the anion sublattice, a donor should d
appear and an acceptor should appear; therefore, we sh
expect additional compensation of the electrically active
havior of bismuth due to the transfer of some atoms to
opposite sublattice.

The self-compensation in film samples of PbSe : Bi p
pared by vacuum sputtering was investigated in Ref. 5.
this study, we established experimentally that bismuth im
rities can redistribute between the sublattices. We show
that excess selenium and lead determine the number of
cant sites in the cation and anion sublattices and, theref
permit the effective redistribution of bismuth between t
sublattices. However, it should be noted that the interpre
tion of data in film samples is complicated by the high co
centration of nonequilibrium defects (;1019 cm23). A de-
tailed study of the behavior of bismuth impurities
equilibrium bulk samples of lead selenide has not been m
before.

In this study we investigated bulk samples of PbSe :
prepared by a metal-ceramic method with grain siz
d;0.1 mm. The samples were subjected to a homogeniz
anneal for 100 hours at a temperature of 650 °C. We ass
that this time is long enough for thermodynamic equilibriu
to be established in these samples. The bismuth impur
and excess selenium were introduced directly into the m
during the synthesis of the material. The composition of
samples corresponded to the chemical form
Pb12xBixSe11y with the ranges of variationx50.075
21.0 at. % andy5022 at. %. The carrier concentration
were determined from measurements of the Hall coeffici
© 1998 American Institute of Physics
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R at room temperature according to the express
n,p5(eR)21.

The experiment provided the dependence of the car
concentration on the content of bismuth and excess selen
in samples of PbSe :~Bi, Seex), which is shown in Fig. 1. In
our experiments on compensated samples, the typical ca
concentrations were (227)31018 cm23, i.e., of the same
order of magnitude as in PbSe : Tl and an order of magnit
larger than in PbSe : Cl. This fact leads us to conclude
self-compensation takes place predominantly through
lated vacancies in PbSe : Bi and that complexation proce
do not play as important a role as it does in PbSe : Cl. Le
estimate the carrier concentration in maximally compensa
samples of PbSe : Bi within the self-compensation theory
veloped in Ref. 6, assuming that the compensation of
muth takes place via doubly ionized lead vacancies. Acco
ing to Ref. 6, in this case the theory has one fitti
parameter—the point of complete self-compensationNBi* ,
which is unambiguously determined from experiment. T
dependence of the carrier concentration on the impurity c
centrationNBi is given by the expression

NBi

NBi*
512D1

D2

2d2
2

D

d
A11

D2

4d2
,

in which D5(p2n)/NBi* , d5ni /NBi* , andni is the intrinsic
carrier concentration. Assuming in accordance with the
perimental data thatNBi* '0.2 at.%, and taking into accoun
that at 650 °C we haveni53.531018 cm23, for NBi

FIG. 1. Dependence of the carrier concentration on the excess concent
of selenium in samples of Pb12xBixSe11y . NBi , at. %:1 — 0.075,2 — 0.1,
3 — 0.3, 4 — 0.5, 5 — 0.75.
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50.5 at. % a we obtain a conduction-band electron conc
tration ofn5331018 cm23, whereas the experimental valu
is n52.331018 cm23. Thus, there is good agreement b
tween the experimental data and the results of calculat
within the model of impurity self-compensation via isolate
doubly ionized vacancies.

Let us examine the experimental data in more det
From Fig. 1 it is clear that for bismuth concentrations
PbSe less than 0.75 at. % the introduction of excess selen
lowers the carrier concentration and that for bismuth conc
trations up to 0.3 at. % this trend can even lead to a cha
in the type of conduction. This is evidence that the donorl
behavior of Bi is compensated by acceptorlike Pb vacanc
We note also that the carrier concentration corresponds
proximately to the amount of bismuth introduced in
samples not containing excess selenium. Nevertheless
small bismuth concentrations (NBi,0.1 at. %), the plot of
n,p5 f (NSeex

), whereNSeex
is the excess concentration of S

exhibits a region of nonmonotonicity in which the conce
tration of electrons in the conduction band increases w
increasing excess selenium~which leads to acceptorlike be
havior in PbSe!.

We note that at high bismuth concentrations, e.g.,NBi

50.75 at. %, our series of samples exhibits a higher leve
compensation than follows from the self-compensat
theory. The carrier concentrationn'(223)31018 cm23 in
our series of samples turns out to be an order of magnit
smaller than the amount of bismuth introduced and is pr
tically independent of the amount of excess selenium. Th
features of the experimental data can be explained if we
sume that not all of the bismuth introduced resides in
cation sublattice and exhibits donorlike properties, i.e.,
bismuth atoms introduced redistribute between the ca
and anion sublattices with mutual compensation of their d
ing action.

Thus, by performing these experiments we ha
established that at small bismuth concentrations (NBi

;0.1 at. %) the bismuth atoms are accommodated predo
nantly in the cation sublattice, and the doping action of b
muth is compensated by doubly ionized acceptorlike le
vacancies. Conversely, at high bismuth concentrations (NBi

.0.5 at. %) some of the bismuth atoms are apparently
commodated in the anion sublattice. In this case, in addi
to the self-compensation of bismuth in the cation sublatti
an important role is played by the mutual compensation
bismuth atoms in both sublattices of lead selenide.

1!Here and in what follows, the subscript ‘‘ex’’ denotes an excess amoun
the respective component.
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Effect of isovalent indium doping on excess arsenic in gallium arsenide grown
by molecular-beam epitaxy at low temperatures

V. V. Chaldyshev, A. E. Kunitsyn, V. V. Tret’yakov, and N. N. Faleev
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Russia
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X-ray spectral microanalysis, optical transmission measurements at near-infrared wavelengths,
and x-ray diffractometry are used to show that the isovalent indium doping of gallium
arsenide during molecular-beam epitaxy at low temperatures leads to an increase in the
concentration of excess arsenic trapped in the growing layer. ©1998 American Institute of
Physics.@S1063-7826~98!00307-X#
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A fundamental feature of gallium arsenide layers gro
by molecular-beam epitaxy at low~down to 250 °C) tem-
peratures~so-calledLT-GaAs! is the large excess of arsen
trapped in the crystal during epitaxial growth.1–3 In subse-
quent thermal processing, the excess arsenic forms clu
ranging in size from a few nanometers to tens
nanometers.4 A material obtained in this way exhibits hig
resistivity ~up to 108V•cm) and extremely small charge
carrier lifetimes~less than 1 ps!.5 These unique properties o
LT-GaAs are already used in a number of GaAs-based s
conductor devices. There are examples of the successfu
of this material as a buffer layer in field-effect transistors a
as the active layer in ultrahigh-speed photodetectors. S
the properties ofLT-GaAs are largely determined by th
amount of excess arsenic trapped in the material du
growth, the ability to control this concentration is extreme
important. It is known that decreasing the growth tempe
ture of the epitaxial layer or increasing the As/Ga flux ra
leads to an increase in the concentration of excess arsen
LT-GaAs.3,6 However, the use of either of these metho
leads to a considerable degradation of the crystal perfec
of the epitaxial film: the formation of a surface relief, th
appearance of twinning, stacking faults, dislocations, a
other extended defects. For this reason, there is intere
developing alternative approaches and possible ways to
crease the concentration of excess arsenic inLT-GaAs.

In this paper we show that the concentration of exc
arsenic inLT-GaAs can be increased by isovalent dopi
with indium. The indium-doped epitaxial layers are found
have higher crystallinity than undoped layers ofLT-GaAs.
We also examine how doping low-temperature gallium a
enide with shallow Si donors and shallow Be acceptors
fects the concentration of excess arsenic.

Layers ofLT-GaAs were grown in a Katun’ molecula
beam epitaxy machine on a~100!-oriented substrate of sem
insulating gallium arsenide 40 mm in diameter. The pro
dure for pregrowth sample preparation of the substrate
described in Ref. 3. A buffer layer of GaAs with a thickne
6921063-7826/98/32(7)/4/$15.00
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of 85 nm was grown on the substrate at a temperature
580 °C. Then the substrate temperature was lowered
200 °C, and a layer ofLT-GaAs was grown under an arsen
pressure of 731024 Pa at a rate of 1mm/h. Both undoped
layers and layers doped with the isovalent impurity In, t
shallow donor impurity Si, and the shallow acceptor impur
Be were grown. The concentration of electrically active im
purities was 731017 cm23. The concentration of indium
which was monitored by x-ray spectral microanalysis, w
0.2 and 0.04 at. %. The samples were annealed in the
lecular beam epitaxy machine at 500, 600, 700, or 810 °C
15 min under an arsenic pressure.

For a direct estimate of the excess arsenic concentra
we used x-ray microanalysis. The x-ray diffraction stud
were made using a double-crystal diffractometer.
asymmetric crystal of Ge was used as a monoch
mator-collimator, which ensured that the primary bea
for the ~004! Cu Ka1 reflection had a divergence o
1.021.2 arc sec. The concentration of AsGa antisite defects
was determined by measuring the optical absorption in
near-infrared region at 300 K using Martin’s calibration.7

The x-ray spectral microanalysis measurements sho
that the concentration of excess arsenic in the layers wa
the range 0.2–0.4 at. % and increased as the sample
doped with indium. However, the low accuracy of this me
surement technique~the concentration of excess arsenic
close to the detection limits! prevented us from arriving a
quantitative estimates with sufficient accuracy. In order
make more accurate and quantitative measurements o
concentration of excess arsenic and the extent to which
influenced by isovalent doping with indium, we underto
high-resolution x-ray diffraction and optical absorption me
surements in the near-infrared~near-IR! region.

Figure 1 shows x-ray diffraction curves for unanneal
samples ofLT-GaAs and samples annealed at various te
peratures. Some samples were doped only with silicon~a!,
some with silicon combined with indium~b!. The two strong
peaks observed in the unannealed samples correspond
© 1998 American Institute of Physics
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693Semiconductors 32 (7), July 1998 Chaldyshev et al.
diffraction reflection from the GaAs substrate and from t
LT-GaAs epitaxial layer. It is clear from the figure that th
doping ofLT-GaAs~Si! with indium leads to a considerabl
increase in the angular distance between the maxima o
peaks. It is known that the trapping of excess arsenic in
epitaxial layer leads to an increase in the lattice paramete
GaAs.3 Furthermore, doping with indium also has an infl
ence on the lattice parameter due to the difference betw
the diameters of the gallium and indium atoms. Howev
because the mismatch between the crystal lattices of G
and InAs is only 7%, and the concentration of indium in t
samples whose x-ray diffraction spectra are shown in Fig
is only 0.04 at. %, we infer that the replacement of galliu
atoms by indium atoms can cause only a tenth of the ef
observed. Therefore, we can conclude that the increase in
lattice parameter ofLT-GaAs is due primarily to an increas
in the trapping of arsenic in the epitaxial layer durin
growth.

In contrast to samples doped only with silicon, samp
with additional indium doping exhibit not only the principa
peak, but also an interference pattern, which attests to
improved quality of the surface and boundary between
substrate and theLT-GaAs epitaxial film. A further indica-
tion of the better crystallinity of theLT-GaAs~In! layer is the

FIG. 1. X-ray diffraction curves for undoped~a! and indium-doped~b!
samples ofLT-GaAs grown at 200 °C and then either left unannealed
annealed at various temperatures. The indium concentration in the d
samples was 0.04 at. %.
he
n
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en
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smaller half-width of the principal peaks in the rockin
curves.

The amount of lattice parameter mismatch between
LT-GaAs epitaxial layer and the GaAs substrate associa
with InGa replacement can be determined by analyzing d
from x-ray diffraction studies of the annealedLT-GaAs
samples. It is known that the excess arsenic forms prec
tates during annealing,4 and that thermal processing at tem
peratures above 500 °C removes the strain in the crystal
tice caused by excess arsenic almost completely~see Fig. 1!.
Figure 2 shows how the lattice parameter mismatch betw
theLT-GaAs epitaxial layer and the GaAs substrate depe
on the anneal temperature for epitaxial layers doped w
indium ~in amounts of 0.2 at. %), In1Be, and In1Si. In
marked contrast to doping with indium, when the layers
doped with the shallow donor Si or the shallow acceptor B
the lattice parameter mismatch in the unannealed sam
caused by excess arsenic decreases. Similar results we
ported previously in Ref. 8. For layers annealed at a temp
ture greater than 500 °C, the difference between the lat
parameters is determined almost completely by the amo
of dopants in the epitaxial layer.

Figure 3a shows the near-infrared optical absorpt
spectra of undoped samples, both unannealed and ann
at various temperatures, and Fig. 3b shows the spectr
similar samples doped with indium. It is clear that indiu
doping leads to a considerable increase~by more than a fac-
tor of 2 for the unannealed samples! in the characteristic
absorption associated with AsGa antisite defects.9 Con-
versely, samples doped with the donor impurity Si or t
acceptor impurity Be have smaller optical absorption in t
wavelength range than do the undoped samples~Fig. 4
shows the spectra of the unannealed samples!. Based on op-
tical absorption data at a wavelength of 1mm and the cali-
bration introduced in Ref. 7, we determined the concen
tion of AsGa antisite defects for all the samples~see Table I!.
These data reveal that the AsGa concentration in undoped

r
ed

FIG. 2. Lattice parameter mismatch between epitaxial layers ofLT-GaAs
doped with indium~0.2 at. %!, as well as In1 Be and In1 Si, and the
GaAs substrate as a function of the anneal temperature. The horiz
curves show the contribution of indium doping to the increase in the lat
parameter of the materials.
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694 Semiconductors 32 (7), July 1998 Chaldyshev et al.
LT-GaAs grown at 200 °C comes to 5.731019 cm23. In-
dium doping leads to a;15% increase in the concentratio
of excess arsenic trapped in the epitaxial layer compare
the undoped material. WhenLT-GaAs is doped with Si do-
nors or Be acceptors, the concentration of excess arsen
the layer decreases by 10 and 25%, respectively. Compa
the parameters of the material doped with indium and gro
at a temperature of 200 °C with the undopedLT-GaAs ob-
tained at 150 °C, we conclude that isovalent doping with

FIG. 3. Optical absorption spectra of undoped~a! and doped~b! LT-GaAs
samples unannealed and annealed at various temperatures after being
at 200 °C.

FIG. 4. Optical absorption spectra of undopedLT-GaAs samples grown a
200 °C and doped with In, In1 Si, and In1 Be.
to

in
ng
n

n

to a concentration of 0.2 at. % is equivalent to decreasing
growth temperature by 20 °C while improving the crystalli
ity of the material.

As the anneal temperature is increased, the optical
sorption of the material falls to values characteristic of s
ichiometric gallium arsenide. This effect is known to be a
sociated with the decrease in the concentration of AsGa due
to precipitation of the excess arsenic.4 Our transmission elec
tron microscopy studies showed that the concentration
clusters was higher and their sizes larger in samples do
with indium than in samples that were not doped with
which also confirms the increase in the trapping of arseni
the epitaxial layer during indium doping.

Thus, independent investigations all have shown that
ovalent doping with indium leads to an increase in the c
centration of excess arsenic inLT-GaAs. We offer the fol-
lowing possible explanation for this effect. It is known th
the distance between nearest-neighbor atoms in bulk ars
is ;2.4% larger than the distance between gallium and
senic atoms in gallium arsenide, while calculations show10,11

that the AsGa2As bond length in GaAs exceeds the Ga–
bond length by an amount of order 8%~similar results were
also obtained in Ref. 9 forLT-GaAs under the assumptio
that the increased lattice parameter of the material is cau
by the presence of AsGa antisite defects!. The isovalent im-
purity In also increases the InGa2As bond length in compari-
son to Ga–As. Thus, doping with indium can ensure
smaller energy of formation for AsGa defects during the
growth of LT-GaAs. Since the In concentrations used he
are comparable to the concentration of AsGa antisite defects,
they can have a very strong effect. Conversely, the Coulo
interaction between AsGa antisite defects and shallow Si do
nors or shallow Be acceptors can increase the energy of
mation of AsGa during the growth of the epitaxial layer
thereby hindering the trapping of arsenic inLT-GaAs.

Thus, we have shown that isovalent doping with indiu
leads to an increase in the concentration of excess ars
trapped in gallium arsenide grown by molecular-beam e
taxy at low temperatures, whereas doping with Si donors
Be acceptors has the opposite effect and decreases
amount of excess arsenic inLT-GaAs. This effect is prob-
ably associated with the different mechanisms by wh
these impurities interact with AsGa antisite defects. In con-
trast to the traditional methods for controlling the concent
tion of excess arsenic inLT-GaAs by varying the growth
temperature or the As/Ga flux ratio, the use of isovalent
dium doping to increase the concentration of excess ars

own

TABLE I.

Optical absorption
coefficient at a wave- Concentration o

Tg , °C Doping length of 1mm, cm21 AsGa, 1019 cm23

150 None 10 400 8.0
200 None 7300 5.7
200 In 8400 6.5
200 In, Si 6600 5.1
200 In, Be 5500 4.3
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shows great promise, since it also provides a way to av
degrading the crystallinity of the epitaxial layer and to im
prove the quality of the boundary between the substrate
the LT-GaAs layer.

This work was carried out with the support of the Ru
sian Ministry for Science~the ‘‘Fullerenes and Atomic Clus
ters’’ and ‘‘Physics of Solid-State Nanostructures’’ pr
grams! and the Russian Fund for Fundamental Research

We are grateful to N. A. Bert for the electronmicro
scopic studies.
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ELECTRONIC AND OPTICAL PROPERTIES OF SEMICONDUCTORS

Stabilization of the physical properties of Cd xHg12xSe solid solutions doped with iron

O. S. Romanyuk, S. Yu. Paranchich, L. D. Paranchich, and V. N. Makogonenko

Yu. Fed’kovich Chernovytsy State University, 274012 Chernovytsy, Ukraine
~Submitted June 30, 1997; accepted for publication November 10, 1997!
Fiz. Tekh. Poluprovodn.32, 782–785~July 1998!

The electrical and galvanomagnetic properties of CdxHg12xSe crystals (x50.23! doped with iron
in various concentrations are investigated in the temperature range 772400 K and in
magnetic fields up to 1.6 T. It is established that iron introduced into the crystal host stabilizes
its physical properties. It is shown that annealing the samples in selenium vapor has only
a small effect on their physical characteristics. ©1998 American Institute of Physics.
@S1063-7826~98!00407-4#
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A new group of gapless and narrow-gap, dilute magne
semiconductors with the formula A12x

II FexB
VI, in which the

magnetic ions are iron, has generated much interest in re
years.1–3 However, only crystals of FexHg12xSe have been
thoroughly investigated. Fe21 (3d6) ions are substitutiona
impurities in the HgSe lattice and act as neutral donors
contrast to Mn21 ions, they form a donor level in the con
duction band of HgSe at a depth of;0.235 eV below the
bottom of the band. The solid solutions FexHg12xSe display
a whole spectrum of ‘‘anomalous’’ properties, which acco
ing to Mycielski’s ideas1 arise from Coulomb correlation be
tween the trivalent Fe31 ions that form as the result of th
autoionization of Fe21 ions. This correlation leads to orde
ing of the Fe31 ions, i.e., to the formation of a localize
Wigner crystal of charged ions. Spatial ordering of the io
ized donors strongly influences the scattering of carrie
thereby giving rise to anomalous increases in mobility at l
temperatures.

The kinetic and magnetotransport properties of the s
solutions ZnxHg12xSe : Fe and MnxHg12xSe : Fe have been
investigated over a wide range of temperatures (T54.2
2300 K) and compositions, where the Fe21 level is located
in the conduction band.4 These investigations showed th
spatial correlation of donors analogous to HgSe : Fe occ
in these systems as well. Studies of the absorption spect
Hg12x2yCdyFexSe (y50.5;x50.05) at 4.2 K~Ref. 1! reveal
that for energies in the range 1702230 meV there is a
clearly marked threshold associated with transitions betw
the Fe21 level and the conduction band. Between 300 a
450 meV absorption caused by the5E(4D)→5T2(5D) tran-
sition between internal crystal-field levels is characteristic
all II-VI compounds containing Fe21. At energies in the
range 7702780 meV transitions are observed from the v
lence band to the conduction band.

The goal of this work is to study how the presence
iron atoms and an Fe21 level affects the physical propertie
of the narrow-gap solid solutions CdxHg12xSe.

This paper describes our investigations of the transp
properties of CdxHg12xSe : Fe crystals with composition
6961063-7826/98/32(7)/4/$15.00
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such that the Fe21 level is located near the bottom of th
conduction band in the temperature range 772400 K and in
magnetic fields up to 1.6 T. We investigated the variation
physical properties over the length of an as-grown crysta
CdxHg12xSe : Fe, as well as how thermal annealing in se
nium vapor affects these properties.

Mercury selenide with the sphalerite structure and c
mium selenide with the wurtzite structure form CdxHg12xSe
solid solutions with one another over a comparatively w
range of values ofx.5 According to Ref. 6, there is a solu
bility gap in the rangex50.7720.81. Figure 1 shows the
change in band structure as we go from HgSe to CdS
77 K. These energy-composition curves were calcula
from the dependence ofEg on x given in Ref. 7. The figure
shows the position of the iron level in CdxHg12xSe crystals
with various compositions, taking into account its values
the pure components~0.23 eV above the bottom of the con
duction band in HgSe and 0.64 eV above the top of
valence band in CdSe!.1 From this plot it is clear that the iron
level is close to the bottom of the conduction band in t
composition rangex50.2320.28.

Single crystals of CdxHg12xSe : Fe~with x50.23 and
the Fe concentrationsNFe5231018 and 531019 cm23) hav-
ing the zinc blende structure were grown by a modifi
Bridgman method at a growth rate of 1.2 mm/h and a te
perature gradient at the crystallization front of 30 °C/c
The samples used for the measurements had dimens
1.532.5310 mm3 and were cut perpendicularly to th
growth direction. After mechanical processing the samp
were chemically etched with a 5% solution of bromine
methyl alcohol. The contacts consisted of copper wire el
trodes soldered to the samples with indium. The values of
free-carrier concentrationne and the mobilitym were deter-
mined asne51/uRue and m5Rs, respectively, whereR is
the Hall coefficient ands the conductivity; the Hall factor
was chosen to equal 1.

Table I shows the electrical parameters of t
CdxHg12xSe samples (x50.23! doped with Fe to a concen
tration NFe5531019 cm23 at T577 and 300 K. The
© 1998 American Institute of Physics
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samples were cut from various portions of a single crys
~the samples are numbered according to crystallization di
tion!. As follows from the table, samples taken from t
initial portion of the crystal (;1/3 of its length! had a carrier
concentration of about (528)31017 cm23, while for the
rest of the samples~from the other 2/3 of the crystal! the
carrier concentration stabilized at a level of (1.521.8)
31018 cm23.

Figure 2 shows the temperature dependence of
free-carrier concentrationne for samples of CdxHg12xSe
(x5 0.23! with various iron concentrations. It is clear th

FIG. 1. Variation of the band structure of CdxHg12xSe solid solutions con-
taining a donor Fe21 level as we pass from HgSe to CdSe at 77 K.
l
c-

e

this dependence is similar to those for ZnxHg12xSe : Fe and
MnxHg12xSe : Fe~see Ref. 4!, i.e., for the samples~both
annealed and unannealed! with NFe5531019 cm23 the free-
carrier concentration increases with temperature, wherea
the samples withNFe5231018 cm23 it is practically inde-
pendent of temperature. In this case the Hall coefficient v
ies only slightly with magnetic field, having a tendency
increase with increasing field for the samples with an ir
concentrationNFe5531019 cm23.

Figure 3 shows temperature dependences of the con

FIG. 2. Temperature dependence of the free-carrier concentration
CdxHg12xSe : Fe (x50.23) withNFe5531019 cm23 @sample 15~1, 3!# and
NFe5231019 cm23 @sample 8~2, 4!#: 1, 2 — before annealing,3, 4— after
annealing in Se vapor.
TABLE I. Variation of the electron concentrationne , the conductivitys, and the mobilitym of samples of CdxHg12xSe (x50.23) along a crystal for
NFe5531019 cm23.

77 K 300 K

Sample ne , s, m, ne , s, m,
No. 1018 cm23 103V21

•cm21 103 cm2/V•s 1018 cm23 103V21
•cm21 103cm2/V•s

2 0.64 0.515 5.02 1.04 0.291 1.74
3 0.562 0.305 3.39 0.575 0.173 1.88
4 0.415 0.364 5.48 0.798 0.062 0.486
5 0.869 1.31 9.42 1.33 0.572 2.7
6 0.579 0.607 6.5 0.88 0.255 1.8
7 0.979 0.791 5.05 1.45 0.429 1.84
8 0.556 6.35 7.14 0.932 0.713 3.7

10 0.816 1.65 13.0 1.19 0.713 3.7
12 1.75 1.87 4.3 2.71 0.808 2.87
13 1.56 2.45 9.8 1.97 0.998 3.15
15 1.77 2.48 8.75 1.85 1.0 2.34
16 1.7 2.49 9.2 2.4 0.996 2.58
19 1.55 2.02 8.15 2.3 0.908 2.5
20 1.55 2.06 8.3 2.56 0.845 2.06
21 1.51 2.94 12.4 2.2 1.13 3.2
22 1.58 2.93 8.7 1.8 1.18 2.78
25 2.87 7.13 1.55 3.12 2.38 4.7
26 1.47 2.64 11.2 2.17 1.08 3.09
27 1.72 3.7 13.4 2.31 1.44 3.89
28 3.54 3.55 17.4 4.62 9.89 4.79
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tivity of pure samples of CdxHg12xSe ~undoped by Fe!, as
well as samples of CdxHg12xSe (x50.23! doped with iron
(NFe5231018, 531019 cm23) before and after thermal an
nealing in selenium vapor. From the figure it follows that

a! for all the samples studied the conductivity vari
with the temperature as in a semimetal, i.e., the electron
is strongly degenerate;

b! the values of the conductivity for the unanneal
samples practically coincide~curves1, 2, and4!;

c! thermal annealing in selenium vapor turns out to
fect undoped samples most strongly~compare curves6 and
7!, while the conductivity of samples with iron concentratio
NFe5531019 cm23 is practically unchanged by annealin
~curves1, 2, and3!.

The carrier mobilities for all the samples studied had
same temperature behavior~Fig. 4!, i.e., the mobility de-
creased with increasing temperature, which is character
of mercury chalcogenides withn-type conductivity. For the
samples prepared from different portions of a crystal w
NFe5531019 cm23 the mobilities practically coincide
~curves1 and2!. For the samples with carrier concentratio
,531019 cm23 the mobility is somewhat higher~curve4!.
Annealing of the doped samples in selenium vapor, lead
only a small decrease in mobility~curves3 and5!, whereas
in the undoped samples of CdxHg12xSe annealing in Se in
creasesm considerably.

The electrical characteristics of doped and undop
samples of CdxHg12xSe, as well as samples annealed in

FIG. 3. Temperature dependence of the conductivity of CdxHg12xSe : Fe
(x50.23) with NFe5531019 cm23 @samples 15~1, 3! and 22 ~2!#,
NFe5231018 cm23 ~4, 5!, andNFe50 ~6, 7!: 1, 2, 4, 6— before annealing,
3, 5, 7— after annealing in Se vapor.
as
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e

tic

to
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lenium vapor, are shown in Table II. It follows from the tab
that annealing of the undoped samples can change the ca
concentration by an order of magnitude, whereas in the ir
doped samples of CdxHg12xSe withNFe5531019 cm23 the
concentration of free carriers is scarcely altered by ann
ing.

DISCUSSION AND CONCLUSIONS

Replacing a portion of the mercury atoms in mercu
selenide by cadmium atoms decreases the distance bet
the s- and p-symmetry bands, and the inverted band stru
ture is converted into a direct band structure at a certain
content ~Fig. 1!. For gapless crystals of CdxHg12xSe with
iron concentrations sufficient to pin the Fermi level, the ele
tron concentration varies over a certain rather small inter
as cadmium is added. This variation in the electron conc
tration continues until spatial correlation begins to app
between charged donors. In our case, the Fe21 level in
CdxHg12xSe (x50.23! is located at the bottom of the con
duction band or slightly below it, since the crystal was o
tained by the Bridgman method and the initial portion of t
crystal is rich in Cd. When this is the case, the Fe ions ar
the Fe1 state with the same valence, i.e., all the donors
ionized. Since the system of ionized Fe31 donors is not
strictly periodic, there is a certain contribution to the scatt
ing of electrons from the disordered distribution of Fe31

ions, so that a decrease in the concentration of these sca

FIG. 4. Temperature dependence of the mobility of CdxHg12xSe : Fe with
NFe5531019 cm23 @sample 15~1, 3! and 22~2!#, NFe5231018 cm23 ~4,
5!, and NFe50 ~6, 7!: 1, 2, 4, 6 — before annealing,3, 5, 7 — after
annealing in Se vapor.
TABLE II. Effect of annealing in Se vapor on the electrical properties of CdxHg12xSe : Fe (x50.23).

77 K 300 K

NFe, ne , s, m, ne , s, m,
Sample 1019 cm23 1018 cm23 103 V21

•cm21 103 cm2/V•s 1018 cm23 103 V21
•cm21 103 cm2/V•s

22 5.0 1.58 2.93 8.70 1.80 1.18 2.78
15 5.0 1.77 2.48 8.75 1.85 1.00 2.34

15, anneal in Se 5.0 1.40 1.68 7.45 1.94 0.73 2.30
8 0.2 1.18 2.78 14.7 1.70 0.88 4.26

8, anneal in Se 0.2 0.67 1.36 12.6 0.58 0.26 2.86
6 0.0 0.475 0.81 10.7 0.495 0.19 2.39

6, anneal in Se 0.0 0.048 0.18 23.2 0.0527 0.0235 2.78
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ing centersNFe315ne leaves the carrier mobility almost th
same for doped and undoped samples~Fig. 4!. We associate
the temperature dependence of the carrier concentration
the increase in the concentration with temperature, with
fact that the iron is predominantly in the Fe31 state. Experi-
mental studies of the magnetic susceptibility have show8,9

that the ground state of the Fe21 ion in a tetrahedral crysta
field is a magnetic singlet. In this case, no variation in
concentration with temperature should be observed. As
Fe31 ions, EPR measurements10 show that the ground stat
consists of an orbital singlet with sixfold spin degenera
The local symmetry is cubic, and the spin splittings a
clearly expressed. Analysis of the temperature dependen
the width of the EPR lines leads us to conclude that at s
ficiently high temperatures the line caused by Fe31 ions is
broadened by spin-flip collisions with band electrons.

Our experimental results indicate that the phenom
observed in direct-gap CdxHg12xSe : Fe are not associate
with spatial correlation of the impurity ions, but rather wi
the number of intrinsic defects that form during crystalliz
tion. An analysis of the crystal structure and chemical bin
ing allows us to identify the three defects most likely
occur in CdxHg12xSe solid solutions: selenium vacanci
(VSe), which are donors, interstitial mercury atoms (Hgi),
which are also donors, and mercury vacancies (VHg), which
are acceptors. Iron that replaces mercury atoms
e.,
e

e
or

.
e
of

f-

a

-
-

in

CdxHg12xSe decreases the number of intrinsic defects~for
example, Hg vacancies!, as is confirmed by the weak influ
ence of annealing in Se vapor on the transport phenom
~Table II!.

Thus, from these results it follows that no spatial ord
ing of the system of Fe31 donors is observed as the resona
level moves closer to the bottom of the conduction band
that the properties of CdxHg12xSe are stabilized by iron dop
ing because of the decreased number of intrinsic defects
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Phase states and magnetic structure of superconducting lead inclusions in a
narrow-gap PbTe semiconducting host
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Samples of the narrow-gap semiconductor PbTe withn- andp-type conductivities are
investigated using a SQUID magnetometer in the temperature range 1.7220 K and in magnetic
fields up to 1 kOe. It is shown that there are microscopic inclusions of superconducting
lead with minimum dimensions;1300 Å containing;(125)31018 lead atoms/cm3 in the
lead telluride matrix and that the samples undergo a phase transition that is characteristic of
type-II superconductors. ©1998 American Institute of Physics.@S1063-7826~98!00507-9#
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1. INTRODUCTION

There is much interest in investigating interactions
systems of semiconductor-superconductor contacts,
from a scientific and an applications-oriented standpo
since it may be possible to control the nature of these in
actions by an external magnetic field.

Such contacts are quite unlike Josephson contacts, w
consist of a thin layer of an insulator~usually a metal oxide
with a thicknessd'10 Å) between two superconductin
phases. The parameters of this layer are difficult to con
and are unstable. In contrast, when a semiconductor is
as the medium that separates the superconducting phase
thickness of the boundary layer can be greatly increased,
consequently much more control of the junction paramet
as well as improved stability of the junction characteristi
are possible. For this reason, there is interest in efforts
create ultralow-noise semiconductor transistors with a su
conducting source and drain. Such transistors have in
been made, e.g., in structures based on InAs with a
source and drain, which utilize the interaction of a tunnel
current~of Cooper pairs! with a 2D electron gas.1

Conclusions concerning the physical processes and
ture of the interaction in a semiconductor-superconduc
system in an external magnetic field can be drawn by stu
ing the behavior of a semiconductor host with microsco
superconducting inclusions. The behavior of such a syste
of interest in its own right, since the size of the inclusio
should play an important role in determining the characte
their interaction with the electron subsystem. This is beca
the ability of the magnetic field to penetrate the inclusio
should depend on their size.2

The most suitable objects for observing the tunneling
Cooper pairs between superconducting inclusions in a se
conductor host are the narrow-gap semiconductors. Th
because these semiconductors are characterized by the
ence of inclusions rich in metals~see, e.g., Refs. 3 and 4! due
to the relatively small enthalpy of formation of vacancies
7001063-7826/98/32(7)/4/$15.00
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metals, as well as, e.g., the concentration supercooling
served when they are grown by the usual methods from
melt or the vapor phase. When the components of the se
conductor include superconducting metals~for example, Hg,
Pb, Sn, etc.!, it is possible in principle to observe the tunne
ing of Cooper pairs between superconducting inclusions
has been done, e.g., in studies of carrier transport in HgS
a magnetic field,5 as well as of transport in low-dimensiona
and epitaxial layers of PbTe.6,7

However, investigations of these phenomena tell
nothing about the phase states of the inclusions in a magn
field at temperatures below the superconducting transi
temperature. The achievement of this goal calls for inve
gations of magnetization processes. Because of the s
changes in the diamagnetic component accompanying
passage of microinclusions into the superconducting s
and because of their generally low concentration, the o
way to probe the phase state and magnetic structure of
perconducting microinclusions is by using high-sensitiv
apparatus, for example, a SQUID magnetometer.

In this work, we used a SQUID magnetometer1! to in-
vestigate the behavior of the diamagnetic component of
magnetic susceptibility of microinclusions of lead~whose
superconducting transition temperatureTc57.15 K) in un-
doped PbTe semiconductor hosts withn- andp-type conduc-
tivity in the temperature range 1.7–20 K. For these inve
gations we used crystals grown by the Czochralski a
Bridgman methods.2!

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence of the m
netization of one of the single-crystal samples ofn-PbTe cut
in the~001! plane for various values of the external magne
field. Because the samples withn-type conductivity were
usually grown with a certain excess of the metallic comp
nent in the melt, microinclusions of Pb in the host are ge
erally observed. In Fig. 1 the plots ofM5 f (T) exhibit an
© 1998 American Institute of Physics
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abrupt increase in the diamagnetic signal against the b
ground of constant diamagnetism from the PbTe host in
vicinity of T'7 K in relatively weak external magneti
fields H,600 Oe, which is due to the transition of the le
inclusions to the superconducting state.

It is worth noting that the diamagnetic contribution d
creases smoothly as the magnetic field increases, whic
characteristic of second-order phase transitions, even tho
lead is a type-I superconductor. This kind of change in
type of transition is associated with the decrease in the
mensionality~the thickness of the superconductor in the
rection perpendicular to the magnetic field direction; s
e.g., Ref. 8!. In order to confirm this assertion, we inves
gated the magnetic-field dependence of the magnetizatio
various temperatures~Fig. 2a!, from which we obtained the
dependence of the diamagnetic contribution on magn
field ~Fig. 2b, curve1!. This in its turn allowed us to deter
mine the value of the second critical fieldHc2'950 Oe at
T54.2 K and the region for the existence of the mixed st
in the interval from 480 to 950 Oe. As is clear from th
figure, the values of the first and second critical fields
crease as the temperature decreases. Curve2 in Fig. 2b also
shows a plot ofM5 f (T) for a relatively thick ('0.5 mm)
sample of pure Pb. Knowing the volume of the Pb and Pb
samples, as well as the absolute values of the diamagn
signals, we can estimate the concentration of Pb atoms in
PbTe host, which turns out to equalN'(125)
31018 cm23 for the samples under investigation.

When we differentiate the curve1 shown in Fig. 2b, we
discover a regionHc18 '190 Oe,H,Hc1'480 Oe in which
theM5 f (T) curve is not typical of a type-II superconduct
~due to the presence of a kink at the pointHc18 ). This is
probably due to a size dispersion of the inclusions; con

FIG. 1. Dependence of the magnetizationM of a single-crystal sample o
n-PbTe on temperatureT for the following values of the external magnet
field H, Oe:1 — 600,2 — 200,3 — 80.
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quently, the real region for the existence of the mixed st
should lie within the rangeHc18 ,H,Hc2. In order to prove
this assertion we investigated the hysteresis of the magn
zation in the system~Fig. 3a!. The difference between th
magnetization curves as the magnetic field is first increa
(H↑) and then decreased (H↓) describes the dynamics o
the trapping of magnetic flux~Fig. 3b!, and from it we can
infer the existence of three regions: 1 — a region with a
superconducting phase (0,H,Hc18 ), 2 — a region with a
superconducting phase and the mixed state (Hc18 ,H,Hc1),
and 3 — aregion with the mixed state (Hc1,H,Hc2).

The first critical fieldHc18 is assigned to inclusions o
minimum size, whileHc1 is assigned to those of maximum

FIG. 2. a — Magnetic-field dependence of the magnetization of a sin
crystal sample ofn-PbTe at various temperaturesT, K: 1 — 1.7,2 — 4.2,3
— 5.5, 4 — 6.5; b — dependence of the diamagnetic correction to
magnetizationM on magnetic fieldH at T54.2 K for the following
samples:1 — n-PbTe,2 — Pb.
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size. Additional confirmation of this was obtained by inve
tigating PbTe samples withp-type conductivity, which were
grown from stoichiometric melts. These samples usua
have an insufficiency of the metallic component in the h
compared to the chalcogen. Therefore, the concentratio
microinclusions in them should be considerably lower th
in samples ofn-PbTe, and we could expect a predominan
of small-size inclusions. Microinclusions of lead are initiat

FIG. 3. a — Dependence of the magnetizationM of a n-PbTe sample on the
magnitude ofH and the direction of variation of the magnetic field atT
54.2 K; b — difference between the increasing-field and decreasing-
magnetization curvesM for a sample ofn-PbTe as a function of the mag
nitude of the external magnetic fieldH at two temperaturesT, K: 1 — 1.7,
2 — 4.2.
-

y
t
of
n
e

in the host by the low enthalpy of formation of Schottk
vacancies in the metallic sublattice of PbTe (DHv

M

>0.45 eV; see Ref. 4!. And indeed, in this case th
magnetic-field dependence of the magnetization exhi
only one value for the first critical fieldHc1'190 Oe and the
value Hc2'950 Oe, in agreement with the assumptio
made above.

The illustrations that follow apply to inclusions of min
mum size, since in this case we can use a rather sim
mathematical expression for our estimates. This expres
is used to describe phenomena in type-II superconducto8

Hc25Hb@12~2l/d!tanh~d/2l!#21/2,

whereHb is the critical magnetic field for the bulk materia
in which a first-order phase transition takes place@in the case
of lead, Hb(T54.2K)5350 Oe], andl is the penetration
depth of a magnetic field into the superconductor~for lead
l'500 Å).9 Knowing the value ofHc2, we can determine
how thick the inclusions of minimum size are in the directi
perpendicular to the magnetic field; in our case it turns ou
equald'1300 Å. Because there is no variation of the cou
of the magnetic-field dependences as a function of the or
tation of the magnetic field relative to the crystallograph
axes of the crystal, we can assert that the inclusions con
of objects of either spherical or filamentary structure.

As we know, the penetration of a magnetic field into
superconductor in the region of the mixed state occurs in
form of quantized vortex filaments. Each of these filame
~or vortices! has a normal core in the form of a long th
normal cylinder having a radius of the same order as
coherence lengthj and extending along the direction of th
external magnetic field. An undamped superconducting c
rent flows around this normal cylinder, embracing a reg
with a radius of orderl. We can estimate the value of th
coherence lengthj from the expression9

Hc251.69A2~l/j!Hb .

In this casej'650 Å; consequently, the diameter of th
normal core of a vortex filament is 2j'1300 Å. Vortices
that penetrate into the superconductor are separated from
another by a distance of orderl and form a regular triangula
lattice~or rectangular lattice! in a transverse section. Thus,
our case a one-dimensional chain of vortices, each of wh
carries a single magnetic flux quantumF0, forms in the
mixed-state region.

In view of the small dimensions of the inclusion
(d'1300 Å), the system can exhibit effects that are char
teristic of two-dimensional or one-dimensional systems. F
example, the Kosterlitz–Thouless theory2 predicts the forma-
tion of antiparallel pairs of fluxons in such systems. One w
to identify such effects is to analyze the dependence of
period of the one-dimensional vortex lattice on the magne
inductionB. It is known10 for a lattice with a single magnetic
flux quantum per filament having translational symme
corresponding to a square lattice that the relation between
induction and the lattice periodL is fairly simple:
B5F0 /L2. Taking into account this relation and the fact th
at Hc2 the distance between nearest-neighbor vortices,
the lattice period, is of orderj, we can obtain the function

ld
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L5 f (B) from experimental data. This function is shown
Fig. 4 ~curve 1!. This figure also shows the theoretical d
pendences for square~curve2! and triangular~curve3! lat-
tices. From Fig. 4 it is clear that the theoretical curves2 and
3 are considerably higher than the experimental curve1. This
disparity can be attributed to the formation of antipara
fluxon pairs. In this case there is only one magnetic fl
quantum directed along the field for every three vortex fi
ments, and the actual value of the induction is decrease
a factor of 3. Curve4 in Fig. 4, which was plotted in accor
dance with the relationB5F0/3L2, gives a rather good de
scription of the data obtained in the experiment.

3. CONCLUSION

We have shown that, regardless of the type of cond
tivity or the presence of an excess or a shortage of the

FIG. 4. Dependence of the periodL of a one-dimensional lattice of vorte
filaments on the magnetic inductionB: 1 — experimental data,2 — calcu-
lation for a square lattice,3 — calculation for a triangular lattice;4 — curve
corresponding to the expressionB5F0/3L2.
l
x
-
by
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tallic component in the melt, PbTe single-crystal hosts c
tain inclusions of superconducting Pb. The minimum size
these microscopic Pb inclusions is roughly 1300 Å, and
concentration of Pb atoms in them is (125)31018 cm23.
The behavior of the diamagnetic component of the magn
susceptibility of the Pb microinclusions is characterized b
phase transition that is characteristic of type-II supercond
ors ~although extended Pb objects are characterized by fi
order phase transitions!. The Pb microinclusions are orga
nized into one-dimensional chains of quantized vor
filaments in the region of the mixed-state of superconduct
and normal phases with dimensions of the normal filam
core of order 1300 Å.

1!The investigations of the diamagnetic contribution of superconducting
clusions of Pb to the overall magnetic susceptibility of a single-crys
PbTe host were carried out in the Institute of Physics of the Polish Ac
emy of Sciences.

2!The authors are grateful to V.M. Lakeenkov for providing several crys
for our study.
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Properties of manganese-doped gallium arsenide layers grown by liquid-phase epitaxy
from a bismuth melt

K. S. Zhuravlev, T. S. Shamirzaev,* ) and N. A. Yakusheva
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Russia
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The electrical and photoluminescence properties ofp-GaAs : Mn~100! layers grown by liquid-
phase epitaxy from a bismuth solvent at various temperatures are investigated. It is shown
that such layers have a low concentration of background impurities and a low degree of electrical
compensation up to a hole concentration ofp5131018 cm23 at 295 K. As the concentration
of manganese in the liquid phase increases, the concentration of donors in the GaAs : Mn
layers increases superlinearly, while the concentration of ionized acceptors increases sublinearly.
This leads to an increase in the compensation factor. The donor and acceptor concentrations,
as well as the degree of compensation, increase more slowly with increasing temperature. Reasons
for the donor compensation are discussed from a crystal-chemical point of view, and it is
shown that the preassociation of manganese and arsenic atoms in the liquid phase could be
responsible for generating these compensated donors. It is postulated that the
compensating donors are nonradiative recombination centers, whose concentration increases with
increasing doping level more rapidly than does the concentration of MnGa acceptors.
© 1998 American Institute of Physics.@S1063-7826~98!00607-3#
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1. INTRODUCTION

Gallium arsenide doped with manganese is a promis
material for creating a number of semiconductor devi
~photodetectors in the infrared region, resistive thermo
eters, etc.!.1–3 Improving the sensitivity of GaAs : Mn pho
todetectors requires not only a high concentration of MGa

~manganese at a gallium site! acceptors, but also a low con
centration of residual impurities and defects, which act
recombination centers, since these centers decrease the
rier lifetime and hence degrade the sensitivity of t
photodetector.1 In our view, the optimal method for obtain
ing an improved material might be liquid-phase epita
~LPE! from a bismuth melt, because the use of bismuth
the LPE of GaAs as an alternative metallic solvent to galli
makes it possible to grow high-purity low-compensation e
itaxial layers with a lower content of residual impurities4

Moreover, impurities that incorporate into the Ga-sublatt
of gallium arsenide5 ~in this case, Mn! are more soluble in
bismuth. However, there is no information in the literatu
on the properties of GaAs : Mn epitaxial layers obtained
liquid-phase epitaxy from a bismuth melt.

In a previous article,6 we established that radiative an
nonradiative recombination centers form in GaAs : M
grown by LPE from a bismuth melt in addition to MnGa

acceptors. The binding energy of charge carriers on the
diative recombination centers, which are probably impuri
defect complexes, was determined to be 4162 meV. Further-
more, it was shown that the concentration of these cen
increases more rapidly than the concentration of MnGa accep-
tors as the doping level increases.

In this paper we investigate the electrical properties
7041063-7826/98/32(7)/7/$15.00
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epitaxial layers of manganese-doped GaAs obtained by L
from a bismuth melt. In addition, photoluminescence d
are presented to confirm the results of Hall measuremen

2. EXPERIMENTAL METHOD

The GaAs : Mn layers investigated were grown on su
strates of semi-insulating~100!-oriented GaAs in a stream o
purified hydrogen at temperatures from 800 to 750 °C a
from 700 to 640 °C by the method described previously.4 For
brevity, we shall indicate below only the initial growth tem
peratureTG . The dopant used was MN-00 elemental ma
ganese, whose atomic fraction in the liquid phaseXMn was
varied from 431025 to 131022. At higher manganese con
centrations, the morphology of the surface layers degra
strongly, preventing removal of the solution-melt from it. A
the layers doped with manganese had hole-type conducti
whereas undoped GaAs layers obtained under analog
conditions were electronic conductors. The free-carrier c
centration and mobility were determined from van der Pa
measurements of the resistivity and Hall constant. The H
scattering factor forn-type conductivity layers was take
equal to unity, while forp-type layers it was set equal to 2.6
in accordance with the calculations carried out in Ref. 7
ing a model that takes into account the expression for
light- and heavy-hole bands at the center of the Brillou
zone.

Steady-state photoluminescence spectra were meas
on a setup built around a CDL-1 monochromator with a 60
line grating~the focal length was 600 mm, and the spect
resolution no worse than 0.2 meV!. The photoluminescence
was detected using a photomultiplier with an S-1 photoca
© 1998 American Institute of Physics
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705Semiconductors 32 (7), July 1998 Zhuravlev et al.
ode in the photon-counting regime and excited by a He
laser, whose excitation power density was 100 W/cm2.

3. EXPERIMENTAL RESULTS AND ANALYSIS

Figure 1 shows plots of the dependence of the roo
temperature hole concentrationp in GaAs : Mn layers on the
manganese content in the liquid phase for two series
samples grown at different temperatures. The figure a
shows the analogous dependence for GaAs : Mn lay
grown by LPE from a gallium melt in the temperature ran
from 850 to 820 °C, according to the data of P. Kordoset al.
in Ref. 8.1! From this figure it is clear that the plots o
p5 f (XMn) for the GaAs : Mn layers grown from a bismut
melt have a sublinear character, whereas the data in Re
as well as Refs. 7 and 9, indicate that the dependences fo
GaAs : Mn layers grown from a gallium melt are nearly li
ear. The plots ofp5 f (XMn) saturate at fairly large values o
XMn ; however, in layers obtained from a bismuth melt th
saturation takes place at considerably lower values ofXMn

than in layers from a gallium melt. Nevertheless, the limiti
doping levels are roughly the same in layers from either t
of melt (p'631018 cm23 at room temperature!. Before the
saturation region, the hole concentration in the layers
tained from a bismuth melt exceeds the concentration in
layers obtained from a gallium melt by more than an orde
magnitude~for the same value ofXMn). From the figure it is
also clear that increasing the growth temperature fr
TG5700 °C toTG5800 °C increases the hole concentrati
in the layers grown from bismuth by roughly 20%.

Figure 2 shows the dependence of the Hall mobilitymH

on the hole concentration at room temperature in bismu
grown layers, along with data from the paper by P. Kordo8

It is clear thatmH decreases considerably more rapidly w
increasing doping in the GaAs : Mn layers grown from b
muth than in the layers grown from gallium. In the laye
grown from bismuth there is a slight increase~by 8218%)
in mobility when the growth temperature is increased fro
TG5700 °C toTG5800 °C.

The electrical parameters of the bismuth-grown lay
are listed in Table I. Along with the values of the paramet

FIG. 1. Dependence of the hole concentration in GaAs : Mn layers at r
temperature on manganese content in the liquid phase.TG , °C: 1 — 700,
2 — 800,3 — data from Ref. 8.
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determined experimentally~the free-electron concentratio
n, the hole concentrationp, and the electron and hole Ha
mobilities at two temperatures!, this table also lists values o
the concentrations of ionized donors (ND

1) and acceptors
(NA

2) and the electrical compensation factorK5ND
1/NA

2 in
GaAs : Mn layers at room temperature, which were e
mated from the theoretically calculated dependences of
Hall mobility in p-GaAs on the concentration of free hole
and impurity ions in Ref. 10. It is clear thatK increases with
increasingXMn , and the degree of compensation is lower f
the series of samples grown atTG5800 °C.

For clarity, Fig. 3 shows the dependences ofNA
2 andND

1

~in relative units! on the manganese concentration in the l
uid phase. As we see from this figure, the increase in
degree of compensation of the layers investigated her
caused by a superlinear~roughly quadratic! increase in the
donor concentration with increasingXMn combined with a
sublinear ~roughly asNA

2;XMn
0.6) increase in the accepto

concentration. At higher growth temperatures the concen
tions of both donors and acceptors are lower. Because
donor concentration depends more strongly on the gro
temperature, the layers grown atTG5800 °C exhibit less
compensation.

In contrast to these results, the electrical compensa
factor decreases with increasing doping level in t
GaAs : Mn layers grown from a gallium melt. This is be
cause the donor concentration varies only slightly8 or even
increases somewhat,7,9 while the concentration of ionized
acceptors increases.2!

The increase in the degree of compensation with incre
ing doping level is also manifested in the exciton photolum
nescence spectra shown in Fig. 4. This figure reveals tha
dominant feature in the spectrum of an undoped layer is
line for an exciton bound to a shallow neutral don
(D°,X).11 In addition, we also observe lines for a free exc
ton polaritonX, an exciton bound to a shallow charged don
(D1,X), an exciton bound to a shallow neutral accep
(A°,X), and an exciton bound to a donorlike defe
(DC ,X).11 In the spectrum of sample2, which has the lowest
level of manganese doping, all the lines mentioned ab

mFIG. 2. Dependence of the Hall mobility of holes on their concentration
GaAs : Mn layers at room temperature.TG , °C: 1 — 700, 2 — 800, 3 —
data from Ref. 8.
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TABLE I. Electrical parameters of bismuth-grown layers as a function of growth conditions.

Sequence TG ,
p(n), cm23 mH , cm2/V•s NA

2 ND
1

No. °C XMn 77 K 295 K 77 K 295 K K5ND
1/NA

2 for T5295 K, cm23

1* 700 0 2.031014 2.131014 89 120 6840 – ,1015 ,1015

2 700 4.5331025 9.331013 7.531017 3340 240 0 7.531017 ,1015

3 700 2.1831024 6.531014 2.131018 1470 170 0.027 2.231018 6.631016

4 700 5.5331024 1.331015 3.031018 1050 130 0.189 3.731018 7.031017

5 700 2.9031023 1.931015 5.831018 560 98 0.420 1.031019 4.231018

6 700 9.5831023 3.931014 2.431018 900 130 0.260 3.331018 8.631017

7* 800 0 1.431014 1.531014 117 000 7280 – ,1015 ,1015

8 800 4.5031025 1.431014 5.831017 4860 270 0 5.831017 ,1015

9 800 2.1531024 4.631014 1.731018 2050 210 0 1.731018 ,1016

10 800 3.9931024 – 2.331018 – 170 0.004 2.331018 1.031016

11 800 6.0231024 6.431014 2.931018 1040 150 0.033 3.031018 1.031017

12 800 1.4931023 1.131015 3.431018 950 130 0.171 4.131018 7.031017

Note:* A sample withn-type conductivity.
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remain; however, the relative intensity of the lines for ex
tons bound to shallow impurities decreases. In the spect
of the more heavily doped sample3 the lines for excitons
bound to impurities are not resolved and appear only in
form of a long-wavelength shoulder on theFX line with a
peak energy of 1.515 eV. The intensity of this line increa
superlinearly with increasing excitation power density,
testing to its excitonic nature, while its energetic positi
allows us to associate it with the recombination of fr
excitons.12,13 It can also be seen from the figure that t
intensity of all of the exciton lines decreases strongly w
increasing doping level~by more than two orders of magn
tude in layer 3!. In more heavily doped layers the excito
photoluminescence intensity decreases so much that it is
ficult to say anything definite about its composition.

FIG. 3. Dependence of the concentration of acceptors~1, 2! and donors~3,
4! ionized at room temperature, as well as the concentration of nonradi
recombination centers (5,6), on the manganese concentration in the l
phase.TG , °C: 1, 3, 5 — 700; 2, 4, 6 — 800.
-
m

e

s
-
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One reason why the relative intensity of the lines f
excitons bound to shallow impurities decreases with incre
ing doping level could be the ionization of such excito
under the action of the built-in electric field generated
large-scale fluctuations in the spatial distribution of don
and acceptors. The ionization of excitons by an electric fi
is observed when the change in potential over a dista
equal to the diameter of the exciton orbit@200 Å for (D°,X)
and 270 Å for (A°,X) in GaAs; see Refs. 14 and 15# is
comparable in order of magnitude to the ionization energy
the excitons,16 the characteristic size of the built-in field re
gion being larger than the diameter of the exciton orbit. D
pending on the type and charge state of the impurity,
ionization energy of a bound exciton in GaAs varies in t
range from 0.8 to 3.4 meV~see Refs. 17 and 18!, which
gives an ionization fieldEi of order 2002500 V/cm.

In order to estimate the built-in field intensity in th

ve
idFIG. 4. Exciton portion of the photoluminescence spectra. The spectra
labeled according to the sample numbers in Table I.
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bismuth-grown layers, we used the model proposed
Shklovski� and Éfros.19 The characteristic size of a built-i
field regionr , which coincides with the fluctuation screenin
radius, and its intensityE, are related to the total donor (ND)
and acceptor (NA) concentrations by the following expres
sions:

r 50.58~NA!1/6/~ND!1/2, ~1!

E50.26•EMn~ND /NA!1/4/~e•r !

50.45•EMn•NA
1/3~ND /NA!3/4/e, ~2!

whereEMn5110 meV~see Ref. 20! is the ionization energy
of a MnGa acceptor, ande is the electron charge.

The bismuth-grown layers havep-type conductivity;
therefore, we can assume thatND5ND

1 . Due to the large
value ofEMn , the concentration of ionized acceptors is mu
smaller than the total acceptor concentration even at ro
temperature. When we estimate the total concentration
acceptors in these layers by substituting the values ofEMn ,
ND

1 , and p into the electroneutrality equation, we find th
the acceptor concentration is approximately equal to 8•NA

2

in layers 2 and 3. When this is taken into account, the co
puted values of the characteristic size of a built-in elec
field region and its intensity arer .300 Å, E,50 V/cm in
layer 2 and r'400 Å, E' 800 V/cm in layer 3, i.e.,
E,Ei in layer 2 andE.Ei in layer 3, while in both cases
the value ofr is greater than the diameter of the excit
orbit.

Thus, our estimate shows that the intensity of the built
field turns out to be insufficient to ionize bound excitons
layer 2 and sufficient to do so in layer 3. This estimate agr
with the experimental results. However, if the degree
compensation for this acceptor concentration were the s
in layer 3 as in layer 2, the ionization of acceptors bound
shallow impurities would not take place.

The possible candidates for the role of compensa
donors include the radiative centers that we observed in
previous study6 and nonradiative recombination centers.

We associate theD line in the photoluminescence spe
trum of the bismuth-grown layers with the radiative reco
bination centers (R). This line overlaps strongly with the
(e,Mn! line caused by the recombination of nonequilibriu
charge carriers via levels of the acceptor MnGa. The concen-
tration of R centers, like the concentration of donors, i
creases with the doping level more rapidly than the conc
tration of the acceptor MnGa. This follows from the increase
in intensity of theD line relative to the intensity of the
(e,Mn! line with increasing doping level.6 However, follow-
ing an increase the growth temperature of the layers, wh
leads to a considerable decrease in the donor concentra
we do not observe a change in the relative intensity of theD
line. This is possibly because theD and (e,Mn! lines in the
photoluminescence spectra overlap strongly, hindering
quantitative analysis of the intensities of these lines. The
fore, the question of whether the radiative recombinat
centers (R) are the donors which determine the electric
compensation in these layers remains open.
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The presence of nonradiative recombination centers
the GaAs : Mn layers grown from a bismuth melt is co
firmed by the data in Fig. 5a, which shows the dependenc
the integrated photoluminescence intensityI PL of the
bismuth-grown layers at 4.2 K on manganese concentra
in the liquid phase. It is clear that the integrated photolum
nescence intensity falls off with increasingXMn by more than
two orders of magnitude. However, at room temperature~see
Fig. 5b! I PL varies only by a factor of 3, while the plot o
I PL5 f (XMn) has a nonmonotonic character. From Figs.
and 5b it is also clear that the value ofI PL is higher for the
layers grown atTG5800 °C.

In order to determine how the concentration of nonra
ative recombination centers~we shall refer to these asNR
centers! depends on the doping level, we analyzed the c
centration dependence of the integrated photoluminesce
intensity of the bismuth-grown layers at liquid-helium tem
perature within the model proposed in Ref. 21.

It is clear from Fig. 1 of Ref. 6 that more than 90%
the integrated radiative recombination intensity in all t
GaAs : Mn layers investigated is determined by recombi
tion via levels of the acceptor MnGa. If we assume that the
nonradiative recombination takes place primarily viaNR

FIG. 5. Dependence of the integrated photoluminescence intensity
GaAs : Mn layers at 4.2 K~a! and 295 K~b! on the manganese concentra
tion in the liquid phase.Ta , °C: 1 — 700,2 — 800.
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centers, we can construct the following system of equati
to describe the recombination of charge carriers in these
ers:

I NR5$CnNR•dn•CpNR~p1dp!NNR%/$CnNR•dn

1CpNR@~p1dp!1A•exp~2ENR /kT!#% ~3!

for the number of charge carriers recombining via theNR
centers per unit volume and

I Mn5$CnMn•dn•CpMn~p1dp!NMn%/$CnMn•dn

1CpMn@~p1dp!1A•exp~2EMn /kT!#% ~4!

for the intensity of the (e,Mn! line. In this case

L5I Mn1I NR . ~5!

Herep is the equilibrium concentration of free holes;dn and
dp are the concentrations of nonequilibrium electrons a
holes, respectively;L is the number of electron-hole pair
generated per unit time~we takeL to equal the integrated
photoluminescence intensity atT54.2 K for layer 2, in
which the concentration ofNR centers is minimal!; k is the
Boltzmann constant;NMn , NNR , EMn , ENR , CnMn , CpMn ,
CnNR, andCpNR are the concentration, binding energy, a
capture coefficients of electrons and holes for the MnGa and
NR centers, respectively; andA is a constant. SinceEMn and
ENR@kT at T54.2 K, assuming thatdp5dn@p, we can
write the ratio of Eqs.~4! and ~3! at this temperature in the
following form:

I Mn /I NR5NMn•B/NNR , ~6!

where B5CnMn•CpMn(CnNR1CpNR)/@CnNR•CpNR(CnMn

1CpMn)#. Taking into account Eqs.~5! and~6!, we can write
the concentration ofNR centers as

NNR5NMn•B~L2I Mn!/I Mn . ~7!

We can estimate the concentration of MnGa from Hall mea-
surement data, taking it to be proportional to the concen
tion NA

2 of acceptors ionized at room temperature. Then

NNR;NA
2
•B~L2I Mn!/I Mn . ~8!

Figure 3 shows the dependence of the concentratio
nonradiative recombination centers calculated from Eq.~8!
on the concentration of manganese in the liquid phase.
clear that the concentration ofNR centers increases wit
increasing doping level more rapidly than the acceptor c
centration. This finding is consistent with the nonmonoto
form of the plots ofI PL5 f (XMn) at room temperature~see
Fig. 5b!. At T54.2 K, because the manganese acceptor le
lies deep in the band gap, the concentration of holes does
increase with increasingXMn (p!dp), and the increase in
the concentration ofNR centers leads to abrupt quenching
the photoluminescence~see Fig. 5a!. Conversely, at 295 K
the concentration of holes increases with increasingXMn ,
leading to an increase in the integrated photoluminesce
intensity at small values ofXMn ~there are still few nonradi-
ative recombination centers!. However, because the conce
tration of nonradiative recombination centers increases m
rapidly than the concentration of acceptors~holes!, as the
s
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doping level is further increased, the accompanying abr
increase in the concentration ofNR centers causesI PL to
begin to fall off.

Because the plots ofNNR5 f (XMn) are nearly quadratic
we can assume that the nonradiative recombination cen
are complexes, the concentration of whose components
pends on the concentration of manganese in the liquid ph
~i.e., impurity-defect complexes!. In this case, the concentra
tion of NR centers increases symbatically with the don
concentration as the doping level is increased. Increasing
growth temperature of the layers decreases the concentr
of nonradiative recombination centers along with the do
concentration. Thus, the dependences of the concentratio
NR centers on the manganese concentration in the liq
phase and the growth temperature indicate that just th
centers can be the donors which significantly influence
electrical compensation of the GaAs : Mn layers.

4. DISCUSSION OF RESULTS

As we expected, at a fixed value ofXMn the concentra-
tion of holes in the bismuth-grown layers considerably e
ceeds the concentration of holes7–9 in layers grown from
gallium3! ~by an order of magnitude or more fo
XMn<1023). This is due to the predictable increase in t
distribution coefficient of manganese as an impurity incorp
rated into the Ga sublattice of GaAs when a bismu
solution-melt is used.5 However, despite this fact, we wer
unable to obtain GaAs : Mn layers withp.631018 cm23,
i.e., with hole concentrations larger than those presen
GaAs : Mn layers grown from a gallium melt. There a
three reasons for this: first, the difference between the va
of p in layers grown from different melts arising from th
different behavior of the plots ofp5 f (XMn) is reduced at
large values ofXMn ; second, saturation of the plots o
p5 f (XMn) begins at this doping level; and third, whe
XMn.1.531023 for TG5800 °C and whenXMn.131022

for TG5700 °C, the smoothness of the surface layer is
degraded that it is not possible to completely remove it fr
the melt.

The presence of well-resolved exciton lines in the ph
toluminescence spectra of samples 2 and 8 indicates a
concentration of background impurities in the GaAs : M
layers with p<131018 cm23 grown from a bismuth
solution-melt. This is in agreement with the high values
the Hall mobility for holes at 77 K and the low values of th
compensation factors (K,1023) and donor concentration
(ND,1015 cm23) in these layers. However, with increasin
doping level, the concentration of donors in GaAs : Mn la
ers undergoes a strong~superlinear! increase, which com-
bines with the sublinear growth in the acceptor concentra
to produce an increase in the degree of compensation.

Let us analyze possible reasons for the formation
compensating donors. The quite high purity of the man
nese used and the small amount of it in the liquid phase~as
a consequence of the high distribution coefficient during
growth of GaAs : Mn from a bismuth melt! with consider-
ation of the values of the distribution coefficient of don
impurities in GaAs5,22,23 rules out the assumption that th
high concentration of donors in these layers at low values
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XMn is caused by some donor impurity introduced into t
solution-melt by the manganese. This assumption is a
contradicted by the superlinear~approximately quadratic! de-
pendence of the donor concentration in the layers on
concentration of manganese in the liquid phase.

The doping of GaAs with manganese from a bismu
melt during LPE most likely leads to the formation of defec
or impurity-defect complexes of donor type in the crys
lattice. The nearly quadratic character of the plots
ND5 f (XMn) is also evidence of the formation of complexe
The composition of these impurity-defect complexes can
be resolved within this work. However, it is obvious th
their appearance is caused by specific features not only o
dopant, but also of the ensemble of intrinsic point defects
the crystal lattice that is characteristic of GaAs grown
liquid-phase epitaxy from a bismuth melt and the compo
tion of the liquid phase during growth, because, as far as
know, an increase in the degree of compensation with
creasing doping level and the appearance of theD line in the
photoluminescence spectrum, which we also relate to the
mation of impurity-defect complexes,6 has not been observe
in GaAs : Mn obtained by other methods.20,24,25

To explain this fact let us consider the processes
take place during the crystallization layers from the crys
chemical point of view. It is known26 that the preassociatio
of atoms that form a chemical compound can occur in
liquid phase. This preassociation becomes important at t
peratures equal to the melting pointTF of the given com-
pound, and as the temperature drops the probability of a
ciation increases. Manganese forms the followi
compounds with arsenic, all of whose melting points a
above the temperature at which the layers were grown in
experiment: MnAs (TF5935 °C), Mn2As (TF51029 °C),
and possibly Mn3As2 (TF.950 °C).27 In the LPE growth of
GaAs : Mn from a gallium melt, where the liquid phase
more than 95% gallium atoms, which also form a compou
with arsenic~GaAs! more refractory than any of the mang
nese compounds@TF(GaAs)51238 °C, see Ref. 27#, the
probability of the association of Mn and As atoms is e
tremely low because the competing preassociation of As
Ga atoms is far more probable~nevertheless, in Ref. 8 x-ra
analysis revealed that a Mn2As phase is present in rapidl
cooled Ca1GaAs1Mn solution-melts!. However, when
GaAs : Mn is grown from bismuth, which does not for
chemical compounds with arsenic,27 the concentration of Ga
atoms in the liquid phase decreases to a few percent or
and is commensurate with the concentration of Mn atom
high doping levels.28 Under these conditions, the probabili
of the preassociation of Mn and As atoms is considera
increased.

If MnAs molecules are incorporated into the growin
GaAs layer, then the Mn atoms obviously occupy positio
in the Ga sublattice, where they become acceptors. The p
ability of incorporating molecules increases as the grow
temperature decreases, as a result of which the concentr
of acceptors is higher in the layers grown atTG5700 °C.

With increasing concentrations of manganese in the
uid phase, the probability of forming the more refracto
molecules Mn2As (Mn3As2) in the melt becomes highe
o
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than the probability of forming MnAs. This implies that
significant portion of the Mn atoms are diverted to formin
these compounds and do not participate in creating acce
levels. As a result, when GaAs : Mn layers are grown from
bismuth melt, the plots ofp5 f (XMn) andNA

25 f (XMn) have
a sublinear character, in contrast to the LPE of GaAs :
from a gallium melt.4! This is probably the reason why
decrease in the hole concentration is observed in layer
the highest values ofXMn . Obviously, a considerable frac
tion of the Mn atoms in the form of Mn2As (Mn3As2) mol-
ecules remain in the liquid phase in this case, and hence
real value ofXMn is lowered.

When molecules of Mn2As or Mn3As2 incorporate into
the crystallizing layer, their incorporation should be acco
panied by the generation of point defects in the GaAs cry
lattice or impurity-defect complexes, which also can act
compensating donors. If we assume that the manganese
pounds Mn2As or Mn3As2 are responsible for the formatio
of donors, i.e., point defects in the lattice or impurity-defe
complexes generated by them, then the concentration of
nors should decrease with increasing growth temperatur
the layers. This is observed in experiment, supporting
assumption. Furthermore, if Mn2As or Mn2As2 are respon-
sible for the formation of donors, then since they are m
refractory than MnAs, and the crystallization temperature
the layers consequently affects the probability of the form
tion of molecules of these compounds in the liquid phase
a larger extent than that of MnAs, the electrical compen
tion factor of p-GaAs : Mn layers should increase with d
creasing growth temperature, because, according to the l
of our discussion, it is determined by the ratio of the pro
abilities of the formation of Mn2As (Mn3As2) and MnAs
molecules. This is also observed in experiment.

Thus, it follows from our analysis that the appearance
complexing donors inp-GaAs : Mn layers grown by LPE
from a bismuth melt is due to changes in the composition
the liquid phase during the growth of the layer, or, mo
precisely, to a decrease by almost two orders of magnitud
the concentration of gallium in the solution-melt compar
with epitaxy from a gallium melt. As we have said above, t
compensating donors obviously consist of impurity-def
complexes and are probably nonradiative recombination c
ters. To decrease their concentration, the epitaxy tempera
of the layers should be raised as much as possible.

5. CONCLUSION

Our studies show that, despite the increased distribu
coefficient of the manganese dopant when a galli
solution-melt is replaced by a bismuth solution-melt, we a
unable to obtainp-GaAs : Mn layers from a bismuth me
with a higher hole concentration than from the gallium me
The layers of GaAs weakly and moderately doped w
manganese5! ~up to p5131018 cm23 at 395 K! that were
grown from a bismuth solution-melt have a low concent
tion of background impurities and a high degree of electri
compensation. However, with increasing doping levels,
concentration of donors in the GaAs : Mn layers grown fro
a bismuth melt, in contrast to the GaAs : Mn layers grow
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from a gallium melt, undergoes a sharp~superlinear! in-
crease, which, when combined with a sublinear increas
the concentrations of acceptors, leads to an increase in
compensation factor. Increasing the growth temperature
creases the concentration of acceptors, donors, and hol
room temperature, as well as the degree of electrical c
pensation in GaAs : Mn layers grown from a bismuth me

We have analyzed the reasons for the formation of co
plexing donors, which are obviously impurity-defect com
plexes, from the crystal-chemical standpoint, and we h
shown that the preassociation of manganese and arsen
oms in the liquid phase could be responsible for their form
tion. The compensating donors are probably nonradiative
combination centers, whose concentration increases m
rapidly as the doping level increases than does the con
tration of MnGa acceptors.

The authors are grateful to V. G. Pogadaev for help
growing the epitaxial layers.

* !E-mail tim@ns.isp.nsc.ru
1!In determining the hole concentration, Kordoset al.8 set the Hall scattering

factor equal to 1 instead of the value of 2.66 that we used. Therefore
values of the hole concentration taken from Ref. 8 were multiplied by 2
before plotting in order to properly compare the two data sets.

2!In the papers cited here, the electrical parameters of the layers were d
mined from an analysis of the temperature dependences of the resis
and Hall constant in the interval 602300 K, which differs from our pro-
cedure. Therefore, rather than compare the absolute values of these p
eters reported in those papers with our own, we note only the qualita
difference in behavior. We argue that this difference is unrelated to
different methods used to estimate the parameters, since the Hall mo
in our layers falls off more rapidly with increasing doping level than in t
layers grown from a gallium melt.

3!In Ref. 8 the authors did not take into account the degeneracy of
valence band in determining the hole concentration; therefore, in com
ing the results of Ref. 8 with ours the values ofp in Ref. 8 should be
multiplied by 2.66.

4!The experimentally observed behavior of these functions in the vicinity
x5y0.5 is unrelated to the fact that when GaAs : Mn layers are grown fr
a bismuth melt the liquid phase is in equilibrium with the bulk of th
semiconductor, rather than with its surface,23 since when GaAs is doped
with zinc, which diffuses more rapidly into GaAs as an impurity than do
manganese,29,30 during LPE from a bismuth melt, linear plots o
p5 f (XZn) are obtained at the same growth temperatures.31

5!It is important to remember that because we have included the degen
of the valence band, our values ofp are 2.66 times larger than they woul
be if degeneracy is ignored~as in most of the papers cited!.
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Calculation of the energy levels of shallow acceptors in uniaxially strained germanium
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A variational method is used to calculate the positions of resonant and localized energy levels of
a shallow acceptor impurity in uniaxially compressed germanium in the high-pressure limit.
The dependence of the positions of these levels on the applied pressure is presented. ©1998
American Institute of Physics.@S1063-7826~98!00707-8#
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1. INTRODUCTION

The problem of calculating the position of energy leve
of shallow acceptors in strained semiconductors has take
special importance due to the observation of stimula
emission in the far-infrared region fromp-Ge subjected to
uniaxial compression.1 It is assumed that the stimulate
emission is caused by optical transitions of holes betw
various states of shallow acceptors and is connected with
formation of resonant acceptor states, i.e., acceptor states
move into the continuous spectrum of the valence band
der the action of uniaxial strain. In order to confirm th
hypothesis, information is needed about the positions of
calized and resonant acceptor levels in strained german
The calculations of Ref. 2, which were done within the ze
radius potential model, showed that resonant states exi
this system, and their energies and lifetimes were fou
However, the results given by this method are too appro
mate to describe the real situation with regard to the p
tions of levels at high pressures. Furthermore, the zero-ra
potential method cannot give the energies of excited sta
The variational calculations of Ref. 3 make it possible
calculate the energies of localized states with good accur
however, they cannot predict even the presence of reso
states. This is probably because the variational method
not be used to follow the transformation of a localized st
into a resonant state.

In this paper we study acceptor levels in the high-str
limit, calculating energies for the ground state and seve
excited states for both localized and resonant series. We
a variational method that presupposes the existence of r
nant states and treats them as if they were localized in
calculation.

2. THEORY

In the spherical approximation with an applied uniax
strain, the valence band is described by the 434 Luttinger
Hamiltonian:4,5

H~k,z!52
\2

2m0F a1 b c 0

b* a2 0 c

c* 0 a2 2b

0 c* 2b* a1

G , ~1!
7111063-7826/98/32(7)/3/$15.00
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where

a152~g122g!kz
22~g11g!~kx

21ky
2!2z,

a252~g112g!kz
22~g12g!~kx

21ky
2!1z,

b52A3g~kx2 iky!kz ,

c5A3g~kx2 iky!2, g5~2g213g3!/5. ~1a!

In writing Eq. ~1! we have chosen the following system
basis Bloch functions:

u3/25
1

A2
~X1 iY!↑, u1/25

i

A6
~~X1 iY!↓22Z↑ !,

u23/25
1

A2
~X2 iY!↓,

u21/25
1

A6
~~X2 iY!↑12Z↓ !. ~2!

The diagonalization of the Hamiltonian~1! gives us the spec
trum of the valence band, which consists of heavy-hole («h)
and light-hole (« l) subbands, whose peaks are separated
energy by the quantity

Edef5
\2z

m0
5bX, ~3!

where b is the deformation potential andX is the applied
pressure. The spectrum of the valence band of the stra
crystal has the form

« l ,h~k!52
\2

2m0
~2g1~kx

21ky
21kz

2!

6Az222gz~kz
22kx

22ky
2!14g2~kx

21ky
21kz

2!2!.

~4!

In the high-strain limit, we can ignore terms higher th
quadratic ink under the radical and expand the root in
series with respect to the small parameter (k2/z). In this
limit we obtain a valence-band spectrum consisting of t
independent ellipsoidal subbands:

« l~k!5
\2

2m0
~~g112g!kz

21~g12g!~kx
21ky

2!2z!,
© 1998 American Institute of Physics
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«h~k!5
\2

2m0
~~g122g!kz

21~g11g!~kx
21ky

2!1z!. ~5!

The high-strain limit corresponds to a transition from a fo
component basis~2! to two two-component sets of bas
Bloch functions, viz.,

@u13/2, u23/2#, ~6a!

@u11/2, u21/2#, ~6b!

i.e., elimination of the terms in the Hamiltonian~1! that cor-
respond to the interaction of states with different values
the hole spin projection onto thez axis.

When the potential of a shallow acceptor impurity
present in the strained crystal, we have two series of acce
levels below the bottom of each subband. The states be
the bottom of the heavy-hole subband are resonant st
The wave functions of holes localized on shallow accept
have the form

w3/2
l ~r !5 f l~r !u3/2~r !; w23/2

l ~r !5 f l~r !u23/2~r !;

w1/2
h ~r !5 f h~r !u1/2~r !; w21/2

h ~r !5 f h~r !u21/2~r !; ~7!

where the labelsl andh are used to denote wave functions
the light- and heavy-hole subbands, respectively. T
effective-mass equations for determining the wave functi
and energy levels of a shallow impurity center written in t
basis~6a! for the heavy-hole subband and in basis~6b! for
the light-hole subband have the form

S \2

2mi
l

]2

]z2
1

\2

2m'
l S ]2

]x2
1

]2

]y2D 1
e2

kr
1ED f l50, ~8a!

S \2

2mi
h

]2

]z2
1

\2

2m'
h S ]2

]x2
1

]2

]y2D 1
e2

kr
1ED f h50. ~8b!

We introduce the dimensionless parameterh5m' /mi ,
dimensionless coordinates in units of the Bohr rad
aB5\2k/m'e2, and a dimensionless energy in units
EB5m'e4/2\2k ~wherek is the dielectric constant!. Then
Eq. ~8! can be rewritten in the form

S h l ,h
]2

]z2
1

]

]x2
1

]2

]y2
1

2

r
1ED f l ,h50. ~9!

If the internal angular momentum of the hole is ignored,
eigenstates of the Hamiltonian~9! are characterized by th
projection of the orbital angular momentum (m) onto thez
axis and the parity (i ). The problem of finding the eigenva
ues of the Hamiltonian~9! was discussed in Ref. 6 in con
nection with finding the spectrum of shallow donors in s
con and germanium. The high-strain limit, for which Eq
~8a! and ~8b! are valid, can be introduced by assuming th
Edef.E, i.e., the magnitude of the strain-induced splitting
the peaks of the valence band should be larger than the
ization energy of the impurity center.

Following Ref. 6, we used the variational method to c
culate the energies of the four lowest localized states be
the bottom of the ellipsoidal band, which we denote by 1s,
2p61, 2p0, and 2s, where 1s is the state withm50,
-

f

tor
w

es.
s

e
s

s

e

.
t
f
n-

-
w

i 511; 2p61 is the state withm561, i 521; 2p0 is the
state withm50, i 521; and 2s is the state withm50, i
511. A diagram of the positions of these levels is shown
Fig. 1. In these calculations we used the following values
the effective masses:mi /m050.04, m' /m050.13 ~for the
light-hole subband!, mi /m050.5, m' /m050.05 ~for the
heavy-hole subband!. We also used the following values fo
h l and hh: h l53.25, hh50.1. These values correspond
the high-strain limit for Ge.5 In these calculations we use
the variational functions listed in Table I.

3. RESULTS

By calculating the shallow-acceptor spectrum for Ge
the high-strain limit, we obtained the energy levels listed
Table II. In the second column we list the energies of sta
localized below the bottom of the light-hole subband, and
the third column the energies of resonant states below
bottom of the heavy-hole subband. The energies of the st
are measured from the top of the respective subband. Bea
in mind that the states below the bottom of theh subband are
resonant states, we calculated the energetic positions o
resonant levels. When the interaction between the subba
is taken into account, the states that are localized within
approximation become embedded in the continuous sp
trum of thel subband, and we should introduce the intera
tion of these states with states of the continuous spectr
i.e., the possibility of decay. Localized states then beco
quasilocal. Furthermore, there is an interaction with localiz

FIG. 1. Diagram of the energy levels of a shallow acceptor impurity
uniaxially compressed germanium. The classification of the levels co
sponds to the high-strain limit.
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states in the band gap, which leads to a shift in the positi
of the resonant levels. Figure 2 shows the dependence o
positions of the localized and resonant states on the pres

With spin taken into account, each state is characteri
by the projection of the total angular momentum~orbital and
internal: M5Lz1Jz) onto thez axis. For a hole in thel
subband, the projection of the internal angular moment
onto thez axis equals61/2, while in theh subband it is
63/2, and the energy levels found correspond to the follo
ing states within this classification:

l subband h subband

1s→M561/2, 1s→M563/2,

2p61→M561/2,63/2, 2p61→M561/2,65/2,

2s→M561/2, 2s→M563/2,

2p0→M561/2, 2p0→M563/2.

TABLE I.

State Trial function:f l , f h

F~r,z!5expS2Sr2

a2
1

z2

b2D1/2D
1s

CY00~u,w!F~r,z!5C̃ expS2Sr2

a2
1

z2

b2D1/2D
2p0

CY10~u,w!rF ~r,z!5C̃z expS2Sr2

a2
1

z2

b2D1/2D
2s (C1Y00(u,w)1C2Y20(u,w)r 2)F(r,z)

5~C̃11C̃2r
21C̃3z

2!expS2Sr2

a2
1

z2

b2D1/2D
2p61 CY161(u,w)rF (u,w)

5C̃~x6iy!expS2Sr2

a2
1

z2

b2D1/2D

TABLE II.

Energy of localized Energy of resonant
State states above the bottom states above the bo

of the l subband, of theh subband,
meV meV

1s 3.8 4.76
2p61 1.3 0.9
2s 1.2 1.53
2p0 0.8 2
s
he
re.
d

m

-

The fourfold degeneracy with respect to the projection of
total angular momentum onto thez axis corresponding to the
2p6 level is lifted when we take into account the interacti
between theh and l subbands.

Thus, in this paper we have described a simple calcu
tion, which gives us information about the positions of res
nant and localized levels in uniaxially strained Ge in t
high-strain limit. In view of the lack of computational dat
regarding the positions of the resonant levels, even calc
tions as crude as these can be useful for analyzing exp
mental data on the spectra of shallow acceptor impuritie
strained semiconductors.

This work was carried out with the partial support
Grants Nos. 97-02-16820 and 96-15-96392 from the Rus
Fund for Fundamental Research and Grant No.~072! 97-
1055 from the Ministry of Science.
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m

FIG. 2. Pressure dependence of the positions of shallow acceptor imp
levels in uniaxially compressed germanium: positions of the tops of
subbands for light~1! and heavy~2! holes; the series of localized state
~3 — 1s, 4 — 2p1, 5 — 2p0), and the series of resonant states~6 — 1sres,
7 — 2p0res, 8 — 2sres). The position of the top of the valence band in th
unstressed semiconductor is taken as the energy reference point.



SEMICONDUCTORS VOLUME 32, NUMBER 7 JULY 1998
Effect of metal impurities on the drift mobility of charge carriers in glassy chalcogenide
semiconductors
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The drift mobility of charge carriers in glassy semiconductors of the Se–As system doped with
Ag, Au, and Tl is investigated. A considerable increase in the electron drift mobility is
established in samples doped with Ag. These results are explained within a model of charged
defects. ©1998 American Institute of Physics.@S1063-7826~98!00807-2#
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Studies of the optical and electrical properties of gla
chalcogenide semiconductors of the Se–As system indi
that the origin of the localized states that control the d
mobility of charge carriers in these systems is connec
with charged defects.1,2 The concentration of intrinsic
charged defects can be controlled by doping with impurit
capable of forming charged states.2,3 We previously found4,5

that the introduction of halogens, which appear as elec
cally negative impurities, into glassy chalcogenide semic
ductors can lead to a considerable increase in the hole
mobility.

In this paper we investigate the drift mobility of charg
carriers in glassy chalcogenide semiconductors of the Se
system doped with the metals Ag, Au, and Tl. We sh
assume that these metals, in contrast to halogens, can be
as electrically positive impurities. Silver as an impurity is
special interest, since it is associated with phenomena s
as negative photoconductivity,6 memory effects, and switch
ing.7

Impurities were introduced during synthesis in conce
trations in the range 0.1–5.7 at. %. Measurements were m
on samples of the ‘‘sandwich’’ type consisting of both laye
prepared by mechanical methods from an ingot of the s
thesized material and thin films obtained by thermal eva
ration in vacuum. Al, In2O3 , and Aquadag served as ele
trode materials. One of the electrodes was semitranspa
The concentration of impurities in the films was taken
equal its weighed content.

The drift mobility was investigated by time-of-fligh
measurements.8,9 Since the shape of the time dependence
the photocurrent in glassy chalcogenide semiconductor
the Se–As system with metal impurities is typical of disp
sive transport, the time of flighttT was determined from the
break on theI (t) curve plotted in log-log coordinates.10

The drift mobility was calculated from the expressio
m5L/tTF, where L is the sample thickness andF is the
electric field intensity.

Figure 1 shows the measured time dependence of
photocurrent for layers of Se0.95As0.05 containing 5.7 at. %
Ag. The time of flight is marked by the arrows. It is clear th
the introduction of silver as an impurity changes the time
flight of the charge carriers. For holestT increases, while for
7141063-7826/98/32(7)/2/$15.00
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electrons it decreases. Accordingly, the hole mobil
decreases from 231024 to 231025cm2/V•s, while
the electron mobility increases from 631025 to 1.1
31023 cm2/V•s.

A similar change in the hole mobility is observed
As2Se3 when Ag and Tl were introduced as impurities~Fig.
2!. Electrons are practically immobile in this material. Do
ing decreases the hole drift mobility from 1.531025

cm2/V•s in the pure material to 331026

cm2/V•s and 631027 cm2/V•s for As2Se3 with 2 at. % Ag
and 0.1 at. % Tl, respectively. Moreover, the introduction
Au as an impurity also led to a decrease in the hole mobil
For a gold concentration of 0.2 at. % the value of the mob
ity was 531026 cm2/V•s.

Temperature measurements showed that the activa
energy for conduction changes considerably~by 0.2 eV!
when silver is introduced. At the same time, the activat
energy for carrier drift mobility scarcely varied. In layers
Se0.95As0.05 with Ag as an impurity, the activation energy fo
electron and hole drift mobility lies in the range 0.4
20.48 eV, whereas the activation energy for drift mobili
in bulk samples of As2Se3 with Ag as an impurity is
E.0.6 eV for holes. The higher values of the activation e
ergy in the latter case are probably due to the dispers
character of transport in As2Se3 , for which the drift mobility
is found to depend on the sample thickness.9

A change in drift mobility upon doping can arise from
change in the concentration of the localized states that c
trol its value. Assuming that the drift mobility is controlle
by a discrete energy level of localized states, we exp
its value to be given by the following expression:11

m5m0(Nc /Nt)exp(2«/kT), where m0 is the charge-carrier
mobility in the band of delocalized states,Nc andNt are the
effective densities of delocalized and localized states, res
tively, and « is the distance between the level of th
localized-states and the edge of the band of the delocal
states. If the nature of the localized states is connected
charged defects similar to D1 and D2 centers, then the value
of the electron drift mobility is inversely proportional to th
concentration of D1 centers, and the hole mobility is in
versely proportional to that of D2 centers.

If we assume that metals act as charged impurities2,3
© 1998 American Institute of Physics
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when a positively charged impurity A1 is added, the law of
electroneutrality should be obeyed, which we write in ter
of the concentrations of charged impurities and defects in
following form: @A1] 1@D1#5@D2#. The quantitative rela-
tion between the concentrations of the charged defects
form from the originally neutral defects D0 in the reaction
2D0→D11D2 can be written in the form@D1#@D2#
5@D0#25 const according to the law of mass action. T

FIG. 1. Plots ofI (t) for electrons~1, 3! and holes~2, 4! measured in films
of Se0.95As0.05 ~1, 2! and Se0.95As0.05 containing 5.7 at. % Ag~3, 4!.
F5105 V/cm, L, mm: 1, 2 — 2.3; 3, 4 — 2.2.

FIG. 2. Plots ofI (t) for holes obtained for bulk samples of As2Se3 ~1!,
As2Se3 containing 0.1 at. % Tl~2!, and As2Se3 containing 2 at. % Ag~3!.
F51.43105 V/cm; L,mm: 1 — 120,2 — 115,3 — 100.
s
e

at

latter equation combined with the electroneutrality equat
implies that the introduction of an electrically positive imp
rity increases the concentration of negatively charged int
sic defects@D2# and decreases the concentration of po
tively charged defects@D1#. Consequently, the hole drif
mobility decreases and the electron mobility increases
similar behavior of the drift mobilities of charge carriers
observed in experiments when the impurity metals Ag, A
Tl are introduced into glassy chalcogenide semiconducto

A comparison of these data with the results of Refs
and 5 reveals that metals influence the drift mobility le
effectively than do halogens. Thus, a considerable incre
in the hole mobility is observed when halogen impurities a
introduced in amounts of 102421022 at. %, while the
change in the electron mobility induced by silver concent
tions even as large as 126 at. % is considerably smaller.

To summarize, this work indicates that the introducti
of metal impurities into glassy chalcogenide semiconduct
of the Se–As system produces a considerable increase i
electron drift mobility. This result, like the considerable i
crease in the hole mobility previously established in Refs
and 5 when halogen impurities were introduced, is in agr
ment with the model of charged defects. Our analysis allo
us to conclude that metal impurities in glassy chalcogen
semiconductors can act as positively charged centers.

We are grateful to K. D. Tsendin for valuable commen
offered during a discussion of the work.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~Grant 97-02-18079!.
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Donorlike behavior of rare-earth impurities in PbTe
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The Hall coefficient, thermoelectric power, and electrical conductivity in PbTe doped with La,
Pr, Sm, and Gd are investigated in the temperature range~77–700! K. The impurity
atoms act as donors with an electrical activity that increases with temperature until the fraction
of electrically active lanthanide atoms~Ln! reaches values close to or slightly more than
half of their total number. A decrease in the electron mobility and a change in the thermoelectric
power relative to their values in PbTe^I& are also noted. At low temperatures, the Seebeck
coefficient in PbTêLn& is found to be higher than in PbTe^I&, while at high temperatures it is
lower. The data are interpreted by invoking a band of impurity resonant states, whose
energetic position and number are functions of composition and temperature. The experimental
data imply that when La and Pr dope PbTe, the electrical activity of the compound is
dominated by intrinsic donorlike defects that form when Ln is incorporated in the ratio LnTe.
© 1998 American Institute of Physics.@S1063-7826~98!00907-7#
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A review of data on the doping of lead chalcogenid
shows that the majority of impurities~the halogens I, Cl, Br,
Na, Tl, In, and Ti! exhibit a maximum in electrical activity a
temperaturesT.0 K; as the temperatureT rises their elec-
trical activity either remains unchanged1 ~for halogens! or
decreases.2–5 Possible exceptions to this general rule are
rare-earth metals with a primary valence13. Analyzing the
temperature behavior of the thermoelectric power in Pb
doped with Sm, Erofeev and Solomatnikova6 showed that the
electron concentration in Sm-doped samples increases
increasing temperature. In this paper, by measuring the
centration of charge carriers using the Hall effect we not o
confirm and further explore this result for Sm, but also e
tend it to La, Pr and Gd, which, like Sm, incorporate in
PbTe in the ratio LnTe~where Ln is a lanthanide!.

We investigated the transport properties of polycrys
line samples in the temperature range 772600 K; the maxi-
mum concentrations were 1 at. % for La and Pr, 2 at. %
Gd, and 5 at. % for Sm. According to the data from Ref.
the solubility of Sm in PbTe is 10 at. %. The composition
the samples, the electron concentrationn, and the values of
the mobility and the Seebeck coefficientS at 77 and 300 K
are listed in Table I. A comparison of the data at 77 K sho
that the electron concentration depends on the type of im
rity and its concentrationN and that it increases with increa
ing doping level, but remains considerably below the co
centration of impurity ions. The donor activity of gadoliniu
is weaker than that of the other impurities at the same c
centration; it is also small for Sm at a concentration
0.5 at. %. Despite the considerable differences between
properties of La and Pr, their electrical activity in PbTe m
be treated as the same.
7161063-7826/98/32(7)/4/$15.00
s

e

e

ith
n-
y
-

l-

r
,
f

s
u-

-

n-
f
he

A general property of all the samples we investigat
was increasing electron concentration with increasing te
peratureT ~Figs. 1 and 2!. Hall measurements at 4.2 K sho
that the decrease in concentration with decreasingT contin-
ues forT,77 K as well; in this case complete carrier freez
out does not occur asT→0 K, and the Hall coefficient in-
creases by no more than a factor of 2 asT decreases from 77
to 4.2 K. The rate of increase in the concentration and
corresponding temperature interval are also determined
the type and concentration of the impurity. The relative
crease in concentration is greatest in the samples doped
Gd: in PbTe doped with 1 at. % Gd it reaches a factor o
over the range 77–600 K, so that the maximum elect
concentration (;831019 cm23 at 600 K! approaches the
values observed for La and Pr atT,400 K, where more than

TABLE I.

77 K 300 K

N, S, m, n, S, m, n,
Ln at. % mV/K cm2/V•s cm23 mV/K cm2/V•s cm23

La 0.5 20 3400 2.531019 58 520 4.231019

La 1.0 13 2100 4.031019 38 330 8.731019

Pr 0.5 – 3800 2.331019 59 450 5.431019

Pr 1.0 17 1900 4.531019 40 320 1.031020

Sm 0.5 – – 1.331019 100 340 1.531019

Sm 1.0 24 3500 2.131019 44 530 5.831019

Sm 3.0 12 1200 5.331019 23 140 1.931020

Sm 5.0 13 300 1.331020 24 80 2.831020

Gd 0.5 33 6300 5.531018 68 540 2.431019

Gd 1.0 27 6600 9.331018 54 320 5.131019

Gd 2.0 13 1500 4.331019 29 200 1.531020
© 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the Hall coeffici
RH ~1–5! and resistivityr (6,7) for PbTe doped with La,
Pr, and Sm; type and concentration (N) of the impurity,
at. %:1 — La, 0.5;2 — La, 1.0;3 — Pr, 1.0;4, 6 — Sm,
3.0; 5, 7 — Sm, 5.0.
e
t

on
Te

h
-
a
rt
io

tr
tra

m
ha
L
w

f
tr
tly

r-
le
m
r

th
tu
n

at
er-

e
on-
half the impurity atoms are electrically active. In all th
samples the temperature dependence of the Hall effec
strongest at temperatures below 400 K, and then saturati
achieved in the majority of samples. However, in Pb
doped with Pr~1 at. %! and Sm~1 at. % or more! the tem-
perature curves may even increase again slightly at higT
~Fig. 1!: it turns out that in PbTe with 3 at. % Sm the tem
perature dependence of the Hall coefficient starts to incre
once more atT.480 K, and at 5 at. % Sm the increase sta
at T.320 K. In the latter sample, the electron concentrat
reaches the maximum for the samples of PbTe^Sm&, which
match the data of Ref. 6 (2.831020 cm23 at 300 K!. Accord-
ing to these data, further increases in the impurity concen
tion lower the room temperature value of the Hall concen
tion.

The Seebeck coefficient depends only slightly on te
perature in the range 77–300 K. This further confirms t
the electron concentration increases with temperature in
doped samples, since the increase in thermoelectric po
with temperature due to the explicit functionS(T) is com-
pensated by a decrease due to the increase inn. We com-
pared our values of the Seebeck coefficient with values oS
for halogen-doped PbTe with the same electron concen
tion. The following general rule was observed: at sufficien
high electron concentrations the value ofS in PbTe doped
with rare-earth elements was found to be higher at lowT,
and lower at highT, than in halogen-doped PbTe. The co
responding curves that illustrate this behavior for samp
with various dopings are shown in Fig. 3a, where we co
pare results for PbTe with 1 at. % Pr and PbTe with a va
able concentration of iodine, which ensures equality of
electron concentrations in both materials at any tempera
within the range chosen. Figure 3b shows the relative cha
is
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in the Seebeck coefficient (SLn /SI) as a function ofT for
samples of PbTe with different compositions. It is clear th
the quantitative characteristics of the relative change in th
moelectric power for PbTe^Ln& are determined by the typ
and concentration of the impurity. The effect behaves n

FIG. 2. Temperature dependence of the Hall coefficientRH for PbTe doped
with Gd. Gadolinium concentrationN, at. %:1 — 0.5, 2 — 1.0, 3 — 2.0.
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monotonically with temperature, the maximum increase inS
being observed forT close to room temperature in all th
samples. At highT the dependence reaches or approache
minimum; in this case, the deviation from 1 is very small.
85 K the relative change in thermoelectric power in Pb
with Gd is smaller than it is for other samples. This effe
probably reflects the weaker donor activity of this elemen
low temperatures.

Our experimental data as a whole can be interpre
within a model of impurity resonant states whose energ
position relative to the bottom of the conduction band d
pends on the type and concentration of the impurity and
temperature. The first two factors determine the position
the impurity band at 0 K: the fact that the initial concentr
tion of electrons is considerably smaller than the concen
tion of rare-earth metal atoms indicates that the Fermi le
is stabilized by the impurity band and that the filling of th
latter with electrons corresponds to 0,(12n/N),1. In-
creasingN shifts the impurity band upward, so that the initi
concentration of electrons in the conduction band, wh
equals the number of holes in the impurity band, increa

FIG. 3. Temperature dependences of the Seebeck coefficientS ~a! and the
ratio SLn /SI of the Seebeck coefficients for PbTe doped with rare-ea
metals and iodine~b!. Type and concentration (N) of the impurity, at. %:
1 — Pr, 1.0;2 — I, 1.0–0.8;3 — Gd, 1.0;4 — Pr, 1.0;5 — La, 5.0.
a

e
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t
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However, the occupancy of the impurity states can remai
its original level in this case: thus, in samples with 0.5 a
1.0 at. % Gd the occupancies of the impurity states eve
77 K are close to 1 and practically the same~0.93!.

As the temperature increases, the distance between
impurity band and the bottom of the conduction band
creases, leading to an increase in the Fermi energyEF and
the electron concentration. We calculated the position of
impurity bandEi ~without taking into account its broaden
ing! using the neutrality equation:

n5
N

exp@~EF2Ei !/kT#11
. ~1!

We calculated the dependence ofEF on n within the two-
band~Kane! model of nonparabolicity under the assumpti
that its parameters are doping-independent. After substitu
EF into Eq. ~1!, we obtained the temperature dependence
Ei shown in Fig. 4. This dependence departs from linea
whenT is close to room temperature, because the concen
tion of free electrons ceases to increase in strongly do
samples, perhaps due to a decrease in the capacity o
impurity band caused by the passage of some of the impu
atoms to different structural positions asT increases. The
rate of temperature variation ofEi corresponding to the lin-
ear portions of the curves lies in the range (124.5)
31024 eV/K, depending on the composition of the sampl
i.e., it is of the same order of magnitude as the rate of te
perature variation of the gap widthEg . An exception is
PbTêLa&; possible reasons for the decrease ofEi with T in
this sample will be discussed later. The scatter of the data
dEi /dT could be due, first, to doping-induced changes in
nonparabolicity parameters that were not included in the
culations, and, second, to the assumption that all the impu
atoms make up the impurity band.

The presence of quasilocal impurity states in the el
tronic spectrum of samples doped with rare-earth met
which stabilize the Fermi level, gives rise to additional res
nant electron scattering. At 77 K the electron mobility tur
out to be 2–4 times smaller than the mobility in the cor
sponding PbTe samples with halogens;7 at room temperature

h

FIG. 4. Energy of impurity states versus temperature in PbTe doped
rare-earth metals. Type and concentration (N) of the impurity, at. %:1 —
Sm, 5.0,2 — Sm, 3.0,3 — Gd, 2.0,4 — Pr, 1.0,5 — Gd, 1.0,6 — La, 0.5,
7 — Gd, 0.5.
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this difference does not exceed a factor of 2.5~an exception
is the sample with 0.5 at. % Sm!, but an appreciable differ
ence in mobility is maintained even atT.800 K.

As we mentioned above in connection with our discu
sion of the experimental data on the Hall concentration,
capacity of the impurity band may decrease at high temp
tures. This would lead to a decrease in the resonant sca
ing. In fact, the temperature dependences of the resist
shown in Fig. 1 for PbTe strongly doped with Sm displ
saturation regions and even decreases in the resistivit
T.5002600 K.

The appearance of resonant scattering when sample
doped with rare-earth metals is also clearly evident from
thermoelectric power data. If the electron occupancy of
impurity band K512n/N is greater than 0.5, the Ferm
level is located above the center of the band and elect
with energiesE,EF scatter more strongly than electron
with relatively high energies. In this case resonant scatte
leads to an increase in the absolute value of the thermoe
tric powerS.8 For values of the occupancyK,0.5 it is pri-
marily electrons withE.EF that scatter, andS decreases
due to resonant scattering. The influence of resonant sca
ing on the thermoelectric power is maximal for values of
in the ranges 0.720.8 and 0.220.3. It is clear from Fig. 5
that at low temperaturesK.0.5, and the thermoelectri
power in samples doped with rare-earth metals is large
absolute value than in samples with halogens due to reso
scattering. When the band is almost completely filled

FIG. 5. Temperature-induced change in the electron occupancy (K) of the
impurity band in PbTe doped with rare-earth metals. Type and concentra
(N) of the impurity, at. %:1 — Gd, 1.0;2 — Pr, 1.0;3 — La, 0.5.
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electrons~0.5 and 1.0 at. % Gd at 77 K! S increases more
strongly than it does in PbTe^I& or PbTêPr& ~where
the occupancy is considerably lower!. Increasing T to
2002300 K causes intense ionization of the impuritie
which maximizes the effect of resonant scattering on
thermoelectric power. At still higherT the contribution of
resonant scattering to the thermoelectric power gradually
creases, changes sign, and then increases once more, bu
up to a far smaller value due to the considerable increas
the contribution from phonon scattering. Thus, although
were unable to achieve exact quantitative agreement betw
experiment and theory, we can make the qualitative asser
that the nonmonotonic temperature dependence of rela
values of S shown in Fig. 3b correlates closely with th
behavior ofK(T).

In PbTe with 1 at. % Gd the equalitySGd5SI is obeyed
for occupancies close to 1/2, whereas in PbTe with La and
this equation is violated, and the occupancy turns out to
less than 1/2. In addition, the initial electron concentration
samples with these impurities turns out to be considera
higher than in PbTe with Gd, and the temperature increas
n is weaker, producing a weakly increasing or even decre
ing plot of Ei(T) for the case of PbTe with La. In light o
these facts, we may assume that when PbTe is doped by
concentrations of these elements, intrinsic donor defe
form, whose influence increases with particular rapidity w
decreasingT and rare-earth metal concentration. Their pre
ence can also explain the observed decrease in the slop
the Ei(T) lines as the concentration of Gd decreases from
to 0.5 at. %~curves3, 5, and7 in Fig. 4!.
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Contribution of light holes to the Hall effect for the complex valence band in germanium
and its dependence on doping level

M. V. Alekseenko, A. G. Zabrodski , and L. M. Shterengas

A. I. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Fiz. Tekh. Poluprovodn.32, 811–820~July 1998!

A method is proposed and implemented for experimentally isolating the influence of light holes
on the classical Hall effect for the complex valence band inp-Ge. In this method the
contribution from light holes is successively eliminated by an applied magnetic field, and then
the absolute values of the hole concentrations are calibrated in pairs of samples specially
prepared using neutron transmutation doping. The increase in electron concentration as a result
of neutron transmutation doping is measured for one of the samples~the reference!, while
the hole concentration is measured for the other sample. This gives calibration curves for the
effective Hall factor inp-Ge, which can be used to precisely measure the hole
concentration over the entire range of doping levels. The use of this method for investigating the
hopping transport of charge carriers and metal-insulator transitions is illustrated. ©1998
American Institute of Physics.@S1063-7826~98!01007-2#
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1. INTRODUCTION

The peculiarities of the galvanomagnetic properties
p-Ge are known to arise from its complex band struct
~see, e.g., Refs. 1–3!, in particular from the degeneracy o
the valence band, which gives rise to light and heavy h
bands, and the nonspherical properties of the latter.
rather small number of high-mobility light holes present
p-Ge makes a rather small contribution to the electrical c
ductivity; however, in sufficiently weak magnetic fields the
determine the values of the Hall coefficientR measured in
experiments and its field dependence to a considerable
gree. It is known, for example, that atT'100 K applying a
magnetic field of a few hundred oersteds to weakly dop
p-Ge is enough to initiate a decrease in the magnitude of
Hall coefficientR by eliminating the contribution from ligh
holes.4 In strong fields, in which the effect of light holes
eliminated, the magnetic-field dependence of the Hall co
ficient for the heavy-hole band is complicated by the appe
ance of a so-called ‘‘fine structure’’~a minimum followed by
a maximum!.

Thus, the magnetic-field dependence of the Hall coe
cient R(H) in p-Ge is determined by the relative contrib
tions of light and heavy holes in the region where the tw
band model applies and exhibits one-band behavior
sufficiently strong fields. In this case both the features of
band structure and the carrier scattering mechanism are
portant. Incorporating these factors into a theory is v
complicated, which is probably why it has not been done
any generality, and the theoretical calculations which h
been performed1–3 are limited to extremely weak doping lev
els. In order to illustrate the effect of two-band behavior,
us use the simplest expression for the magnetic-field de
dence of the Hall coefficient, without taking into account t
anisotropy of the heavy-hole band or the nonparabolicity
7201063-7826/98/32(7)/9/$15.00
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the light-hole band, as well as the energy dispersion of
carrier lifetime:1!

R5
1

eH

Y

~X21Y2!
. ~1!

Here

X5sxx
~1!~H !1sxx

~2!~H !5eS p1m1

11g1
2

1
p2m2

11g2
2D ,

Y5sxy
~1!~H !1sxy

~2!~H !5eS g1p1m1

11g1
2

1
g2p2m2

11g2
2 D

5
eH

c S p1m1
2

11g1
2

1
p2m2

2

11g2
2D ,

for definiteness we assign the labeli 51 to light holes, while
i 52 applies to heavy holes, and the coefficientg i is defined
by the product of the drift mobilitym i and the magnetic field
H:

g i5
m iH

c
, i 51, 2, ~2!

wherec is the velocity of light andueu is the absolute value
of the electron charge.

In order to use Eq.~1!, it is necessary to know the con
centrationpi and the mobilitym i of light and heavy holes. In
the early theoretical calculations by Willardsonet al.,6 which
dealt with weakly dopedp-Ge, a more rigorous approac
was used, and a concentration ratioa5p1 /p250.02 and a
mobility ratio b5m1 /m258 (T52002300 K) were chosen
for comparisons with experiment. Subsequently, they a
other authors used the larger valuea50.04. The mobility
ratio was subsequently refined and re-estimated as well.
can probably assume that ratiosa50.04 andb58 are cor-
© 1998 American Institute of Physics
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rect to a factor of 2. In the weak-field limitH→0 the use of
these ratios of the concentrations and mobilities of light a
heavy holes in Eq.~1! gives a value ofR that is twice as
large as the value for only one heavy-hole band.2!

For fields that satisfy the conditionH@H15c/m1 ~the
so-called classical strong-field limit3! for high-mobility
holes!, the effect of the light holes is practically eliminate
and only the heavy-hole band ‘‘functions;’’ hence, we c
write the following expression for the Hall coefficient:

R~H !5
r 2~H !

p2ec
, ~3!

where r 2(H) is the Hall factor for heavy holes. When th
magnetic field is increased further4! to H@H25c/m2, the
following relation holds:2

R~H→`![R`

1

ec~p11p2!
. ~4!

The task of the experimentalist is to distinguish between
contributions of light and heavy holes to the Hall effect
p-Ge. For this it is sufficient to measure the magnetic-fi
dependenceR(H). Such measurements were also reported
Ref. 1 cited above, as well as in other papers, but only
weakly doped samples.

A more complicated experimental problem involves t
use of Hall measurements to exactly calibrate the hole c
centration inp-Ge.5! As a rule, the limiting expression~4! is
used for this. In practice, to extract the hole concentratio6!

using Eq.~4!, the value ofR is usually measured in fields o
order 10 kOe. However, as we shall show below, the H
factor r p(H) does not yet reach unity at these fields, fir
because we are at the limit of applicability of formula~4!
and, second, because the functionR(H) has a fine structure
whose existence is not predicted by formula~1!. In principle,
the Hall factor can also be estimated by measuring the r
between the Hall and drift mobilities. Unfortunately, the e
ror in determining the latter is usually large.

Thus, despite its long history, the use of the Hall effe
to precisely characterize the hole concentration inp-Ge over
the entire range of doping levels and to separate the co
butions of light and heavy holes~if the doping level is not
small! is still problematic. This paper describes an attemp
experimentally resolve this problem. The idea is to cond
magnetic-field studies on pairs of samples prepared in a
cial way ~using neutron transmutation doping!. In one of the
samples~the reference!, we measure the increase in electr
concentration caused by neutron transmutation doping, w
in the other we measure the hole concentration.

2. EFFECTIVE HALL FACTOR AND METHOD OF
DETERMINING IT

When the contribution from light holes is complete
eliminated, the concentration of heavy holes is determi
from the measured Hall coefficient within a simple one-ba
model using Eq.~3!. It is convenient to use a similar formul
for the case when the effect of the light-hole band is
negligibly small:
d
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R~H !5
r p~H !

epc
, ~5!

where r p(H) is some ‘‘effective Hall factor’’ andp5p1

1p2. Since the magnetic-field-induced change in the to
hole concentration contributing to the Hall effect is small, w
may say thatr p(H) determines the relation between the me
sured Hall coefficient in a given magnetic field and the to
hole concentration. Once we have investigated the beha
of the Hall coefficient inp-Ge at various magnetic fields an
for various temperatures, we can determine the effective H
factor forp-Ge over a wide range of doping levels and ma
netic fields.

The idea of our approach is based on the induction
closely coupled changes in the concentrations of the majo
carriersDn andDp in Ge withn- andp-type conductivity at
similar doping levels and low degrees of compensati
which can be determined from Hall measurements. Th
‘‘concerted changes’’ can be effected by the neutron tra
mutation doping of pairs of samples, in one of which w
record the change in the electron concentration, while in
other we record the change in the hole concentration. As
shown in Ref. 8, when germanium with the natural isoto
composition is irradiated with strongly slowed neutrons, m
terial is obtained withp-type conductivity and a degree o
compensation close to 0.3.7! Thus, initially pure Ge, in which
we measureDp, is irradiated along with eithern-Ge or ger-
manium that is strongly enriched with74Ge, in which the
change in the electron concentrationDn is recorded. Let us
systematically discuss these experimental situations.

Experiment 1.Parallel irradiation of samples of pure G
and n-type Ge by relatively small thermal neutron fluenc
~in the second sample neutron transmutation doping does
cause ann→p conversion, and, in addition, the degree
compensation is not high!. In n-type Ge transmutation dop
ing decreases the original electron concentration
nn2nnn , in which case

r n

eRnc
2

r nn

eRnnc
5r nnn2r nnnnn5 r̄ n~nn2nnn!. ~6!

Taking into account the closeness of the values ofr n and
r nn , here we introduce the value of the Hall factor

r̄ n5
r nnn2r nnnnn

nn2nnn
, ~7!

where nn5(ecRn)21 and nnn5(ecRnn)
21 are the corre-

sponding Hall concentrations; the label ‘‘n’’ corresponds to
n-Ge before neutron transmutation doping, while ‘‘nn’’ re-
fers to the material after doping.

In the parallel irradiated control sample of original
pure Ge we introduce a concentration of holes equal to

r p

eRpc
5r ppp , ~8!

where pp5(ecRp)21 is the Hall concentration. From th
conditions of the experiment it follows that the reason for t
change in the concentration of majority carriers in bo
samples is the identical number of uncompensated tra
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muted gallium impurities. These changes are equal in m
nitude and opposite in sign, i.e., the decrease in the elec
concentration equals the increase in hole concentration:

r n

uRnu
2

r nn

uRnnu
5

r p

uRpu
. ~9!

From this we find that

r p5 r̄ nRpS 1

Rn
2

1

Rnn
D , ~10!

where r̄ n is defined by formula~7!.
Experiment 2.Parallel irradiation of pure Ge andn-type

Ge by large thermal neutron fluences, in whichn-Ge with an
electron concentrationr n /ecRn is converted to ap-type ma-
terial with a hole concentrationr np /ecRnp and a low degree
of compensation. This is equivalent to a change in the c
centration of charge carriers in both samples by an amo

r̄ p5
1

ecS 1

Rnp
2

1

Rp
D5

r n

ecRn
. ~11!

By analogy with experiment1 and in light of the closeness o
the values ofr p and r np , we can introduce the quantityr̄ p

into the discussion:

r̄ p5
r nRpRnp

Rn~Rp2Rnp!
. ~12!

Experiment 3.Combined irradiation of pure Ge and ge
manium strongly enriched with74Ge. The stationary free
hole concentration in the region of complete ionization of
acceptors in neutron-transmutation-doped, originally p
p-type Ge is

pp5
r p

eRpc
5Np70Ge s 70Ge F~12K !, ~13!

and the corresponding electron concentration in mono
topic 74Ge subjected to neutron transmutation doping is

non5
r on

eRonc
5Np 74 Ges 74 Ge F~12K8!, ~14!

where N54.4231022 cm21 is the concentration of Ge at
oms,Ron is the Hall coefficient in a weak field for originally
pure irradiated monoisotopicn-Ge, r on is the corresponding
Hall factor, p70Ge is the abundance of70Ge in the natural
mixture;p 74Ge is the abundance of74Ge in the enriched mix-
ture;s 70Ge ands 74Ge are the average cross sections for ne
tron capture by70Ge and74Ge in the real spectrum;K is the
degree of compensation of neutron-transmutation-dop
originally pure Ge,K8 is the degree of compensation
neutron-transmutation-doped monoisotopic74Ge, andF is
the neutron fluence. Using Eqs.~13! and ~14!, we find that

r p5r on

Rpp 70Ges 70 Ge~12K !

Ronp 74 Ges 74 Ge~12K !
[Aron

Rp

Ron
, ~15!

whereA5s 70Ge p 70 Ge(12K)/s 74 Ge p 74 Ge(12K8).
Thus, in all three experiments, once the radioactive

cay reactions have ended, the stationary values of the
factor in p-Ge can be expressed in terms of the value of
g-
on

n-
t

e
e

o-

-

d,

-
all
e

Hall factor in n-type Ge based on Eqs.~10!, ~12!, and~15!.
The latter, in turn, is calculated within the theory of anis
tropic scattering.10

3. OBTAINING PAIRS OF SAMPLES OF NEUTRON-
TRANSMUTATION-DOPED Ge : Ga AND Ge : As WITH
CONCERTED VARIATION OF THE CONCENTRATIONS OF
MAJORITY CARRIERS. MAGNETIC-FIELD DEPENDENCE
OF THE HALL COEFFICIENT IN
NEUTRON-TRANSMUTATION-DOPED Ge : Ga

Following Sec. 2, we set up three versions of the exp
ments based on combined neutron-transmutation-doped
of Ge samples cut in a~111! plane perpendicular to the
growth axis.8! In all the experiments, one of the irradiate
samples consists of Ge with a purity high enough to neg
the concentrations of initial impurities in comparison
those introduced by transmutation.

Experiment 1.The original material is specially uncom
pensatedn-Ge : As. The fluence of irradiating neutrons
chosen so as to produce in moderately compens
n-Ge : As~see Fig. 1a!. Samples with various levels of initia
doping with arsenic were used.

Experiment 2.The initial material is the same as in ex
periment 1, but the neutron fluence is considerably larger
that after irradiation we obtain a moderately compensa
p-type material~see Fig. 1b!.

Experiment 3.The original material is strongly enriche
with 74Ge (p 74Ge50.988) and has an initial concentration
‘‘background’’ impurities negligibly small compared to th
concentration of transmutation impurities. The ratio betwe
the doping isotopes is such that the degree of compensa
of neutron-irradiated monoisotopic Ge isK8'2% ~Fig. 1c!.

The samples were irradiated in channels V15 and V1
the VVR-M reactor~in Gatchina! with flux ratios of thermal
to fast neutron of 30250 and 8210, respectively. Based o
the overall concentration of transmutation impuriti
in neutron-irradiated Ge, we covered the ran
101421018 cm23. Accompanying radiation defects were a

FIG. 1. Schematic representation of the changes in carrier concentratio
pairs of samples subjected to neutron transmutation doping as part o
periments1–3 to determine the effective Hall factor inp-Ge. In each pair,
the originally pure sample of Ge with the natural isotopic composition
shown on the right. The notations for the concentration are explained in
text. Hatching indicates the concentrations after neutron transmutation
ing.
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nealed out in the standard way. The technology for depo
ing contacts differed somewhat, depending on the type
conductivity.

There was interest in first ascertaining to what ext
neutron-irradiated Ge : Ga (K>0.3) exhibits the features o
the behavior of the Hall coefficient in a magnetic field d
scribed in the Introduction for weakly compensatedp-Ge
obtained by metallurgical means. The reason for this inte
is that the work of Fritzsche and Cuevas,12 where magnetic-
field dependences of the Hall coefficient were studied
neutron-irradiated Ge, did not include data on either v
weak or very strong magnetic fields. We were interested
the presence of a fine structure in the Hall coefficient, as w
as a plateau in the low-field region, which is characteristic
specially uncompensated, weakly dopedp-Ge.1,6,13

The magnetic-field dependence of the Hall coefficie
was recorded up toH>28 kOe, both at room temperatur
and at nitrogen temperature. Our experimental values
R(H), calculated relative toR(H→0), are shown in Fig. 2.
A region of ‘‘two-band’’ saturation ofR(H) in weak fields is
clearly visible along with a transition to ‘‘one-band’’ satur
tion in strong fields at low doping levels. Moreover, a fi
structure in the Hall coefficient can be seen for weakly dop
samples.

Thus, the magnetic-field dependences of the Hall coe
cient in p-Ge with K>0 ~Ref. 4! and neutron-irradiated G
with K>0.3 are qualitatively identical, i.e., at low degrees
compensation they are independent ofK.

4. EXPERIMENTAL ISOLATION OF THE CONTRIBUTION OF
LIGHT HOLES TO THE HALL EFFECT FOR THE
COMPLEX VALENCE BAND OF GERMANIUM

We now turn to the problem of isolating the contributio
of light holes to the Hall effect inp-type germanium. As is
clear from the previous section, we can reduce this prob
to studying the behavior of the effective Hall factor inp-Ge.

FIG. 2. Magnetic-field dependence of the ratio of Hall coefficientsR/R0

(R0[R(H→0)) in neutron-transmutation-doped Ge : Ga atT577.4 K.
Hall hole concentration 1/ecR0 ,cm23: 1 — 2.2731013, 2 — 1.8031014,
3 — 1.4531015, 4 — 1.0931016, 5 — 5.5131016, 6 — 6.9131017.
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Our first concern is with the value of the Hall factorr n

for n-Ge. As a basis, we took values ofr n calculated within
the theory of anisotropic scattering10 at T5300 K in the ap-
proximationH→0 ~Fig. 3, curve1!.9!

At concentrations of order 331017 cm23 it is no longer
correct to use these data because of the influence of the
purity band at large concentrations. At nitrogen temperat
the influence of this band is felt at even lower concentratio
of order 1016 cm23 ~Fig. 3, curve2!. However, our experi-
ments~Fig. 3, curve3! show that the influence of the impu
rity band is detectable~i.e., features are observed in the b
havior of the Hall factor! at concentrations roughly an orde
of magnitude larger. Therefore, we can assume that
room-temperature calculations are also correct at higher c
centrations than in Ref. 10. The value ofr n at 77.4 K@here-
inafter r n(77)] is found using calculations forT5300 K and
the ratio r n(300)/r n(77) measured experimentally by us
the limit H→0. In Fig. 4 we compare the experimental a
computed ~using the theory of Ref. 10! values of
r n(300)/r n(77). It is clear that they are in good agreeme
only at small doping levels. For strong doping there are
solutely no calculated data onr n(77). However, even if such
data were available they would scarcely be useful, beca
under these conditions impurity-band conduction alrea
plays an important role, and in order to interpret the H
data for strongly dopedn-Ge at T577 K the two-band
model should be used. This would sharply increase the e
and then-Ge would cease to play its role as a reference
our experiments. It is for this reason that we use experim
tally measured values ofr n(300)/r n(77) in our analysis~see
Fig. 4, curve1!.

The values ofr p(300) andr p(77) sought were deter
mined in the following way. In experiments1 and2 values
of r p(300) were obtained from Eqs.~10! and ~12!, respec-
tively. In this case we used computed values ofr n(300)
and r nn(300) from Ref. 10. The value ofr n(77) was deter-
mined from the experimental ratior n(300)/r n(77)

FIG. 3. Dependence of the Hall factorr n51/ecR0 in n-Ge on the concen-
tration of ionized impuritiesNt . T, K: 1 — 300, 2, 3 — 77.4. 1, 2 —
calculations from Ref. 10,3 — our data, obtained by dividing the compute
values of r n at T5300 K ~curve 1! by experimental values of
r n(300)/r n(77).
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5Rn(300)/Rn(77). Then the value ofr p(77) was found us-
ing the same expressions as forr p(300).

In experiment3 we first determined the ratior p /r n

[r p /r on from Eq. ~15! for T5300 and 77 K. In calculating
the constantA appearing in this expression, we used t
following values of the parameters from Ref.
s 70Ge p 70Ge/s 74 Ge p 74 Ge51.31 and K50.31 ~channel
V15!, K50.35 ~channel V1!. As a result, the values ofA
calculated for channels V15 and V1 were 0.921 and 0.8
respectively. Then, using the theory of Ref. 10, we found
value ofr p(300), while the value ofr p(77) was determined
using the experimental ratio that we obtained, as in exp
ments1 and2.

The results of our experimental determination of the H
factor in p-Ge for T5300 and 77 K in a field of
H55.2 kOe are shown in Fig. 5. The smooth curve throu
our set of experimental points was plotted with considerat
of weights that correspond to measurement errors.
curves~for more clarity, they are plotted without experime
tal points! for the three magnetic fieldsH→0,
H55.2 kOe, andH528.6 kOe are shown in Fig. 6. Th
approximation of a weak fieldH→0 was chosen, becaus
the effect of the light holes is maximal in this limit. We no
that the Hall factor inn-Ge was calculated for just this field
The moderate magnetic fieldH55.2 kOe was chosen, be
cause it was most convenient for the practical determina
of the concentration based on the results of standard lab
tory Hall measurements, since, on the one hand, such fi
already provide considerable suppression of the contribu
of light holes, while, on the other hand, they are easy
create in the laboratory. The strong-field limitH528.6 kOe
was chosen to completely exclude~as much as possible! the
effect of light holes on the value of the Hall factor inp-Ge
and to make the transition to the one-band~heavy-hole!
model.

Let us turn to the concentration dependence of the H
factor r p for various magnetic fields shown in Fig. 6. Sin
the measured Hall coefficient is proportional tor p(H), a
qualitative measure of the contribution of light holes to t
Hall effect is given by the vertical displacement of curves2

FIG. 4. Hall factor ratior n(300)/r n(77) in n-Ge atT5300 and 77.4 K in
the limit H→0 as a function of the concentration of ionized impuritiesNt :
1 — experiment,2 — calculations based on the theory of Ref. 10.
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and 3 relative to curve1 ~the zero-field limit!. As can be
seen, this contribution is greatest at the weak doping lev
Nt<N15331015 cm23. At Nt>N1 it decreases monotoni
cally with increasingNt and atNt>N25531017 cm23 it
becomes immeasurably small. The quantitative aspect of
question regarding the role of light holes and the abso
value of the Hall factor will be discussed in the next sectio

5. INFLUENCE OF THE LIGHT-HOLE BAND ON THE HALL
EFFECT IN p-Ge

The values of the Hall factor determined above and
experimental values of the Hall coefficient in the weak-fie
limit allow us to describe the magnetic-field dependen
R(H) using Eq.~1!, which takes into account only the two
band nature of the problem. In this case it is convenien
isolate two factors, one of which is the Hall coefficient f
the heavy-hole band in a strong fieldR25(ecp2)21, while
the other,f (H), is an ‘‘influence function’’ which describes
the effect of the light holes on the Hall coefficient:

R5
f ~H !

ecp2
, ~16!

FIG. 5. Dependence of the effective Hall factor inp-Ge forH55.2 kOe on
the concentration of ionized impuritiesNtp . T, K: a — 300, b — 77.4.
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f ~H !5
A

B21C2
, ~17!

where

A5
ab2

11g1
2

1
1

11g2
2

,

B5
ab

11g1
2

1
1

11g2
2

,

C5
abg1

11g1
2

1
g2

11g2
2

.

The function f (H) introduced in this way decreases mon
tonically with field from its largest valuef (0).

Equations~1!, ~16!, and ~17! do not include the energy
dependencet(«). Hence, in order to correctly compare th
simplified model used to derive these expressions with
periment, with the ultimate goal of isolating the contributio
of the light-hole band, we first discuss the ratio of the ma
netic field-induced change in the Hall coefficient to its lar
est, i.e., weak-field, value:

R~H !

R~0!
5

f ~H !

f ~0!
, ~18!

where

FIG. 6. Dependence of the effective Hall factor on the concentration
ionized impurities Ntp in p-Ge for H→0 ~1!, H55.2 ~2!, and
H528.6 kOe~3!. T, K: a — 300, b — 77.4.
x-

-
-

f ~0!5
ab211

~ab11!2
. ~19!

Construction of the magnetic-field dependence
R(H)/R(0) requires knowledge of the ratiosa and b and
one of the quantitiesm1 or m2. As a first approximation, we
assign the ranges of values of these ratios known from
literature: aP@0.02;0.04# and bP@5,8#. We next calculate
m2 from our experimentally measured value of the cond
tivity s in the samples under study:10!

m25
s

ep2~ab11!
. ~20!

The heavy-hole concentrationp2 appearing in Eq.~20! is
found from the experimental values of the Hall coefficient
the weak-field limitRexp(0) and the Hall factor determine
at these fields forp-Ge:

p25
r p~0!

ecRexp~0!~11a!
. ~21!

Figure 7 shows the magnetic-field dependence of the H
coefficient calculated from Eqs.~17! and ~18! for a sample
with a Hall concentration of 1.0931016 cm23 ~see Fig. 2,
curve 4! for several values ofa and b together with our
experimental data.

It should be noted that, strictly speaking, Eq.~17! is
suitable for describing the magnetic-field dependence of
Hall coefficient~18! only over a limited range of magneti
fields. There are two reasons for this. First, the influence
hole scattering on the Hall coefficient changes as the fi
increases.11! Second, as we already noted, Eqs.~1!, ~17!, and
~18! cannot describe the fine structure in the Hall effect
strong magnetic fields that can be observed in weakly do
samples~Fig. 2!, and therefore the corresponding range
fields should be excluded from the analysis. In light of wh

f

FIG. 7. Magnetic-field dependence of the ratioR(H)/R0 at T577.4 K for a
sample with 1/ecR051.0931016 cm23: points — experiment~Fig. 2, curve
4!; dependences1–4 — calculations based on Eqs.~16!–~18! for the fol-
lowing values ofa andb, respectively:1 — 0.02 and 5,2 — 0.04 and 5,
3 — 0.04 and 8,4 — 0.02 and 8;5 — calculation based on Eq.~22! with the
parameters indicated on curve1.
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was said above, we limit ourselves to the range of fie
corresponding to the inequalityg<1 in comparing the ex-
periment with calculations. The boundary defined by this
equality is located roughly in the middle of the region in F
2 where the Hall coefficient falls off due to suppression
the influence of light holes. By some simple transformatio
based on the fact thatab!1 and g2!g1 in this range of
fields, we obtain the asymptotic expression for the influe
function f (H) in fields that are not strong for light holes:

f ~H !5
aeffb

211

~aeff11!2
, ~22!

where aeff5a/(11g1
2) is the effective ratio between th

light- and heavy-hole concentrations in a magnetic fie
Equation~22! clearly shows the effect of the exclusion
light holes. In particular, at the limiting valueg151 their
influence factor is halved. It is clear from Fig. 7~curves2
and 5! that in the range of magnetic fields of interest to
from the point of view of fitting, the asymptotic expressio
~22! is in good agreement with the original, more comp
cated function~17!.

Let us now turn to the procedure for fitting the rat
R(H)/R(0) calculated from Eqs.~17! and~18! to the corre-
sponding experimental dependences. The values ofa andb
found from this procedure for the samples ofp-Ge under
investigation are shown in Fig. 8. In this case it turns out t
the ratio between the light- and heavy-hole concentration
constant to good accuracy:

a50.0260.003. ~23!

However, the mobility ratiob5m1 /m2 equals 6 in the weak
doping limit ~phonon scattering! and then decreases t
roughly 5 in the region of intermediate doping~mixed scat-
tering!, after which it increases to 8 as high doping levels
reached~scattering by ionized impurities and a transition
degeneracy!. For weak doping levels the valueb'6 is in
agreement with calculations that take into account the ani
ropy of the heavy-hole band.1,14

FIG. 8. Dependence of the experimental values ofa ~1! and b ~2! at
T577 K on the concentration of ionized impuritiesNt .
s

-
.
f
s

e

.

t
is

e

t-

6. INFLUENCE OF THE DOPING LEVEL ON THE EFFECTIVE
HALL FACTOR IN p-Ge

Let us consider the concentration dependence of the
fective Hall factor r p(Ntp) in p-Ge in the limit H→0 at
nitrogen temperature~Fig. 6b, curve1!. Here we observe a
gradual transition from the limit of pure lattice scatterin
~acoustic phonons! to scattering by ionized impurities an
then to degeneracy as the doping level increases. In this c
the region of mixed scattering is characterized by equality
the relaxation rates for both scattering mechanisms, whic
realized at a concentrationNtp54.431015 cm23. The ex-
perimental value for the effective Hall factor in this case
r p51.460.1. It is known~see, e.g., Refs. 1–4! that this is
the minimum value of the Hall factor for scattering with th
participation of phonons and impurities. In the plateau reg
for lattice scattering by acoustic phonons, averaging ove
data set bounded by a concentration of 1015 cm23 gives
r p51.560.3. In the vicinity of the maximum of ther p(Ntp)
curve, which corresponds to scattering by ionized impuriti
we haver p52.360.2. Finally, for the case of hole degen
eracy inp-Ge ~at nitrogen temperatures it corresponds to
acceptor concentrationNdeg51018 cm23, while for neutron-
irradiated Ge : Ga withK50.3 the total concentration of ion
ized impuritiesNtp'231018 cm23) the value ofr p should
tend to 1. However, in our case the value ofr p continues to
decrease even whenN'Ntp . A comparative analysis of the
temperature dependences of the Hall coefficient and the
sistivity shows that this is associated with the inadequacy
using the one-band model for conduction within the valen
band, because at these concentrations conduction within
impurity band already has a strong influence. Values of
effective Hall factor corrected to take this fact into accou
are shown in Fig. 6b by dots.

Let us now discuss the functionr p(Ntp) at T5300 K.
As in the case of nitrogen temperature, our interest is
certain characteristic points, viz., the point where the latt
scattering is comparable to impurity scattering~mixed scat-
tering! and the point where degeneracy begins. In this ca
for mixed scattering we should take into account scatter
by optical vibrations as well~see, for example, Ref. 15!. The
corresponding values ofNtp are 1.431018 cm23 and 1.6
31019 cm23. As we see, only the first of these appears
our data set. Thus, all of our samples atT5300 K are far
from degeneracy. The plateau in the concentration range
to 1016 cm23, by analogy withT577 K, corresponds to pure
lattice scattering~‘‘acoustics’’ 1 ‘‘optics’’ !;2,6 herer p51.9
60.2. As the concentration of impurities increases furth
and impurity scattering becomes stronger, the Hall fac
falls to values close to 1 for the most strongly dop
samples. However, althoughr p attains values somewhat les
than 1, this anomaly is simply a consequence of mixed s
tering ~see Ref. 15! and differs in character from the anom
lous decrease inr p at the same concentrations at 77 K, whi
is caused by the two-band nature of the conductivity, as
have shown above.

We can explain the plots ofr p(Ntp) for H55.2 and
28.6 kOe analogously~see Fig. 6!. For these fields, however
a small decrease inr p as the magnetic field increases is cha
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acteristic whenNtp<1017 cm23. The effect is strongest fo
lattice scattering and weak doping. Thus, at 77.4 K in
weak-doping limit, r p equals 1.260.2 (H55.2 kOe) and
1.160.2 (H528.6 kOe). AtT5300 K, in the limit of scat-
tering by lattice vibrations only,r p equals 1.660.2 for
5.2 kOe and 1.060.2 for 28.6 kOe.

In conclusion, we have described how the ra
r p(300)/r p(77) depends on concentration in a fie
H55.2 kOe~Fig. 9!. This figure also shows data which w
took from the paper by Fritzsche and Cuevas12 and corrected
for compensation. It is clear that these data are in g
agreement with our own. From Fig. 9 we obtain a cut
value of 1.331016 cm23 for the concentration of ionized im
purities in p-Ge, which is important for metrological rea
sons: below it we should use data from Hall measuremen
77.4 K for precision measurements of the hole concentra
in p-Ge, while above it we should use data at 300 K.

7. SEVERAL APPLICATIONS OF OUR RESULTS

An important consequence of our results is the idea
the limiting value of the Hall factorr p51 in p-Ge is practi-
cally never achieved. The error arising from the use of
approximationr p51 can be very significant in determinin
the hole concentration. As an example, let us briefly cons
the use of these results to investigate hopping conduction
the metal-insulator phase transition in neutron-irradia
p-Ge. As is well known, the pre-exponential factors3 for
nearest-neighbor hopping conduction is an exponential fu
tion of the distanceN21/3 between impurities and is dete
mined by the overlap integral of the corresponding localiz
wave functions of the nearest neighbors. If the latter can
characterized by the Bohr radiusa, then in the region of
weak overlap (N1/3a!1) we have the known result

s3
21}exp@a/~N1/3a!#, ~24!

wherea is a numerical coefficient, which depends weakly
the degree of compensation and can be calculated from
colation theory.16

For neutron-irradiated Ge : Ga with a degree of comp
sationK'0.3, the theoretically calculated value isa51.79
60.03. The experimental data of Fritzsche and Cueva12

however, lead to a considerably different value:a52.11
60.10. This disagreement between experiment and the

FIG. 9. Dependence of the experimental Hall factor ratio inp-Ge at
T5300 and 77.4 K in a fieldH55.2 kOe on the concentration of ionize
impurities Ntp : 1 — data from the present work,2 — data from Ref. 12
corrected by us using the value ofK.
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has stimulated efforts to include increasingly finer effects
the theory, which, however, have not lead to satisfact
agreement. As it turns out,17 when the samples of neutron
irradiated Ge : Ga are correctly characterized with consid
ation of the effective Hall coefficient defined here and t
degree of compensation, experiment does coincide w
theory within the limits of error and gives

a51.8160.11. ~25!

In investigating metal-insulator transitions, the fir
problem is to precisely determine the critical point for t
metal-insulator transition~in the case of the ‘‘K-series’’ of
Ge : Ga samples, it is the concentration of primary impurit
Nc). To this end we determine the transition point from bo
sides of the metal-insulator transition and then average
results, after which we use a self-consistent procedure
refine the critical point on the basis of the two-sided symm
try of the metal-insulator transition. In determiningNc from
the insulator side, we use the fact thatT0

1/2 goes to zero
approximately linearly with the concentrationN for variable-
range-hopping conduction in the Coulomb gap:

s~T!}exp~T0 /T!1/2,

while from the metal side we use the ‘‘zero-temperatur
values(0) for the low-temperature metallic conductivity. I
both cases, a linear approximation is made using the le
squares method. Determining the critical point from bo
sides of the transition gives similar results with an avera
value Nc5(1.8160.04)31017 cm23 for real values ofr p .
Using the power-law dependence of the localization rad
a and the quantity s(0) on the correlation length
j}(12N/Nc)

n postulated in scaling theory and the value
Nc found above, we obtain the following values of the cri
cal indices:na520.85,ns50.97.

Our next step is to refine these indices from the symm
try of the metal-insulator transition within scaling theory:

ns5unau5n. ~26!

This procedure reduces to weakly varyingNc up to the value
(Nc)corr, at which Eq.~26! is precisely satisfied:

~Nc!corr5~1.8560.04!31017cm23. ~27!

In this case the critical index for the correlation length is

n5unau5ns50.9360.04. ~28!

We note that if the crude approximationr p51 is used, val-
ues that are underestimated by roughly 30% are obtained
Nc . The indices in this case differ less noticeably from t
true indices by virtue of the relatively weak concentrati
dependence of the Hall factor in the critical region of t
transition.

8. CONCLUSION

We have proposed and implemented a way to exp
mentally resolve the problem of determining the contributi
of light holes to the Hall effect inp-Ge over the entire range
of doping levels. It involves making closely coupled chang
in the concentrations of free carriersDp and Dn in germa-
nium with p- andn-type conductivity that can be determine
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from Hall measurements. These ‘‘coupled changes’’ are
fected by the neutron transmutation doping of pairs
samples, in one of which the change in electron concen
tion is recorded~the reference sample!, while in the other the
hole concentration is recorded. The unambiguous connec
between changes in the carrier concentrations in the sam
under study and the reference sample, as determined b
schemes used in our three types of experiments, allows u
express the effective Hall factor inp-Ge in terms of the Hall
factor for n-Ge calculated within the theory of anisotrop
scattering.10 The influence of light holes was investigated
eliminating it with the help of a magnetic field. By introduc
ing the concept of an ‘‘effective’’ Hall factorr p(H) in p-Ge,
we were able to establish a simple link between the meas
Hall coefficient and the total concentration of holes in t
one-band approximation. Isolating the contribution of lig
holes to the Hall effect forp-Ge in this case reduces t
studying the behavior of its effective Hall factor in a ma
netic field.

As the magnetic field increases, the contribution of lig
holes to the Hall effect is gradually eliminated; in this ca
the value of the Hall coefficient falls as the cyclotron fr
quency of the light holes approaches the collision freque
determined by their scattering mechanism.

The ratio between the light- and heavy-hole concen
tions, which is optimally fitted to the magnetic-field depe
dence of the Hall coefficient turns out to equal 0.02. Ho
ever, the ratio between their mobilities in the weak-dop
limit is approximately equal to 6, which corresponds to c
culations for the case of phonon scattering. As the dop
level increases, the anisotropy of the heavy-hole band
comes less important due to the transition to impurity sc
tering, and the ratio subsequently approaches the calcu
value for the case of an isotropic band, which equals 8.
have obtained the concentration dependences of the effe
Hall factor for three magnetic fields, viz.,H→0, H.5, and
H530 kOe, which show that the contribution of light hole
to the Hall effect is greatest in the case of weak doping~the
region of phonon scattering! and weak fields. It decrease
with increasing magnetic field and vanishes as we appro
the strong- field criterion for high-mobility holes. Determin
ing the dependence of the effective Hall factor forp-Ge
solves the problem of exactly characterizing the hole conc
tration in p-Ge from Hall measurements over the ent
range of doping levels.

By applying these results to the precision determinat
of the hole concentration and degree of compensation,
have resolved the long-standing discrepancy between th
and experiment in describing the concentration depende
of the pre-exponential factor for hopping conduction amo
nearest neighbors in neutron-irradiated Ge : Ga. Our res
also facilitate a considerably more correct study of the me
insulator phase transition in neutron-irradiated Ge : Ga.

We are grateful to V. A. Evseev for working with us o
irradiating the samples, as well as the participants in
‘‘Nonequilibrium Processes in Semiconductors’’ laborato
seminar at the A. I. Ioffe Physicotechnical Institute of t
Russian Academy of Sciences for discussing the results
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1!The derivation of this expression can be found, for example, in the boo
Blatt.5

2!Consideration of the anisotropy effects increases this ratio~see, e.g., Ref.
7!.

3!For scattering by acoustic phonons, the fieldH1 at liquid-nitrogen tempera-
tures amounts to several hundred oersteds.

4!At liquid-nitrogen temperature the value of the fieldH2 for phonon scat-
tering comes to a few kOe.

5!Higher accuracy is needed, for example, in analyzing hopping conduc
which depends exponentially on the concentration of majority carriers,
also in investigating whether or not metal-insulator transitions are typ
phase transitions.

6!Weakly doped samples are measured in liquid nitrogen in order to el
nate the effect of intrinsic carriers.

7!The degree of compensation of neutron- transmutation-doped Ge incre
slightly with hardening of the spectrum of reactor neutrons.9

8!Some of our preliminary results were briefly reported in Ref. 11.
9!In Fig. 3 and subsequent figures, the total concentration of ionized im

rities Nt5N(11K), where K is the degree of compensation an
N5n/(12K) or p/(12K) in n- or p-type material, respectively.

10!Conductivity measurements were made simultaneously with the Hall m
surements.

11!In the one-band model, for instance, the corresponding change in the
factor due to scattering by ionized impurities can be as large as a fact
2 as the field varies from weak to strong. In the two-band model
effect is weaker, but does not disappear entirely.
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Computer-simulation investigation of nonlinear transport dynamics in a compensated
semiconductor during low-temperature electric breakdown
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The possibility of chaotic behavior of the current in a partially compensated semiconductor
during low-temperature electrical breakdown is explored by computer simulation. The influence of
random fluctuations in the parameters or the variables of the mathematical model, as well as
the effect of some weak periodic disturbances of the current density in the semiconductor, are
discussed. As a result, various pictures of chaotic oscillations of the current are obtained,
including a transition to a chaotic regime through period doubling, which is characteristic of the
Feigenbaum scenario. ©1998 American Institute of Physics.@S1063-7826~98!01107-7#
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1. It is well known that the instability of electron trans
port in semiconductors manifests itself in the form of pe
odic, quasiperiodic, or chaotic oscillations in the current. T
study this area of semiconductor physics has been pur
with special intensity in the last 15 years. Experiments h
been done on various materials: Si, InSb, GaAs, Ge~see the
review in Ref. 1!, CdS,2 etc. In order to observe chaoti
oscillations it is necessary in some cases to impose additi
conditions on the experiment, such as to switch on a m
netic field, to illuminate the sample, etc. A special pla
among these studies is occupied by the study of spontan
oscillations in the neighborhood of electrical breakdow
where a precipitous increase in the free-carrier concentra
leads to an abrupt change in the sample conductivity. In
case there have been discussions of both low-tempera
and band-to-band breakdown. For these cases there are
oretical papers that predict nonlinear and, in particular, c
otic behavior of the current in the semiconductors~see, e.g.,
Refs. 3–5!.

In Ref. 6 we investigated the question of how undamp
current oscillations arise in a partially compensated, spati
homogeneous semiconductor during low-temperature e
tric breakdown. Based on a mathematical model includ
equations that describe generation-recombination proce
dielectric relaxation of the electric field, and the delay in t
variation of the electron temperature relative to the variat
of the electric field, we obtained a necessary and suffic
condition for the appearance of undamped oscillations du
Hopf bifurcation. By analyzing this condition, we obtaine
criteria from which it was clear which scattering mechani
and which values of the system parameters~such as the con
centration of majority carriers, degree of compensation,
lay time of the electron temperature, load resistance, e!
favor the appearance of regular or even chaotic oscillati
in a system~for chaotic behavior our condition is necessa
but not sufficient!.

In this work we use computer simulation based on
results of Ref. 6 to investigate the possibility of chaotic b
havior in a system as a function of its parameters. In
7291063-7826/98/32(7)/5/$15.00
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computer calculations we use the Runge–Kutta method
solve the system of differential equations for the mathem
cal model described above:

dn

dt
52n* a~z!x21@b~z!22a~z!n* #x

1
d

n*
1b~z!2a~z!n* , ~1!

dy

dt
5BLF z

E*
212y2

em~z!SR

L
n* ~11x!~11y!G , ~2!

dz

dt
52

1

t F11z2
q0~y!

q*
G , ~3!

where

x5
n2n*

n*
, y5

E2E*

E*
, z5

q2q*

q*
.

Heren is the concentration of free electrons;E is the electric
field intensity along the sample;m is the mobility of the free
electrons m5m0q21/2, where m0'83108 cm2/V•s;
q5Te /T, whereTe is the electron temperature andT is the
lattice temperature; andq0 is the stationary value ofq. Ac-
cording to Refs. 4 and 6, the appearance of undamped o
lations facilitates saturation of the drift velocity. Startin
from this, we use the following expressions forq0 :

q0~E!5aE2,

where a'1.43104 cm2/V2 ~for q;E2, m;E21, and
v5mE5const). The parametersn* , E* , and q* are the
equilibrium values of the respective quantities;a5AI1BT ;
b52g2BTNdc1AINd(12c); g5 j s1AT ; d5gNd

(12x); j s andAT are the rates of optical and thermal ge
eration from donor levels;c5NA /Nd is the degree of com-
pensation of the sample;Nd andNA are the concentrations o
donors and acceptors, respectively; andAI and BT are the
impact-ionization and thermal-recombination coefficien
© 1998 American Institute of Physics
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For the impact-ionization coefficient we use the results
Ref. 7, whereAI was calculated in the electron-temperatu
approximation using the Dravin cross section. For
thermal-recombination coefficient we use the results of R
8, whereBT was calculated with the help of the correct
cascade theory of Lax. In order to minimize the expendit
of machine time, we used the approximate expressions

AI5C1q exp~2C2 /q2! and BT5C3 /q2.

Here C1'3.431027 cm3/s, C2'250, and C3'2.6
31024 cm3/s ~numbers chosen to matchn-Ge), which give
a good description of the real functions in the neighborho
of the breakdown point. The parameterz5E/L, whereE is
the emf of the dc power source, andL is the sample length
along the current;S is the transverse cross-sectional area
the sample;R is the resistance of the load connected in se
with the sample; andB54p/«SR, where« is the dielectric
constant of the sample.

The computer simulation consisted of two stages. In
first stage we established the bifurcation diagram~Fig. 1!
using j5E* /EB , whereEB is the breakdown value of th
electric field intensity, and the quantityh54pL/«SRas the
bifurcation parameters. On this diagram we demarcate
region of saddle-focus points~region III!, which corresponds
to the appearance of undamped oscillations. In the sec
stage we solved the system of Eqs.~1!–~3! and used the time
dependencesx(t), y(t), andz(t) to obtain the temporal evo
lution of the behavior of the current density.

In the second stage we consider the nonlinear beha
of the semiconductor at low temperatures when illuminat
is present. As we established in Ref. 6, switching on illum
nation greatly broadens the region of undamped oscillati
with respect to the electric field. The values of the nonbif

FIG. 1. Bifurcation diagram in the (j, h) plane for the following values of
the system parameters:c50.9; Nd51014 cm23; t5431028 s;
g5103 s21. The breakdown value of the electric fieldEB'11.92 V/cm.
The arrows with numbers on the horizontal axis indicate the values ofj i ,
0< i<4; the arrows on the vertical axis indicate the values ofh i ,
1< i<7. See the text for the physical meaning ofj i andh i .
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cation parameters are listed in Fig. 1, where region I co
sponds to the stable nodal points and region II to the sta
focal points~i.e., damped oscillations in the system!.

The bifurcation parameters were varied in such a w
that z remained unchanged. The parametersh, E* and z
obey the following dependence:

h;m~q* !n* E* /~z2E* !.

In particular, variations inh are connected with changes
the load resistance for fixed values of the external emf. U
der these conditions, asj gradually increases, the following
sequence of changes occurs in the behavior of the system
the beginning~at j5j1'0.94, see Fig. 1, which correspond
to h5h1'1.483107 s21 for the constant value
z586 V/cm) we observe periodic current oscillations in t
system~Fig. 2a!. Increasingj to j5j2'0.975 ~which cor-
responds toh5h2'3.733107 s21) initiates period dou-
bling ~Fig. 2b!. When j is increased further toj5j3

'0.978~which corresponds toh5h3'4.713107 s21), the
picture we observe is characteristic of period quadrupl
~Fig. 2c!, etc. Finally, atj5j4'0.987~which corresponds to
h5h4'7.383107 s21) chaotic undamped oscillations be
gin. Thus, we have reproduced the traditional picture o
transition to chaos via period doubling, i.e., the Feigenba
scenario. The values ofz i andh i mentioned here are marke
by arrows with numerical labels in Fig. 1.

Next, we investigated the influence of small rando
variations in the system parameters or the variablesx, y, and
z themselves on the system dynamics in each step of
iterative calculations. Moreover, with the goal of studyin

FIG. 2. Dependence ofj R5( j 2 j * )/ j * on the time t ~where j * is the
equilibrium value of the current density!. The nonbifurcation parameters ar
the same as in Fig. 1. The values of the bifurcation parameters are giv
the text.
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the influence of some periodic weak disturbances of the
rameters of the system, we added periodic components
small amplitudes. The corresponding results are shown
Figs. 3–5.

~I!. A 4% random fluctuation was imposed on the para
etersR, z, andg. The results obtained for this case~as in the
two other cases! correspond to the variation ofh at a fixed
value ofj5j0'0.965 within region III shown in the bifur-
cation diagram.~Of course, whenR fluctuates,h fluctuates
as well. However, because of the smallness of this fluc
tion, the values ofh we investigated do not overlap on
another.! Plots of the corresponding temporal behavior of t
relative magnitude of the current density are shown in Fig
In contrast to the results shown in Fig. 2, the behavior of
system becomes more markedly chaotic, the closerh is to its
bifurcation value. Ash decreases, the amplitude of the o
cillations increases, and, at the same time, the chaotic be
ior becomes less and less noticeable. Below the va
h5h6'3.413107 s21 it practically disappears completely
i.e., only regular oscillations are observed. Ash is decreased
further, a tendency towards period doubling is observed
h5h7'2.053107 s21.

~II !. A random 4% fluctuation was imposed on the va
ablesx, y, andz. Here the chaotic behavior is much mo
apparent~Fig. 4!. For the values ofh where period doubling
was observed in the previous case, chaos is clearly expre
here~Fig. 4c!.

~III !. We added a sinusoidal component to the param
z, whose amplitude amounted to 4% of the value ofz. Here
also the chaotic behavior becomes more pronounced,
closer h is to the bifurcation value. Ash decreases, the
amplitude of the oscillations increases, and the chaotic
havior becomes less and less noticeable~Fig. 5b!. As h is
decreased further, we observe a tendency towards pe
doubling ~Fig. 5c!. It is noteworthy that the character of th

FIG. 3. Plots ofj R(t) when the parametersR, z, andg are subjected to a
4% random fluctuation for the following values of the bifurcation para
eters: j5j0'0.965; a — h5h5'5.433107 s21, b — h5h6'3.41
3107 s21, c — h5h7'2.053107 s21.
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chaotic behavior depends to a considerable degree on
frequency of the periodic component. When this frequen
coincides with an eigenfrequency of the system, we obse
a picture similar to beating. This finding may suggest tha
simple superposition of regular oscillations occurs, but
reality this is not so, since exact repetition of the amplitu
values would not occur within such a picture.

Thus, the cases just described gave different picture
the appearance of chaotic oscillations in partially comp
sated semiconductors during low-temperature electr
breakdown, including a transition to a chaotic regime by w
of period doubling, which is characteristic of the Feige
baum scenario. In our view, this latter case is especially
teresting, since it occurs only when the iteration step is
smaller than a specific valueDt05531029 s.

FIG. 5. Plots ofj R(t) when a sinusoidal component is added to the para
eterz. The amplitude of this component equals 4% of the value ofz. The
values of the parameters are the same as in Fig. 3.

-

FIG. 4. Plots ofj R(t) when the variablesx, y, andz are subjected to a 4%
random fluctuation. The values of the parameters are the same as in F
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Our calculations were performed with two different a
curacy levels for representing numbers in the computer~with
retention of 7 and 17 decimal places, respectively!. A change
in accuracy did not lead to qualitative changes in the beh
ior of the system, and the numerical changes were also
significant. From this it follows that changes in the behav
of the system due to a decrease in the iteration step are
sociated not with accuracy of numerical representations
the computer, but simply with the size of the step. Desp
the fact that the valueDt05531029 s is much smaller than
the characteristic times of the equations in our mathema
model, the calculation results obtained with this step size
not correspond to reality~more precisely, these results a
not solutions to our system of differential equations!, since
we observe a qualitatively different picture of the behavior
the system when we halve the step size, while further
creases in the step size leave the picture practically
changed~i.e., we can assume that the results of the calcu
tions with the step sizeDt152.531029 s correspond to an
exact solution of our mathematical model!. For this reason, it
would be interesting to explore in what way and under w
circumstances we can obtain a picture similar to Fig. 2 w
the step sizeDt152.531029 s, i.e., a picture correspondin
to a true solution to our differential equations.

Figures 6a and 6b show phase portraits of the system
the (x,z) and (x,y) planes obtained for the same values
parameters as in Fig. 2, but with an iteration step of s
Dt152.531029 s. Figure 6c shows the most interestin
fragment of the phase portrait on the (x,y) plane obtained
with the step sizeDt05531029 s ~curve 2!. In contrast,
curve1 is qualitatively the same as the curve in Fig. 6b.~For
comparison, curve1 in Fig. 6c represents the projection o
the stationary trajectory corresponding toDt1 .) The phase
portraits in the (x,z) plane obtained forDt0 andDt1 scarcely
differ from one another on every portion of the phase traj
tory.

As we see from Fig. 6, the phase trajectories exte
along positive values ofx, i.e., the concentration oscillation
are strongly anharmonic~due to the very rapid growth in th
free-carrier concentration near the breakdown point!. In the
neighborhood of pointA ~Fig. 6b! the trajectories are ex
tremely close to one another, and small deviations of
variables from their values can cause hops to a neighbo
nonstationary quasicyclic trajectory. As a result, depend
on the sign of the deviations, the pointB, which corresponds
to a maximum ofx, can shift strongly to the right or to th
left with a simultaneous downward or upward displaceme
respectively. Therefore, fluctuations and random exte
disturbances can cause chaotic oscillations in the free-ca
concentration and the electric field with marked changes
amplitude. This is especially noticeable in the concentrat
oscillations~for example, a single 0.5% deviation inn from
its value in the neighborhood of pointA changes the oscil
lation amplitude by 3%, a 1% deviation by 5%, a 5% dev
tion by 25%, etc.!. The oscillation amplitudeq remains prac-
tically unchanged, and the relative change in the oscillat
amplitude forE is of the same order of magnitude as t
change in the oscillation amplitude forn due to the smallnes
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of the value ofE itself ~in the neighborhood of the pointB
the value ofy is close to21).

Oscillations of the current density do not display a sim
lar picture. This is primarily because the minimum and ma

FIG. 6. Phase portraits in the (x,y) and (x,z) planes. In Figs. a and b the
thick curve corresponds to a stationary cyclic trajectory, while the thin
curves correspond to nonstationary quasicyclic trajectories~further explana-
tions are given in the text!.



-

do
in
t

e

th
te

p-

or
re
a

th

s
rv
y

of

ze
a

a

t
n
ia

p

nd
o
e is
di-
otic

by
ure

of
as
to
r

a

3–4
is

d
ed
ali-
re
a

733Semiconductors 32 (7), July 1998 K. M. Jandieri and V. S. Kachlishvili
mum of each oscillation inj R on the phase portrait corre
spond to neighborhoods of pointsA andC ~Fig. 6b!, which
do not undergo significant changes in response to ran
deviations. The value ofj R does not change appreciably
the neighborhood of pointB either, since, according to wha
was said above, the value ofz does not change, while th
change inn is partially compensated by the change inE.
Thus, under the conditions of this problem, oscillations in
current density should be more stable toward random ex
nal disturbances and fluctuations than oscillations inn and
E.

Let us now turn to Fig. 6c, where we show a loo
shaped projection of the phase trajectory onto the (x,y)
plane obtained with the step sizeDt05531029 s ~curve2!.
It is associated with computational errors in the neighb
hood of pointB and consequently cannot correspond to
ality, but such a trajectory can be obtained from the ex
solution as well~with the step sizeDt152.531029 s) with
the help of a properly tailored external disturbance of
system, more precisely a guided variation ofy. A compari-
son of curves1 and2 clearly demonstrates what we have ju
said. In fact, the phase trajectories that correspond to cu
1 and 2 in the (x,y) plane differ from one another mainl
with respect to the values ofy @we recall that the projection
of the phase trajectories onto the (x,z) plane obtained using
the step sizesDt0 and Dt1 are practically identical#, and
these differences have the same sign~positive!. Moreover, if,
for example, at pointd we add an increment to the value
y corresponding to a transition from pointd to pointd8, then
in the course of roughly two iteration steps of si
Dt152.531029 s the phase point, which moves along
nonstandard trajectory~the dashed curve!, returns once more
to curve1 at pointe ~close to pointd), which is character-
ized by the same values ofx andz as pointe8 on curve2,
which in turn is close to pointd8, i.e., it is obtained fromd8
after one iteration step of sizeDt05531029 s. Therefore,
for a transition from pointe to pointe8 it is sufficient to add
an increment only to the value ofy at pointe, etc. Adding
the corresponding increments toy in each iteration step in
the region corresponding to the formation of the loop, we c
obtain a phase trajectory similar to trajectory2 with an itera-
tion step of sizeDt152.531029 s. Physically, this corre-
sponds to a complex modulation of the external emf, bu
turns out that the use of such a complicated modulation is
necessary. It is sufficient to impart constant positive dev
m
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-
ct

e

t
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n
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ot
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tions to the value ofy. This is equivalent to adding a ste
function, which equals a certain constant ('33107) in this
region and zero in the remaining region, to the right-ha
side of the equation fory. Physically, this corresponds t
adding rectangular pulses to the external emf, whose valu
roughly 10% of the value of the latter. Under these con
tions, small random deviations are capable of causing cha
oscillations in the value ofj R similar to the oscillations
shown in Fig. 2.

We can obtain chaotic oscillations inj R with still more
marked variation of the amplitude due to fluctuations
choosing a disturbance of the system which would ens
motion of the maximum ofj R in the vicinity of pointB with
simultaneous motion of these two points in the direction
positive values ofy, so that they come as close to zero
possible. The calculations show that for this it is sufficient
increase the right-hand side of the relaxation equation foy
by a term proportional to (x11)2/(y11). The correspond-
ing picture of the phase portrait is given in Fig. 6d for
value of the proportionality factor of order 2.53106. Physi-
cally, this can come about if for positive values ofj R we add
a bell-shaped pulse to the external emf whose height is
times larger than the value of the emf and whose width
approximately equal to half the oscillation perio
(531028 s). Moreover, when we replace the bell-shap
pulse by a corresponding triangular pulse, we obtain a qu
tatively similar picture of the phase portrait, i.e., a pictu
which is similar to the picture of chaotic oscillations in
semiconductor.
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Preparation and properties of GeS 2 single crystals
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Single crystals of GeS2 are grown by two methods: crystallization from a melt and chemical
vapor transport. All crystals are found to have a monoclinic structure with the unit-cell parameters
a511.45 Å, b516.09 Å, c56.7 Å, andb591°. The reflection and transmission spectra
are measured in the region of the absorption edge. The gap width is found to be equal to 3.2 eV.
© 1998 American Institute of Physics.@S1063-7826~98!01207-1#
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Germanium disulfide occupies a special place am
metal dichalcogenides because of the structure of its cry
lattice. The unit cell of crystals of this compound contains
formula units and belongs to the monoclinic system.1 The
physical properties of GeS2 single crystals have not yet bee
studied; therefore the present work is a first attempt to
amine them.

The GeS2 single crystals investigated in the present wo
were grown by two methods: crystallization from a melt a
chemical vapor transport in a two-zone furnace with iod
as the transporting agent. In both cases germanium disu
obtained by fusing a stoichiometric mixture of composites
an evacuated quartz ampoule at a temperature some
above the melting point served as the starting material. H
purity ingredients were used—germanium single crys
with impurity content no greater than 1014cm23 and OSCh
15-3 sulfur. When crystals were grown by the first meth
germanium disulfide was melted in an evacuated and se
quartz crucible with a conical bottom to reduce the num
of nuclei. Then the temperature of the melt was set 40
above the melting point (830 °C), and the crucible was lo
ered through the temperature-gradient zone. The rate of
ering of the crucible was 0.5 cm/h for a temperature grad
of 180 °C/cm. In this way a boule 1 cm in diameter a
2.5 cm in length was obtained. In the lower~conical! part of
the boule it was possible to split off plane-parallel wafers
the required thickness, suitable for physical investigation

X-ray structural and powder diffraction analysis show
that these crystals had the composition GeS2 and a mono-
clinic structure with the unit-cell parametersa511.45 Å,
b516.09 Å, c56.7 Å, andb591°, in agreement with the
data of Ref. 1.

When crystals were grown using chemical vapor tra
port, a few grams of GeS2 and iodine were placed in quart
ampoules 20 mm in diameter and 25 cm in length to achi
a quantity of 4.5 mg per cubic centimeter of the ampo
volume. After evacuation and sealing of the ampoule, it w
placed in a furnace, in which the temperature of the hot z
was maintained at a level of 600 °C, and the cold zone w
maintained at 500 °C. Material passed into the cold zo
The GeS2 single crystals obtained in this way were shin
transparent, and often well-faceted wafers of thickness u
7341063-7826/98/32(7)/2/$15.00
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100mm and area up to 0.5 cm2. Their crystal structure and
properties did not differ from those of the samples obtain
from a melt.

Optical measurements were performed on the samp
Figure 1 displays the spectral dependence of the trans
tance (T) and reflectance (R) of the samples. In the region o
the edge of the fundamental absorption band the trans
tance was measured at temperatures from 20 to 100 °C.
temperature coefficient of the gap width in this range
about2131023eV/°C. The dependence of the absorpti
coefficienta on the photon energyhn at room temperature
calculated from the data of Fig. 1, is plotted in Fig. 2
(ahn)1/2 versushn coordinates. As can be seen from th
figure, the spectral dependence of the absorption coeffic
has the form of two intersecting straight lines in these co

FIG. 1. Spectral dependence of the optical reflectanceR ~4! and transmit-
tanceT ~1–3! for samples of GeS2 of thickness 14mm. Temperature, °C:
1 — 20, 2 — 70, 3 — 120.
© 1998 American Institute of Physics
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735Semiconductors 32 (7), July 1998 Golubkov et al.
dinates, which is characteristic for indirect optical transitio
from the valence band to the conduction band with the p
ticipation of phonons. The value of the gap width obtain
from this plot is 3.2 eV.

On the long-wavelength side of the edge there is a we

FIG. 2. Dependence of (ahn)1/2 on hn in the region of fundamental absorp
tion for a sample of GeS2 of thickness 14mm at room temperature.
s
r-
d

k,

but distinct absorption maximum at 2.7 eV, which coincid
with the optical gap width of glassy germanium disulfide2

This is probably evidence of the presence of a moderate
gree of amorphization of the sample, most likely in the fo
of inclusions of microscopic regions with violation of th
long-range order.

Measurements of the photoconductivity gave a som
what unexpected result: this effect could not be detected
the region of the fundamental absorption edge; however
isolated wide photoconductivity peak was observed n
1.7 eV. Additional study is needed to determine the nature
this peak.
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for carrying out the x-ray structural analysis of the Ge2
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Photovoltaic effect in In/I–III–VI 2-thin-film surface-barrier structures
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Surface-barrier structures have been prepared on films of the ternary compounds CuInTe2,
AgGaTe2, and AgInTe2 and the solid solution Cu0.5Ag0.5InSe2. When these structures are
illuminated, the photovoltaic effect is observed. It has been established that structures
based on the ternary compoundp-AgGaTe2 possess the highest photovoltaic sensitivity. It has
been shown that films of I–III–VI2 compounds and the solid solution Cu0.5Ag0.5InSe2

obtained by laser deposition can be used to create wideband photoconverters of natural radiation.
© 1998 American Institute of Physics.@S1063-7826~98!01307-6#
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1. INTRODUCTION

In recent years ternary I–III–VI2-semiconductor com-
pounds have attracted attention as one of the most prom
groups of materials for fabricating highly efficient solar co
verters. They possess a high optical absorption coeffic
(1042105 cm21) in the region of the solar spectrum an
direct optical transitions. Thin-film elements with efficienc
greater than 16% have been fabricated on the basis of
ternary compound CuInSe2, as well as the solid solution
CuGaIn12xSe2.1,2 Numerous experimental studies ha
shown that the electrical and optical properties of I–III–V2

semiconductors are determined in large measure by the
of intrinsic defects associated with deviations fro
stoichiometry.3,4 In this regard, further improvement of th
characteristics of solar cells based on these compounds
be possible after we achieve a better understanding of
physical properties of such materials and devices ba
on them. The present paper reports results of a study
In/I–III–VI 2-thin-film surface-barrier structures.

2. PREPARATION OF CRYSTALS AND FILMS

Crystals of the ternary compounds~Cu,Ag!~Ga,In!Te2

and the solid solutions CuxAg12xInSe2 were grown by the
Bridgman–Stockbarger method. The boules of CuGaT2,
CuInTe2, AgGaTe2 prepared in this way were monocrysta
line, and the boules of AgInTe2 and the solid solutions ha
the form of large blocks and were used as targets for s
tering films.

Film deposition was carried out in a vacuum with
residual pressure of;1025 Pa using a laser operatin
in the free-lasing regime (l51.06mm, tp51023 s,
Ep51302150 J).

The composition of the crystals and films was det
mined by energy-dispersive x-ray analysis on a JEOL6
7361063-7826/98/32(7)/3/$15.00
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scanning electron microscope. The data so obtained are
played in Table I. It can be seen that the experimental
calculated quantities are in satisfactory agreement.

The structure and parameters of the crystals and fi
were determined by x-ray diffraction analysis. The diffra
tion patterns were recorded on a DRON-3M diffractomet
These studies showed that the diffraction patterns of
films, as well as the crystals, always contain a system of li
corresponding to a chalcopyrite structure. The unit-cell
rameters for the crystals and films agree.

3. FABRICATION OF STRUCTURES

Surface-barrier structures were fabricated by the vacu
thermal sputtering of thin films of metallic indium (dc'1
22 mm! onto the outer surface of I–III–VI2-film samples
prepared by pulsed laser deposition. The surfaces of the fi
were not subjected to any kind of processing before dep
tion of the indium layers, and the films themselves were
subjected to any heating above room temperature du
deposition or afterwards. The indium films exhibited hig
adhesion to the surface of the I–III–VI2-thin-film substrates.
The use of indium as a barrier contact was shown to
possible by our own preliminary studies of contact pheno
ena on I–III–VI2-film samples.

4. PHOTOSENSITIVITY OF STRUCTURES

When the structures fabricated from the compounds
dicated and the solid solution Cu0.5Ag0.5InSe2 were illumi-
nated, a photovoltaic effect was observed~Table II!. The
sign of the photovoltage does not depend on the poin
incidence of the light probe on the surface of the structu
and corresponds to positive polarity of the photovoltage
the chalcogenide films. The maximum photosensitivity
usually manifested when the structures are illuminated fr
© 1998 American Institute of Physics
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TABLE I. Results of energy-dispersive x-ray analysis of the ternary compounds~Cu,Ag!~Ga,In!Te2 and the solid solutions CuxAg12xInSe2.

Film
Cu, at. % Ag, at. % Ga, at. % In, at. % Se, at. % Te, at. %

composition calc. experiment calc. experiment calc. experiment calc. experiment calc. experiment calc. exp

AgGaTe2 – – 25.00 26.20 25.00 24.56 – – – – 50.00 49.24
CuGaTe2 25.00 26.60 – – 25.00 24.20 – – – – 50.00 49.22
AgInTe2 – – 25.00 25.12 – – 25.00 24.32 – – 50.00 50.56
CuInTe2 25.00 26.18 – – – – 25.00 24.51 – – 50.00 49.08
Cu0.5Ag0.5InSe2 12.50 11.86 12.50 13.49 – – 25.00 25.48 50.00 49.17 – –
Cu0.7Ag0.3InSe2 17.50 18.10 7.50 9.35 – – 25.00 23.60 50.00 48.95 – –
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the side of the barrier contact; its values are listed in Table
It can be seen from Table II that the maximum photovolt
sensitivity SU'0.8 V/W is reached when structures
AgGaTe2 films are used.

The spectral dependence of the relative photoconver
quantum efficiencyh is plotted in Figs. 1 and 2 for typica
structures atT5300 K, and some of their characteristics a
given in Table II. The main trends in the behavior of t
thin-film structures fabricated are the following.

All the structures exhibit a wideband photovoltaic effe
The full width at half-maximum~FWHM, d1/2) of the h
spectra in all the structures turned out to be approxima
the same and equal to'1.2 eV. The long-wavelength pho
tosensitivity edge of all the structures is exponential and
calized in the vicinity of the energy of the incident photons
;1 eV. The values of the slopeS5 (d(ln h)/d(\v)) of the
long-wavelength photosensitivity edge lie within the ran
20250 eV21, giving grounds to assume that the interba
optical transitions in these materials are direct. This ded
tion agrees with the data from direct optical measurement
bulk crystals of some of the semiconductors,5,6 whereas for
the solid solution Cu0.5Ag0.5InSe2 this supposition is formu-
lated here for the first time. This means that the energy sp
tra of the component compounds do not undergo signific
changes as a result of the formation of the solid solution

The exponential growth of the quantum efficiencyh ob-
served as the energy of the incident photons is increased
all the structures~Figs. 1 and 2! ends in the vicinity of prac-
tically the same energy, 1.08 eV. With further increases
the photon energy, the photoconversion quantum efficie
in the structures investigated that include indium as one
their components achieves a nearly constant level. From
2 it can be seen that for the structure based on a film
whose makeup indium is replaced by gallium,h continues to
grow over a very wide range of energies. This growth,

TABLE II. Photoelectric properties of In/I–III–VI2-thin-film structures pre-
pared by laser deposition.

Film Ts , dc , r, Su d1/2 S,
composition °C mm V•cm V/W eV eV21

AgGaTe2 380 0.50 33103 0.8 1.25 16
CuGaTe2 400 0.30 0.5 – – –
AgInTe2 460 0.60 105 0.4 1.16 45
CuInTe2 480 0.38 1 0.5 1.16 40
Cu0.5Ag0.5InSe2 460 0.55 53103 0.2 ;1.2 20
Cu0.7Ag0.3InSe2 460 0.45 104 – – –
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follows from Fig. 3~curve1!, obeys the lawAh\v;\v. It
is very important to note that in an analogous structure ba
on a bulk single crystal ofp-AgGaTe2, which was used as a
source for film deposition, the spectral dependence of
long-wavelength boundary of the photoconversion quant
efficiency follows an analogous law. In this case it tur
out that the conventional extrapolation for such ca
Ah\v→0 gives the same energy value\v'1.06 eV. This
circumstance is probably a consequence of the fact that
current technology for converting a target into a thin fil

FIG. 1. Spectral dependence of the relative photoconversion quantum
ciency of surface-barrier structures based on thin films of I–III–VI2 mate-
rials and layers of indium atT5300 K. Composition of the films:1 —
AgInTe2, 2 — CuInTe2, 3 —Cu0.5Ag0.5InSe2. Illumination from the indium
layer side.
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proceeds without disturbing the composition or crystal str
ture of the target before sputtering.

Thus, the physical and technological study reported h
allows us to conclude that laser-deposited films of I–III–V2

compounds and their solid solutions can be used to fabri
wideband thin-film photoconverters of natural radiation.

FIG. 2. Spectral dependence ofh for the In/AgGaTe2 thin-film structure at
300 K.
-
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FIG. 3. Dependence of (h\v)1/2 on \v for In/AgGaTe2 structures at
300 K: 1 — thin film of AgGaTe2, 2 — AgGaTe2 single crystal.



SEMICONDUCTORS VOLUME 32, NUMBER 7 JULY 1998
SEMICONDUCTOR STRUCTURES, INTERFACES AND SURFACES

Allowing for current spreading in semiconductors during measurements of the contact
resistivity of ohmic contacts

A. N. Andreev, M. G. Rastegaeva, V. P. Rastegaev, and S. A. Reshanov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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A modification of the contact-area pattern with radial geometry, which has certain advantages in
determining the contact resistivity of ohmic contacts (rc) fabricated on substrates and
low-resistance semiconductor layers, is proposed. Different variants of its application for
both the transmission line method~TLM ! and methods based on a numerical calculation of the
resistance of the semiconductor with allowance for current spreading are considered. It is
shown that the transmission line method makes it possible to obtain an upper estimate of the
contact resistivity on substrates. The errors of such estimates are also calculated as a
function of the parameters of the semiconductor and the contact. The TLM estimate is a good
first approximation for determining the exact value ofrc by numerically calculating the
resistance of the semiconductor. The results obtained are used to study the contact resistivity of
Ni-based ohmic contacts onn-6H-SiC substrates. ©1998 American Institute of Physics.
@S1063-7826~98!01407-0#
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1. INTRODUCTION

The development of accurate procedures for measu
the contact resistivity of ohmic contacts (rc) has played an
important role in the technology of semiconductor devic
Usually, to determine the value ofrc probe methods are use
to measure the total resistanceRt between coplanar contac
areas, which depends on the resistances of both the co
and the semiconductor. Therefore, one of the main probl
in the calculation of the contact resistivity of ohmic conta
is to determine the contribution from the semiconductor m
terial to the value ofRt . This contribution depends in
major way on the contact-area pattern chosen and is g
erned by the processes of current spreading between t
Consideration of the current spreading processes is gene
quite complicated, and most methods for determiningrc are
based on a simplification of the pattern of the system
which the measurements are performed.

The most common technique is to measure the con
resistivity in the limiting case of thin semiconductor laye
electrically isolated from the substrate, e.g., ap–n junction.
Under these conditions, the problem of determining the
sistance of the semiconductor and, accordingly,rc is solved
within the one-dimensional model of current flow. One
these methods is the transmission line method~TLM !.1–4

The most suitable versions of the transmission line met
employ a radial contact-area geometry3,4 since it eliminates
the necessity of additional profiling of the structures with t
aim of eliminating undesirable effects associated with c
rent flow on the edges of the contact areas.4 Factors causing
errors in measurements of the contact resistance have
revealed and estimated for these methods. They include
7391063-7826/98/32(7)/6/$15.00
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effect of the size of the contact areas and the distance
tween them5 and the effect of a finite spreading resistance
the material of the contact coating.5,6 When these factors ar
taken into account, use of the transmission line method p
mits accurate determination of fairly low contact resistiviti
(rc;102621025 V•cm2). We note that in the case of low
resistance ohmic contacts on semiconductors with high c
ductivity, Rt can be quite small. In view of the small size o
the contact areas, the measurement of such quantities
complex task. For example, when current and poten
probes are placed on a contact area of small radius, sp
approaches are necessary~see, e.g., Ref. 3!. As a conse-
quence, the procedure for measuring the contact resistivi
substantially complicated. In addition, in this case the nec
sity of measuring small voltage drops at high current den
ties arises. These factors lead to an increase in the erro
the determination ofrc .7,8

Analysis of the current flow is significantly complicate
for semiconductor layers whose thickness is comparable w
or exceeds the characteristic dimensions of the contact a
since the lack of analytical expressions for this case requ
the use of numerical methods. Examples of such numer
calculations, which are based on various models and al
for the nonuniform propagation of current through the v
ume of the semiconductor, are described in Refs. 9 and 1
is noteworthy that the procedure for measuring the con
resistance on substrates imposes more rigid requiremen
the geometric dimensions of the system of contact areas
in the case of thin semiconductor layers because of the lo
values ofRt .

Along with the necessity of determining the value ofrc

as accurately as possible, in many cases of practical im
© 1998 American Institute of Physics
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tance it is sufficient simply to determine that the cont
resistivity does not exceed a certain acceptable level~i.e., an
upper estimate!, which can be done using a simpler tec
nique.

To solve such problems, this paper proposes a modifi
tion of the radial contact-area geometry and considers dif
ent variants of its application in the transmission line meth
and in a method based on numerical calculation of the re
tance of the semiconductor with allowance for curre
spreading. The results obtained are used to study the co
resistivity of nickel-based ohmic contacts onn-6H-SiC sub-
strates.

2. CONTACT-AREA GEOMETRY

To determine the value ofrc , Boberget al.3 proposed a
pattern consisting of concentrically arranged contact ar
the smaller of which has a radiusr 1, while the larger has an
inner radiusr 2 ~Fig. 1!. Several such contact areas are fa
ricated on one sample, where the inner areas have a fi
radiusr 15const, and the outer radiusr 2 varies. In the case
of thin layers considered in Ref. 3, a set of values of re
tancesRt measured between these contact areas was us
determine the contact resistivity and the sheet resistanc
the semiconductor layerRs by the transmission line method
Such a geometry requires a high degree of uniformity of
contact resistivity over the area of the sample; neverthel
it is quite convenient in comparison with the system of co
centric rings proposed in Ref. 4, since for a small value ofRs

the value ofRt will be higher than the resistance measur
between the two outer rings in the scheme proposed in R
due to the larger contribution toRt from the contact resis
tance of the area of the smaller radiusr 1.

As an alternative, let us consider a geometry analog
to that proposed in Ref. 3, but where the radii of the cont
areasr 1 and r 2 are chosen so as to fulfill the conditio
ln(r2 /r1)5C, whereC is a constant. We shall perform a com
parative analysis of techniques for determining the con
resistivity based on these two geometries for ohmic cont
on thin semiconductor layers and on substrates. For the
culations we choose the values ofr 1 andr 2 as follows: in the

FIG. 1. Fragment of a pattern with radial symmetry for measuring the c
tact resistance of ohmic contacts.1 — con tact covering,r 1 andr 2 — radii
of the contact areas.
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first case the range of variation ofr 2 is 502250mm for the
fixed value ofr 1520mm; in the second the range of varia
tion of r 1 is 10230mm for ln(r2 /r1)52. These values are
quite typical, since decreasingr 1 substantially complicates
the measurement procedure, while it is undesirable to
creaser 1 for small values ofrc because of the decrease
the contribution of the contact resistance of the contacts
Rt .

3. BASIC RELATIONS FOR THE CASE OF THIN
SEMICONDUCTOR LAYERS

Within the transmission line model the resistance b
tween the contact areas is given by the expression~Ref. 3
and 4!1!

Rt5
Rs

2p
ln

r 1

r 2
1

Rs

2p

1

ar 1

I 0~ar 1!

I 1~ar 1!
, ~1!

whereRt is the total resistance measured between the con
areas,Rs is the sheet resistance of the semiconductor lay
r 1 and r 2 are the outer and inner radii of the respecti
contact areas~Fig. 1!; I 0(ar 1) andI 1(ar 1) are the modified
Bessel functions of orders 0 and 1,a5(Rs /rc)

1/2, rc is the
contact resistivity of the ohmic contacts. An obvious way
determiningrc using expression~1!, which was employed in
Ref. 3, is to construct the dependence of the measured r
tanceRt on ln(r2 /r1) for a fixed value ofr 1. The slope of the
straight line so obtained determines the value ofRs , and the
y intercept~together withRs) determines the value ofrc .

We note that the variation ofRt is due in this case only
to the variation ofr 2 and, as a consequence, for small valu
of Rs the range of variation ofRt is not large. This state o
affairs increases the error in the determination ofrc and
requires good measurement statistics. In addition, even
test measurements it is necessary to use current and pote
probes. In the opposite case the value ofrc will be overes-
timated due to the probe/contact-coating resistance, sin
is determined from they intercept of the approximating lin
ear dependence ofRt on ln(r2 /r1).

These drawbacks can be easily avoided if the pattern
forming the contact areas is designed so as to decreasr 1

while keeping ln(r2 /r1) constant. If ln(r2 /r1)5C5const, then
the dependence ofRt on r 1 takes the form

Rt5
CRs

2p
1

Rs

2p

1

ar 1

I 0~ar 1!

I 1~ar 1!
. ~2!

When r 1 is sufficiently small, the main contribution toRt

will come from the contact resistance and the relative va
tion of Rt in the measurements will grow. Figure 2 plo
calculated dependences ofRt on ln(r2 /r1) and ofRt on r 1

22

for the pattern parameters indicated above. It can be s
from Fig. 2 that the range of variation ofRt is substantially
expanded~by several-fold! in the second case. The values
rc andRs can be easily determined from a set of experime
tal points (Rti ,r 1i) ( i 51, . . . ,N; N is the number of mea-
surements!, for example, by minimizing the discrepanc
function f(rc ,Rs) based on the Gauss equalizatio
criterion11

-
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f~rc ,Rs!5(
i 51

N

@Rt~rc ,Rs!2Rti #
2. ~3!

If the condition

ar 1!1 ~4!

is fulfilled, then the asymptotic limitI 0(ar 1)/I 1(ar 1)
→2/(ar 1) holds, and expression~2! can be written in the
form

Rt5
CRs

2p
1

r c

pr 2
. ~5!

Thus, if condition~4! is fulfilled, the functionRt5Rt(r 1
22) is

linear. The slope of the approximating straight line det
minesrc , and if the resistance of the measuring probes
constant, their resistance does not distort the measured v
of rc . For ar 1>1 expression~5! gives an upper estimat
(rc8) for the contact resistivity (rc) ~Fig. 3!.

FIG. 2. a — Calculated dependences ofRt on ln(r2 /r1) for the case of
epitaxial layers withrc5131024 V•cm2. The curves correspond to th
following values ofRs (V/h): 1 — 0.5, 2 — 1, 3 — 3, 4 — 5, 5 — 10.
b — Calculated dependences ofRt on r 1

22 for the case of epitaxial layers
with Rs55 V/h. The curves correspond to the following values ofrc ,
V•cm2: 1 — 131025, 2 — 531025, 3 — 131024.
-
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4. APPLICATION OF NUMERICAL CALCULATIONS OF THE
RESISTANCE OF THE SEMICONDUCTOR IN
DETERMINING THE CONTACT RESISTIVITY

To calculate the contact resistivity of ohmic contacts
layers~or substrates! of arbitrary thickness using the geom
etry considered above, we can use the method develope
Ref. 10. This method is based on calculation of the curr
distribution in the structure under investigation by discret
ing the semiconductor into a finite number of elementa
volumes, within each of which the electric field can be tak
to be uniform. Each elementary volume is matched to one
a set of resistances, which, with consideration of the ra
symmetry of the contact areas, form the equivalent circui
the structure under investigation~Fig. 4!. Thus, the determi-
nation of the total resistanceRt reduces to solving the prob
lem of current flow in an electric circuit consisting of dis
crete resistors. For semiconductor crystals of intermed
crystal systems~e.g., hexagonal modifications of silicon ca
bide! the calculation can be carried out with allowance f
the conductivity anisotropy factor. This model was used e
lier to determine the contact resistivity of ohmic contacts
thin epitaxial layers. The results obtained coincided with
results obtained by the transmission line method.10

As for the contact-area patterns considered, the con
resistivity rc and the resistivity of the semiconductorr can
be determined using expression~3! with the one difference
that there is no analytical expression for the functi
Rt(rc ,r) and it must be calculated numerically. We no
that the search for the minimum of the discrepancy funct
can be quite laborious in the absence of a good initial
proximation.

Let us consider how the resistance between the con
areas varies as the thickness of the epitaxial layer~or sub-
strate! is increased. Obviously, for a constant value of t

FIG. 3. Deviation of the value of the contact resistivity of ohmic conta
obtained using approximation~5! (rc8), from the value ofrc given by for-
mula ~2! for ar 1>1 and the pattern considered. Curves1, 2 and 3 corre-
spond to the following values ofRs (V/h): 10, 100, and 1000.
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contact resistivity, the variation ofRt is due to the variation
of the spreading resistance in the semiconductor. The na
of this variation will depend substantially on the relative v
ues ofRh andRv ~Fig. 4!. Results of a numerical calculatio
of the dependence ofRt on h for an isotropic (Rh5Rv)
crystal are plotted in Fig. 5~curve1!.

5. USE OF TRANSMISSION LINE METHODS TO ESTIMATE
THE CONTACT RESISTIVITY OF OHMIC CONTACTS
ON SUBSTRATES

The determination of the resistance of the substrate
the basis of the transmission line model is, generally spe
ing, not an accurate procedure, as indicated by the differe
between curves1 and2 in Fig. 5. Curve2 was calculated in
the transmission line approximation for the same struct

FIG. 4. Structure investigated~a! and the equivalent circuit used for numer
cal calculations of the resistance of the semiconductor~b!. C0 andC1 are the
contact areas;r 1 and r 2 are their radii;h is the thickness of the substrate
Rh , Rv , andRc are the resistances corresponding to elementary volume
the semiconductor and contact covering. For an isotropic semicondu
Rh5Rv .

FIG. 5. Calculated plots of the total resistanceRt as a function of the
substrate thickness forrc5531025 V•cm2; r50.1V•cm; r 1515mm;
ln(r2 /r1)52 for an isotropic semiconductor. Curve1 was obtained using
numerical calculations, curve2 was obtained by the transmission lin
method (Rs5r/h).
re

n
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e

parameters as was curve1 with consideration of the relation
Rs5r/h. These differences are due to the fact that any
cular cylindrical surface described about the axis wh
passes through the origin and is perpendicular to the sur
is not equipotential due to the nonuniform distribution of t
current across the thickness of the semiconductor under
contact areas. Consequently, the value of the contact re
tivity determined by the transmission line method is over
timated. However, the influence of this factor decreases if
flow of current to the semiconductor is determined mainly
the contact resistance of the contacts. In the transmission
model this approximation corresponds to the condit
ar 1!1.

To estimate the error due to using the transmission
approximation in the cases under consideration, we car
out a comparative calculation. The dependences ofRt on
ln(r2 /r1) and on 1/r 1

2 were calculated using the techniqu
described in Sec. 4 for assigned values ofrc and r; these
dependences were then fitted to the analytical express
~1!, ~2!, and ~5!, which follow from the transmission line
model for the respective cases. On the basis of these exp
sions we determined the values of the contact resistivityrc8 .
The dependences so obtained are plotted in Fig. 6.

It can be seen from Fig. 6 that the differences betwe
the values ofrc andrc8 depend substantially on the choice
the contact-area pattern and its dimensions, as well as on
resistivity of the semiconductor. For the patterns conside
the use of the dependence ofRt on r 1

22 gives a more accurate
estimate of the contact resistivity. For contacts on substr
with a resistivity of 0.120.2V•cm, measurements ca
be performed by this method all the way down
rc5531025 V•cm2. For such values ofrc the error does
not exceed 15220% and drops substantially asrc increases.
In contrast, the determination ofrc from the dependence
of Rt on ln(r2 /r1) introduces substantial errors starting
rc5(125)31023 V•cm2, and such a contact-area patte
can be used only to obtain a very rough estimate. The e
decreases as the resistivity of semiconductor decreases.

Thus, using expressions obtained in the transmission
approximation, it is easy to obtain an upper estimate for
contact resistivity. The magnitude of the deviation in th
case depends substantially on the contact-area geometry
sen and on the parameters of the semiconductor.

6. MEASUREMENT OF THE CONTACT RESISTIVITY OF
NICKEL OHMIC CONTACTS ON n-6H-SiC SUBSTRATES

Ohmic contacts were formed on 6H-SiC substrates of
n-type conductivity grown by the Lely method with uncom
pensated donor concentration 32531018 cm23, resistivity
0.120.3V•cm, and thickness 450mm. In the first stage of
this method, nickel was deposited by electron-beam eva
ration in vacuum onto the substrate surface, which was p
heated to 300 °C. Then the structures were subjected to h
temperature annealing at 90021300 °C. Contact areas of th
required geometry were formed by photolithography. T
technology for forming the ohmic contacts and the results
studies of the structure and composition of the contact c
ing are described in detail in Refs. 12 and 13.
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Results of a study of the contact resistivity using vario
techniques are summarized in Table I. It should be noted
crystals of silicon carbide of the 6H polytype have substan
tial conductivity anisotropy: the ratio between the resisti
ties in the direction of the hexagonalC axis and in the plane
perpendicular to it ~the anisotropy factor! is equal to
rv /rh53.7 ~Refs. 14 and 15!. Results of calculations of the
contact resistivity of the ohmic contacts with and witho
allowance for the anisotropy factor are given in the last t
rows of the table. We note that the determination ofrc in the
transmission line approximation using the geometry with
constant ratio between the outer and inner radii of the con
areas gives an upper estimate~rows 2 and 3! that essentially
coincides with the values obtained by numerical calculat
~row 5! with allowance for the anisotropy factor. Signifi
cantly greater differences are observed when the depend
of Rt on ln(r2 /r1) is used for the case whererc53.6
31025 V•cm2; the results differ by a factor of 2.5.

7. CONCLUSION

Transmission line methods provide an upper estimate
the contact resistivity of ohmic contacts on substrates.

FIG. 6. Comparison of the results of calculations of the contact resistivit
ohmic contacts based on the two-dimensional model~Fig. 4! (rc) and the
transmission line model (rc8) using different expressions: a! the dependence
of Rt on ln(r2 /r1); b! the dependence ofRt on r 1

22. Curves1, 2, and 3
correspond to the following values ofr, V•cm: 0.1, 0.2, and 0.3.
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error depends substantially on the contact-area geom
chosen and on the parameters of the semiconductor. The
posed geometry, which is based on fitting the dependenc
Rt on r 1

22 to ~3! or ~5!, makes it possible to determine th
contact resistivity or to obtain an upper estimate for it, d
pending on the parameters of the structure being measu
In the case of measurements of the contact resistivity
substrates, this method gives a more accurate estimat
comparison with the traditional technique. The estimate
silicon-carbide substrates with resistivity 0.120.3V•cm
shows that down to contact resistivities;1024 V•cm2 the
error of the method does not exceed 15220%. For lower
contact resistivities the estimate obtained is a good ini
approximation for determiningrc by means of numerica
calculations of the resistance of the semiconductor. Adv
tages of the technique also include extending the range
measurable resistance values by increasing the contribu
of the contact resistance, which increases the confide
level in the determination ofrc .

This work was carried out with the partial support of th
University of Arizona and the Schneider Electric Group.

1!Expression~1! does not include terms whose influence can be neglec
when the geometric dimensions of the system of contact areas are a
priately chosen.4,5
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TABLE I. Values of the contact resistivity of nickel-based ohmic conta
on theC face ofn-6H-SiC substrates determined by various methods.

Method for calculating
Values ofrc (V•cm2), for

the contact
the annealing temperatureTa

resistivity rc Ta5800 °C Ta51000 °C Ta51200 °C

Transmission 1a 1.631024 9.031025 1.231024

line 2 1.131024 4.031025 1.131024

methods 3 1.131024 3.931025 1.131024

Numerical 4 8.331024 2.531025 8.631025

calculation 5 1.031024 3.631025 9.531025

Note: aThe numerals denote the following methods for determining the va
of rc :
1—from a linear approximation of the dependence ofRt on ln(r2 /r1) for

r 15const@expression~1!#;
2—from a linear approximation of the dependence ofRt on r 1

22 for
ln(r2 /r1)5const@expression~5!#;

3—from the dependence ofRt on r 1
22 given by expression~2! using mini-

mization of the discrepancy function~3!;
4—from the results of a numerical calculation ofRt without allowance for

the anisotropy of the substrate resistivity followed by minimization
the discrepancy function~3!;

5—from the results of a numerical calculation ofRt with allowance for the
anisotropy of the substrate resistivity@the anisotropy factor is 3.7~Ref.
15! followed by minimization of the discrepancy function~3!.

The values of the error ofrc determined from the spread of the experimen
data over the area of the substrate did not exceed 15220%.
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Donor-acceptor recombination in short-period silicon-doped GaAs/AlAs superlattices
I. I. Reshina
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A low-frequency band is observed along with an exciton band in photoluminescence spectra of
short-period GaAs/AlAs superlattices doped with Si in the barriers or in the barriers and
wells. This band is ascribed to donor-acceptor recombination on the basis of the dependence of
its frequency on the excitation intensity under cw excitation and on the time delay under
pulsed excitation. Mainly type-II superlattices are investigated. The estimateEA1ED'120 meV
can be obtained from the peak energy of the donor-acceptor band with a very weak
excitation intensity. The estimatesEA'23 meV andED'90 meV are obtained from the
temperature dependence of the band intensity. It is suggested that the deep donor level is associated
with a DX center in the AlAs layers. ©1998 American Institute of Physics.
@S1063-7826~98!01507-5#
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In narrow type-II silicon-doped GaAs/AlAs superla
tices, we have observed a lower-frequency luminesce
band along with the luminescence bands of direct and in
rect excitons. The specific properties of this band sugg
that it is associated with donor-acceptor recombination
volving deep centers.

On the other hand, it is known that in such superlattic
silicon doping leads to the formation of so-calledDX
centers—deep donor centers which are associated
strong lattice relaxation and the phenomenon of persis
photoconductivity at low temperatures.1,2 It is tempting to
associate the observed luminescence withDX centers, and it
is also of interest to compare the donor-acceptor recomb
tion properties in GaAs/AlAs structures of types I and II.

SAMPLES AND EXPERIMENTAL TECHNIQUE

GaAs/AlAs superlattices~35J22! with a nominal well
width of 2 nm, a nominal barrier width of 1.1 nm, and
number of periods equal to 290 were fabricated
molecular-beam epitaxy. Growth took place without rotatio
therefore, in the larger samples grown the well thickness
barrier thickness varied over the area of the sample. T
made it possible to obtain a set of samples with somew
different well and barrier thicknesses. Most of the samp
were assigned to type II, in which the lowest electron ba
with Xz symmetry is located in the AlAs layers, and th
valence band withG symmetry is located in the GaAs layer
The energy gap between theG and Xz minima varied over
the area of the original sample. Sample 35J22 was unifor
doped with silicon to an electron concentration of 3
31010 cm22 per period at room temperature. We also o
tained a set of samples~JA-15! with 100 periods, which were
selectively doped with silicon in the barriers~however, the
diffusion of silicon into the GaAs layers during growth ca
7451063-7826/98/32(7)/4/$15.00
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not be ruled out!. The layer electron concentration at roo
temperature was 3.931010 cm22 per period. The sample
cleaved from the edge of the original JA-15 sample was
signed to type I, but was close to type II.

Luminescence spectra were recorded at temperat
from 4.2 to 250 K on DFS-24 and U-1000~Jobin–Yvon!
diffraction spectrometers with a double monochromat
Excitation was effected by cw Ar1 ~2.41 eV! and
He-Ne ~1.96 eV! lasers. Time-resolved measurements w
also performed using nitrogen laser excitation~3.69 eV! with
pulse duration 10 ns.

EXPERIMENTAL RESULTS AND DISCUSSION

Most of the measurements reported below were car
out on one of the type-II 35J22 samples. Figure 1 displ
its luminescence spectrum atT577 K and different excita-
tion intensities. The peak intensity corresponds to an indir
Xz exciton. The small hump on the high-frequency side
the peak corresponds to a directG exciton. The low-
frequency band~designated below as theD –A band! is as-
sociated presumably with donor-acceptor recombinati
Grounds for such an interpretation are given below.

The peak frequency of theD –A band, as can be see
from Fig. 1, depends strongly on the excitation intensi
When the intensity of the exciting light is decreased
roughly four orders of magnitude, the band shifts by 49 m
toward lower energies~Fig. 2! and is strongly broadened
Such behavior is characteristic ofD –A luminescence. The
energy of theD –A band is given by the well-known
expression3

E5EG2~EA1ED!1
e2

«r
, ~1!
© 1998 American Institute of Physics
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746 Semiconductors 32 (7), July 1998 I. I. Reshina and R. Planel’
whereEA andED are the ionization energies of the accepto
and donors,r is the distance between the donor and accep
in a pair, and« is the dielectric constant. When the excitatio
intensity is increased, the luminescence of distant pairs s
rates since these pairs are characterized by a lower prob
ity of recombination than close pairs, and theD –A band
correspondingly shifts toward higher energies.4 Such a large
shift in our case in comparison with the 4-meV shift o

FIG. 1. Luminescence spectra of type-II silicon-doped GaAs/AlAs str
tures for various excitation intensitiesP, W/cm2: 1 — 8.53102, 2 — 1.5,
3 — 4.531022. Sample 35J22,Eexc52.41 eV,T577 K.

FIG. 2. Peak position of theD –A band as a function of the logarithm of th
excitation intensity. Sample 35J22,Eexc52.41 eV,T577 K.
s
r

tu-
il-

served for theD –A band in GaAs~Ref. 5! may be linked
with the fact that here we are dealing with an indirect ma
rial ~a type-II superlattice!. A significantly larger shift of the
D –A band was observed in the indirect semiconductor G
than in GaAs~roughly 15 meV with an intensity chang
amounting to four orders of magnitude4!. The lower transi-
tion probability in indirect semiconductors promotes satu
tion of distant pairs, which also leads to the greater mag
tude of the shift~Ref. 3!.1!

The estimateEA1ED'120 meV can be obtained from
the peak energy of theD –A band for very low excitation
intensity with neglect of the Coulomb term in expression~1!.

Measurements of the dependence of the peak inten
and frequency of theD –A band on the temperature wer
also performed. Figure 3 plots the dependence of the lo
rithm of the peak intensity on the reciprocal temperatu
The temperature dependence can be approximated by
linear segments, whose slopes give the activation energ
the respective temperature region. In the highest-tempera
region the slope is equal to 90 meV, in the intermediate
gion it is '23 meV, and in the low-temperature region it
'8 meV. We link the 23-meV slope with the ionization e
ergy of the acceptors, the 90-meV slope with the activat
energy of the deep donor, and the 8-meV slope with
ionization energy of the shallow donor. The sum 90 m
123 meV5113 meV is in line with the sumEA1ED

'120 meV found from the peak frequency of the band
minimal excitation intensity. The decrease in the band int
sity with increasing temperature can probably be explain
by ionization of the acceptors and donors in a pair follow
by nonradiative recombination.

Figure 4 plots the temperature dependence of the p
energy. It shows both measured values and values corre
for the temperature dependence of theX extremum in AlAs
using of the Varshni formula:6

Ez~T!5Ez~0!2azT
2/~T1bz!, ~2!

-

FIG. 3. Temperature dependence of the peak intensity of theD –A band.
Sample 35J22,Eexc51.96 eV, P550 W/cm2.
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whereaz54.6031024 eV/K andbz5204 K.7

The strong shift toward lower energies in the range fr
40 to 80 K is noteworthy. It then ceases and is replaced
the range 1102220 K by a weak shift toward higher ene
gies. The shift of the maximum of theD –A band toward
lower energies may be attributed to more rapid ionization
close pairs as the temperature rises since their ionization
ergies are lower due to the Coulomb interaction.

The spectrum with a discrete structure which is char
teristic of close pairs and has been observed in a numbe
bulk semiconductors, for example, in GaP,7 was not ob-
served in our case. In the absence of such a spectrum, t
resolved luminescence measurements can provide evid
of the donor-acceptor nature of the band investigated.3 We
carried out measurements of this kind with excitation by
pulsed nitrogen laser. Here, as a consequence of the
excitation intensity per pulse theD –A band shifts toward
higher energies and overlaps with the strong exciton ba
The separation of the spectrum into a direct and an indi
exciton band and aD –A band shows that for a time delay o
500 ns the maximum of theD –A band is shifted by 12 meV
toward lower energies in comparison with its position f
zero delay. As was noted above, close pairs, to whic
higher luminescence energy corresponds, have a hi
probability of recombination; therefore, when there is a la
delay, the spectrum is governed by the luminescence of
tant pairs, and a shift toward lower energies takes place.
intensity of theD –A band rises relative to the intensity o
the indirect exciton with increasing delay times, as can h
pen if its lifetime is greater than that of the indirect excito

The results adduced regarding the dependence of
peak energy of theD –A band on the intensity of the excitin
light and the delay time in the pulsed measurements pro
sufficient grounds for ascribing this band to donor-accep
recombination in a type-II superlattice.

Let us turn to the question of the nature of the cent

FIG. 4. Temperature dependence of the peak position of theD –A band:
1 — measured values,2 — values corrected for the temperature depende
of the width of theXz band,3 — calculated temperature dependence of
width of theXz band. Sample 35J22,Eexc51.96 eV, P517 W/eV2.
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forming the donor-acceptor pair. As is well known, silicon
an amphoteric impurity and, depending on its concentrat
can lead to the creation not only of donors, but also of h
drogenic acceptors.8 However, the large valueEA1ED

'120 meV found from both the spectrum and measureme
of the temperature dependence of the intensity is an ind
tion that one of the partners in the pair is an impurity with
ionization energy of roughly 90 meV.

As we know, in many semiconductors~e.g., AlGaAs!
silicon doping leads to the formation of so-calledDX
centers—deep donor centers which cause strong lattice re
ation and are associated with the phenomenon of persis
photoconductivity at low temperatures.9 Similar DX centers
were also detected in narrow type-II GaAs/AlA
superlattices.1,2 In these structures two types of such cent
can exist:DX0 centers in the GaAs layers~Si in a Ga envi-
ronment! and DX3 centers in the AlAs layers~Si in an Al
environment!. The positions of theDX0 and DX3 centers
relative to the bottom of theXz band were found in Ref. 1
from Hall measurements in a 2.3/1.4 nm GaAs/AlAs sup
lattice ~i.e., with layer widths similar to those in the supe
lattice investigated here!. The position of theDX3 center was
estimated as 86 meV, which is very close to the value
found ~90 meV! from the temperature dependence of the
tensity of theD –A band. In this light it makes sense t
assume that the role of the deep donor in the pair is pla
by a DX3 center, i.e., the donor-acceptor recombination
narrow type-II superlattices is caused by the deep donor c
ter located in the AlAs layers and the hydrogenic accepto
the GaAs layers~which is most probably also associated wi
Si!, i.e., the interaction takes place through the interface.
therefore possible, despite the large ionization energies,
the spectrum observed was not the line spectrum chara
istic of theD –A recombination of very close pairs. We als
note that this case provides support for the model of aDX
center with two electrons and a negative correlation ener9

Indeed, since the spectra were recorded under constant
mination, it may be thought that a center with one electr
remains under illumination conditions.

The same results were observed in type-II superlatti
doped only in the AlAs layers~JA-15!. We note that the
type-I ~but close to type-II! sample also displayed aD –A
band caused by a deep donor.

The donor-acceptor recombination in a type-I 4/10 n
GaAs/AlAs quantum-well structure doped with silicon in i
wells to a concentration of;231011 cm22 had an entirely
different form.10 At helium temperatures, a band shifted fro
the exciton band by 24.5 meV toward lower energies w
observed. We ascribe this band to donor-acceptor recom
nation withEA1ED equal to 39 meV. As the pump power
increased from 5 to 80 mW, the band shifts toward high
energies by 5 meV. As the temperature is raised, the in
sity of the donor-acceptor band falls rapidly and is no long
observed at 40 K. This indicates that the recombination
associated with shallow Si donors. The acceptors are p
ably also associated with Si since the band intensity
creased strongly in the concentration range in which Si for
both acceptors and donors.

e
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CONCLUSION

We have detected a low-frequency band in the lumin
cence spectra of silicon-doped short-period GaAs/AlAs
perlattices, which we ascribe to donor-acceptor recomb
tion based on the dependence of its frequency on
intensity of the exciting light for continuous excitation an
on the delay time for pulsed excitation. This band is asso
ated with a deep donor center, which is presumably aDX
center in the AlAs layers.

We thank A. Gurevich for the pulsed laser measu
ments.

1!It is noteworthy, however, that in one of the JA-15 samples assigne
type I, the same rate of displacement of theD –A band was observed
although over a smaller dynamic range of excitation intensities. Meas
s-
-

a-
e

i-

-

to

e-

ments were impossible at higher excitation intensities since theD –A band
was masked by the very intense direct exciton band.
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LOW-DIMENSIONAL SYSTEMS

Theoretical study of the threshold characteristics of InGaN multiquantum well lasers
G. G. Zegrya* ) and N. A. Gun’ko†)

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted July 24, 1997; accepted for publication November 18, 1997!
Fiz. Tekh. Poluprovodn.32, 843–848~July 1998!

The threshold characteristics of InGaN multiquantum well lasers are investigated. A detailed
analysis of the dependence of the threshold current on the quantum-well parameters and the
temperature is performed. It is shown that, in comparison with long-wavelength lasers,
InGaN lasers have a qualitatively different dependence of the threshold current on the quantum-
well parameters~well width and number of quantum wells!. The possibility of optimizing
a InGaN laser structure is analyzed with the aim of improving the threshold characteristics and
increasing the peak radiated power. ©1998 American Institute of Physics.
@S1063-7826~98!01607-X#
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1. INTRODUCTION

In the last few years the interest in superconductor co
pounds based on GaN has grown apace.1–4 This has been
due, first of all, to the wide practical applications of nitrid
in opto-electronics. Recently, Nakamuraet al.1 reported the
construction of a laser employing InGaN quantum wells
its active medium. They analyzed the threshold characte
tics of this laser and noted that a fundamental analysis of
physical processes governing the operation of devices b
on nitrides is needed to build advanced opto-electronic
vices based on them. A detailed theoretical analysis of
physical processes governing the threshold characteristic
GaN lasers is lacking in the literature.

The present paper presents a first-principles theore
analysis of the threshold characteristics of an InGaN mu
quantum well laser. The gain coefficient of such a lase
calculated as a function of temperature and carrier conc
tration. The dependence of the threshold carrier concen
tion on temperature and the number of quantum wells
investigated in detail.

A detailed analysis of the dependence of the thresh
current density on temperature, quantum-well width, and
number of quantum wells is carried out. It is shown that
contrast to long-wavelength lasers, in which the thresh
current density depends nonmonotonically on the numbe
quantum wells, in InGaN lasers the threshold current den
is a linear function of the number of quantum wells. Th
means that the main contribution to the threshold curr
comes from radiative recombination processes. We also
form a qualitative analysis of the influence of heating of t
charge carriers on the threshold characteristics of the la
We show that insignificant heating of the electron gas le
to a substantial increase in the threshold current densit
high lattice temperatures. Finally, we compare our theor
cal results with experimental data.1 Good qualitative agree
ment is obtained.
7491063-7826/98/32(7)/5/$15.00
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2. GAIN COEFFICIENT AND RADIATIVE RECOMBINATION
RATE

References 2–4 investigated the charge-carrier spec
in GaN quantum wells and proposed a model for calculat
the gain coefficient. However, an analysis of the tempera
dependence of the gain coefficient is lacking. Also lacking
an analysis of the temperature dependence of the radia
recombination rate.

We calculate the gain coefficientsg(v) using the
density-matrix formalism.5

The polarization vectorP(t) is related to the single-
particle density matrix operator by the following expressi
r:5,6

P~ t !5eN(
mm8

E E rm8m~P,P8!rmm8~P,P8,t !dPdP8.

~1!

Here e is the charge of the electron,N is the three-
dimensional electron concentration,rm8m is the dipole matrix
element of the interband transition, and thermm8 are the
matrix elements of the density operatorr.

In what follows we will be interested only in four com
ponents of the density matrix:rvv describes the state of a
electron in the valence band,rcc describes the state of a
electron in the conduction band,rvc describes a transition
from the conduction band~statec) to the valence band~state
v), andrcv describes a transition fromv to c. We consider
direct interband transitions, wherer vv5r cc50. The matrix
element of an interband transition between electron and h
levels can be represented in the form

r vc~qc ,qv!5r cv~qc ,qv!5r vc~q!dqc2qv,0 , ~2!

whereq is the longitudinal momentum of the charge carrie
@q5(qy ,qz), the x axis is perpendicular to the plane of th
quantum well#. Taking these remarks into account, we ha
the following expression for the polarization vector:
© 1998 American Institute of Physics
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P~ t !5
en

a (
nc ,nh

E r vc~q!@rvc~q,t !1rcv~q,t !#dq. ~3!

Here the summation is carried out over the size-quantiza
levels of the electrons (nc) and holes (nh), n is the two-
dimensional electron concentration, anda is the quantum-
well width.

The off-diagonal components of the density matrix a
defined by the system of equations

i\
]rvc

]t
5\vvcrvc2

i\

Tvc
rvc2eE@r ,r#vc , ~4!

i\
]rcv

]t
5\vcvrcv2

i\

Tcv
rcv2eE@r ,r#cv , ~5!

where vcv5(Ec2Ev)/\, Ec and Ev are the electron and
hole energies, respectively, andE is the electric field vector
of the wave. Sincer is a Hermitian operator, it is necessa
that Tvc5Tcv5t. The constantt is called the transvers
dipole relaxation time and is associated with the linewidth
the optical transition. In order to solve Eqs.~4! and ~5! for
rcv andrvc , we use the approximation of the first harmon
of the electromagnetic field. We ultimately obtain

rvc~q,t !52
e

\
D~q!

r vc~q!•Eeivt

vvc2v1 i /t
, ~6!

rcv~q,t !52
e

\
D~q!

r cv~q!•Ee2 ivt

vcv2v1 i /t
, ~7!

whereD(q)5rcc2rvv is the difference between the leve
in the conduction band and in the valence band. We exp
D in terms of the electron distribution functions in the co
duction band and in the valence bandf c and f v :

D5
2

~2p!2n
@ f c~q!2 f v~q!#. ~8!

Ultimately, according to Eqs.~3!, ~6!–~8!, for the polariza-
tion vector we obtain the following expression:

P~ t !52
4e2

\a
E (

nc ,nh

E d2q

~2p!2
~r cv•e!2@ f c~q!2 f v~q!#

3
~vcv2v!cosvt1~1/t!sin vt

~vcv2v!211/t2
, ~9!

wheree is the unit vector in the direction of the electric fie
vectorE of the light wave. Next, we invoke the definition o
the dielectric susceptibilityx

P~ t !5x~v!E. ~10!

The imaginary part of the dielectric susceptibility«9(v)
54p Im x(v). The gain coefficientg(v) is related to
«9(v) by the expression7

g~v!52
v

c

«9

Ak0

, ~11!
n

f

ss

where k0 is the static dielectric constant. Substituting t
above expression for«9(v) into expression~11! and em-
ploying relations~9! and ~10!, we obtain the following ex-
pression for the gain coefficientg(v):

g~v!5
16p

Ak0

e2

\c

\v

a (
nc ,nh

d2q

~2p!2
~r cv•e!2

3@ f c~q!1 f h~q!21#
dt

~Ec2Eh2\v!21dt
2

,

~12!

wheredt5\/t. In expression~12! we have taken into ac
count thatf v(q)512 f h(q), where f h(q) is the hole distri-
bution function. It is convenient to represent the dipole m
trix elementr cv in the form

r cv5Pcv /\v, ~13!

Pcv5E dxj cv . ~14!

Here j cv is the probability flux density,

j cv5 ig~uc* vv1uvvc* !, ~15!

whereu(r ) andv(r ) are the smooth envelopes of the Bloc
functions ofs and p type,5 g2.(\2/2mc)Eg , mc is the ef-
fective mass of the electron, andEg is the band-gap width.

With the help of formulas~12! and ~13! we obtain the
final expression for the gain coefficient

g~v!5
8p

Ak0

e2

\c

1

\v

1

a (
nc ,nh

E qdquPcvu2

3@ f c~q!1 f h~q!21#L~v,q!, ~16!

where

L~v,q!5
1

p

dt

~Ec2Eh2\v!21dt
2

, ~17!

L~v,q!→d~Ec2Eh2\v! for dt→0,

uPcvu25uPcv
i u2/2 for the TE mode, anduPcvu25uPcv

x u2 for
the TM mode. We have taken into account that, according
relations~13! and~14!, the radiative matrix element is equa
to Pcv5(P cv

x ,P cv
i ).

The spectral radiated intensityF(v) per unit area due to
the recombination of nonequilibrium electrons and holes
related to the absorption coefficienta(v) as follows:7,8

F~v!

a~v!
5

\v3

p2v2

1

e~\v2DF !/T21
, ~18!

wherev5c/A«`, DF5Fe2Fh is the difference between th
Fermi quasilevels for electrons and holes, respectively,
«` is the high-frequency dielectric constant.

In thermodynamic equilibrium the spectral radiated
tensityF(v) is equal to the spectral radiated intensity of
ideal blackbody. Thus, relation~18! yields Kirchhoff’s law.7

On the basis of Eq.~18!, the frequency-integrated radia
tive recombination rate can be represented by the follow
integral:
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Rph5E
0

` 1

\v
F~v!dv

5
«`

p2c2 E0

` a~v!v2dv

exp@~\v2DF !/T#21
. ~19!

In the particular case whenDF50 expression~19! goes over
to the formula of Roosbroeck and Schockley.9 The absorp-
tion coefficient can be found using expression~16!. Substi-
tuting the expression fora(v) into expression~19! and in-
tegrating overv with allowance for the relationL(v,q)
5d@Ec(q)2Eh(q)2\v#, for the two-dimensional radiative
recombination rate we obtain

Rph5
8«`

pAk0

e2

\c

1

\3c2

3 (
nc ,nh

E qdqF uP cv
x u21

1

2
uP cv

i u2G
3 f c~Ec! f h~Eh!~Ec2Eh!. ~20!

We shall make use of the above expression forRph below to
calculate the threshold current density of the laser.

3. THRESHOLD CHARACTERISTICS OF AN InGaN
MULTIQUANTUM WELL LASER

To calculate the threshold current, it is necessary to
culate the threshold concentration of nonequilibrium carrie
The threshold concentration is found from the condition

g̃th[Ggth5a i1a* , ~21!

wherea* 5(1/L)ln(1/R). Here the modal gain coefficientg̃th

is expressed in terms of the local gain coefficientg @see Eq.
~16!# and the optical confinement factorG; a i denotes the
internal optical losses,L is the resonator length, andR is the
reflection coefficient of the laser mirrors.

Below, in the analysis of the laser threshold characte
tics we shall take into account the internal losses associ
with absorption at the interface.5 The internal losses influ
ence the dependence of the gain coefficient on tempera
and concentration. Figure 1 plots the dependence of
maximum value of the modal gain coefficientg̃th

max on the
carrier concentration at different temperatures for a la
structure consisting of twenty quantum wells with well wid
25 Å. In the temperature interval from 300 to 400 K the co
centration dependence of the gain coefficient is practic
linear. One consequence of the linear dependence of the
coefficient on the concentration is temperature stability
the threshold characteristics of the InGaN laser at high t
peratures (T.400 K). Here we can expect an increase in t
maximum radiated power of such lasers in comparison w
long-wavelength lasers by more than an order of magnitu1

Figure 2 plots the dependence of the maximum value of
gain coefficientg̃th

max on the temperature for three carrier co
centrations in laser structures with quantum-well thickn
25 Å ~as before, the number of quantum wells equals 20!. As
in the case of long-wavelength lasers,g̃th

max falls with rising
temperature. For a fixed concentration the gain coeffic
l-
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decreases with increasing well width~e.g., when the well
width increases from 25 to 50 Å, the gain coefficient falls
approximately a factor of two!.

The threshold carrier concentrationnth found from Eq.
~21! depends on the quantum-well parameters: on the hei
of the heterobarriers for electrons and holesVc andVv , on
the quantum-well widtha and on the number of quantum
wells N. It follows from an analysis of the temperature d
pendence of the gain coefficient~Fig. 2! that the threshold
concentration depends onT nearly linearly. Allowance for
the internal radiation losses leads to a nonlinear depend
of nth on T. As was noted above, the threshold concentrat
also depends on the number of quantum wellsN. It follows

FIG. 1. Maximum value of the modal gain coefficientg̃th
max as a function of

carrier concentration at different temperatures.N520, a525 Å. T, K: 1 —
300,2 — 350,3 — 400. The parameters used in the calculation were for
In0.2Ga0.8N/In0.05Ga0.95 N laser structure in Ref. 1.

FIG. 2. Maximum value of the gain coefficientg̃th
max as a function of the

temperature for different carrier concentrations in an InGaN laser struc
N520,a525 Å. n, 1012 cm22: 1 — 3, 2 — 4, 3 — 5. The parameters use
in the calculation were for the In0.2Ga0.8N/In0.05Ga0.95N laser structure in
Ref. 1.
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from Fig. 3 that the threshold concentration depends on
number of quantum wellsN in a nonlinear fashion and tend
to saturate at large values ofN. For N.5 the threshold con-
centration is essentially independent of the number of qu
tum wells. Note that the threshold concentration is a m
abrupt function of the number of quantum wellsN for long-
wavelength lasers than for an InGaN laser.10

As our analysis has shown, the main contribution to
threshold current density of InGaN lasers comes from ra
tive recombination processes. Consequently, the thres
current is equal to

Ith.eRph~nth!, ~22!

where the radiative recombination rateRph is calculated
according to formula~20!.

Figure 4 plots the temperature dependence of the thr
old current densityIth for a laser with quantum-well thick
nessa525 Å. Qualitative and quantitative analysis sho
that the radiative recombination rateRph depends on the tem
perature according to a power law. Here the main contri
tion to the temperature dependence ofIth comes from the
temperature dependence of the concentrations of the
equilibrium electrons (n) and holes (p). It was noted above
that the temperature dependence of the threshold conce
tion is practically linear,nth;T. Consequently, the threshol
current densityIth is a weakly nonlinear function of tempera
ture:I th;T11b, whereb!1 ~see Fig. 4!. An analysis of the
temperature dependence ofIth was performed for various
degrees of carriers heating:a5(Te2T0)/T0, whereTe is the
carrier temperature andT0 is the lattice temperature. Not
that regardless of the degree of carrier heating, the de
dence of the threshold current on temperature remains ne
linear sinceb!1 up to T5400 K and even at higher tem
peratures. The linear dependence ofIth on T signifies a high
temperature stability of nitride lasers at high temperatu
For long-wavelength lasers (l.1 mm) b.1. Therefore, the

FIG. 3. Threshold carrier concentrationnth versus number of quantum well
N for T5300 K, a525 ~1! and 50~2! Å. a* 530 cm21. The parameters
used in the calculation were for the In0.2Ga0.8N/In0.05Ga0.95N laser structure
in Ref. 1.
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nonlinear temperature dependence ofIth , in turn, has a
strong effect on the temperature stability of long-wavelen
lasers at high temperatures.10

The triangle in Fig. 4 corresponds to the experimen
value of the threshold current density for an InGaN la
with 20 quantum wells.1

Let us turn now to an analysis of the dependence of
threshold current densityIth on the number of quantum well
N. Figure 5 plots the dependence ofIth on N at T5300 K.
For actual laser structures the threshold currentIth grows
linearly as the number of quantum wells is increased~Fig. 5!.
The threshold current, according to expression~22!, is pro-
portional to the radiative recombination rate:Rph,th.gnth

2 ,
whereg is the bimolecular recombination coefficient. Ther

FIG. 4. Threshold current densityIth versus temperature for different de
grees of carrier heatinga5(Te2T0)/T0: 1 — 0, 2 — 0.1, 3 —0.2.
a525 Å, N520. a* 530 cm21. The parameters used in the calculatio
were for the In0.2Ga0.8N/In0.05Ga0.95N laser structure in Ref. 1. The triangl
marks the experimental value ofIth from Ref. 1.

FIG. 5. Threshold current densityIth versus number of quantum wells fo
T5300 K. a525 Å. a* 530 cm21. The parameters used in the calculatio
were for the In0.2Ga0.8N/In0.05Ga0.95N laser structure in Ref. 1.
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fore, the dependence ofIth on N is governed by the depen
dence of both the threshold concentration andg on N. The
threshold concentrationnth falls nonmonotonically asN rises
~Fig. 3!. Consequently, the main contribution to the depe
dence ofIth on N comes from the bimolecular recombinatio
coefficientg, which increases linearly withN.

In long-wavelength lasers the dependence ofIth on N is
fundamentally different: as the number of quantum wellsN
rises, the threshold currentIth at first falls and reaches
minimum at a certain value ofN; thenIth begins to increase
practically linearly withN ~Ref. 10!.

Figure 6 plots the dependence of the threshold cur
densityIth on the quantum-well widtha. The dependence o
Ith on the quantum-well widtha is nonmonotonic. At a cer-
tain value ofa, Ith has a minimum. The nonmonotonic d
pendence ofIth on a is connected with the dependence of t
threshold concentration, as well as the bimolecular recom
nation coefficientg, on the quantum-well width. The coeffi
cient g is proportional to the electron-hole overlap integ
I ch: g;uI chu2 @see Eq.~20!#. With decrease in the quantum
well width, the overlap integral falls and, at a certain thic
ness, saturates since only one bound state remains in
quantum well. For a fixed value of the Fermi quasilevel,
threshold concentrationnth grows asa is decreased. As a
result,Ith falls with decrease in the quantum-well widtha.
At the value ofa at which I ch5const,Ith reaches a mini-
mum, and further reduction of the quantum-well width lea
to an increase inIth due to the growth ofnth .

FIG. 6. Threshold current densityIth versus quantum-well widtha for
T5300 K. N520. a* 530 cm21. The parameters used in the calculatio
were for the In0.2Ga0.8N/In0.05Ga0.95N laser structure in Ref. 1.
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Thus, an analysis of the dependence of the thresh
current on the number of quantum wells and their wid
shows that optimal parameters exist, for which the value
Ith is minimized. For InGaN lasers the optimum number
quantum wells is 5<N<10 since forN.10 the threshold
concentrationnth is essentially independent ofN, and Ith

increases linearly withN. Therefore, a decrease in the num
ber of quantum wells by a factor of 2 leads to a decreas
Ith by a factor of 2, and a decrease inIth leads to a weaken
ing of the carrier heating processes and to a suppressio
leakage currents.

4. CONCLUSION

In this paper we have carried out a microscopic analy
of the threshold characteristics of an InGaN multiquant
well laser. We have shown that the threshold characteris
of such a laser depend substantially on the parameters o
laser structure and on the temperature~see Figs. 2–6!. We
have demonstrated that the threshold current of nitride la
has a qualitatively different dependence on the quantum-w
parameters in comparison with long-wavelength lasers. T
analysis makes it possible to optimize the laser structu
which is very important for building high-power GaN lase
operating at high temperatures.
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Modulation of optical absorption of GaAs/AlGaAs quantum wells in a transverse electric
field
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Results of experimental investigations of the transformation of intraband light absorption spectra
by the quantum-well electrons in a transverse electric field are presented. In addition to the
familiar Stark effect, absorption oscillations in the photoionization band are detected. These
oscillations are caused by electron transitions from the ground state in a quantum well to
quasidiscrete levels arising in the continuum of states above the well due to the linear potential
of the external electric field. ©1998 American Institute of Physics.@S1063-7826~98!01707-4#
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Processes of intraband optical absorption in quan
wells govern the operation of a new class of infrared det
tors based on nanostructures.1 The most efficient are photo
detectors on near-resonant quantum wells, in which one
the discrete levels is located near the top of the well. Num
ous papers have been dedicated to a theoretical analys
the intraband optical absorption spectrum of such wells b
under equilibrium conditions and in a strong transverse e
tric field ~see, e.g., Refs. 2–4!. Experimental studies of nano
structures have revealed that the intersubband absorption
undergoes a Stark shift and broadening in strong elec
fields.1,5,6 At the same time, quasiperiodic oscillations of t
absorption coefficient in the photoionization spectrum o
quantum-well, which, as was theoretically predicted in R
2, should arise in strong transverse electric fields, have
yet been observed experimentally. The aim of the pres
work was to experimentally detect these oscillations.

The structure investigated includes fifty GaAs quant
wells of width LW55.1 nm separated by Al0.33Ga0.67As bar-
riers of width LB525.4 nm, which were grown on a sem
insulating GaAs substrate. A simple calculation by t
effective-mass method in the single-electron approxima
~without allowance for nonparabolicity and collective e
fects! gives two discrete levels for such well
E152174 meV andE2524 meV ~the energies are mea
sured from the top of the well; the depth of the well
uVu5247 meV). Since theE2 level is shallow, the quantum
well is near-resonant. The electron concentration in the w
is ns5331011 cm22. Between the substrate and th
quantum-size layers there was a doped layer of thickn
0.5mm with an electron concentration of 1018 cm23, on
which, after local etching of the quantum-size layers, fo
ohmic point contacts were created at the corners of
sample~the total area of the sample was 634 mm2). There
was an analogous doped layer on the free surface of
structure, in the central part of which two point contacts w
created. The point contacts on each of the conducting la
7541063-7826/98/32(7)/3/$15.00
m
c-

of
r-
of

th
c-

ine
ic

a
f.
ot
nt

n

ls

ss

r
e

he
e
rs

were joined together, and the resistance of the sample
weak field was 150V at T577 K. The optical and electro
optical measurements were all performed at this same t
perature. The comparatively small magnitude of the re
tance of the structure in a transverse field indicates
presence of shorting channels in the quantum-size lay
Consequently, the transverse field in the structure is not
form. How the effective intensity of this field was dete
mined will be indicated below.

Optical radiation was introduced into the structu
through a 45° bevelled end face of the substrate. Thank
multiple total internal reflections, the total length of the o
tical path of the light beam through the quantum-size lay
was 17mm.

A polarizer was placed in front of the sample. By rota
ing it, it was possible to excite either ans wave ~i.e., an
ordinary wave, for which the electric field vector is perpe
dicular to the optical axis of the structure and, consequen
parallel to the plane of the quantum well! or a p wave ~i.e.,
an extraordinary wave, linearly polarized in the orthogon
direction! in the quantum-size layers.

The equilibrium spectra of the optical absorption coe
cient a ~in the absence of an external electric field! were
investigated for both polarizations (ap andas) in the range
hn51302280 meV. Figure 1 displays the spectral depe
dence of the differenceap2as which exhibits an intense
absorption peak corresponding to interlevel transitio
E1→E2 at hn'170 meV. The absorption peak is noticeab
asymmetric, its short-wavelength wing being more inten
thanks to the contribution to the absorption from photoio
ization, i.e., electron transitions under the action of lig
from theE1 level to the continuum of states above the we
In the absence of an external field, photoionization ha
threshold athn i5174 meV.

The electrical measurements were performed in a pu
electric field in order to avoid heating the sample. To e
hance the sensitivity of the measuring circuit, we used
© 1998 American Institute of Physics
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synchronous detector. For ans wave electro-optical modula
tion was absent over the entire spectral range investiga
The measured spectral dependence of absorption modul
for a p wave is shown in Fig. 2.

In the spectral regionhn,200 meV the nature of the
observed modulation spectra corresponds to a Stark shi
the E1→E2 interlevel absorption line in an electric field, a
well as its broadening. Line broadening is indicated by
fact that an increase in the intensity of the external elec
field F leads to optical bleaching of the sample@ap(F)
,ap(0)# in the central part of the equilibrium absorptio
peak (hn'170 meV), while on either side of the bleachin

FIG. 1. Equilibrium optical absorption spectrum of a quantum-well str
ture. The upper inset shows the ray path in the sample and the directio
the electric field of light waves withs andp polarization, and the lower inse
shows an energy level diagram of the optical transitions for a quantum
in the absence of an external electric field.

FIG. 2. Spectral curves of the absorption coefficient forp-polarized light in
a transverse electric field.
d.
ion
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e
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band there are adjoining regions of increased absorption
which ap(F).ap(0). This broadening occurs because t
transverse electric field enables electron tunneling from
E2 level to the above-barrier space. Figure 3 shows how
width of the interlevel absorption line increases as the tra
verse potential difference is increased toU517.5 V. The
course of the observed dependence is in qualitative ag
ment with the calculation in Ref. 2. Referring to the point
inflection on this curve, which corresponds to a fie
F* 5uE2u/(eLW), we can establish the relationship betwe
the magnitude of the effective transverse electric fi
strengthF in the structure and the experimentally measu
potential differenceU. The corresponding values ofF are
indicated in Fig. 3 along the upper horizontal axis of t
graph.

From the equilibrium absorption spectrumap(0) and the
modulation curvesap(F)2ap(0) it is possible to recon-
struct the nonequilibrium absorption spectra in a transve
field ap(F). An analysis of the latter demonstrates that t
maximum electric field reached in the experime
(F570 kV/cm) corresponds to a Stark shift of the interlev
absorption line of13 meV. This result is in good agreeme
with the experimental data of Ref. 6.

The most important result of the present work, in o
opinion, is the experimental detection of oscillations in t
absorption modulation spectra for a transverse field at pho
energieshn.200 meV. In the absence of an electric fiel
weak optical absorption is observed in this spectral reg
due to optical transitions from theE1 level to the continuum
of states above the well. According to the calculation in R
4 for near-resonant wells, forhn.uE1u1uE2u absorption
should decrease monotonically with increasing photon
ergy, as was observed in experiment~Fig. 1!. The presence
of a transverse electric field leads to a transformation of
energy spectrum of the electrons in the well. Due to
linear potential of the external field, a series of quasidiscr

-
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FIG. 3. Width of the interlevel absorption line (E1→E2) as a function of
the transverse potential differenceU. The transverse field strength in th
quantum wells is plotted along the upper horizontal axis. The inset pres
a diagram of the optical transitions for a quantum well located in an exte
electric field.
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levels appears against the background of the continuum
states above the well in addition to the sparsely arran
levels of the rectangular well. As a result, peaks correspo
ing to electron transitions from theE1 level to these quasi
discrete levels appear in the optical absorption spectrum.
distance between these peaks grows as the transverse
strength is increased.2

The inset to Fig. 2 displays the electronic absorpt
spectra in the photoionization band far from the interle
absorption line. For a fixed field the electronic absorpt
changes sign quasiperiodically. As the external field stren
F is increased, the energy interval between the zeros on
modulation curve increases monotonically, in qualitat
agreement with the calculation in Ref. 2.

Varying the model parameters in the calculation and
ting it to the experiment, we can, in principle, independen
determine the quantum-well parameters: the widthLW and
depth V. Thus, electronic absorption measurements in
transverse field are quite informative from the point of vie
of the metrics of quantum wells.

We are grateful to A. G. Petrov and A. Ya. Shik for di
cussing the results of these studies.
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Light absorption and refraction due to intersubband transitions of hot electrons
in coupled GaAs/AlGaAs quantum wells
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Variation of the absorption coefficient and refractive index of a system of tunnel-coupled
GaAs/AlGaAs quantum wells in a longitudinal electric field is discovered and investigated
in the spectral region corresponding to intersubband electron transitions. The phenomena observed
are explained by electron heating in the electric field and electron transfer in physical space.
The equilibrium absorption spectra at lattice temperatures of 80 and 295 K are presented.
© 1998 American Institute of Physics.@S1063-7826~98!01807-9#
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INTRODUCTION

The wavelengths corresponding to intersubband~i.e.,
taking place within the valence band or conduction ba!
transitions in quantum wells of semiconductor heterostr
tures usually lie in the middle and far infrared~IR! regions
(l.5 mm). Changes in the design of the quantum we
lead to changes in the energy spectrum, making it possib
study new phenomena and build opto-electronic devices
intersubband transitions that operate in a prescribed spe
range. A classical example of the application of intersubb
transitions in optics is photodetectors in the middle infra
region.1 One of the significant advances in the optics of
tersubband transitions is the development of the quant
cascade laser,2 which has made it possible to substantia
advance the wavelength of semiconductor lasers into
long-wavelength region. The latest development in the te
nology of intersubband lasers is the ‘‘fountain’’ laser wi
optical pumping.3 Intersubband transitions of electrons
quantum wells are also used to modulate the intensity
radiation transmitted through the structure. Modulators ba
on a pair of tunnel-coupled quantum wells operating on
effects of spatial electron transfer between wells in a tra
verse~directed along the growth axis of the structure! elec-
tric field are well known.4 The modulation of light on inter-
subband transitions in simple rectangular quantum wells
electron heating in a longitudinal electric field applied in t
plane of the nanolayers has also been investigated.5–7 The
present work examines the modulation of the absorption
7571063-7826/98/32(7)/5/$15.00
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efficient and refractive index by electron heating in a lon
tudinal electric field in a specially designed system of tunn
coupled GaAs/AlGaAs quantum wells.

SAMPLES

For these studies, we developed and grew a struc
containing 150 pairs of tunnel-coupled GaAs/AlxGa12xAs
quantum wells~QW’s! separated by tunnel-opaque barrie
20 nm in width. The potential profile and energy levels in t
quantum wells are shown in Fig. 1. The structure parame
were chosen so that the distance between the«2 and«3 lev-
els would correspond to the energy of a CO2-laser photon
and the distance«22«1 would be less than the energy of a
optical phonon\v0537 meV. Part of the barrier was dope
with silicon, which reduced the effect of impurity scatterin
on the electron mobility in the quantum wells, and the s
face electron concentration wasNs5531011 cm22.

We note the following features of the structure. T
states with energies«1 and «4 are genetically linked to the
first, deeper quantum well, while the states with energies«2

and«3 are due to the presence of the second, wider quan
well. This causes, in particular, the wave function of the fi
state to be localized mainly within the first well and the wa
function of the second state to be localized in the second w
~see Fig. 1!. In addition, the values of the optical matri
elementsuMiku25u*Ck* p̂zC idzu2, which specify the prob-
abilities of optical transitions between thei th andkth levels,
differ strongly. The largest contribution to the intersubba
absorption comes from transitions between neighbor
© 1998 American Institute of Physics
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levels genetically linked with the same quantum we
uM13u250.16, uM23u251, uM14u250.89, uM24u250.0062~in
arbitrary units!.

The physics of the modulation of the absorption coe
cient in a longitudinal electric field in such a structure can
described as follows. At the lattice temperatureT0577 K all
the electrons are concentrated at the first energy level«1.
The longitudinal electric field heats the electrons and ther
fills higher-lying states of this level~subband!. As a result,
electron transitions to the second subband«2 become pos-
sible as a consequence of phonon or impurity scattering.
resulting increase in the electron concentration in the sec
subband leads to the appearance of~or a substantial increas
in! absorption on«2→«3 transitions. Increase in the absor
tion coefficienta23 is also facilitated by satisfaction of th

FIG. 1. a — Potential profile of the structure investigated and calcula
energy levels in that structure; b — electron wave functions at the first thre
energy levels.
:

-
e

y

he
nd

condition «22«1,\v0, which lowers the probability of
electrons scattering from the second subband back to the
with emission of an optical phonon. The space charge aris
upon selective doping modifies the above picture somew
More will be said about this below.

EXPERIMENTAL TECHNIQUE

Electro-optical measurements were performed
T0580 K. The electric field was applied in the plane of th
layers of the quantum-size structure with the help of g
ohmic contacts deposited on the end faces of the wafer.
duration of the electric field pulse was 200 ns. Optical rad
tion was introduced into the structure through the bevel
lateral edges of the wafer and underwent a series of inte
reflections in it. Such a geometry made it possible to stu
absorption and refraction of boths- and p-polarized light
~see Fig. 2!. A diagram of the electro-optical measuremen
is shown in Fig. 2. The changes in the absorption
CO2-laser radiation atl510.6mm were investigated. The
polarization vector of the incident radiationev formed an
anglea545° with thex axis so that the incident wave con
tained boths (eviOX) and p (ev'OX) polarizations. The
changes in the absorption of light by the quantum-size str
ture in a longitudinal electric field were recorded by
Gê Hg& photodetector at analyzer azimuthal anglesb50°
(s-polarization! and 90° (p-polarization!. Along with the
amplitude modulation, we also measured the phase mod
tion due to anisotropic changes in the refractive index of
structure in an electric field. Information about the pha
shift between thes and p components of the light wave
could be obtained by measuring the output signal at ot
values ofb: 0,b,90°.

d

n

FIG. 2. Diagram of the electro-
optical measurements, polarizatio
directions, and ray path in the
sample.
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EXPERIMENTAL RESULTS AND DISCUSSION

With the aim of refining the structure parameters a
positions of the energy levels, we investigated the equi
rium spectra of the absorption coefficient. The results for t
lattice temperatures are shown in Fig. 3. The spectra con
of two pronounced absorption bands. The spectral posit
of the bands allows us to link the long-wavelength band w
the1→3 and2→3 transitions and the short-wavelength ba
with the 1→4 and2→4 transitions, the peaks correspondin
to the transitions from levels1 and2 having coalesced. We
explain the temperature dependence of the band intensitie
follows. At 80 K the electrons are concentrated mainly at
first size-quantization level«1. As the temperature rises, fill
ing of the second level«2 takes place. However, becau
M23@M12 even an insignificant increase in the electron co
centration at the second level with increasing tempera
leads to a considerable increase in absorption. Since abs
tion in the second band is governed almost entirely by e
trons of the first level (M14@M24), a small decrease in th
electron concentration at this level in response to an incre
in the temperature has only a weak effect on the absorp
intensity in the second band.

Figure 4 plots the dependence of the absorption coe
cient of the structure on the longitudinal electric fie
strength. As expected, changes in absorption are obse
only for thep-polarized radiation, which is active for optica
intersubband transitions. The modulation curve consists
two parts: growth in relatively weak electric fields and
insignificant falloff in the high-field region.

By virtue of the selection rules for the polarization of th
incident radiation, the quantum wells have a strong opt
anisotropy in the spectral region corresponding to inters
band transitions. As a consequence, even in the absence
electric field the refractive indices for thes and p waves
differ. In an electric field this difference in the refractiv
indices varies. This phenomenon can be explained, for
ample, with the help of the Kramers–Kronig relation

FIG. 3. Equilibrium absorption spectra.
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Figure 5 plots the experimentally determined depe
dence ofDn on the electric field strength. The behavior
this curve is similar to that ofDap(E).

Let us discuss the nature of the dependences obser
The structures investigated were selectively doped. T
quantum-well potential is distorted as a consequence of
appearance of a space charge field due to electrons loca
in the quantum wells and impurity ions found in the barrie
The exact potential distribution in space can be obtain
from the self-consistent solution of the Schro¨dinger and
Poisson equations. In this paper we confine ourselves
qualitative discussion. The general form of the quantum-w
potential allowing for space-charge effects is shown in F

FIG. 4. Absorption coefficient ofp-polarized light as a function of the
longitudinal electric field strength.T580 K. l510.6mm.

FIG. 5. Difference between the refractive indices ofs- and p-polarized
light as a function of the longitudinal electric field strength.T580 K.
l510.6mm.
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6. The distortion of the potential relief lowers the energies
the «2 and «3 levels and narrows the energy distance b
tween the«1 and«2 levels. The convergence of these leve
to energies of the order of 10 meV can possibly explain
coalescence of the1→3 peak with the2→3 peak and of the
1→4 peak with the2→4 peak in the equilibrium absorptio
spectra~see Fig. 3!.

Let us consider the phenomena arising in a heating e
tric field. In the absence of a field the electrons are found
the first level«1 and are spatially localized in the first qua
tum well. Heating of the electrons by the electric field lea
to an increase in their mean energy. As a consequenc
scattering by acoustic phonons, impurities, and bumps on
interfaces, electrons pass from the first size-quantization
band to the second size-quantization subband, causin
increase in the absorption coefficient on the«2→«3 transi-
tions. This process is depicted schematically in Fig. 6. Fill
of the second subband in an electric field explains the gro
segment of the absorption coefficient in Fig. 4. But alo
with the mechanism providing for an increase in the abso
tion coefficient, competing factors also begin to be ma
fested in strong fields. As was already mentioned, electr
occupying the second energy level are localized to a sig
cant degree in the second quantum well, whereas elect
with energy«1 are found in the first quantum well. Thus, a
the electrons undergo transitions from the first to the sec
level in an electric field, they redistribute in physical spa

FIG. 6. Illustration of the proposed model of the observed phenomena:
dependence of the potential with allowance for the space charge ; b — plot
of the mobility as a function of the electric field strength; c — heating and
redistribution of electrons between subbands 1 and 2 in an electric fielE.
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and this redistribution corresponds to a decrease in sp
charge. The distortion of the potential decreases, causing
els2 and3 to begin to return to the positions dictated by t
square-well potential. The positions of subbands2 and3 in
an electric field are depicted in Fig. 6 by the dot-dashed li
Such a shift of the«2 level in an electric field lowers the
fraction of active electrons of this level contributing to a
sorption. Indeed, contributions to the«2→«3 absorption are
made almost entirely by electrons with energies less than
energy level of an optical phonon\v0. Because of strong
scattering with emission of an optical phonon and transit
of an electron back to the first band, the number of electr
with energy«.\v0 is small. As an illustration, Fig. 6 show
the qualitative form of the nonequilibrium distribution func
tion f («), which falls abruptly at energies«.\v0 .1! The
decrease of the fraction of light-absorbing electrons lead
a diminution of the increase in the absorption coefficie
with the field. In addition, in strong fields stronger heating
the electrons in the second subband in comparison with
first is manifested. This is due to a relative weakening of
role of scattering on imperfections of the interfaces in t
second, wider well. An increase in the mean energy in
second subband leads to intense scattering with emissio
optical phonons upon the transition of electrons back to
first subband, which in turn leads to saturation and eve
small falloff of absorption in a strong electric field~see Fig.
4!. Confirmation of the role of electron transfer in physic
space in the phenomena considered here is provided by
behavior of the electron mobility in a strong field shown
Fig. 6. The small value of the mobility in weak fields
explained by significant scattering by interface imperfectio
when the electrons are localized in the first, relatively narr
quantum well. As the field is increased, filling of the states
subband2 takes place, electrons are partially localized in t
second, wider well, in which scattering at the interface
relatively weak, and the mobility begins to grow. In stron
fields the above-described mechanisms for the reflux of e
trons into the first subband step into action, and the mobi
begins to fall.

We note that electron–electron scattering between the«1

and«2 subbands is greatly weakened as a result of the sp
separation of the electrons in these subbands. Therefore
mean energies and distribution functions of the electrons
these levels~subbands! can be different.

CONCLUSION

We have examined the optical properties of tunn
coupled quantum wells governed by intersubband transiti
of electrons in a longitudinal electric field. Modulation of th
absorption coefficient and refractive index in an electric fie
has been detected and explained on the basis of a mod
heating and spatial electron transfer.

This work was partially supported by the Russian Fu
for Fundamental Research~Grant No. 96-02-17404!, the
Russian Fund for Fundamental Research in conjunction w
INTAS ~Grant No. 00615i96!, the Ministry of Science and
Technology of the Russian Federation~Grant No. 96-1029!,
the State Directed Program ‘‘Integration’’~Project No. 75!,
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1!Under conditions of strong scattering on optical phonons the nonequ

rium distribution function can be represented in the form of two segme
of Boltzmann functions with different temperatures joined together at
optical phonon energy\v0.
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Light absorption is investigated in aperiodic PbS/C Fibonacci and Thue–Morse superlattices at
room temperature for two orientations of the light wave electric field. In the first case the
electric field vector is directed parallel to the plane of the superlattice. In the second case there is
a component perpendicular to the plane of the superlattice. Light absorption is investigated
in an external electric field directed along the axis of the superlattice. ©1998 American Institute
of Physics.@S1063-7826~98!01907-3#
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A characteristic feature of aperiodic superlattices is
form of the energy spectrum of electrons, holes, phono
and other collective excitations. Superlattices based on h
archical structures continue to attract the attention
researchers1,2 as objects which have an energy spectrum c
structed using the principles of Cantor sets. The formation
the energy spectrum in aperiodic superlattices is governe
of the choice of alternation of layers of different thickness
of different composition.

Thus it is possible to assign the required form of t
energy spectrum during fabrication of the lattice. Among
various forms of superlattices, structures in which the al
nation of layers obeys definite laws, viz., Fibonacci lattic
Thue–Morse lattices, Rudin–Shapiro lattices, and their g
eralizations, have been the focus of special attention.
bonacci superlattices are a one-dimensional analog of a
sicrystal and, in this regard, can serve as a model objec
studying the electron and phonon energy spectra.3 However,
aperiodic lattices, in their own right, exhibit interesting op
cal and electrical properties, which can be studied both th
retically4,5 and experimentally.6–8 From the practical point of
view, they can be used to design materials with an ene
spectrum of prescribed structure, in particular for op
electronic applications. In this context, a study of the opti
properties of aperiodic superlattices and the influence o
electric field on them is of interest. The present study
plores the transmission of polarized and unpolarized light
Fibonacci and Thue–Morse superlattices. The effect of
electric field applied along the growth axis of the superlatt
is also examined.

The structures were prepared by pulsed laser depos
on glass, quartz, and silicon substrates in vacuum. A se
transparent layer of silver was deposited on the insula
substrate before preparation of the superlattice and on
surface of the superlattice after its deposition.

These silver layers served as electrical contacts to
superlattice. The lattices contained 20 pairs of layers, e
pair consisting of a layer of diamondlike carbon about 5 Å in
7621063-7826/98/32(7)/3/$15.00
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thickness and a layer of lead sulfide 114 or 57 Å thick. T
PbS layers hadn-type conductivity.

The optical properties of the superlattices were inve
gated at room temperature. As ellipsometric measurem
showed, the extinction coefficient forl50.6328mm had a
value of 1.2 for a periodic PbS/C lattice and 1.3 for F
bonacci and Thue–Morse lattices with similar values of
layer thickness. This indicates different absorption in pe
odic and aperiodic superlattices and, consequently, en
spectra of different structure. We also investigated the tra
mission spectra of the superlattices in the region of pho
energies 123 eV. Steps associated with transitions betwe
spatial-quantization levels, which are typical for superl
tices, are clearly visible in the transmission spectra as a fu
tion of photon energy. Thanks to the nonparabolicity of t
electron and hole bands in PbS, light absorption associ
with transitions between quantization levels is also poss
for normal incidence of light on the surface of the lattice
where the electric field vector is parallel to the superlatt
layer. The nature of light absorption is different for the com
ponents of the electric field vector of the light wave that a
parallel and perpendicular to the superlattice layers. To st
the effect of the parallel and perpendicular components
the electric field vector, we investigated the transmission
normally incident light and of polarized light incident at
45° angle. In the latter case the electric field vector ha
component perpendicular to the superlattice plane. As
vealed by measurements of the polarized-light transmiss
spectra, the absorption increases with the perpendicular c
ponent of the electric field vector.

Figure 1a shows the spectrum of the difference betw
the incident and transmitted light fluxes (12T) (T is the
optical transmittance! as a function of the photon energyE
for a Fibonacci lattice with normal incidence of unpolariz
light ~curve1! and polarized light having a component of th
electric field vector perpendicular to the superlattice pla
~curve 2!. Figure 1b shows the analogous spectra for
Thue–Morse lattice. As can be seen from Fig. 1a, for
absorption of light having a perpendicular component of
© 1998 American Institute of Physics
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electric field vector an absorption region appears in the
terval 1.5221.68 eV. The second feature is associated w
a decrease in absorption in the region of photon ener
greater than 1.8 eV. In the Thue–Morse lattices regions
absorption appear in the intervals 1.6721.69, 1.7521.82,
and 1.8821.97 eV when the electric field vector of the ligh
wave has a perpendicular component.

Electron transitions associated with light absorption
superlattices are possible between hole and electron
quantization levels. In our superlattices

all the valence-band levels are occupied by electrons
a calculation of the levels in a PbS/C Fibonacci superlat
shows,9 segments of forbidden states and segments wit
dense array of levels are present in the energy spect
Transitions between regions with a dense array of levels
duce wide absorption regions. It can be seen from the exp
mental spectra that the locations of these regions are di
ent for the Fibonacci and Thue–Morse lattices. This
evidence of a difference in the energy spectra of these
types of superlattices.

FIG. 1. Difference between the incident and transmitted light flu
(12T) in relative units as a function of photon energyE for a Fibonacci
lattice ~a! and a Thue–Morse lattice~b!: 1 — normal incidence of unpolar-
ized light ~the electric field vector of the light wave is parallel to the sup
lattice plane!, 2 — linearly polarized light incident at a 45° angle to th
superlattice plane~the electric field vector of the light wave has a comp
nent perpendicular to the superlattice plane!.
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Application of an electric field parallel to the superlattic
axis induces changes in the energy spectrum. As was sho
in Ref. 9, application of an electric field breaks down th
strict hierarchy of levels and, if the bias is large enoug
~greater than 0.4 V!, causes the gap between the levels of t
higher hierarchy to disappear. Our measurements show
in Fibonacci lattices absorption grows in an electric field.
Thue–Morse lattices absorption in the region 1.5
22.06 eV causes an increase or a decrease in transpare
depending on the polarity of the applied voltage~Fig. 2!, and
in the region 1.07521.13 eV bleaching is observed for nor
mal incidence, while the absorption grows for any polari
when the electric field vector of the light wave has a perpe
dicular component. Hysteresis of the optical transmittance
an electric field was observed earlier in Fibonacci supe
lattices.10

Thus, aperiodic superlattices possess a variety of opti
and electro-optical properties that can be used in op
electronic devices.

This work was supported by the State Directed Progra
‘‘Integration’’ ~Project No. 75! and the Russian Foundation
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Growth of InAs quantum dots on vicinal GaAs „001… surfaces misoriented in the
†010‡ direction
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Atomic-force microscopy~AFM! is used to study InAs quantum-dot structures grown by
molecular-beam epitaxy~MBE! on vicinal GaAs~001! surfaces misoriented in the@010# direction
by 1, 2, 4, and 6°. It is shown for a chosen misorientation direction that a vicinal GaAs~010!
surface is covered with a network of stepped terraces. The thickening of the network of terraces
with increasing misorientation angle leads to the suppression of adatom surface diffusion
and makes it possible to achieve higher densities and more uniform ensembles of quantum dots,
while simultaneously decreasing the probability of their coalescence. ©1998 American
Institute of Physics.@S1063-7826~98!02007-9#
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Realization of the unique electronic properties of sem
conductor quantum dots~QD! due to thed-like energy de-
pendence of the density of electron states for quantum
requires the creation of dense arrays of uniform quan
dots.1 Traditional methods for preparing semiconduc
nanostructures based on lithography followed by etching,
fortunately, do not provide sufficiently uniform ensembles
quantum dots. The use of such methods also produces
fects on the interfaces in the structures. For this reaso
method for obtaining quantum dots directly during heteroe
taxial growth of lattice-mismatched semiconductors via
Stranski–Krastanow mechanism has attracted wide at
tion.2 The stresses arising due to lattice mismatch lead
shift in the growth mode from two-dimensional to thre
dimensional. The increase in the energy of the system ca
by the mechanical stresses is partially compensated by
formation of dislocation-free nanometer-scale islands,
quantum dots. For one of the most thoroughly studied s
tems, viz., InAs/GaAs~001!, the critical InAs layer thickness
for the transition to island growth is roughly 1.5 mon
layers.3

A number of studies4–6 have examined in detail th
effect of the main growth parameters for molecular-be
epitaxy~MBE! on the density and size of InAs quantum do
It has been shown that an increase in the thickness of
InAs coating deposited leads to increases in the size
density of the quantum dots. Varying the flux ratio of the I
and V-group elements, as well as the substrate tempera
also affects these parameters and permits control of the
sity of quantum-dot arrays in the concentration ran
10821011 cm22 ~Refs. 4 and 5!. The formation of
InAs quantum-dot arrays with a density greater th
331010 cm22 on a correctly oriented GaAs~001! surface is
accompanied, as a rule, by coalescence of a noticeable n
ber of quantum dots into large islands, which leads to a ra
7651063-7826/98/32(7)/5/$15.00
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cal broadening of the quantum-dot size distributi
function.5 The data just considered are indicative of the d
cisive role of surface adatom diffusion in the process
quantum-dot formation. Increasing the substrate tempera
increases the surface diffusion length and this leads to
increase in the size of the InAs quantum dots and a decr
in their density.6

Oshinowoet al.7 examined the influence of the misor
entation angle of the GaAs~001! substrate in the@111B# di-
rection on the size distribution function of InGaAs quantu
dots. They found that increasing the misorientation an
from 0° to 41° leads to a decrease in the size of the quan
dots and an increase in their density. They attributed th
results to the fact that an increase in the misorientation an
leads to an increase in the density of growth steps on
misoriented surfaces and, as a consequence, to a decrea
the surface diffusion length.

Among the possible misorientation directions of
GaAs~001! surface, the@010# direction is of special interest
On a misoriented vicinal surface of this kind there should

steps distributed in two directions, viz.,@110# and @ 1̄10#
~Ref. 8!. The intersection of these steps can form a netw
of terraces of specific configuration on the surface, as
picted in Fig. 1a. Ploog and Daweritz9 have suggested tha
such vicinal surfaces be used to create an ordered distr
tion of dopant atoms or submonolayer InAs islands. Th
showed that an ordered distribution is possible thanks to
preferential incorporation of adatoms at corners of the
races.

The present study addresses the effect of the misorie
tion of a GaAs~001! surface in the@010# direction on the
dimensions, distribution, and density of InAs quantum we
grown by MBE. A study of the growth of quantum wells o
such vicinal surfaces is of interest for the following reaso
© 1998 American Institute of Physics
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According to the model of Takuraet al.10, there are energy
barriers in the surface potential to diffusing adatoms on
step boundaries. These barriers should inhibit the diffus
of adatoms from one terrace to another. The ideal form o
vicinal surface depicted in Fig. 1a, on which each terrac
bounded on four sides by@110# and@ 1̄10# steps, is a limiting
case and difficult to realize. In reality, the high probability
the escape of atoms from the external corners of the terr
should lead to rounding of the corners and, as a result,
partial merging of the terraces, as depicted schematicall
Fig. 1b. We presume that the diffusion of adatoms betw
terraces, even those joined by gateways, will, as in the
vious case, be hindered. In this case, the growth of the qu
tum dot at each site will occur primarily because of mate
deposited on the same terrace. Obviously, such diffus
blocking should lead to changes in the density, dimensio
and uniformity of the ensemble of quantum dots.

We grew InAs layers 1.8 and 3 monolayers~ML ! in
thickness by MBE on GaAs~001! surfaces misoriented in th
@010# direction by 0, 1, 2, 4, and 6°. The comparative
small range of variation of the misorientation angles w
chosen so that the surfaces would differ from one ano
only in growth-step density without qualitative variation
the surface morphology caused by the approach to new
gular faces. Each epitaxy process was performed simu
neously on all surfaces with the misorientation angles c
sen. To create a uniform network of terraces, a GaAs bu
layer was grown in the ‘‘step-flow’’ regime before epitaxy
the InAs layer was begun. Growth was carried out on
MBE TsNA-4 system. The conditions of the transition to t
step-flow growth regime were determined by high-ene
electron diffraction~HEED!. An InAs growth rate of order
0.15 ML/s was calibrated from the HEED oscillations. T

FIG. 1. Schematic representation of the structure of a vicinal GaAs~001!
surface misoriented in the@001# direction: a — ideal, b — actually expected.
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errors in the determination of the InAs growth rate did n
exceed 5%.

The surface structure of the samples was investigated
atomic-force microscopy~AFM!. Surface images were ob
tained at room temperature by scanning in the constant-fo
regime~contact mode!. The spatial resolution achieved usin
a Si3N4 tip of radiusR,300 Å mounted on a V-shaped can
tilever allowed reliable observation even of monoatomic s
face steps and was consequently sufficient for detecting
characterizing much larger objects such as quantum dot

Figure 2 shows AFM images of vicinal surfaces with
1.8-ML thick InAs coating. As expected, the surfaces we
broken up into atomically smooth terraces, some of wh
were joined by gateways. Increasing the misorientation an
led to an increase in the linear density of the terraces an
decrease in their width. The mean terrace widths were,
spectively, 500 Å for 1°, 360 Å for 2°, and 250 Å for 6°
These values are considerably larger than the dimension
the terraces calculated under the assumption that the
height is one monolayer. The observed differences are
plained by the well-known phenomenon of step-bunchi
which increases with increasing misorientation angle.11 An
analysis of the AFM image in Fig. 2 showed that in our ca
the mean terrace height rises with increasing misorienta
angle from 2–3 ML for 1° to roughly 10 ML for 6°.

An InAs coating thickness of 1.8 ML corresponds to t
very onset of island growth via the Stranski–Krastan
mechanism. Indeed, only isolated, sparse quantum dots
observed on the surface of samples with 0° and 1° mis
entations. It is interesting to note here that a further incre
in the misorientation angle leads to the disappearance
even these quantum dots. An examination of the AFM i
ages and the height profile of the quantum dots in Fig
shows that the quantum dots are located primarily on terr
edges adjoining higher-lying terraces. Such an arrangem
of the quantum dots corresponds to the picture of favo
incorporation of adsorbed atoms on breaks in higher-ly
steps.9,12

Figure 3 shows AFM images of vicinal surfaces with
thickness of the InAs coating equal to 3 ML. A large numb
of InAs quantum dots are observed on the surfaces, wh
density grows and whose size decreases with increase in
misorientation angle. Also present on the surfaces are la
InAs islands, formed as a result of the coalescence of In
quantum dots. However, their number falls dramatically w
increase in the misorientation angle, and on the surface w
6° misorientation there are scarcely any large InAs islan
The histograms of the quantum-dot height distributio
shown in Fig. 4 show that the mean height of the InAs qu
tum dots varies from 34 Å for 0° to 20 Å for 6°. The sprea
in the height drops from615% to 610%, respectively.
Since it is not possible to make out steps under the quan
dots due to their dense coverage of the surface, the heig
the quantum dots was measured relative to the mean su
height. Thus, the effective height of a quantum dot in
AFM image is equal to the sum of the actual height of t
quantum dot plus the height of the terrace under it, wh
itself has a spread of values as a consequence of step bu
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FIG. 2. AFM images (5003500 nm) of vicinal
GaAs~001! surfaces. The surfaces are covered with
layer of InAs of thickness 1.8 ML. Misorientation angle
of the GaAs surface, deg: a — 0, b — 1, c — 2, d — 6.
Figure 2e shows a surface profile corresponding to
line segmentb2b8 in Fig. 2b. The arrows in the re-
touched part of Fig. 2d point to individual constriction
between terraces.
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ing. Therefore, the spread in the height of the InAs quant
dots actually achieved is less than610%.

We attribute the observed variations in the density of
quantum dots and in their size distribution, as well as
absence of large islands on the vicinal surfaces, to the
pression of indium adatom diffusion as a result of the t
raced structure of such surfaces. The large magnitude o
effect is noteworthy. A misorientation of the GaAs~001! sur-
face in the@010# direction by only 2° essentially suppress
the coalescence of quantum dots and radically increases
density. The character of the breakup of the surface
terraces, as can be seen from Fig. 2, would seem to le
open the possibility of adatom diffusion along the ste
through the gateways joining individual terraces.

In order to get an idea of the possible role of adat
diffusion along the steps, we estimate the coalescence ra
the quantum dots located on neighboring terraces. In gen
e
e
p-
-
he

eir
to
ve
s
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al,

the growth of a quantum dot is mediated by atoms adsor
on an area of radiusR<L, whereL is the effective surface
diffusion length of the adatoms. The adatom concentrat
near a quantum dot is a function of the incident flux, su
strate temperature, and radius of the quantum dot.13 If in the
vicinity of a quantum dot of radiusR there is a second quan
tum dot, then the competition between them can lead to
sorption of the dot of smaller radius, i.e., to coalescen
Since the potential barriers on the terrace edges impede
jumping of adatoms from one terrace to another in our ca
we considered the coalescence of neighboring quantum
only as a result of the motion of atoms through the gatew
joining the terraces~see Fig. 5!. In this approximation we
simulated the motion of the adatoms by the Monte-Ca
method and determined the number of adatomsv which be-
gan to move on the edge of one quantum dot and reached
edge of a neighboring quantum dot per unit time. Obvious
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FIG. 3. AFM images of vicinal GaAs~001! surfaces cov-
ered with a layer of InAs of thickness 3 ML. Misorienta
tion angles of the GaAs surface, deg.: a — 0, b — 1,
c — 2, d — 6.
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FIG. 4. Histograms of the height distribution of InAs quantum dots (D is the
height! for vicinal GaAs surfaces with misorientation angles in degre
a — 0, b — 2, c — 6.N — number of dots.
the value ofv determined in this way is the maximum rate
material transfer from one quantum dot to another and,
cordingly, the maximum rate of coalescence. Such a o
way type of transfer corresponds to the situation when
radius of the first quantum dotR1 is much smaller than tha
of the second,R2 . Figure 6 plots the ratio of the maximum
coalescence ratevd ~for terraces with the gateway widthd)
to the maximum coalescence ratevd0

~for terraces without
any constriction! as a function of the relative gateway widt
d/d0 (d0 is the diameter of the quantum dot!. Increasing
the constriction retards the coalescence process, and
d/d050.5 the maximum coalescence rate is cut roughly
half. The linear nature of the dependence for this mode
essence reflects the fact that the magnitude of the diffus
flux from dot to dot is directly proportional to the gatewa
width. Allowance for the reverse diffusion flux from the se
ond quantum dot to the first, as well as the actual ratio of

:FIG. 5. Model of connecting terraces used in the calculation:B — quantum
dot, A — gateway between terraces.
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dot radiiR1 /R2 , can only decrease the coalescence rate.
above treatment shows that significant blocking of adat
diffusion between neighboring terraces makes the partic
tion of quantum dots located on more distant terraces in c
lescence improbable, as we sought to show.

Thus, the results of this study show that the creation o
network of terraces on vicinal GaAs~001! surfaces misori-
ented in the@010# direction opens up the interesting possib
ity of controlling the density, dimensions, and uniformity
InAs quantum dots, lowers the probability of their coale
cence, and increases the critical thickness of the InAs c
ing.

FIG. 6. Dependence of the ratio of maximum transfer rates (vd /vd0) on the
relative width of the gateway joining the terraces (d/d0).
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Scattering of hot electrons by neutral acceptors in GaAs/AlAs quantum well structures
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The optical alignment of hot electrons and its destruction in a magnetic field under conditions
when electron scattering by neutral acceptors plays a large role is investigated. This
makes it possible to determine the probability of the scattering of hot electrons from an initial
photoexcited state, as well as the times characterizing the energy and momentum
relaxation of hot electrons on scattering by neutral acceptors. The experimental results are
compared with calculations. ©1998 American Institute of Physics.@S1063-7826~98!02107-3#
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1. INTRODUCTION

The observation of the optical alignment of the mome
of hot photoexcited electrons and its variation in a magn
field makes it possible to measure directly the times cha
terizing the relaxation of hot electrons with respect to
magnitude and direction of their quasimomentum. T
method is based on the fact that under excitation by line
polarized light the quasimomentum distribution of photoe
cited electrons is anisotropic in a plane perpendicular to
exciting beam. In GaAs-type crystals, if the warping of t
valence band is neglected, this anisotropy is characterize
the existence of a preferential axis associated with the po
ization plane of the exciting light. In turn, this results
linear polarization of the hot photoluminescence~HPL!. The
degree of polarization of the HPL and its dependence on
magnetic field and luminescence photon energy directly
flect the relaxation of the momentum distribution of the ph
toexcited electrons.1–4

In lightly and moderately doped GaAs crystals with a
ceptor density less than 331017 cm23 hot electrons are scat
tered predominantly by longitudinal optical phonons.1 An
additional mechanism arises in crystals with a higher acc
tor density — scattering by neutral acceptors accompan
by their excitation and ionization.1

An extension of the optical alignment method to qua
tum well structures was first made in Ref. 5~see the review
in Ref. 6!. In moderately doped GaAs/AlAs quantum we
~QW! structures, the phonon scattering of hot tw
dimensional electrons exhibits specific features which dis
guish it from the bulk case.7–9 Phonon scattering occur
mainly by quantized~confined! GaAs phonons and interfac
AlAs-type phonons.

The present paper explores the scattering of hot elect
by shallow acceptors in QW structures and compares
results with the bulk case. Some of these results were p
lished earlier in Ref. 10. Here we present the results of
vestigations of the scattering of hot electrons with energ
0.16–0.3 eV in GaAs~50 Å!/AlAs~100 Å! QW structures
doped with beryllium as an acceptor impurity in the ran
3310172531018 cm23. The experimental results are com
pared with a theoretical model.
7701063-7826/98/32(7)/9/$15.00
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The paper is organized as follows. A description of t
samples and measurement method is given in Sec. 1. A
oretical analysis, which makes it possible to express the m
sured quantities in terms of the times characterizing the
laxation of the momentum distribution of hot electrons in
quantum well, is given in Sec. 2. The experimental resu
and their discussion are contained in Secs. 3 and 4, res
tively. An approximate calculation of the cross sections
the relaxation of hot electrons on acceptors in a quan
well is given in the Appendix.

2. SAMPLES AND MEASUREMENT METHOD

The GaAs/AlAs quantum well structures were grown
molecular-beam epitaxy on~100! GaAs substrates. The
consisted of 70 periods with 50 Å wide wells and 10
Å wide barriers. The wells were doped with beryllium as
acceptor impurity in the range 3310172531018 cm23 in a
20 Å wide region at the center. Bulk 1mm thick GaAs:Be
films were grown by the same method.

The free-hole density at room and higher temperatu
right up to 430 K was found from Hall measurements. Sin
the density remained constant in the range 300–430 K
could be assumed that all acceptors are ionized, and the
hole density at 300 K could be taken as the density of neu
acceptors at liquid-helium temperatures. The measured
ues of the densities are presented in Table I.1!

The scattering probability was measured by a meth
based on an investigation of the photoluminescence of
carriers~or hot photoluminescence, HPL! and its polarization
characteristics in a magnetic field. We previously develop
this method for the purpose of investigating the dynamics
hot electrons,1 and it has been recently used successfully
investigate the electron-phonon interaction in quant
wells.8,9 The essence of the method is as follows. Electro
are excited by a cw laser with low pump power into a hig
energy state in the first size-quantization electronic subba
They recombine with holes localized on acceptors both fr
the initial excited state with energy«0 and during energy
relaxation in the first electronic subband. The photolumin
cence of hot electrons is partially linearly polarized as a
© 1998 American Institute of Physics
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sult of their anisotropic momentum distribution. A magne
field applied in the Faraday geometry depolarizes the lu
nescence~the Hanle effect!. In this case

rB

r0
5

1

114vc
2tH

2
, ~1!

whererB andr0 are, respectively, the degrees of linear p
larization in a fieldB and with B50, vc5eB/m* c is the
cyclotron frequency, andtH is the ‘‘Hanle time.’’ If elec-
trons recombine from the initial excited state, thentH[t0

and can be expressed directly in terms of the scattering p
ability ~see Sec. 2!:

1

t0
5

1

tesc
inel

1
1

t2
el

, ~2!

wheretesc
inel is the escape time from the initial photoexcite

state as a result of inelastic collisions andt2
el is the

momentum-alignment decay time due to elastic collision
In the special case where the electrons recombine a

some energy relaxation from a state with energy« and en-
ergy is lost in small portionsD« ~whereD«,«0,«) over
the course of relaxation, the formula~1! can be used, to a
good approximation to measuretH , which in this case be-
comes the descent timetd and can be expressed in terms
a time t«2, which takes into account the destruction of t
alignment during energy relaxation~see Sec. 2 for the precis
definition of t«2):

td5E
«

«0
t«82

d«8

«8
. ~3!

For «02«!«0 the formula~3! can be put into the form

td5
t«2

«0
~«02«!. ~4!

Therefore, once the descent timetd has been measured b
the method described above, the relaxation timet«2 can be
found using Eq.~4!.

In the bulk case scattering by acceptors is mainly
small angles.11 Then the second term in Eq.~2! can be ne-
glected, while the timet«2 is virtually identical to the energy

TABLE I. Hole density in samples atT5300 K.

Samples Sample No. Hole density
p,1018 cm23

GaAs/AlAs : Be 1-261 0.3
55 Å/100 Å
GaAs/AlAs : Be 424 0.8
50 Å/100 Å
–9– 452 1.4
–9– 812 4.6
GaAs : Be 598 0.9
–9– 626 1.6
GaAs : Cd 4020 0.05
i-

-

b-

er

y

relaxation timet« .1 In the case of a quantum well this is no
so, andt«2 is substantially different fromt« ~see the Appen-
dix!.

The spectral dependence of the linear polarization in
absence of a magnetic field is determined by the rate of
struction of the anisotropy of the momentum distribution
the course of energy relaxation~which occurs with timet2).
Isotropization of the momentum distribution decreases
linear polarization of the HPL. This decrease can be appro
mated by the expression

r~«!

r~«0!
5S «

«0
D g

. ~5!

The quantityg can be expressed in terms of the relaxati
time ~in the bulk caseg5t« /t2).

Therefore, the problem is to measure the timest0 and
t«2, on the basis of data on the depolarization of the HPL
a magnetic field as a function of the acceptor density, as w
as the quantityg, which characterizes the decrease in pol
ization as the energy of an electron participating in an em
sion event relaxes. The approximation

1

t
5

1

tph
1NAsv ~6!

was used for both relaxation timest0 and t«2 . Heretph is
the corresponding time due to interactions with phonons,v is
the electron velocity,s is the scattering cross section, an
NA is the density of neutral acceptors. For comparison w
the bulk case it is helpful to introduce an effective bulk de
sity for the QW structure. It can be defined naturally as
density within the quantum well averaged with the weig
uc(z)u2, where

c~z!5A2

d
cos

pz

d

is the electron wave function in the first size-quantizati
subband. In the presence of doping,NA in a region of width
l near the center of the well (l !d) is the two-dimensional
densityN2D divided byd/2:

NA52E
0

l /2N2D

l
ucu2dz5

2N2D

d
.

The ultimate aim of this work is to measure the cro
sectionss0 and s«2 and to compare the results for a bu
sample and a QW structure, as well as to compare the m
sured values with the results of an approximate calculat
The measurements were performed on a DFS-24 diffrac
spectrometer with a double monochromator equipped wit
cooled photomultiplier and a phonon counting system. T
experiment was controlled by a computer. Continuous-w
lasers with energies 1.96 eV~He–Ne! and 1.916 and 1.833
eV (Kr1) were used to excite the luminescence. The samp
were immersed in helium vapor in a cryostat with a sup
conducting solenoid, which produced magnetic fields up
7 T. The laser power at the cryostat entrance did not exc
17 mW. The temperature of the samples did not exceed 6
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3. DEGREE OF MOMENTUM ALIGNMENT OF
PHOTOEXCITED ELECTRONS IN A QUANTUM WELL WITH
ALLOWANCE FOR COLLISIONS

The objective of the present section is to express
degree of alignment of photoexcited electrons and
magnetic-field dependence in terms of the collision char
teristics. In what follows it is assumed that the electro
belong to the first size-quantization subband and that t
state is characterized by a two-dimensional wave vectork in
the plane of the well. The distribution functionf (k) satisfies
the kinetic equation

vc

] f ~k!

]c
1 f ~k!E W~k, k8!

d2k8

~2p!2

2E f ~k8!W~k8,k!
d2k8

~2p!2
5F~k!. ~7!

HereF(k) characterizes the excitation. It is assumed that
magnetic field is directed along theZ axis perpendicular to
the plane of the well;c is the angle between the vectork and
the X axis, to which the alignment axis is parallel at th
moment of excitation, andW(k, k8) is the probability of an
electron transition from the statek into the statek8 per unit
time. We characterize the state of an electron by its tw
dimensional energy« and the anglec, and we expandf (k)
andF(k) in Fourier series:

f ~k!5(
m

f m~«!eimc and F~k!5(
m

Fm~«!eimc. ~8!

The probabilitiesW(k, k8) depend on the energies« and«8
and the anglew5c82c between the vectorsk andk8. Tak-
ing this into account, from Eq.~7! equations we obtain fo
the Fourier components of the distribution function

imvcf m~«!1 f m~«!E W0~«,«8!rd«8

2E f m~«8!Wm~«8,«!rd«85Fm~«!, ~9!

Wm~«8,«!5E
2p

p

W~k8,k!eimw
dw

2p

5
1

2pE2p

p

W~k8,k!cos~mw!dw. ~10!

Here the facts thatW(k, k8) is an even function of the angl
w and r is the density of states~we recall thatr does not
depend on energy! were taken into account.

The degree of alignmenta, which is proportional to the
linear polarization of the luminescence, is defined by
formula

a~«!5
f 2~«!1 f 22~«!

f 0~«!
, ~11!

so that of Eqs.~9! we need only the equations withm50,
62.

In what follows we shall confine our attention to lo
temperatures, where collisions cannot increase the elec
e
s
c-
s
ir

e

-

e

on

energy:W(«,«8)50 for «8.«. In collisions with impurity
centers~specifically, acceptors! a distinction must be made
between inelastic collisions, in which the energy of an el
tron is partially transferred to a carrier~hole! on an acceptor,
and elastic collisions, in which the electron wave functi
only rotates with no change in magnitude. Accordingly, w
set

Wm~«8,«!5Wm
inel~«8,«!1Wm

el~«8,«!, ~12!

whereWm
el(«8,«) contains the factord(«2«8).

We shall assume below that electrons with the energy«0

are excited. Therefore, we neglect all mechanisms for bro
ening of the initial electron distribution~including warping
of the valence band!. ThenFm(«)}Amd(«2«0) ~for linear
polarization of the excitationAm5A2m), and the solution of
Eq. ~9! can be written in the form

f m~«!5amd~«2«0!1bm~«!, ~13!

wherebm(«) is a smooth function describing electrons u
dergoing energy relaxation. If broadening mechanisms
taken into account, then thed function is replaced by a pea
with a finite width. For what follows it is important only tha
the height of this peak at«5«0 be much greater than th
smooth partbm(«). From Eq. ~9! with allowance for Eq.
~12!, we have the following equations fora0 anda62:

a0

tesc
inel

5A0 and62ivca621S 1

tesc
inel

1
1

t2
elD a625A2 , ~14!

where

1

tesc
inel

5E W0
inel~«,«8!rd«8, ~15!

1

t2
el

5E @W0
el~«,«8!2W2

el~«,«8!#rd«8. ~16!

The timetesc
inel characterizes the escape time from a state w

energy«0 as a result of inelastic collisions. The timet2
el is

the decay time of the second harmonicf 2 of the distribution
function as a result of elastic collisions. These times app
in Eqs.~15! and ~16! with «5«0.

Using Eqs.~11!, ~13!, and~14!, for the degree of align-
ment with energy«0 we find

aB5
a0

11~2vct0!2
, ~17!

a05
2A2

A0

t0

tesc
inel

, ~18!

wheret0 is the time in~2!, which determines the relaxatio
of alignment in a magnetic field. The formula~18! gives the
dependence of the degree of alignment at the point of
ation in a zero magnetic field on the elastic collision rate
there are no elastic collisions~for example, relaxation occur
only on optical phonons!, thent05tesc

inel , and the value ofa0

is determined by excitation and does not depend on re
ation.
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Let us now examine the alignment of electrons wh
have undergone energy relaxation, i.e., the case of«,«0.
The distribution of such electrons is characterized by
quantitiesbm(«) @see Eq.~13!#. For them we obtain from
Eqs.~9!, ~12!, and~13!

b0~«!E W0~«,«8!rd«82E b0~«8!W0~«8,«!rd«8

5a0W0~«0 ,«!r, ~19!

62ivcb62~«!1b62~«!
1

t2
1b62~«!E W2~«,«8!rd«8

2E b62~«8!W2~«8,«!rd«85a62W2~«0 ,«!r. ~20!

Heret2 is defined by a formula similar to Eq.~16! but which
contains the total probabilitiesWm(«,«8) @see Eq.~12!#. In
Eq. ~19! the left-hand side describes the gradual descen
an electron from«0 to «, while the right-hand side describe
a direct transition from«0 to «. If «02«@D«, whereD« is
the characteristic energy loss, then the right-hand side
Eqs. ~19! and ~20! can be neglected, while on the left-han

FIG. 1. Photoluminescence spectra of hot electrons for quantum well s
tures with densityNA , 1018 cm23: a — 0.8, b — 1.4, c — 4.6;Eexc

51.833 eV,«050.16 eV,T'6 K. The arrows mark the energy at which th
depolarization curve corresponding to«0 was measured. Inset: transitio
schemes.
e

of

in

sides we can switch to the Fokker–Planck approximati
i.e., we can set~assuming, in addition, that«@D«)

bm~«!E Wm~«,«8!rd«82E bm~«8!Wm~«,«8!rd«8

'2
]

]«

bm~«!«

t«m
, ~21!

where

1

t«m
5

1

«E Wm~«,«8!rd«8. ~22!

We note thatt«0 is simply the energy relaxation tim
t«0[t« .

Therefore, in the region«02«@D«, «@D« Eqs. ~19!
and~20! become differential equations, whose solution giv

b0~«!}t« ,

b62}t«2expF E
«

«0S 72ivc2
1

t2
D t«2

d«

« G . ~23!

In the range of energies« under consideration the formula
~23! give the dependence of the angle-integrated distribu
function and its second harmonic on«. The proportionality
coefficients in these formulas can depend on«0. Finding
them requires solving the integral equations~19! and~20! for
« close to«0. Replacingf m in Eq. ~11! by the expression
for bm from Eq. ~23!, for the degree of alignment whe
«02«@D«, «@D« we obtain

aB~«!}a0~«!cos2vctd , ~24!

wheretd is the ‘‘descent time’’~3!, while a0(«) is the de-
gree of alignment in a zero field

a0~«!}
t«2

t«
expS 2E

«

«0t«2

t2

d«

« D . ~25!

c-

FIG. 2. Magnetic depolarization curve.NA'1.431018 cm23, Eexc51.833
eV, E51.786 eV,T'6 K. The solid curve corresponds to the functio
rB /r051/(114vc

2t0
2).
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The formula ~24! corresponds to the situation when th
alignment axis rotates in a magnetic field, while the deg
of alignment relative to this rotating axis remains consta
Indeed, the corrections to the Fokker–Planck equation
introduce a damping of the oscillations ofa as a function of
vc . However, in the range of magnetic fields whe
a(«)/a0(«)<1/2 ~which is usually used in experiments! the
function cos2vctd differs very little from a Lorentzian curve
1/@11(2vctd)2#. For this reason, it can be assumed that
descent timetd plays the role of the Hanle time in the energ
interval under consideration. Of course, heretd can be much
greater than the escape timetesc

inel from a state with energy«0.

4. EXPERIMENTAL RESULTS

Figure 1 shows hot luminescence spectra for QW str
tures as an example. At an acceptor density equa
0.831018 cm23 phonon oscillations are still observed in th
spectrum; they are obliterated as the acceptor density
creases. This attests to the fact that the interaction with h
localized on acceptors becomes the main relaxation me
nism. Depolarization in a magnetic field was measured at
high-frequency edge of the spectra atElum , which is marked
by the arrows in Fig. 1. This energy corresponds to the e
tron kinetic energy«05Elum 2EA , whereEA is the energy
of a transition to an acceptor from the bottom of the fi
electronic subband. The value ofEA was determined from
the edge luminescence spectrum, which was decomp
into two peaks corresponding to the transition to an acce
and an excitonic transition.

Figure 2 shows an example of a depolarization curve
a QW structure. Similar measurements were performed
«050.16, 0.23, and 0.26 eV in QW structures and
«050.28 eV in bulk samples. The corresponding values
t0, which are presented in Table II for the QW structures a
in Table III for the bulk samples, were determined for the

Figure 3 shows the dependence of the scattering p
ability on the density of neutral acceptors in QW structu
(«050.26 eV! and in bulk samples («050.28 eV!. These
dependences can be approximated by a formula of the
~6!

TABLE II. Escape timet0 and the parameterg for GaAs/AlAs ~50/100Å!
quantum well structures.

NA ,1018 cm23 «050.26 eV «050.16 eV
t0, fs g t0, fs g

0.8 96 2.1 64 3
1.4 83 2.6 62 3.7
4.6 40 3.4 31 3.5

TABLE III. Results of measurements for bulk samples (T56 K!.

Sample NA ,1018 «0, t0, t«2, g
Samples No. cm23 eV fs ps

GaAs : Be 598 0.9 0.28 77 0.74 3.8
GaAs : Be 626 1.6 0.28 54 0.43 3.2
GaAs : Cd 4020 0.05 135
e
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1

t0
5

1

tph
1NAs0v, ~26!

where 1/tph is the scattering probability forNA50 associ-
ated with the emission of optical phonons. From these res
we find s057.2310214 cm2 for bulk samples, which is
close to the value obtained earlier for bulk crystals,1 and
s054.0310214 cm2 for QW structures. Therefore, the sca
tering cross section for the bulk samples is approximat
two times larger than for the QW structures. The interact
with neutral acceptors in a QW structure withNA52
31018 cm23 makes the same contribution to the scatter
rate as does the phonon mechanism. At the same time
bulk samples both scattering mechanisms make the s
contribution even withNA51018 cm23. In this connection,
we observe traces of phonon oscillations in the hot lumin
cence spectra of the QW structures even withNA51.4
31018 cm23.

The values ofs0 in the QW structures as a function o
1/«0 are presented in Fig. 4. The measurements were

FIG. 3. Dependence of 1/t0 on the neutral acceptor densityNA for a quan-
tum well structure~1! and bulk samples~2!. Scattering cross sections0,
10214 cm2: 1 — 4.0, 2 — 7.2.

FIG. 4. s0 versus 1/«0 for a quantum well structures.
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formed with excitation by 1.96, 1.916, and 1.833-eV lase
As we see,s0 is inversely proportional to the initial energ
of the photoexcited electrons. Figure 5 shows example
depolarization curves of QW structures in a magnetic fi
for «050.26 eV~curve1! and for lower energies. As alread
mentioned in Sec. 1, the depolarization curves for«,«0 can
be used to determine the descent timetd and to construct its
dependence on«02«, as shown in Fig. 6. The relaxatio
time t«2 can be determined from these data. The val
t«25500, 390, and 330 fs were obtained for samples w
acceptor densityNA5(0.8, 1.4, 4.6)31018 cm23, respec-
tively, for «050.26 eV. Hence, the cross sections«252.4
310215 cm2 was found using Eqs. of the type~6!.

Figure 7 shows an example of the energy dependenc
the linear polarization approximated by the function~4! in
the absence of a magnetic field. The measured values ofg at
T'6 K are presented in Table II. The results of the measu
ments oft0 , t«2 , andg for bulk samples are presented
Table III.

5. DISCUSSION

As one can see from Fig. 4, the measured cross sec
s0 for scattering by acceptors in QW structures, which d
termines the width of the Hanle curve with initial electro
energy«0, is inversely proportional to«0. This agrees with
Eq. ~A8!, since according to Table IV the quantit
P05Pesc

inel1P2
el is almost independent of the electron energ

The experimental values of the cross section for scatte
from the initial state for «050.26 eV (s054.0
310214 cm2) and for «050.16 eV (s055.9310214 cm2)
are in agreement with the computed values ford/a'1.3, i.e.,
a '40 Å.2! Allowance for a Hall factor different from 1 in
determining the density from Hall measurements decrea
this value. In the bulk case,10 in agreement with the experi
mental values0 for «050.28 eV,ã'21 Å was obtained for

FIG. 5. Magnetic depolarization curves for«050.26 eV and«,«0 for a
structure withNA54.631018 cm3. Eexc51.96 eV,T'6 K. Elum , eV: 1 —
1.907,2 — 1.873,3 — 1.823,4 — 1.771.
.

of
d

s
h
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e-
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es

FIG. 6. Descent timetd versus«02«. The descent time was found from th
magnetic depolarization curves, some of which are shown in Fig. 5.
numbers labeling the symbols correspond to the values ofElum given in the
caption to Fig. 5. The dashed straight line corresponds to Eq.~4!, whence
the relaxation timet«2 is determined.

FIG. 7. Linear polarization versus the energy of hot electrons for structu
with NA54.631018 cm23, Eexc51.96 eV,T'6 K, g53.4. Solid curves —
approximation by Eq.~5!.
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the radius of a bulk acceptor. We note that the assumptio
small-angle scattering is quite good for the bulk case. T
fact that the QW-structure cross sections0 is half of the bulk
value is due to the smaller number of the final electro
states that make the main contribution tos0 in the case of
scattering in the first size-quantization subband.

The calculation ofs«2 using Eqs.~A8!, ~A14!, and
~A15! ~with A« andB« replaced byA«2 andB«2), as well as
the data in Table IV, for«050.26 eV gives the value
s«250.25310214 cm2, which is virtually identical to the ex-
perimental values«250.24310214 cm2.

If the spectral depolarization in a zero magnetic field
approximated by the formula~5!, then a calculation based o
Eq. ~25! givesg'5.6, which is appreciably greater than th
experimental values~see Table II!. In view of the quite rough
approximation for the acceptor wave function adopted in
calculation@see Eq.~A17!#, this discrepancy is not surpris
ing.

6. CONCLUSIONS

We have investigated the mechanism of the scatterin
hot electrons by neutral acceptors in structures with nar
GaAs/AlAs quantum wells doped with Be in the ran
3310172531018 cm23. Values have been obtained for th
probabilities of scattering from the initial excited state a
for the times characterizing energy and momentum re
ation. The rate of destruction of the anisotropy of the m
mentum distribution accompanying energy relaxation w
determined.

Some results for QW structures and bulk samples h
been compared. The QW-structure cross section for sca

TABLE IV. Computed values of the relaxation parameters.

Para- d/a 2kd
meters 6 7 8 9

0.5 1.051 1.048 1.046 1.044
1.0 0.4415 0.4389 0.4369 0.4354
1.5 0.2571 0.2552 0.2536 0.2523

Pexc
inel 2.0 0.172 0.171 0.170 0.169

3.0 0.096 0.095 0.095 0.094
4.0 0.062 0.062 0.062 0.061

0.5 0.1752 0.1454 0.1224 0.1043
1.0 0.1114 0.09703 0.08454 0.0739
1.5 0.07309 0.06673 0.06019 0.0540

P2
el 2.0 0.050 0.047 0.044 0.040

3.0 0.025 0.026 0.025 0.024
4.0 0.015 0.016 0.016 0.016

0.5 0.192 0.1536 0.1257 0.1048
1.0 0.1511 0.1234 0.1024 0.0863
1.5 0.1202 0.1002 0.08454 0.0720

P2
inel 2.0 0.097 0.082 0.070 0.061

3.0 0.064 0.057 0.050 0.044
4.0 0.045 0.041 0.037 0.033

A« 0.176 0.135 0.107 0.086
B« 0.037 0.027 0.021 0.016
A«2 0.028 0.026 0.024 0.022
B«2 0.012 0.011 0.009 0.008
of
e

c

e

of
w

-
-
s

e
er-

ing from the initial state was found to be approximately h
the bulk value. The experimental results are in satisfact
agreement with a calculation that takes into account
nonsmall-angle scattering in a quantum well.

This work was supported by the Russian Fund for Fu
damental Research~Grants Nos. 96-02-16895 and 96-1
96392! and by Volkswagen Stiftung~Grant No. I/70958!.

APPENDIX CALCULATION OF THE RELAXATION TIMES ON
ACCEPTORS FOR QUANTUM WELL STRUCTURES

The relaxation times determining the degree of alig
ment and its magnetic-field dependence can be written in
form

1

t
5NAvs, ~A1!

whereNA is the bulk acceptor density determined as a tw
dimensional density divided byd/2, s is the effective scat-
tering cross section determined as the cross section for
dimensional scattering multiplied byd/2, and v is the
electron velocity. The effective cross sections can be deter-
mined by the Born-approximation formula

s5
d

2E W~k,k8!Q
d2k8

~2p!2
, ~A2!

W~k,k8!5
2p

\v(
n

8u^0uUkk8un&u2d~«k2«k82En1E0!,

where the electron–hole interaction operatorU for inelastic
processes is

U52
e2

xure2rhu
, ~A3!

while the operator for interactions with a hole and a nucle
in elastic processes is

U52
e2

xure2rhu
1

e2

xure2r0u
. ~A4!

Herex is the permittivity,r0 is the coordinate of the nucleus
re and rh are the coordinates of the electron and hole, a
Ukk8 is the matrix element ofU with respect to the electronic
wave functions of the initial (k) and final (k8) states. The
labeln denotes the state of the hole after the collision, an
is assumed that before the collision the hole is in the gro
state (n50). In the case of inelastic processes the sum o
n must not include then50 term, while for elastic pro-
cesses, conversely, the sum~A2! contains only then50
term.

The quantityQ in Eq. ~A2! depends on which cros
section is being calculated. The valueQ51 is for the escape
cross sectionsesc

inel . For the cross sections2, which describes
the destruction of the second harmonic of the distribut
function,

Q5Q2512cos2w,

wherew is the angle between the vectorsk andk8. For the
cross sections« , which determines the energy relaxation,
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Q5Q«5~«k2«k8!/«5~En2E0!/«.

For the cross section determining the timet«2 appearing in
Eq. ~23!

Q5Q«25@~En2E0!cos2w#/«.

The calculation of the cross sections of inelastic p
cesses using Eq.~A.2! requires knowledge of the energie
and wave functions of the excited states of the accept
including the continuous spectrum. However, if the init
electron energy«k is much greater than the binding ener
of an acceptor, then it can be assumed that the energy lo
D«5En2E0 on scattering will be small compared with«k ,
and the quantityEn2E0 in the argument of thed function
can be neglected. This approximation is similar to the
proximation employed in the book by Landau and Lifshitz12

in the calculation of the total inelastic ‘‘escape cross s
tion’’ for the scattering of a fast electron by a hydrogen ato
in the three-dimensional case. The further calculations of
elastic cross sections are performed as follows. Assum
that both the initial and final states of the electron belong
the first size-quantization subband, for the electron w
function we have

Ck~re!5eik•reC~ze!, C~ze!5A2

d
cosS pze

d D ~A5!

and similarly forCk8(re). Using Eq.~A5! we calculate the
matrix element ofU @Eq. ~A3!# with respect to the electroni
functions

Ukk85
2pe2

xq
eiq–rhG~zh ,q!,

G~zh ,q!5E dze2quz2zhuC2~z!dz, ~A6!

q5k82k.

We now utilize the fact that

(
n

u^0uUkk8un&u25uUkk8u
2. ~A7!

The overbar denotes averaging over the ground state o
acceptor. In Eq.~A7! the summation is performed over alln,
including n50. As indicated above, before substituting t
sum into Eq. ~A2! for inelastic processes, the term wi
n50 should be subtracted from it. Furthermore, replacingk8
by the integration variableq, integrating thed function over
the angle of the vectorq ~neglecting the differenceEn2E0

in it! and performing some simple manipulations, we obt
formulas that can be written in the following form for all th
cross sections:

s54pd2S e2

x\y D 2

P, ~A8!

where
-

s,
l

ses

-

-

-
g

o
e

he

n

Pesc
inel5

1

2d E
0

2k

$G2~zh ,q!2@eiq•rhG~zh ,q!#2%

3S 12
q2

4k2D 21/2
dq

q2
, ~A9!

P2
inel5

1

k2d
E

0

2k

$G2~zh ,q!2ueiq•rhG~zh ,q!u2%

3S 12
q2

4k2D 1/2

dq. ~A10!

For elastic collisions we have a formula similar to Eq.~A8!,
where

P2
el5

1

k2d
E

0

2k

u@eiq•rhG~zh ,q!#2G~z0 ,q!u2

3S 12
q2

4k2D 1/2

dq. ~A11!

The calculation ofs«2 and s« requires a special analysis
Here we use the technique employed by Yu. T. Reban11

which is based on the identity

(
n

u^0uUkk8un&u2~En2E0!5
1

2
@Ukk8

* @ĤUkk8##, ~A12!

where the square brackets denote a commutator andĤ is the
Hamiltonian for the hole on the acceptor in a quantum w
Since the potential energy of the interaction of the hole w
the acceptor nucleus and with the well walls commutes w
Ukk8 , it can be assumed thatĤ is the kinetic energy of the
hole, i.e., the Luttinger Hamiltonian

Ĥ5
\2

2m0
S g11

5

2
g2D k̂22

\2

m0
g2~ k̂xJx

21 k̂yJy
21 k̂zJz

2!1 . . . ,

~A13!

where k̂52 i¹, g1 andg2 are Luttinger constants, andJx ,
Jy , andJz are the matrices for angular momentum 3/2. T
omitted terms contain products of the typeJxJy and vanish
on averaging over the ground state. We assume that
ground state corresponds to a projection of the angular

mentum onto thez axis Jz563/2. ThenJz
259/4 and Jx

2

5Jy
25(J22Jz

2)/253/4. Calculation of the commutator give
an expression similar to Eq.~A8! for s« ands«2. In addition,

P«5
mc

m0
@~g11g2!A«1~g122g2!B«#, ~A14!

A«5
1

2k2d
E

0

2k

G2~zhq! S 12
q2

4k2D 21/2

dq, ~A15!

B«5
1

2k2d
E

0

2kS dG

dz D 2S 12
q2

4k2D 21/2
dq

q2
. ~A16!

Finally, P«2 is given by an expression similar to Eq.~A14!,
but A«2 andB«2 differ from the expressions~A15! and~A16!
by the additional multiplier

F128
q2

4k2S 12
q2

4k2D G
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in the integrand. The equations~A9!–~A11! and
~A14!–~A16! make it possible to calculate all the require
scattering cross sections, if the ground state wave func
F(zh ,rh) of the hole on the acceptor is known. To estima
the cross sections we used the function

F~zh ,rh!5A 2

pd2
expS 2

rh

a DF~zh!, ~A17!

F~zh!5A2

d
cos

pz

d
.

Our approximation differs from that used in the book
Landau and Lifshitz~for the three-dimensional cross sectio
sesc

inel) and in Ref. 10~for the two-dimensional cross sectio
sesc

inel) in that here it is not assumed that the scattering an
are small~though, once again, it is assumed that the ene
losses are small!. To go over to the case of small scatterin
angles, it is necessary to take the limitk→` in all integrals
appearing in the differentP. This does not changesesc

inel much
~becausePesc

inel contains 1/q2 in the integrand, and the integra
is determined by small values ofq). However, for the rest of
the cross sectionss the results obtained in the small-ang
scattering approximation differ strongly from the values c
culated here.

We underscore once again the deficiencies of our ca
lation. Apparently, for real experimental conditions the a
sumption of small energy losses is not very good. Moreov
the choice of the acceptor wave function in the form~A17! is
a quite rough approximation. Nonetheless, it can be s
posed that the calculation gives a reasonable estimate o
cross sections and their dependence on the electron en
The quantitiesP were calculated numerically as functions
the two parametersd/a and 2kd. The quantitiesA« , B« ,
A«2 , andB«2 do not depend ond/a and were calculated a
functions of 2kd. The computational results are presented
Table IV. One can see thatPesc

inel and P2
el are virtually inde-

pendent of 2kd, i.e., independent of the electron energy
the interval from 2kd56 to 2kd59 studied here, which
corresponds to the energy interval from 0.15 to 0.27 eV
d550 Å.

Calculations were also performed for an acceptor w
function uniformly distributed as a function ofz within the
n

s
y

-

u-
-
r,

p-
the
gy.

n

r

e

well @F(zh)51/Ad instead of the second formula in Eq
~A17!#. The results were found to be virtually unchange
The calculation in which the quantityEn2E0<60 meV,
which is independent ofn and q, is substituted~instead of
En2E050) in the argument of thed function in Eq.~A2!
likewise did not significantly alter the results in the importa
electron energy range«.0.26 eV.

1!In the preliminary results published in Ref. 10, the density of neutral
ceptors was also measured by secondary-ion mass spectroscopy~SIMS!.
Both methods gave close results for bulk samples. However, for QW st
tures SIMS gave much higher densities than did the Hall measuremen
view of the inconclusiveness of the interpretation of the SIMS results
QW structures, we preferred to use the Hall results in the present wo

2!In Ref. 10 the valuea'20 Å was found for the acceptor radius in th
plane of a quantum well under the assumption of small-angle scatte
with the neglect ofs2

el . As already mentioned, this discrepancy is due
the fact that the densities used in the SIMS measurements in Ref. 10
overestimated.
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Defects and short- and medium-range order in the structural network of hydrogenated
amorphous silicon

O. A. Golikova and V. Kh. Kudoyarova
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The effect of defects~dangling Si–Si bonds! produced during the deposition ofa-Si:H films by
the glow-discharge method and upon boron doping, as well as photoinduced defects, on
changes in the short- and medium-range order in the structural network is investigated. It is shown
for a constant defect densityND5const that charged defects influence thea-Si:H structure
much more strongly than do neutral defects. ©1998 American Institute of Physics.
@S1063-7826~98!02207-8#
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1. INTRODUCTION

Interest in studying the structural changes accompany
the formation of defects~dangling Si–Si bonds! in hydroge-
nated amorphous silicon~a-Si:H! has increased. Thes
changes could be due to features of the local structure o
level of both the short-range order~for example, the spread
of the angles between bonds! and the medium-range orde
~for example, the spread of the dihedral angles!, as well as
various statistical features of the rings composed of silic
tetrahedra. This applies mostly to the formation of photo
duced defects, which, according to the hypothesis
Fritzsche,1 should be accompanied by rearrangement of
structure at the medium-range order level. Indeed, s
changes in the structure ofa-Si:H as a result of illumination
have been observed by NMR.2,3 Moreover, other photostruc
tural changes ina-Si:H, specifically, a decrease of entropy4

a change in the angles between Si–Si bonds,5 and a decrease
in the compressive stresses,6 have also been established, a
it has also been found that films expand after inte
illumination.7 In Ref. 8 it was shown that the formation o
defects during the growth of an undopeda-Si:H film, which
can be controlled by the deposition conditions, is accom
nied not only by changes in the position of the Fermi le
~pseudodoping!, but also by changes in the Urbach parame
EU , the transverse-optical phonon frequencyvTO, and the
full width at half-maximum (DvTO) of the optical phonon
line in the Raman scattering spectrum, i.e., parameters c
acterizing the degree of ordering of the amorphous struct
The doping ofa-Si:H with electrically active impurities is
also known to lead to the formation of defects, but the ch
acter of the accompanying transformation of the structu
network has not been established with the same certaint

Our aim in the present paper is to compare the chan
in the short- and medium-range order produced in the st
tural network ofa-Si:H as a result of the formation of defec
by different methods: during the deposition of films of u
dopeda-Si:H ~deposition-induced or ‘‘native’’ defects!, as a
result of illumination~photoinduced defects!, and by doping
with boron.
7791063-7826/98/32(7)/3/$15.00
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2. EXPERIMENTAL PROCEDURES

The conditions for obtaining pseudodopeda-Si:H films
by plasma-enhanced chemical vapor deposition~PECVD or
the glow-discharge method! have been described in detail i
Ref. 8, while the conditions for doping the films with boro
from the gas phase and by ion implantation have been
scribed in Ref. 9. The deposition temperature of all the fil
was constant:Ts5300 °C. It has been reported10 that light
induces a photoconductivitysph in a-Si:H, whose value de-
creases with the illumination timet ass th ;t2g.

We surmise that light not only produces defects~dan-
gling Si–Si bonds!, but also additional structural changes
the bulk of the material. To study the effect of illuminatio
on structure, pseudodoped material with fast photoconduc
ity decay kinetics was chosen: under the action of light fro
an AM-1 source with specific power 100 mW/cm2 in the
spectral rangel,0.9 mm the exponentg50.66. After illu-
mination for 5 h, the photoconductivity reaches a station
level, and it can be expected that photostructural chan
have occurred.

Information about the structure at the short- a
medium-range order levels was obtained, just as in Ref.
by analyzing Raman spectra. The spectra were obtaine
an U-1000 spectrometer~range 20–620 cm21, step 1 cm21,
slit 5 cm21, measurement accuracy62.5 cm21). The wave-
length and power of the exciting radiation were equal
l5488 nm and 100 mW. The half-widthDvTO of the
transverse-optical phonon peak yields information about
spread of the angles between Si–Si bonds~short-range or-
der!, and the intensity of the transverse-acoustic~TA! pho-
non peak scaled to the intensity of the TO peak,I TA /I TO,
yields information about the medium-range order. Accord
to Ref. 11, an increase in the ratioI TA /I TO indicates an in-
crease in the degree of disorder in the arrangement of th
tetrahedra.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Let us see howDvTO and I TA /I TO vary as functions of
the position of the Fermi level«F in the mobility gap of
a-Si:H relative to the conduction-band edge«c ~Fig. 1!. For
© 1998 American Institute of Physics
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pseudodopedn-typea-Si:H («c2«F)T505DE, whereDE is
the activation energy for dark conduction; for boron-dop
p-type a-Si:H («c2«F)T505Eg2DE (Eg is the optical
band gap with allowance for the known decrease inEg with
boron doping9!. It follows from Fig. 1 that DvTO and
I TA /I TO as functions of («c2«F)T50 approach a minimum
corresponding toa-Si:H with («c2«F)T5050.85 eV. We
note also that for shifts of«F away from the minimum,
DvTO and I TA /I TO increase simultaneously, and the relati
change inI TA /I TO for pseudodopeda-Si:H is greater when
the Fermi level shifts in the direction of the valence-ba
edge, i.e., when («c2«F)T50.0.85 eV. Moreover, it fol-
lows from Fig. 1 that bothDvTO and I TA /I TO increase rap-
idly for a-Si:H films when («c2«F)T5051.0521.15 eV.

The defect densityND produced in pseudodope
a-Si:H films is known to be at a minimum fo
(«c2«F)T5050.85 eV.8 On the basis of the data present
in Fig. 2, the same can also be said ofa-Si:H films doped
with boron both by ion implantation and from the gas pha

The contentCH of hydrogen bound with silicon, as de
termined from the infrared spectra, is lowest in pseudodo
films when («c2«F)T5050.85 eV. At the same time, in
films with boron impuritiesCH decreases in the regio
(«c2«F)T5050.8521.15 eV~Fig. 2!. However,DvTO and
I TA /I TO increase in this region for both pseudodoped a
boron-dopeda-Si:H ~Fig. 1!. Therefore, it can be conclude
that changes inCH do not have a decisive influence onDvTO

and I TA /I TO. The results of Ref. 12 agree with this concl
sion, at least with respect toDvTO: DvTO570273 cm21

for CH.5225 at.%. Data onI TA /I TO are not given in Ref.
12; the films were obtained by the glow-discharge metho

Let us now considerDvTO and I TA /I TO as functions of

FIG. 1. Dependence ofDvTO andI TA /I TO on the position of the Fermi leve
relative to the conduction2band edge ina2Si:H. 1 — Pseudodoped
a2Si:H ~the arrows mark transitions into the postillumination state!. 2 —
a2Si:H doped with boron by ion implantation;3 — a2Si:H doped with
boron from the gas phase.
d

.

d

d

.

the defect densityND determined by the constant photocu
rent method~Fig. 3!. In what follows we shall talk aboutND

in the ranges («c2«F)T5050.6520.85 and 0.8521.15 eV.
As one can see from Fig. 3, the dependence ofDvTO on ND

for both regions can be described by a single smooth cu
on which the points for all films — pseudodoped and boro
doped — fall. At the same time, theI TA /I TO versusND

curves for pseudodoped films from the two regions indica

FIG. 2. Defect densityND ~I! and hydrogen contentCH ~II ,III ! as functions
of the position of the Fermi level. CurvesI, II — data obtained in Ref. 8 for
pseudodoped samples, curveIII — data obtained in Ref. 9 for boron2doped
samples;1, 2 — samples doped with boron by ion implantation and from t
gas phase, respectively.

FIG. 3. DvTO ~a!, I TA /I TO ~b, c!, and EU ~d! as functions of the defect
density. 1 — Pseudodopeda2Si:H from the region «c2«F50.65
20.85 eV, 2 — pseudodopeda2Si:H from the region«c2«F50.85
21.05 eV, 3 — a2Si:H doped with boron by ion implantation,4 —
a2Si:H doped with boron from the gas phase.
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above differ appreciably. This can apparently be attribute
different charge states for the defects~dangling bonds!: D2

and D1, respectively.8 In dopeda-Si:H, the boron atoms
which become incorporated into Si tetrahedra, produce
additional disordering of the structure. Indeed, shar
growth of both the ratioI TA /I TO and the Urbach paramete
EU ~points3 and4 in Fig. 3! is observed for a defect densit
ND>531016 cm23. We note that no large differences inEU

are observed for pseudodoped films from the two regi
indicated above.

Let us now consider the effect of illumination onDvTO

and I TA /I TO. The illumination2induced changes inDvTO

andI TA /I TO for one of the samples are marked by arrows
Fig. 1; the photoinduced defect density was equal
1017 cm23. As a result of illumination, the activation energ
DE for dark conduction in the sample increased from 0.8
0.96 eV. It follows from Fig. 1 that ifDvTO determined after
illumination of a film equalsDvTO for another, unillumi-
nated, film with («c2«F)T505const, then the values o
I TA /I TO determined under the conditions indicated for the
films are different: the value ofI TA /I TO is much lower for
the illuminated film. Moreover, the formation of photoin
duced defects does not lead to simultaneous increase
DvTO and I TA /I TO: only the former increases, while th
latter decreases, i.e., the spread of the angles between S
bonds increases, but the arrangement of the tetrahedra
comes more ordered.

The results of the present work once again raise
question, long discussed in the literature~see, for example
Refs. 13 and 14!, of the difference between the defec
formed in the structural network ofa2Si:H by different
methods.

Once again8,14 we proceed from the fact that neutral da
gling bonds (D0) are formed during the deposition o
‘‘native9 a2Si:H alone. Photoinduced defects are also in
same state (D0).14 The data which we have presented sh
that for ND5const (ND.1017 cm23) photoinduced defects
produce much smaller structural changes than do defects
duced by pseudodoping and doping. Therefore, the ra
growth of structural disorder at all levels is due to the fo
to

n
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s

o

o

e

in

–Si
be-

e
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mation of charged defects. The changes in the charge s
of the defects influence especially the medium2range order.
This is indicated by the differences between theI TA /I TO ver-
susND curves for the pseudodoped films from the two r
gions indicated above~Fig. 3!, as well as by the difference
between the values ofI TA /I TO for two films with
(«c2«F)T505const: for the unilluminated film from the re
gion 0.8521.05 eV and the illuminated film from the regio
0.6520.85 eV~Fig. 1!.
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Effect of deposition and annealing conditions on the optical properties of amorphous
silicon
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The spectral characteristics of the refractive index and the extinction coefficient in the range
0.6–2.0 eV for amorphous silicon films prepared by electron-beam evaporation with variation of
the substrate temperature, deposition rate, and annealing temperature in air are presented.
The results obtained are discussed on the basis of the changes in the Penn gap energy as a function
of the indicated preparation and treatment conditions. ©1998 American Institute of
Physics.@S1063-7826~98!02307-2#
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Hydrogenated amorphous silicon~a-Si:H! is of interest
mainly because it holds promise for the fabrication of ine
pensive large-area film solar cells.1 At the same time, inves
tigators are devoting more and more attention to ‘‘hydrog
free’’ amorphous silicon ~a-Si! as a promising, high-
refractive-index material for passive interference element
near-IR fiber optics.2,3

Figure 1 shows typical spectral dependences of the
fractive indexn and the extinction coefficientk of a-Si films
prepared by electron-beam evaporation in vacuum~see, for
example, Ref. 4 for the technological details!. The optical
constants were determined by the method of Ref. 5. Just a
most published data,6 in our case the values and variance
the refractive index ofa-Si films ~curve1! are higher than for
crystalline silicon~c-Si! anda-Si:H in the experimental fre-
quency interval. This fact can be explained by recalling t
in amorphous silicon, besides destruction of the long-ra
order, there is a high concentration of matrix defects: d
gling bonds, pores, extraneous impurities, etc. In the pre
paper we examine the influence of pores on the optical p
erties ofa-Si films prepared with different substrate tempe
tures (Ts) and deposition rates (Vs) and annealed in air.

Depending on pore size, two cases can be studied.
1. If the pores are sufficiently large compared with t

interatomic distance and slightly greater than or compara
to the wavelengths of visible light, then electromagnetic lig
waves undergo multiple scattering, and the optical proper
of the material can be described within the effective-medi
theory. According to Ref. 7, in the case when only pores
present in the material the following equation holds:

~12xv!@ «̂m~v!2 «̂~v!#/@ «̂m~v!12«̂~v!#

1xv@ «̂v~v!2 «̂~v!#/@ «̂~v!12«̂~v!#50, ~1!

where xv is the relative volume of the pores,«̂m(v) and
«̂v(v) are the complex permittivities of the medium and t
pores, and«̂(v) is the effective complex permittivity of the
system.
7821063-7826/98/32(7)/3/$15.00
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2. In the special case where the pores are very small~less
than 1 nm!, they can be treated as elements of a unifo
network. Then the overall effect of the pores is to decre
the average strength of interatomic bonds and the pla
frequency of the material, and the optical properties can
calculated within the Penn model. According to Ref. 8, t
static refractive indexn0 is related with the plasma fre
quencyvp and the Penn gap energy\vg by

n0
2511~2/3!~vp

2/vg
2!. ~2!

To a good approximation, the energy\vg corresponds to the
maximum of the spectrumk(v), while

vp
25~4pe2/m!~rLA /A!nV , ~3!

wheree and m are the electron charge and mass,r is the
density of the material,A is the molecular mass, andLA is
Avogadro’s number. Forc-Si, nV54.

The quantity\vp is called the energy of a plasmon
which is a collective excitation of the electron gas localiz
mainly in dense regions of the random network and penet
ing only very little into the pores, which in turn produce th
density deficit ina-Si. Therefore, the plasmon energy ca
serve as a measure of the microscopic density of an am
phous semiconductor.

According to the data of Ref. 9, pores with diameter n
exceeding 0.5 nm are characteristic fora-Si films. Then the
pores can be treated as a cluster of atoms removed from
fully coordinated structure, and the expression~2! can be
written as10

n511~2/3!~vp
2/vg

2!~r/r0!124 f , ~4!

where f 5d ln C/d ln r is the fraction of the cluster bonds o
the surface of a pore,C is the average coordination numbe
and the superscript 0 denotes a parameter of the fully c
dinated material. The quantityf varies from 0 to 1, depend
ing on the pore size. In the case of small pores~less than 2–3
coordination spheres! f .0.25, and the value ofn for such a
medium will likewise be greater than for a fully coordinate
material.
© 1998 American Institute of Physics
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On the basis of these arguments we can say that in
case thea-Si films produced by electron-beam evaporati
with Ts5250 °C~Fig. 1! contain pores with diameters com
parable to the first or second coordination radius and
accordingly characterized by a high refractive index.

Variation of the preparation conditions, specifically, d
creases inTs from 250 to 20 °C and inVs by approximately
a factor of 2~Figs. 1 and 2!, produces a qualitatively identi
cal change inn in films — a decrease inn near the absorp
tion edge. The dispersion of the refractive index also
creases under these conditions. As a result, the differenc
the behavior of the curves1 and2 in the two figures is very
substantial in the short-wavelength region. For example,
photon energy\v.1.9 eV the difference between the r
fractive indices is;1 ~Fig. 1!, whereas for\v.1.0 eV this
difference is;0.4. For\v,0.8 eV the refractive index is
virtually independent of these deposition conditions.

FIG. 1. Spectral dependences of the refractive indexn ~1, 2! and the ex-
tinction coefficientk (18, 28) of a-Si films produced by electron-beam
evaporation with substrate temperaturesTs5250 ~1, 18) and 20 (2, 28) °C.

FIG. 2. Effect of the deposition rate on the spectral dependences o
refractive indexn ~1, 2! and the extinction coefficientk (18, 28) of a-Si
films. Film deposition rateVs , nm/s:1, 18 — 0.53,2, 28 — 0.30.
ur

re

-

-
in

r

Turning now to the frequency dependences of the exti
tion coefficient~curves18 and28 in Figs. 1 and 2!, we can
see that variations ofTs andVs affect the behavior ofk(v)
differently. Decreasing the substrate temperature~Fig. 1!
shifts the absorption edge toward longer wavelengths, w
decreasingVs ~Fig. 2! shifts the absorption edge of amo
phous silicon toward higher energies. This fact suggests
the mechanism leading to a decrease in the refractive in
asTs decreases is different from the mechanism in the c
whenVs decreases.

Evidently, asTs decreases, the pore sizes ina-Si in-
crease. In turn, this results in a decrease ofn, which ap-
proaches the refractive index ofc-Si, while for very large
pores~50–100 nm! n achieves values which are lower tha
in the crystalline material. Since the Penn energy gap
creases in the process, the maximum of the functionk(v)
and therefore the absorption edge shift toward longer wa
lengths, as we observe on the experimental curves prese
~Fig. 1!. In this case the decrease in\vg is explained by a
decrease in the average coordination number.

Decreasing the deposition rate should decrease the
rosity of the film, and according to Eq.~4! the refractive
index should increase in this case. On the other hand, for
deposition rates the amount of extraneous impurities, suc
oxygen, hydrogen, carbon, and so on, entering the film
larger. If we agree with Ref. 9 and assume that the pore
the originala-Si are approximately 0.5 nm in diameter, the
it is difficult to imagine that the pore size will decrease fu
ther as the deposition rate decreases. Therefore, it is unli
that a decrease in deposition rate will affect the optical ch
acteristics ofa-Si via a decrease in the pore size.

To isolate the effect of extraneous impurities, w
thought it would be useful to consider the combined effect
the deposition rate and the subsequent annealing ofa-Si in
air, since in the latter case extraneous impurities should e
the film from the atmosphere. According to the experimen
data, the annealing ofa-Si in air, just as a decrease in th

he

FIG. 3. Spectral dependences of the refractive indexn ~1–4! and the ex-
tinction coefficientk (18–48) of a-Si films prepared withTs5250 °C and
annealed in air for 1 h at 20,100, 150, and 250 °C~1–4 or 18–48, respec-
tively!.
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deposition rate~Figs. 2 and 3!, decreases the refractive inde
and shifts the absorption edge toward higher energies.

On this basis we believe that the character of the cha
produced in the optical properties ofa-Si by variation of the
preparation and heat-treatment conditions is described
within the Penn model. The Penn energy gap is determi
both by the presence and the behavior of extraneous imp
ties in the film and by the structure of the short-range or
in amorphous silicon. Thus, the diffusion of oxygen into t
bulk of the material results in saturation of the dangli
bonds and the formation of Si–O bonds instead of Si
bonds. Since the Si–O bond is energetically stronger than
Si–Si bond, the Penn energy gap\vg increases and the
maximum ofk(v) shifts toward shorter wavelengths. On th
other hand, ‘‘healing’’ of the network, i.e., a decrease in t
number of dangling bonds, increases the coordination n
ber, while relaxation of an already fully connected netwo
~a decrease in the spread of bond lengths and bond an
electric angles! increases the Penn energy gap.
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Temperature dependence of the reverse current in Schottky barrier diodes
P. A. Pipinis, A. K. Rime ka, and V. A. Lape ka

Vilnius Pedagogic University, 2034 Vilnius, Lithuania
~Submitted June 16, 1997; accepted for publication July 31, 1997!
Fiz. Tekh. Poluprovodn.32, 882–885~July 1998!

The temperature dependences of the currentI in reverse-biased Al/SiO2 /n-Si, Al/SiO2 /n-GaAs
and Al/n-GaAs ~with the native oxide! structures are measured. It is established that these
dependences all have the property that the thermal activation energy decreases with increasing
applied voltage and that at higher voltages the plots of lnI versus 1/T deviate from
straight lines. The results can be explained on the basis of the fact that the current through the
barrier is due to electron tunneling from surface states into the conduction band of the
semiconductor. The field intensity in the Schottky barrier and the density of surface electron
states in the interfacial layer of the semiconductor are estimated by comparing the experimental
results with a tunneling theory that takes into account the effect of the semiconductor lattice
phonons on the tunneling probability. ©1998 American Institute of Physics.
@S1063-7826~98!02407-7#
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1. INTRODUCTION

Metal-semiconductor Schottky barrier diodes have b
investigated by many researchers~see, for example, Ref. 1!.
The forward-bias currents — the forward branches of
current-voltage characteristics~IVC’s! — have been ex-
plained by the theories of diffusion and thermion
emission,2 as well as the tunneling processes of field a
thermionic-field emission.3,4 According to the thermionic-
emission theory, the reverse current should saturate as
reverse bias voltage increases. However, since the expe
current saturation is not observed at high reverse bias v
ages in real Schottky diodes, the reverse branches of the
are explained by the fact that the barrier height decrease
the voltage increases5,6 or by the fact that the current due t
electron tunneling from the metal into the semiconducto
substantial at higher voltages.7,8 For example, in Ref. 8 the
reverse current of surface-barrier structures on Ga
(n51018 cm23) at T5350 K is explained by thermionic
field emission, which transforms into field emission at low
temperatures.

The theories of Schottky barriers and the current mec
nism in them9,10 take into account the influence of the su
face states on the metal-semiconductor interface. The ba
characteristics and the main laws of current transport thro
the barrier, including the voltage dependence of the reve
current, can be explained by taking into account the effec
surface states on charge-carrier emission, as well as the
age drop at the interface.5,6 However, as one can see from th
results of Refs. 5, 6, and 11, even the modern theories
incapable of explaining completely the temperature dep
dences of the current, especially at low bias voltages. In R
11, to explain the IVC’s obtained at different temperatur
the reverse branches of the IVC’s of CrSi2 /Si structures are
7851063-7826/98/32(7)/4/$15.00
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attributed to the thermionic emission mechanism at low vo
ages andT5200 K and to thermionic-field emission a
higher voltages and lower temperatures.

It seems to us that in many cases the temperature va
tion of the IVC’s, as well as the observed features of t
temperature dependence of the current for different reve
bias voltages, can be explained by a single theory of phon
assisted electron tunneling from surface states through
barrier. In Ref. 12 the reverse branches of the IVC’s obtain
at different temperatures for diodes with an Al/n-GaAs
Schottky barrier were explained on the basis of this mec
nism.

This paper presents the temperature dependences o
reverse current at different voltages for certain met
semiconductor diodes with a thin oxide layer. The expe
mental results are compared with theoretical expressions
the probability of tunneling from interfacial surface stat
through a barrier. The comparison makes it possible to e
mate the maximum field intensity in the barrier and t
charge density localized in interfacial defect levels.

2. SAMPLE CHARACTERISTICS AND MEASUREMENT
METHODS

The experimental samples were prepared as follo
The Al/SiO2 /n-Si structure was based on ann-type Si
(n5231016 cm23) wafer with ~111! orientation. A thin
SiO2 layer was obtained on the Si surface by thermal oxi
tion of the surface in a dry-oxygen atmosphere at 700
The oxide was no more than 4 nm thick. An aluminum di
of diameter 0.8 mm deposited on the oxide served as
barrier-forming electrode. An ohmic contact was deposi
on the other side of the wafer.

The Al/SiO2 /GaAs structures were prepared on
© 1998 American Institute of Physics
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786 Semiconductors 32 (7), July 1998 Pipinis et al.
n-type ~100! GaAs wafer (n5531016 cm23). After polish-
ing and chemical treatment, a layer of silicon dioxide w
deposited on one side of the wafer by a plasma-chem
method. An aluminum electrode of diameter 1.0 mm w
deposited on the oxide surface atT5100 °C. An ohmic con-
tact was created on the other side. Al/n-GaAs diodes with the
native oxide were also studied. The GaAs surface was
dized in an oxygen atmosphere for 40 min at 510 °C.

The measurements were performed in a vacuum cryo
that permitted varying the temperature from 100 to 400
The current was measured with an electrometer~the mea-
surement range was 1021321029 A! or anX2Y plotter.

3. RESULTS AND INTERPRETATION

The temperature dependence of the current at diffe
reverse bias voltages were measured on these diodes
experimental diodes exhibited a pronounced temperature
pendence of the current. This dependence was identica
both types of diodes. More specifically, at low voltages
plots of lnI versus 1/T are straight lines with thermal act
vation energy 0.6 eV for the Al/SiO2 /n-Si diode and 0.5 eV
for the Al/SiO2 /n-GaAs diode. At higher voltages the plo
of ln I5f(1/T) deviate substantially from straight lines b
cause of the weaker temperature dependence of the curre
low temperatures~Figs. 1 and 2, curves3–5!.

Such temperature dependences of the current are d
cult to explain by the standard theories of current transpor
Schottky diodes. For this reason, we shall explain them
the basis of the model proposed in Ref. 12 to explain
reverse-current current-voltage characteristics of Al/n-GaAs
Schottky barrier diodes. It is assumed that the source

FIG. 1. Plots of the currentI versus the temperatureT at different reverse
bias voltages~points! for Al/SiO2 /n-Si structures and theoretical depe
dences of the tunneling probabilityW on the electric field strengthE ~solid
lines! calculated for a barrier heightD50.6 eV, an electron-phonon inter
action constanta56.0, an electron effective mass~Si! m* 50.33me , and a
phonon energy~SiO2) \v50.063 eV. The diffusion potentialU050.4 V.
U, V: 1 — 0.05,2 — 0.1, 3 — 0.5, 4 — 1, 5 — 5. E, 107 V/m: 1 — 5.5,
2 — 6, 3 — 7.2, 4 — 8, 5 — 9.
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current carriers in these diodes are electronic states in
semiconductor near the metal-semiconductor interface. E
trons enter the conduction band of the semiconductor a
result of phonon-assisted tunneling from these levels.
suming that the tunneling electrons leave the depletion
gion without losses due to recombination and that th
therefore, all contribute to the measured current, the cur
through a reverse-biased barrier will be proportional to
tunneling probabilityW, i.e., I 5WeNS, whereN is the sur-
face density of centers with localized electrons andS is the
area of the barrier electrode. On this basis we shall comp
the experimental temperature dependences of the cu
with the temperature dependence of the tunneling probab
calculated according to the quantum-mechanical theory
phonon-assisted tunneling.

The temperature dependences of the tunneling proba
ity depicted by the curves in Figs. 1–3 were calculated
cording to Eq.~16! from Ref. 13 for the values of the param
eters indicated in the figure captions. In making t
comparison, it was assumed that the maximum field inten
E in the barrier is proportional to the square root of the s
of the applied voltageU and the diffusion potentialU0 .
Therefore, we can take the ratio of the field intensityE to the
square root ofU1U0 as a criterion for estimating the accu
racy of the comparison. This ratio should not differ signi
cantly for the curves being compared. The electron-pho
interaction constanta was chosen on just this basis; the oth
quantities required for the calculations were specified by
characteristics of the material. For a known tunneling pro
ability ~determined by comparison with the theoretical curv!
the density of states in the surface layer can be determ
from the measured current density. It is found to

FIG. 2. Plots of the currentI versus the temperatureT at different reverse
bias voltages~points! for Al/SiO2 /n-GaAs structures and theoretical depe
dences of the tunneling probabilityW on the electric field strengthE ~solid
lines! calculated for a barrier heightD50.5 eV, a58, m* 50.068me , and
\v50.036 eV. The diffusion potentialU050.3 V. U, V: 1 — 0.2, 2 —
0.5, 3 — 1, 4 — 2, 5 — 4. E, 107 V/m: 1 — 0.7, 2 — 0.9, 3 — 1.3, 4 —
1.8, 5 — 2.3.
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1.231012 cm22 for the Al/SiO2 /n-Si sample, 2.8
31012 cm22 for the Al/SiO2 /n-GaAs sample, and 3.7
31011 cm22 for the Al/n-GaAs sample with the native ox
ide.

The interpretation presented above neglected the e
of the oxide layer on the current. The fact that emiss
occurs from somewhere other than the oxide is indicated
the small height of the barrier — 0.6 eV in Si and 0.5 eV
GaAs. In the case of electron emission from the metal i
the oxide, the barrier would be approximately 3.2 eV14

Moreover, the capacitance-voltage characteristics in the f
of plots of 1/C25 f (U), whereC is the capacitance andU is
the reverse bias voltage, are straight lines, which also
vide an important argument in favor of emission occurri
through the space-charge region of the Schottky barrier.
small influence of the oxide layer on the passage of cur
through the structures studied can be explained by the
that the oxide layer is not of uniform thickness and conta
‘‘pits,’’ which become filled with the electrode metal. It i
known15,16 that such pits in an ultrathin oxide layer appear
the thermally grown oxide because of the nonuniformity
the surface. These micropits with patches of metal in
oxide are, in the opinion of many authors,17–20 the locations
where current passage occurs.

It should be noted that similar temperature dependen
of the current through a barrier have also been observe
other authors. For example, in Ref. 6 the temperature de

FIG. 3. Plots of the currentI versus the temperatureT at different reverse
bias voltages~points! for Al/GaAs structures with the native oxide an
theoretical dependences of the tunneling probabilityW on the electric field
strengthE ~solid lines! calculated for a barrier heightD50.5 eV, a58,
m* 50.068me , and\v50.036 eV. The diffusion potentialU050.4 V. U,
V: 1 — 0.1,2 — 0.5,3 — 1, 4 — 2, 5 — 4, 6 — 6. E, 107 V/m: 1 — 1.3,
2 — 1.8, 3 — 2.1, 4 — 2.5, 5 — 3.0, 6 — 3.3.
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dences of the reverse current in Al/p-InP diodes with a thin
oxide layer plotted in lnI5f(1/T) coordinates are straigh
lines at low voltages, while at higher voltages they devi
from straight lines as a result of the decrease in the ther
activation energy at low temperatures. In Ref. 21 the te
perature dependences of the current in an Al/SiO2 /n-Si MIS
structure exhibit a pronounced difference in the activat
energy at low and higher temperatures, and the activa
energy also decreases with increasing applied voltage. T
structures were obtained by thermal oxidation of epitax
silicon containing a large number of structural defects. T
authors of the paper just cited attribute their results to
resonant tunneling of electrons from surface states thro
deep impurity levels in the band gap into the conduct
band. The variation of the activation energy with temperat
is explained by the fact that the surface states are distrib
in a certain energy interval and their filling by the therm
ejection of electrons from the silicon valence band thus
pends on the temperature. The variation of the activat
energy with the temperature and voltage can be explai
qualitatively on the basis of these assumptions.

Since the structures studied in Ref. 21 differed very lit
from our Al/SiO2 /n-Si diodes@except for the fact that the
oxide thickness was greater~140 nm!#, we offer the explana-
tion for the temperature dependence of the current in Ref
as an explanation for our results. We also suppose that
neling occurs from interfacial centers through a 0.5-eV b
rier. The theoretical curves of the tunneling probability c
culated with the same parameters as in Fig. 1 for differ
values of the field intensityE are depicted in Fig. 4 by solid
lines, while the experimental dependences of the current
represented by points. One can see that the temperatur
pendences of the current obtained in the voltage inte
from 5.2 to 18 V agree well with the theoretical curves c

FIG. 4. Plots of the currentI versus the temperatureT at different reverse
bias voltages~points! for Al/SiO2 /n-Si structures from Ref. 21 and theore
ical dependences of the tunneling probabilityW on the electric field strength
E ~solid lines! calculated for barrier heightD50.5 eV, a56.0, m*
50.33me , and\v50.063 eV.U, V: 1 — 5.2, 2 — 8.5, 3 — 11, 4 — 16,
5 — 18. E, 107 V/m: 1 — 2.6, 2 — 3.0–3.3,3 — 3.9, 4 — 4.4, 5 — 4.7.
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culated for values ofE in the interval from 2.6 to
4.73107 V/m.

Since, in the opinion of Litovski� et al.,21 the Si used
contains a large number of defects, the oxide layer obtai
apparently also has a nonuniform thickness, i.e., it conta
micropits, where the oxide thickness is much smaller th
the average oxide thickness, and it is through these micro
that current passes. According to a comparison of the th
retical and experimental curves, the total surface charge
sity giving rise to the current equals 231011 cm22. This
value of the density of electronic surface states agrees
the estimate given by Litovski� et al. Thus, even in this case
the observed features of the temperature dependence o
reverse current in diodes can be explained by the phon
assisted tunneling generation of free electrons.

In conclusion, we note that electron tunneling from s
face levels in the semiconductor at the interface is appare
one of the main mechanisms of the reverse current obse
in Schottky barrier diodes. Therefore, the quantu
mechanical theory of phonon-assisted tunneling provi
good agreement with the experimental temperature de
dences of the current. The effect of phonons on tunne
processes is manifested mainly in the fact that the interac
with phonons in the centers imparts a pronounced temp
ture dependence of the form observed experimentally to
tunneling processes.
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Use of direct wafer bonding of silicon for fabricating solar cell structures with vertical
p–n junctions

V. B. Voronkov,* ) E. G. Guk, V. A. Kozlov, M. Z. Shvarts, and V. B. Shuman

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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A technology based on ion implantation and the direct wafer bonding ofp1 –p–n1 structures
has been developed for multijunction silicon solar cells. The internal quantum efficiency
of such structures is close to unity in the wavelength range 350–900 nm. ©1998 American
Institute of Physics.@S1063-7826~98!02507-1#
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One of the least developed variants of solar cells for
with solar radiation concentrators is a structure consisting
multijunction silicon solar cells with verticalp–n junctions
@vertical multijunction~VMJ! silicon solar cells#. The advan-
tages of VMJ silicon solar cells have been discus
repeatedly.1–3 However, it has been noted that new techn
logical solutions are required in order to implement the
positive qualities in practice. The main difficulties are due
the need to ensure passivation of the working surface a
small series resistance. The characteristics of VMJ sili
solar cells produced by the diffusion welding of four silico
wafers with an1 –p–p1 structure were presented in Refs.
and 3. The diffusion welding was conducted in vacuum
550 °C. In addition, aluminum was deposited on the wa
beforehand, while in a number of cases Silumin interlay
were used. After welding, the stack of wafers was cut i
individual elements~Fig. 1a!. The advantage of diffusion
welding is that it makes it possible to join a large number
wafers without imposing special requirements being impo
on the wafer surface quality~for example, the surfaces ca
be etched in KOH!. The drawback of such a complex stru
ture is the presence of metal interlayers on the working s
face. This produces shading~from 1 to 10%! and impedes
chemical treatment and passivation of the surface. The
technological variant that makes it possible to avoid th
drawbacks could be the direct bonding of silicon wafe
This comparatively new method4 has been employed in mi
croelectronics and technology of high-power semiconduc
devices for bonding clean polished silicon wafers with d
ferent types of conduction or different resistivities, wafe
coated with a layer of SiO2 , and Si wafers after ion implan
tation.

Our objective in the present work is to investigate t
application of direct bonding for fabricating VMJ silicon so
lar cell structures.

Commercial, polished̂100&-orientedp-Si wafers with
diameter 60 mm, thickness 350mm, and resistivity
40V•cm were used to fabricate the VMJ silicon solar ce
Some wafers were used to prepare VMJ silicon solar cells
diffusion welding using the method of Ref. 2. The rest of t
wafers were used for direct bonding. In the latter case the
implantation of boron atoms was conducted on one side
7891063-7826/98/32(7)/3/$15.00
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the wafers, and the implantation of phosphorus was c
ducted on the opposite side~for each impurity the dose
equaled 831016cm22). Annealing was not performed afte
ion implantation, since according to Ref. 5 amorphization
the surface promotes bonding.

Immediately before bonding, the wafers were etched
HF, after which they went through a standard cycle of ac
peroxide washings. In the final stage of the washings,
wafers were subjected to treatment in dilute 2% HF follow
by hydroxylation of the surface in a NH4OH:H2O2:H2O
~0.05:1:5! solution and a final washing in deionized wat
with resistivity ;18 MV•cm. The wafers were joined an
bonded according to the method described in Ref. 6.

Bonded pairs were subjected to high-temperature h
treatment in air at 1100 °C for 2 h without applying an ex-
ternal pressure. The bonding continuity and the presenc
‘‘bubbles’’ at the interface were monitored by infrared~IR!
photometry on a PTU-44 television system. The areal co
dinate resolution of the system was;300 mm with a possi-
bility of revealing bubbles with an optical gap>0.25mm
between the wafers. Monitoring of the bonding continu
showed that there are virtually no bubbles, and a narrow s
where bonding did not occur was present only at the edg
the wafers. Then1 and p1 layers were about 2mm thick,
and the surface boron and phosphorus densities were equ
331019 and 631019 cm23, respectively. Next, aluminum
was deposited on the exterior surfaces of the bonded wa
at 350 °C, and diffusion welding with low-resistivity silico
wafers, which served as heat compensators, was condu
Next, the stack of wafers was cut into individual 531.431
mm elements~Fig. 1b!. The surface of the elements wa
worked on four sides by successively grinding, polishin
and etching with acid. A passivating coating — an 80
thick SiO2 layer — and a two-layer antireflective coatin
consisting of Si3N4 and SiO2 layers, 550 and 400 Å thick
respectively, were deposited in an ion-plasma reactive s
tering apparatus in a single vacuum cycle similarly to Ref
The lifetime of the minority charge carriers was measured
Lax’s method7 and was equal to 48– 50ms for both methods
of fabricating VMJ silicon solar cells. The spectral depe
dence of the reflection coefficient (R) for the bonded
samples is presented in Fig. 2~curve1!. On account of the
© 1998 American Institute of Physics
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two-layer antireflection coatingR,5% in the wavelength
range l55502850 nm and minimum reflection occurs
l'650 nm. The spectral dependence of the carrier col
tion factorQ(l) for the same sample is presented in Fig

FIG. 1. Structures of silicon solar cells with verticalp–n junctions produced
by diffusion welding~a! and direct bonding~b!: 1 — p1 layer, 2 — n1

layer,3 — Silumin, 4 — heat compensator.

FIG. 2. Spectral characteristics of silicon solar cells produced by di
bonding: 1 — reflection coefficientR of the front surface;2 — external
collection factorQ, 3 — internal collection factorQ/(12R).
c-

~curve2!, and the spectral dependence of the internal qu
tum efficiencyQ(l)/@12R(l)# is depicted by curve3 in
the same figure. The internal quantum efficiency is close t
in a wide wavelength range~350–900 nm!.

The short-circuit current density (j sc) was calculated
from the spectral characteristics of the VMJ silicon so
cells for the AM1.5D solar radiation spectrum~1000 W/m2)
and found to be j AM1.5D539.43 mA/cm2. For exoatmo-
spheric conditionsj AM0548.14 mA/cm2. The spectral de-
pendence of the internal quantum efficiency of the VMJ s
con solar cells is close to that presented in Ref. 8 for pla
passivated-emitter solar cells~PESC’s!, which were fabri-
cated from low-resistivity silicon and possessed a textu
surface, a double antireflection coating, and shading of 4%
the area by the metal. Our values ofj sc ~34–38.7 mA/cm2)
are also close to those presented in Ref. 8j sc536.7
237 mA/cm2 for AM1.5 conditions. The high sensitivity in
the UV region of the spectrum makes it possible to estim
the surface recombination rate on the basis of the data in
9: it does not exceed 104 cm/s.

The load characteristics of VMJ silicon solar ce
consisting of twop–n junctions connected in series we
measured under a pulsed simulator of concentrated sola
diation for AM1.5D conditions. The load characteristic
one of the samples obtained by direct bonding for one-
illumination is presented in Fig. 3~curve1!. For comparison
the figure also shows the load characteristic for a diffusi
welded VMJ silicon solar cell with twop–n junctions
~curve2 in the same figure!. For the ‘‘welded’’ silicon solar
cell the short-circuit current density is somewhat low
( j AM1.5D534 mA/cm2) because the reflection minimum o
the sample lies in the infrared region ('800 nm). The de-
pendences of the fill factor~FF! and the efficiencyh on the
degree of concentration of solar radiation for the sa
samples are presented in Fig. 4. One can see that the
factor for the ‘‘bonded’’ sample is much smaller than for th
‘‘welded’’ sample, which had a surface density in the diff
sion layers;1020 cm23 and continuous surface metalliza

t

FIG. 3. Load characteristics of silicon solar cells with twop–n junctions
under illumination intensity 100 mW/cm2 ~AM1.5!. The solar cells were
fabricated by direct bonding~1! and diffusion welding~2!.
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tion at the interface. As a result of this, the efficiency of t
first sample is also lower, while for the welded samples
fill factor reached 80–82% and the efficiency reached 14
~AM1.5!. The low value of the FF is evidently due to the fa
that ion doping did not give a sufficiently high surface de
sity of the impurity at the interface, and this led to a hi

FIG. 4. Fill factor~FF! and efficiencyh versus the degree of concentratio
of solar radiation~AM1.5! for solar cells fabricated by direct bonding~1!
and diffusion welding~2!.
e
%

-

series resistance. To increase the fill factor it is necess
either to increase substantially the impurity implantati
dose or to use silicon wafers with diffusion layers for dire
bonding. However, in order to bond such wafers additio
investigations are required, since diffusion does not prese
wafer surface quality.

In summary, vertical multijunction silicon solar cells
which have been produced for the first time by direct wa
bonding without the use of photolithography and surface t
turing, make it possible to obtain spectral characteristics
are wavelength-independent in a wide range of waveleng

This work was supported by the Russian Fund for Fu
damental Research under Grant No. 96-02-17902.
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Pulsed investigations of diode structures based on silicon-hydrogen films
S. V. Belov and A. A. Lebedev
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Me/silicon-hydrogen film/Si diode structures are investigated. The main features of the
measurements performed are that, first, the method of paired voltage pulses applied to the sample
is used and, second, the measurements are performed in the temperature range from 294 K
up to 334 K. Reliable estimates of the main characteristics of silicon hydride films, such as the drift
mobility, trap density, trap ionization energy, and carrier trapping cross section, are obtained
by comparing the results obtained with data from previous work. ©1998 American Institute of
Physics.@S1063-7826~98!02607-6#
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1. INTRODUCTION

Silicon-hydrogen films~SHF’s! and porous silicon are
kindred materials. Interest in SHF’s increased substanti
after the discovery of visible-range photoluminescence
R. W. Fathaueret al. in 1992.1 Electroluminescence was als
observed in Me/SHF/Si structures in that year.2 Photodiodes
sensitive in the range from 1.1 to 4.2 eV were fabricated
investigated in 1993.3 However, the electrical properties o
SHF’s have been studied comparatively little. These fil
exhibit the properties of high-resistivity semiconductors w
permittivity «53.9.4 Investigation of the static current
voltage characteristics~IVC’s! of diode structures showe
that they can be described satisfactorily on the basis of
theory of space-charge-limited~SCL! currents in the pres
ence of traps.5,6 The voltage at which rapid growth of th
currentJ occurs is of the order of 0.4–1.0 V, and the tr
density calculated from it is 101621017 cm23. The carrier
mobility calculated from the IVC’s is of the order o
1024 cm2/V•s.

2. SAMPLES AND MEASUREMENT METHOD

Silicon hydride films are obtained by chemically etchi
silicon in HF, to which oxidizers (HNO3, NaNO2) are
added. Films with thicknessL50.0520.20mm form after
10–60 s. Their luminescence spectra are shown in Fig.

Diodes were produced by depositing Al, Au, or A
through a mask with openings 0.5–2.0 mm in diame
Ohmic contacts to Si were obtained beforehand by diffus
P. The structures have diode IVC’s with breakdown volta
.10 V and reverse currents of the order of severalmA.

The measurements of the transient current characteri
J(t) of the diodes were performed in the forward directi
under the action of a paired voltage pulses with the same
different amplitudesU1 andU2 ~Fig. 2!.

3. MEASUREMENT RESULTS AND DISCUSSION

After a voltage pulse is switched on, the current throu
the diode rises rapidly~in a time t1.0.1 ms) up to a maxi-
mum valueJm1 and then falls. The rise in current is due
7921063-7826/98/32(7)/3/$15.00
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the passage of free carriers through the SHF and the fa
of J is due to the capture of carriers in traps. The dr
mobility of the carriers can be estimated from the rise tim

m5
L2

t1U
.102321024 cm2/V• s, ~1!

whereU is the voltage on the diode. These values ofm agree
well with the results of Ref. 6.

Let us estimate the order of magnitude of the free car
densityn. In the case of field transport the current is initial
given byJ5qmnE, and

Jt15qmEn
L

Em
→n.

Jt1
qL

, ~2!

where E is the electric field andq is the electron charge
Substituting the typical valuesJ52 A/cm2, t151027 s, and
L51025 cm into Eq.~2!, we obtainn.1017 cm23.

The current falloff is due to the capture of carriers
traps and occurs under the conditions of high electric fie
(E.105 V/cm) and in response to a change in carrier de
sity. However, the initial section of the falloff can be a
proximated by an exponential function~Fig. 3! with time
constantt05svTn, wheres and vT are the trapping cross
section and the thermal velocity of the carriers, respective
t0510250 ms and does not depend onT. The cross section
s can be estimated fromt0 and was found to be of the orde
of 10219210220 cm2 for different samples.

The traps in a SHF are filled during the first forwar
current pulse, and after the pulse terminates, the traps
thermally emptied of trapped carriers. This process can
investigated with the aid of shifted voltage pulses.7 Let us
examine first the case when both pulses have the same
plitude andDt is the time interval between the end of th
first pulse and the start of the second pulse. AsDt increases,
there is enough time for some traps to be thermally emp
of trapped carriers, and the currentJm2 on the leading edge
of the second voltage pulse increases. In Fig. 2a the da
line shows the envelope of the functionJm2(Dt). The differ-
enceDJm5Jm12Jm2 on the initial section can be approx
mated by an exponential function. Figure 4 shows plots
© 1998 American Institute of Physics
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log DJm5f(Dt) for several values ofT. The time constantt0

of carrier generation is related with the trap parameters
the well-known relation8

tg5~vTsNc!
21 exp~Et /vT!, ~3!

where Nc is the effective density of states in the close
allowed band. The Arrhenius dependence fortg is linear

FIG. 1. Typical photoluminescence~PL! spectrum of the experimental SH
samples at 300~1! and 77 K~2!.

FIG. 2. Oscillograms of the current pulses of a typical sample with the s
~a! and different~b! voltages in the first (U1) and second (U2) pulses.
y

t

~Fig. 5!, and the trap activation energy determined from it
Et.0.260.02 eV. The carrier trapping cross sectio
calculated from Eq.~3! with Et50.2 eV, Nc51019 cm23,
and tg51024 s were found to be of the order o
10219210220 cm2 and agree well with the data obtaine
from the carrier trapping kinetics of the traps.

Let us now consider the case when the voltageU2 of the
second pulse is less than that of the first pulse. For a cer
value ofU2 it is possible to have a situation where there
virtually no forward current at the start of the second pul
even when the second voltage pulse follows immediat
after the first pulse, and the forward current increases aft
time td equal to the time interval between the end of the fi
pulse and the onset of current growth~Fig. 2b!. Such a form
of the transient characteristic with a current step is due to
trapping of injected carriers by traps and the formation of
internal electric field in the SHF, which can be greater th
the external field at the start of the pulse and can imp
current flow through the diode. As carriers are thermally g
erated from traps, the internal field decreases, and cur
flow in the forward direction becomes possible. The expe
ments showed thattd does not depend on whether or not
external field is applied to the SHF, i.e.,td is the same in the

e

FIG. 3. Time dependences of the falloff of a current pulse with differe
voltagesU ~in V! on the sample:1 — 1, 2 — 1.6, 3 — 2, 4 — 4, 5 — 7.
T5294 K.

FIG. 4. Plots ofDJm5 f (Dt) at various temperaturesT, K: 1 — 294,
2 — 315,3 — 334.
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cases when the second voltage pulse follows immedia
after the first pulse and when the start of the second puls
shifted by a timetd .

The densityNt of charged traps can be estimated fro
the voltage of the second pulse at which the transient c
acteristic described above is observed. We know the
distribution in an SHF and the degree to which the traps
filled by injection, but if it is assumed that the filling of th
traps does not depend on the coordinate perpendicular to
plane of the SHF, then the Poisson equation yields

Nt.
2««0U

qL2
, ~4!

where«0 is the permittivity. Substituting the known value4

U.1 V, L51025 cm, and«53.9 into Eq.~4! givesNt.4
31016 cm23.

The quantitytd depends onT, and the trap activation
energyEa can be calculated from it. The average value
several samples isEa50.2160.08 eV and agrees well with
the values ofEt presented above.

Thus, the following estimates of the characteristics

FIG. 5. Arrhenius plot for the thermal generation time constanttg .
ly
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r-
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re
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SHF’s can be made from static and pulsed measurement
Me/SHF/Si structures: the drift mobility m51023

21024 cm2/V•s; the trap densityNt5101621017 cm23; the
trap ionization energyEa50.2060.03 eV; the trapping
cross section of trapss510219210220 cm2.

4. CONCLUSIONS

It should be noted that Me/SHF/Si diodes have a co
plicated structure and that it has not yet been investiga
adequately. A heterojunction is formed at the SHF/Si int
face, and, according to the photoluminescence spectra
SHF’s, the gap width in the SHF is at least 1.7–1.9 e
Inclusions of nanosize silicon clusters with a large gap wi
are possible in the film. Material of a different nature can
present between such clusters. Surface states can form a
interface between a cluster and the material surrounding
They can also form on the SHF/Si and SHF/metal interfac
For this reason, the estimates made above are highly a
aged, and in real structures the mechanism of current tr
port through an SHF is more complicated than the simplifi
model examined above.

This work was supported by the Russian Fund for Fu
damental Research.
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Investigation of the device characteristics of a low-threshold quantum-dot laser
emitting at 1.9 mm

A. E. Zhukov,* ) A. Yu. Egorov, A. R. Kovsh, V. M. Ustinov, S. V. Za tsev,
N. Yu. Gordeev, V. I. Kopchatov, A. V. Lunev, A. F. Tsatsul’nikov, B. V. Volovik,
N. N. Ledentsov, and P. S. Kop’ev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted December 24, 1997; accepted for publication December 30, 1997!
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InAs quantum dots in a InGaAs matrix grown on an InP substrate by molecular-beam epitaxy
are employed as the active region of an injection laser. Lasing via quantum-dot states is
observed in the temperature range 77–200 K. At the lowest threshold current density 11 A/cm2

the radiation wavelength is equal to 1.894mm ~77 K!. © 1998 American Institute of
Physics.@S1063-7826~98!02707-0#
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Quantum dot~QD! arrays are promising for use as th
active region of an injection laser. In particular, an ultralo
threshold current density and a sharp decrease in its temp
ture dependence,1 as well as an increase in the specific gai2

have been predicted theoretically for them. An ultralo
threshold current density of 60 A/cm2, an internal quantum
efficiency of 70%,5 and continuous-wave lasing with outp
power of the order of 1 W~Ref. 6! have been reported fo
injection lasers based on QD’s formed by the self-orga
zation of three-dimensional islands in strongly strained s
tems of In~Ga!As/~Al !GaAs materials.3,4

However, the longest radiation wavelength achieved
QD-based structures of this type was 1.3mm,7 which greatly
limits the possible applications in fields of practical impo
tance, such as waveguide optical communication and m
toring of atmospheric pollution. We showed earlier that t
range of radiation from QD’s can be extended right up to
mm by using arrays of InAs quantum islands in a InGa
matrix grown on an InP substrate.8 The increase in the radia
tion wavelength as compared with~In,Ga!As QD’s in a
GaAs matrix in the present case is due, first and foremos
the employment of a narrower-gap matrix. In the pres
paper we report the development of an injection laser on
basis of QD’s in the InAs/InGaAs/InP system of materia
and present the results of investigations of its optical a
device characteristics.

The experimental structure was grown on
n1-InP(100) substrate by molecular-beam epitaxy~MBE!.
A 0.6 mm thick waveguide layer of undoped InGaAs w
deposited directly on the substrate, which functioned as
bottom emitter. An array of InAs QD’s was placed at t
midplane of the waveguide layer, which was bounded ab
by a 1.5mm thick p-InAlAs emitter layer. The structure wa
completed by a 0.6mm thick p1-InGaAs contact layer. The
InGaAs and InAlAs epitaxial layers were nominally lattic
matched with the InP substrate. All structures were grown
500 °C.

The laser diodes shown schematically in Fig. 1 we
formed in a geometry with four cleaved faces, which mad
7951063-7826/98/32(7)/3/$15.00
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possible to reduce the exit losses of radiation to a minimu
A Ti/AuZn/Ni/Au alloy was used to form ohmic contacts t
thep1 layer, while Au:Te/Ni/Au was used for the contacts
the n1-InP substrate. The laser characteristics were inve
gated under pulsed pumping with frequency 5 kHz and pu
duration 3ms in the temperature range 77–300 K. The ph
toluminescence~PL! was investigated on structures with th
top contact layer removed. The PL was excited by a Ga
AlGaAs semiconductor laser and detected by a cooled I
photodiode. The excitation power was 30 W/cm2.

Since the number of charge carriers that can particip
in lasing is limited by the QD density, the pump-curren
density dependence of the gain achieved on the QD’s sh
saturate when a certain value is reached. Gain saturatio
manifested as a sharp superlinear increase in the thres
current density with increasing losses and has been obse
in some lasers based on In~Ga!As QD’s in a GaAs matrix.9

To overcome gain saturation, it has been proposed that
QD density be increased by the repeated deposition of
eral arrays of QD’s.10,11

The same technological method was used in the pre
work. The active region consisted of three arrays of In
quantum dots separated by 5 nm thick InGaAs spacers.
transition from two- to three-dimensional growth was ind
cated directly during growth by the appearance of a str
RHEED pattern after the deposition of three InAs monola
ers~ML ! on an InGaAs~100! surface. The effective thicknes
of InAs deposited in each QD array was equal to 7 ML.

Transmission electron microscopy~TEM! data confirm
the formation of coherently strained InAs islands in t
InGaAs matrix when the effective thickness of the deposi
InAs exceeds 3–3.3 ML.8 The dimensions of the islands
which are characterized by a 50 nm base and a height of
order of 4–5 nm, are comparable to the exciton radius in
system of materials; this should lead to size quantization
charge carriers in all three directions.

It was observed after the repeated deposition of sev
QD arrays separated by InGaAs spacers with a thicknes
the order of the characteristic height of the islands~5 nm!
© 1998 American Institute of Physics



, a
ica
a
o
-

tio
G
id

As
h
ss

th
P

o
le
th

th

sy
b

is
h
ia

2,
of

nce
es
of

g
d in
w

n-
ent
al
est
ver

tal

he

d in
ght

ion
ture
f the
s of

o-
cti-

f t
s

rin

796 Semiconductors 32 (7), July 1998 Zhukov et al.
that the islands in the second and subsequent arrays
formed precisely above islands of the preceding array
shown schematically in the inset to Fig. 1. This same vert
alignment of QD’s in neighboring arrays was observed e
lier after the repeated deposition of InAs QD’s in GaAs
AlGaAs matrices12 and was attributed to the effect of inho
mogeneous strain fields, arising as a result of the forma
of the first array of dots, on the surface migration rates of
and In atoms.13 We believe that this explanation is also val
in the case of InAs QD’s in an InGaAs/InP matrix.

The PL data show that the radiation of strained In
islands in an~In,Ga!As matrix at 77 K covers the wavelengt
range 1.65– 1.944mm, depending on the effective thickne
of the deposited InAs, which controls the island sizes.8 How-
ever, vertical alignment makes it possible to increase
radiation wavelength even more. Figure 2 shows the
spectra at 77 K of structures differing in the number (N) of
QD arrays in the active region. The effective thickness
InAs forming one QD array was the same in both samp
and was equal to 7 ML. As one can see by comparing
spectra, the triple deposition (N53) of QD’s results in an
appreciable shift~approximately 20 meV! of the maximum
of the PL line toward lower energies as compared with
case of a single QD array (N51). We believe that this is
due to a decrease in the size-quantization energy in the
tem consisting of three vertically aligned QD’s separated
tunneling-transparent barriers.14

The PL line of a QD array formed by self-organization
inhomogeneously broadened with a full width at half-heig
ordinarily of about 40–80 meV, reflecting a substant

FIG. 1. Schematic representation of a section and band diagram o
experimental laser based on InAs quantum dots in an InGaAs matrix. In
schematic representation of the vertical alignment of QD’s in neighbo
arrays.
are
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spread of island sizes. As follows from the data in Fig.
vertical alignment of QD’s is accompanied by narrowing
the PL line from 37 meV in the case ofN51 to 23 meV for
N53. It should be noted that such a small QD luminesce
linewidth is one of the best reported values and provid
indirect evidence of an improvement in the homogeneity
the QD sizes as a result of vertical alignment.

The electroluminescence~EL! spectra near the lasin
threshold of the experimental laser structure are compare
Fig. 3 with the PL data. The excitation of an ultranarro
~less than 1 meV! line in the EL spectrum attests to a tra
sition of the diode into the lasing regime at a pump curr
densityJth511.4 A/cm2. The lasing wavelength was equ
to 1.894mm. As far as we know, these values are the low
threshold current density and the longest wavelength e
reported for QD lasers.

Mathematical modeling of the shape of the experimen
PL spectrum distinguishes two Gaussian linesPL1 andPL2
~Fig. 3!. The line with the longer wavelength (PL1) is due
to recombination via the ground state of the QD’s, while t
line with the shorter wavelength (PL2) is apparently due to
the excited state of the QD’s. Two lines are also observe
the EL spectra. It is important to note that lasing arises ri
next to the maximum of thePL1 line, indicating that lasing
occurs via the ground state of the QD’s.

Figure 4 shows the temperature dependences ofJth and
the integrated intensity of the PL line due to recombinat
in QD’s. As one can see, the experimental laser struc
demonstrates a very strong temperature dependence o
threshold current density, which can be described in term
the characteristic temperature by the quantityT0 of about 25
K. A sharp drop of the PL intensity described by an exp
nential dependence on the reciprocal temperature with a

he
et:
g

FIG. 2. PL spectra of structures obtained by single (N51) and triple
(N53) deposition of InAs QD arrays separated by a 5 nmthick InGaAs
spacers. The measurement temperature was 77 K.
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vation energy 46 meV is observed at the same time.
highest temperature at which lasing was observed was e
to 200 K.

Similar behavior, though not so pronounced, has b
observed before in lasers based on~In,Ga!As QD’s in a
GaAs matrix, and it has been shown that it is a conseque
of the thermal transfer of carriers from QD states into
matrix and the wetting layer.15 In the system of materials

FIG. 3. Electroluminescence~EL1, EL2! and photoluminescence~PL! spec-
tra of the laser structure. SpectraEL1 andEL2 were obtained with threshold
current densities 10.8 and 12.5 A/cm2, respectively (Jth511.4 A/cm2). The
arrow marks the lasing line. The dashed curve shows the PL line s
computed mathematically with two Gaussian curvesPL1 andPL2.

FIG. 4. Temperature dependences of the threshold current density
sample with four cleaved faces (2903290 mm) ~a! and the integrated PL
line intensity~b!. The dashed line inb shows an approximation of the fallof
of the PL by an exponential function with activation energy 46 meV.
e
al

n

ce
e

investigated in the present work, thermal transfer should
parently be much more pronounced because the energy s
ration between the QD levels and the band edges in the
trix is smaller. We believe that this problem can be partia
overcome by using the wider-gap quaternary compou
InGaAlAs as the matrix material.

In summary, lasing has been demonstrated in a struc
based on InAs quantum dots in an InGaAs matrix grown
an InP substrate. The threshold current density equ
11 A/cm2, while the emission wavelength equals 1.894mm
at 77 K.
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