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Powerful far-infrared radiation of hot holes in a strained two-dimensional
InGaAs/AlGaAs structure

Yu. L. Ivánov, S. A. Morozov, V. M. Ustinov, and A. E. Zhukov
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A sudden rise of far-infrared emission against the background saturation of the current–voltage
characteristic of a strained InGaAs/AlGaAs structure in a strong electric field was observed
in fields of about 1.5 kV/cm. As the electric field increases further, the intensity of the radiation
changes nonmonotonically. It is suggested that the rise of emission is due to the formation
of domains, which are responsible for the current saturation. ©1998 American Institute of
Physics.@S1063-7826~98!02109-7#
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A considerable number of papers on far-infrared~IR!
radiation of two-dimensional hot holes has recently be
published ~see, for example, Refs. 1–4!. This topic is of
interest because of the unusual nature of the energy spec
of two-dimensional holes, because of the strong nonpara
licity of the dispersion curves of quantum-well subban
and because of the existence of anticrossing points.5 Under
these conditions, it can be expected that as the holes
heated, an inverted distribution function is formed in a ma
ner similar to that thought to occur in the case of uniaxia
compressed germanium6 ~tunneling at the anticrossin
point!. However, in Ref. 7 it was shown that in uniaxial
compressed germanium inversion does not arise in the
subbands. The reason is that in bulk germanium a close
rangement of split subbands at the anticrossing point ex
only in the direction of compression~in the @111# crystallo-
graphic direction!. Away from this direction the subband
‘‘move apart,’’ tunneling does not arise, and inversion
impossible. At the same time, in two-dimensional structu
a single direction of infinite motion is precluded and inve
sion in this scheme is more likely.

Far-IR radiation of two-dimensional hot holes was fi
observed from unstrained structures of the ty
GaAs/AlGaAs.1–3 In those studies it was concluded that r
diative transitions are of an intersubband character. In Re
it was shown that streaming of hot holes exists a
streaming-associated evolution of the filling of the seco
quantum-well subband by hot holes in narrow~6.8 nm!
quantum wells as a result of a change in the warming fi
was demonstrated, while in Ref. 3 the radiation spectr
from wide ~20 nm! quantum wells was measured. No co
clusions concerning the possibility of obtaining an invert
distribution were drawn. A strained structure based
InGaAs/GaAs was investigated in Ref. 4 . As a result of
being heated in this system, holes are transferred from
well into the barriers, where they are effectively cooled b
cause their effective mass is much larger than in the w
The possibilities of an inverted hole distribution are d
cussed on the basis of this effect.

In the present paper we report the results of a preli
1001063-7826/98/32(9)/2/$15.00
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nary investigation of the far-IR radiation and transport of h
holes in a strained InGaAs/AlGaAs structure. The depth
hole quantum wells in this system exceeds 200 meV. H
heating by an electric field applied along the quantum-w
layers with such a well depth is unlikely to cause holes to
transferred from the well into the barriers, and all proces
described below can be assumed to occur as a result of
redistribution between quantum-well subbands.

The structure was grown by molecular-beam epitaxy i
standard RIBER-32P system with a solid-state arse
source. A 0.2-mm-thick gallium arsenide buffer layer wa
grown on a semi-insulating GaAs~100! substrate. This was
followed by an active region consisting of ten 15-nm-thi
InGaAs quantum wells separated by 60 nm thick AlGa
barriers. The thickness of the quantum wells did not exc
the critical thickness of pseudomorphous growth for the so
solution composition employed. The structure with quant
wells was bounded by 100-nm-thick AlGaAs barriers.

A two-dimensional hole gas was produced in the qu
tum wells by selective beryllium doping of narrow~2.5 nm!
barrier layers, separated from the wells by 6.0-nm-th
spacers. The Be atom density in the layers was
31018 cm23. The entire structure was completed by a 2
Å thick GaAs layer. The growth temperature of the acti
region was equal to 510 °C, which made it possible to av
reevaporation of In during the deposition process.

Samples with contacts, which were established by br
ing in gold with zinc at a depth giving a reliable contact wi
the quantum-well layers, were made from the structures.
gap between the contacts in the experimental samples
equal to 2 mm. An electric field in the quantum-well laye
was applied along the@110# crystallographic direction by
means of 1-ms pulses with a repetition frequency of 10 H
All experiments were conducted at the liquid-helium te
perature.

Modulated doping of the barriers in the structu
gave good hole mobility. In our case the mobility in wea
fields at liquid-helium temperature is on the order
104 cm2/(V•s). At this mobility streaming is observed i
GaAs/AlGaAs-type structures; the streaming current depe
1 © 1998 American Institute of Physics
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on the electric field, and the moment at which streaming
attained in an increasing electric field is characterized b
sharp kink in the current-voltage characteristic. Higher m
bility causes streaming to occur in the weaker fields a
causes the transition to be more abrupt~see Fig. 1 in Ref.
2!. Nonetheless, total saturation of the current–voltage c
acteristic during streaming is not observed, since on reac
the energy of an optical phonon holes in ballistic flight ha
enough time to emit an optical phonon and penetrate into
active region to a depth which increases with increasing e
tric field, which accounts for the weak increase in the c
rent.

A different picture is observed when a strong field
applied in the quantum-well layers of a strained InGaA
AlGaAs structure. Despite good hole mobility in weak field
in this case the current-voltage dependence does not ha
characteristic kink, which should be observed when stre
ing commences, but rather it gradually passes into a reg
of actual current saturation~see Fig. 1, curve1!. Such a
behavior of the current-voltage characteristic for a strain
structure can be explained by nucleation and growth o
domain — a region of high but fixed field — which control
the current that flows through the sample. As the poten
difference on the contacts of the sample increases, the
main region grows, but the field in the domain and theref
the current remain constant.

Far-IR radiation was detected in the region of sensitiv
of a boron-doped germanium photodetector~50–120mm!.
Weak growth of the intensity, comparable in magnitude
that detected in Ref. 2 , isobserved in weak fields. In a fiel
of about 1.5 kV/cm the radiation intensity grows rapid
increasing by several orders of magnitude~see Fig. 1, curve
2!. No sharp changes in the current are observed. As the
in the sample increases further, the radiation intensity va
nonmonotonically. The character of this variation with r

FIG. 1. Current~1! and far-IR radiation intensity~2! plotted as a function of
the electric fieldE in the sample.
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peated passes remains the same, though the amplitude v
somewhat. In all cases, sharp growth of the radiation occ
in the same electric field.

The nonmonotonic character of the intensity of the po
erful radiation as a function of the electric field indicates th
the radiation is not associated with trivial processes in
sample~for example, electric breakdown!. The rapid growth
of the emission could be associated with domain formati
which in turn is associated with hole redistribution ov
quantum-well subbands, in which tunneling at anticross
points does not play a crucial role. Unfortunately, we do n
know the spectrum of the hole subbands of this structu
This spectrum can differ strongly from the correspondi
spectrum of unstrained GaAs quantum wells, which is ch
acterized by a large separation of the subbands at the
crossing points.5 At the same time, there are known cases
strained structures with dispersion curves which are clos
one another at the anticrossing point, so that tunneling
entirely possible, and with a wide region with large effecti
mass in the Brillouin zone, which should allow the existen
of a domain~see Fig. 1a in Ref. 8!.

Under these conditions inversion and generation
stimulated radiation by the mechanism described above
appear. The threshold character of the powerful radiat
supports this interpretation of the processes that have
curred.

This work was supported by the Russian Fund
Fundamental Research~Grant No. 98-02-18403! and the
Interdisciplinary Science and Technology Program of Rus
‘‘Physics of Solid-State Nanostructures’’~Grant No.
97-1044!.
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Composition and porosity of multicomponent structures: porous silicon as a
three-component system
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It is shown for the system porous silicon~por-Si!–silicon ~Si! that effective nondestructive
investigation of the interfacial morphology of layered semiconductor systems and of the
composition of multicomponent layers by ellipsometry and Rutherford backscattering is
possible. Both methods were used to determine the percentage composition of the main
components ofpor-Si: crystal silicon, silicon oxide, and voids~porosity!. It is shown thatpor-Si
obtained by pulse-anodization contains a substantial quantity of silicon oxide. It is also
shown that spectral ellipsometry can be used to determine the specific ratio of individual layers
or components of multilayer and multicomponent systems~provided that the spectral
dispersion of the optical constants of these components is known!. © 1998 American Institute
of Physics.@S1063-7826~98!02209-1#
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1. INTRODUCTION

Multicomponent systems containing quantum-well p
ticles have recently been studied extensively. Such syst
can be viewed as a new class of semiconductor mate
with properties that differ substantially from those of t
initial components. Examples of such materials are Ge
Si clusters in a SiO2 matrix1,2 and metal oxides3 and super-
conducting ceramics4 embedded in fullerenes.

A classical example of a multicomponent quantum-w
system is porous silicon~por-Si!. In the ideal casepor-Si
contains silicon microcrystallites and voids. Depending
the preparation method, it can also contain inclusions
amorphous silicon, silicon oxides, and even organosilic
compounds, which result from the treatment in organic m
tures.

Our objective in this study was to investigate the co
position of the layers and the porosity ofpor-Si. This was
done by using a combination of nondestructive methods
spectroscopic ellipsometry, Rutherford backscatter
~RBS!, and proton-induced x-ray emission~PIXE!.

2. EXPERIMENT

Boron-doped,p-type Si with 2 V• cm resistivity and
^100& orientation was used. Anodization was performed i
1:1 ethanol solution of HF. Pulse-electrolysis with illumin
tion (;40 mW/cm2) was used. The duration of the squa
voltage pulses wast50.1210 ms and the pulse repetitio
frequency wasf 552100 Hz. The current density in a puls
was j 510250 mA/cm2 ~chargeQ51210 C/cm2). The lay-
ers possessed a dense, shiny surface.

The measurements of the thickness and the optical c
stantsn andk were performed on a LE´ F-3M ellipsometer at
angles of incidence in the range 50–70°. The use of He–
1001063-7826/98/32(9)/3/$15.00
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He–Cd, and argon lasers as radiation sources made it
sible to investigate the optical characteristics ofpor-Si in the
photon energy intervalhn51.9622.801 eV. Standard for-
mulas were used to convert the measured values of the c
plex reflectance of the structure into the thicknesses
complex refractive indices of the material.5 For a transparen
film, the periodicity of the ellipsometric data as a function
the thickness made it necessary to make a preliminary e
mate of the film thickness by means of interferometric m
surements in a MII-4 microscope.

The composition and thickness of the layers were a
investigated by RBS and PIXE.6

3. RESULTS AND DISCUSSION

The refractive indexn and extinction coefficientk were
determined by spectral ellipsometry. The values of the
tinction coefficientk in the entire measured spectral ran
and at all thicknesses do not exceed 0.01. Since in the in
tigated layersn@k, the real part of the effective permittivity
of these layers is determined only by the refractive ind
«5n22k2.n2. The main and most important informatio
about the layers can therefore be obtained by analyzing
measurements of the refractive indexn.

Figure 1 shows the spectral dependence of the refrac
index of one sample of porous silicon obtained by pul
anodization (j 540 mA/cm2, t55 ms, f 55 Hz, Q52.3
C!. The Bruggemann effective-medium theory7 was used to
estimate the relative content of the components in apor-Si
layer. The relationship between the experimentally de
mined effective permittivity«eff of a multicomponent system
and the permittivities« i and relative contentf i of individual
components is determined by the following equations
tended to the case ofi components:
3 © 1998 American Institute of Physics
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(
i

f i~« i2«eff!/~« i12«eff!50,

(
i

5 f i50.

The dielectric constant«1 of the silicon microcrystallites was
assumed to be equal to bulk silicon. In the case of two co
ponents, silicon and voids, the spectral dependences o
refractive index are given in Fig. 1~solid lines! for relative
void concentrations of 0.830, 0.835, and 0.840. The de
tion of the experimental points from the computed curv
was attributed to the fact that the real structure deviates f
the two-component model because of the presence of ox
Since the dispersion of the oxide in the visible region of
spectrum is negligible, while a void has no dispersion at
silicon is the only component that determines the slope of
experimental curve in Fig. 1.

In the three-component Bruggemann effective-medi
model the concentration of each component of the sys
can be estimated from existing data on the optical const
of crystalline siliconc-Si ~Ref. 8! and SiO2. The following
results are obtained assuming spherical components: por
— 54.8%,c-Si — 6.4%, and SiO2 — 38.8%.

A direct estimate of the atomic composition of apor-Si
layer was made using the RBS data, which give the ene
distribution of the protons reflected from the sample~Fig. 2!.
The thicknessD of the films in units of the number of arbi
trary atoms~arb. at.! SixO12x per cm2 can be calculated from
these data.9 We obtainedD52.75031018 arb. at./cm2. The
atomic ratio is Si : O5 0.37 : 0.63, which corresponds to th
composition SiO1.7. The PIXE measurements, which sho
the relative intensities of the O and Si lines, confirm the
results. The PIXE measurements in random and channe
directions~Fig. 3! show that channeling is observed only f
silicon, but not for oxygen, which decreases the signal
;12%. This indicates the presence of a crystalline ph
~c-Si! in the porous layer. As is well known, in crystallin

FIG. 1. Spectral dependences of the refractive indexn of por-Si: Dots —
experiment; solid lines — calculation in a two-component model silicon1
void. The relative void fraction is indicated.
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silicon the ratio of the PIXE signals in the random and cha
neling directions is 0.03–0.05. On this basis we estimate
c-Si content in the layer to be 14.2%.

The silicon/oxygen ratio which was obtained corr
sponds to the layer composition Si : O5 1 : 1.7. Since the
c-Si concentration is 14.2%, the fraction of silicon bou
with oxygen is 85.8%. It is obvious that the ratio 0.858 : 1
corresponds exactly to the composition of silicon dioxid
This makes it possible to interpret porous silicon as a sys
consisting of three components~silicon, silicon dioxide, and
voids!, if the other possible compounds of silicon with ox
gen are disregarded.

Given the thicknessD, the density of a film can be cal
culated from the equation

r5DA/d,

whereA is the mass of an arbitrary atom in grams, andd is
the thickness of the layer in cm. From the known layer thic
ness~8000 Å! we obtain a density of 1.167 g/cm3. Since the
density ofc-Si is 2.33 g/cm3 and that of SiO2 is 2.3 g/cm3,
the porosity is 49.4% and thec-Si and SiO2 fractions are
7.2% and 43.3%, respectively.

The good agreement between the results obtained by
fundamentally different methods thus indicates that spec

FIG. 2. RBS spectrum of a 8000 Å thickpor-Si layer on ac-Si substrate.
Dots — experiment, curves — model spectra:1, 2 — oxygen and silicon
partial spectra for a porous structure,3 — silicon partial spectrum of the
substrate,4 — total model spectrum.

FIG. 3. PIXE spectra of apor-Si layer in the channeling direction~solid
heavy line! and the random direction~fine line!, and their ratio~dashed line!.
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ellipsometry can be used in a new way to study interface
layered semiconductor systems and to correctly choose a
tod for analyzing a multicomponent medium.

Two features stand out in the ratio of components
por-Si: the relatively low porosity of the layer and its hig
oxide content. It should be noted that the second feature
be expected. Our objects of investigation werepor-Si layers
obtained by pulse anodization.10 This method yields layers
with a smooth shiny surface, which is necessary for ellip
metric measurements. Moreover, the photoluminesce
spectrum obtained by pulse-anodization ofpor-Si is charac-
terized by an intense fast-luminescence band,10 which is usu-
ally attributed to the presence of a substantial quantity
oxide in the layer.11 In this study we have confirmed th
relationship between features of the photoluminesce
spectrum and the oxide content in thepor-Si layer.

The low values of the porosity of the layer are explain
mainly by the fact that the oxide in the layer was taken in
account, since in the two-component system the poros
exceed 80%~see Fig. 1!. At the same time, it should be note
that the weight method ordinarily used to determine the
rosity of por-Si layers gives values that are too high beca
of errors in estimating the layer thickness, especially in
presence of a so-called crater — general settling of the
rous layer relative to the initial silicon surface.12

4. CONCLUSIONS

1. It was shown that spectral ellipsometry can be use
determine the specific ratio of individual layers or comp
nents of multilayer and multicomponent systems~provided
that the spectral dispersion of the optical constants of th
components is known!.
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2. The relationship between the fast-luminescence b
of por-Si and the presence of oxide in the layer was co
firmed experimentally.

This work was supported by the Russian Fund for Fu
damental Research~Grants N 96-02-17903 and N 96-02
17926!, INTAS ~N 93-3325!, and the program ‘‘Physics o
Solid-State Nanostructures’’ of the Ministry of Science.
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Charge limit effects in emission from GaAs photocathodes at high optical excitation
intensities
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The stationary characteristics of a photocathode and the characteristic times of transient
processes accompanying instantaneous switching of the illumination on and off under the
conditions of high excitation intensity are examined in a nonlinear diffusion model, with allowance
for the photovoltage dependence of the parameters of the skin layer. Analytical expressions
for the quantum yield as a function of the photovoltage and radiation intensity are obtained for the
stationary case. The critical value of the illumination intensity corresponding to a transition
into the emission charge limit regime is found. It is shown that the time of emergence into a
stationary state depends on the magnitude of the photovoltage established on the barrier
and is determined mainly by the equilibration time between the electron and hole fluxes on surface
recombination centers. At high illumination intensities the equilibration time is inversely
proportional to the illumination intensity. At intensities corresponding to complete blocking of
the cathode, this results in an emission charge limit. The photovoltage relaxation time
can reach microseconds. The photovoltage dependence of the tunneling transmittance of the
activation layer can be reconstructed by comparing with experiment the computational results
obtained for the quantum yield as a function of the photovoltage.
© 1998 American Institute of Physics.@S1063-7826~98!02309-6#
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Semiconductor photocathodes employing electron em
sion from the surface of a GaAs epitaxial film activated
negative electron affinity have a broad range of import
applications in infrared technology and modern physics
high energy physics1,2 and in investigations of crystal sur
faces and the magnetic properties of thin films.3 The possi-
bilities of using photocathodes in electron microscopy a
electronic lithography are being studied extensively4

Optical orientation of electrons in the process of abso
tion of circularly polarized light near the interband abso
tion edge is used to obtain beams of polarized electro
Since the excitation of the semiconductor structure occur
the low-absorption region, intense sources of excitation m
be used to obtain beams of adequate intensity. In so do
diverse nonlinear effects are observed experimentally, b
in the stationary state5 and during pulsed excitation.5–7 These
effects are associated with a limitation of the emision curr
and charge as a result of the photovoltaic effect, which
creases the band bending at the surface and increase
work function.8 For applications of photocathodes as eas
controlled sources of polarized electrons, the maximum c
rent ~in the continuous regime! and the maximum charge pe
pulse~in the pulsed regime! are important. The charge limi
in emission is the main obstacle to increasing the electr
1001063-7826/98/32(9)/9/$15.00
s-

t
n

d

-
-
s.
in
st
g,
th

t
-
the

r-

n-

beam intensity required for a number of planned acceler
experiments.6

Although the qualitative picture8 of the phenomenon is
quite clear and largely explains the experiments,5–7 the quan-
titative results in Ref. 8 were obtained as a result of a mo
numerical calculation. This makes it impossible to use
results of Ref. 8 to clarify the dependence of the obser
quantities on the structural parameters of the photoemitte
estimate the maximum achievable parameters and the p
bility of optimizing the parameters of photoemitters, or
determine the structural parameters of photoemitters fr
the experimental data.

The phenomena occurring in the surface region of sp
charge and of the activating layer~AL ! present the greates
difficulties for experimental and theoretical study. Expe
ments on low-energy electron diffraction from an activat
surface attest to the degree of amorphization of the struc
of the AL.9 As a result, even for cathodes with high an
similar values of the quantum yield there is a large varian
in the observed characteristics, for example, in the ene
distributions of the emitted electrons and in the degrada
kinetics. The wide energy distribution of the emitted ele
trons and their weak depolarization under optical orientat
conditions show that the fluctuation potential plays
large role in the space-charge region~SCR!.10 The diverse
6 © 1998 American Institute of Physics
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properties of the AL are also manifested in the behavior
cathodes under intense excitation conditions.

In our study we used a three-step diffusion-drift mod
of photoemission11 to investigate the mechanisms that im
pede the photovoltaic effect and to clarify the possibilities
characterizing photocathode structures according to the
perimental data. Methods for optimizing the structure of ph
tocathodes are discussed.

1. FORMULATION OF THE PROBLEM

1.1.During activation of an atomically clean surface of
heavily doped GaAs epitaxial film to a state of negative el
tron affinity, a layer~the activating layer!, which is an energy
barrier for photoelectrons and is no more than 3 nm thi
forms on the surface of the film. Pinning of the Fermi level
the surface on donor-type localized states in the band
results in band bending at the surface and in the formatio
a space-charge region~SCR!, whose thicknessw is deter-
mined by the magnitude of the band bending and the ac
tor densityNa . The energy diagram of a photocathode stru
ture with a working region of thicknessd is shown in Fig. 1.

Photoelectron transport in the working layer 0<x<d is
described by the diffusion equation

]n

]t
1

]qn

]x
5aI ie

2ax2
n

t
, qn52Dn

]n

]x
2mnEn. ~1!

Heren is the electron density, the coordinatex is measured in
a direction rightward from the barrier,I i is the near-surface
light intensity in the photoconductor, anda is the absorption
coefficient. For not too high doping levels and room te
peratures the electron motion in the SCR can be descr
quasiclassically. Consequently, we shall examine separa
the dynamics of electrons in the space charge layer 0<x
<w and in the quasineutral regionw<x<d, matching the
solutions at the boundaryx5w.12

1.2. The boundary condition atx50 describes electron
capture and recombination with positively charged cen
on the surface and electron emission into the vacuum

FIG. 1. Energy band diagram of a photocathode. The dotted line show
position of the vacuum level and the band edges in the space-charge r
before illumination.
f

l

f
x-
-

-

,
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-
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qn~0!52qsn2qemi . ~2!

The recombination fluxqsn can be written in the formqsn

5anNs
1n0 or

qsn5snn0~12 f !. ~3!

Here f is the fraction of the positive surface chargeeNs that
is neutralized by recombination with electrons,Ns

15Ns(1
2 f ) is the surface density of the positively charged cent
in the presence of illumination,sn5anNs is the surface re-
combination rate, andan is the electron capture coefficien

In the expression~3! the term describing the inverse pro
cess — electron transfer into the conduction band — is om
ted. It is important if the surface levels on which trappin
occurs lie quite close to the conduction band. For an a
vated GaAs surface, the terms associated with thermal g
eration are negligible both in the interior and at the surfa

Experiments studying the energy distribution of t
emitted electrons in the presence of a weak excitat
intensity13,14 show that the energy of the emitted electro
and the width of the distribution correspond to a bandDE
5Ec2Ev l between the conduction band edge and
vacuum level. This band is close to the magnitude of
negative electron affinityDE'x, attesting to rapid electron
capture in the SCR well and low transmittance of the surf
effective potential barrier~see Fig. 1!. We can therefore
write the electronic emission currentqemi in the form

qemi52Vn
TTw~n02n0* !. ~4!

Here Vn
T5vnTn is the rate of escape of electrons from t

SCR,vn is the average electron velocity, andTn is the trans-
mittance of the effective barrier in the region of the activ
ing layer. The average depthVbi of the SCR well is much
greater thanDE, so that at high excitation intensity the dep
of the SCR well and the energy bandDE accessible for
electron emission decrease. This decreases the emission
rent. This circumstance is taken into account in Eq.~4! by
the factorTw , which is the effective ‘‘transmittance of th
quantum well’’ of the SCR. The densityn0* corresponds to
equilibrium atI i50. The boundary condition~2! is nonlinear
because of the dependence of the recombinationqsn and
emissionqemi currents on the degree of filling of the surfac
centers by electrons.

1.3. At the right-hand boundary of the working regio
x5d, we shall use the surface-recombination condition
the form

Dn]n/]x52s1~n~d!2nd* !, ~5!

wheres1 is the corresponding recombination rate, andnd* is
the dark electron density, which inp-type samples is much
lower than the characteristic densities in the working reg
in the presence of illumination and can be set equal to zer
the entire working region.

1.4. The boundary condition on the left-hand bounda
of the working regionx5w, which relatesn(0) andn(w),
can be easily obtained by assuming that the transit t
through the space-charge region~but not the equilibration
time between the SCR states and the surface states! is much

he
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shorter than the carrier lifetime. Expressions for the distri
tion of the flux and densities inside the SCR 0<x<w follow
from Eq. ~1!:12

qn5qn~0!1I i~12e2ax!'qn~0!1I iax, ~6!

n~x!5eU~x!2U0Fn02
1

Dn
E

0

x

qn~x8!e2[U~x8!2U0] dx8G ,
~7!

whereU(x)5ef(x)/kT, and f(x) is the electric-field po-
tential. Substituting expression~6! into ~7!, we obtain the
following equations if the conditionax!1 is satisfied:

n~W!5eU~W!2U0H n02
Ld

Dn
@qn~0!J1~W!1I i ãJ2~W!#J , ~8!

J1~W!5E
0

W

exp@2~U2U0!#dX,

J2~W!5E
0

W

X exp@2~U2U0!#dX. ~9!

HereX andW are, respectively, the coordinate and width
the space-charge layer normalized to the Debye radiusLd

5A««0kT/Nae2: X5x/Ld , W5w/Ld5(2Vbi /kT)1/2, ã
5aLd @Vbi5ef(0) — band bending#. In the depleted-layer
approximationU5(W2X)2/2, and the integralsJ1(W) and
J2(W), which appear in Eq.~8! whenW*2, are

J1~W!'Ap/2 exp~W2/2!,

J2~W!'~WAp/221! exp~W2/2!.

Moreover, in this approximationLd /Dn5W/(mnE0)5 v̄21.
The final expression forn(w) is

n~w!5
2qn~w!Ap/2

v̄
1

I i ã

v̄
1n0 e2W2/2. ~10!

It follows from the expression~10! that the density at the
SCR boundary and in the quasineutral region is a sum
three terms, which are connected with the diffusion flux fro
the region of maximum densities of the working layer by t
photogeneration and by electrons that diffuse from the s
face in a direction opposite to the field. The quantityv̄/Ap/2
plays the role of an effective recombination rate at
boundary of the working layer. Since in the working regi
E50 andqn(w)52Dndn/dx(w), Eq. ~10! establishes a re
lation between the derivative and the density at the left-h
boundary of the quasineutral region. We note that the qu
tity qn(w) obtained by solving the diffusion equation fixe
the value ofqn(0) by the relation~6!. Using this relation and
Eqs.~2!–~4!, we obtain

n05
2qn~w!1I iaw

S
, S5Vn

TTw1sn~12 f !. ~11!

Eliminating qn(w) with the help of the relation~10! for
n(w), we obtain
-

f

of

r-

e

d
n-

n05
n~w!ȳA2/p1I ia~w2A2/p Ld!

S1A2/p ȳe2W2/2
. ~12!

We note that the surface electron densityn0 depends, in
terms of the thicknessw of the SCR and the ‘‘effective re
combination rate’’S, on the degree of filling of the center
by electrons.

1.5. The change in the degree of filling of the surfa
states as a result of exposure to light is regulated by
difference in the fluxes of electrons and holes captured
surface centers,

Ns

d f

dt
5qsn2qsp ~13!

with the initial valuef 050 which corresponds to dark equ
librium.

The hole flux to the surface increases the number
positively charged surface states and the surface charg
change in the degree of filling of these centers changes
surface charge densityeNs

1 , the heightVbi , and the widthW
of the energy barrier for holes

Vbi52p
e2Ns

12

«sNa
5Vbi

0 ~12 f !2, W5A2Vbi
0

kT
~12 f !,

~14!

and it leads to the photovoltaic effect — the appearance
photovoltagedV, which changes the position of the condu
tion band edge relative to the vacuum level,

dV5Vbi
0 2Vbi5Vbi

0 f ~22 f !, Ey l5Ey l
0 1dV. ~15!

This decreases the fraction of electrons which overcome
barrier. The total charge of electrons emitted from a unit a
of the photocathode is

Q5eE
0

`

vnTnTw~n02n0* !dt. ~16!

1.6. The hole fluxqsp5apNs
0p0, ignoring thermal gen-

eration, can be written in a form such as Eq.~3!: qsp

5spp0f . It describes the capture of holes on neutral cent
with densityNs

05Nsf at the ratesp5apNs , whereap is the
hole capture coefficient. The hole surface densityp0 is de-
termined by the total flux of holes reaching the surface fr
the working regionp05qp0 /Vp , which consists of two parts
— the thermal emission current and the tunneling curr
through the barrier of the space-charge layer:15–17

qsp5@qsth
0 ~eU0y21!1qst

0 ~elU0y21!# f ,

y5
dV

Vbi
0

5 f ~22 f !, ~17!

qsth
0 5spNye

2U0, qst
0 5spN* e2lU0, ~18!

l5
A2Ld

l t
, N* 5

1

3A2p5/2

D/kT

Ldl t
2

,

l t5\/~2mp* kT!1/2. ~19!
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Here Nv (} l t
23) is the effective number of states in th

valence band; the quantityD, which appears in the definition
of N* , has the dimension of energy (;0.02 eV! and is the
so-called overlap integral~see Ref. 16, Vol. 2, p. 107!. We
note that the relative contribution of the tunneling curre
depends on the effective mass of the tunneling holes an
the particular features of the structure of the SCR. T
choice of the numerical values for the parameters of the
neling current therefore requires substantiation, which f
outside the scope of this paper.

It follows from Eq. ~17! that the restoring hole curren
depends on the degreef of filling of the centers and on the
photovoltagey. Using relation ~17! and the dependenc
dV( f ) @~Eq. 15!#, it is convenient to use the kinetic equatio
~13! for y

Ns

2A12y

dy

dt
5qsn2@qsth

0 ~eU0y21!1qst
0 ~elU0y21!# f ,

f 512A12y. ~20!

2. QUASISTATIONARY EXCITATION

In the model described above, the steady-state valu
the photoemission current under steady-state excitation
ditions can be found analytically. The construction of t
steady-state solution is based on obtaining a relation betw
nw andqw from the solution of the boundary-value proble
~1!. We thus obtain an additional relation betweenn0 and
nw , which together with Eq.~12! can be used to obtain ex
pressions forn0 andqsn and to determine, from the conditio
qsn5qsp , the stationary characteristics. The final result is

n05
I ia

yeff
Leff , ~21!

yeff5Vn
TTw1sn~12 f !1ydif ue2W2/2,

Leff5L11L2 , L15Ld@W2~12u!#, ~22!

L25
guLdif

11aLdif
e2aw,

g5H d2
k

D
@~k1S1!ek2~k2S1!e2k

12~d2S1!e2d#J Y ~d2k!, ~23!

D5~k1S1! ek1~k2S1! e2k, k5d/Ldif ,

d5ad, S15s1d/Dn , ~24!

u5S 11Ap

2

vdif

v̄
D 21

, vdif5b
Dn

Ldif
, Ldif5ADnt,

b5
~k1S1!ek2~k2S1!e2k

D
. ~25!

Expression~21! describes the relationship between the nu
ber of photoexcited electrons and the number of electr
that leave the working region. The parameterg in the
t
on
e
n-
ls

of
n-

en

-
s

expression forL2 depends on three parameters — the v
umek and surfaceS1 recombination in the working region
and the optical thicknessd of the working region. In the
limiting case of a thick active layerd@Ldif , we havek
→`, g→1, andb→1. We note that the constantsb andg
are close to 1 even fork.1 and d.1. Specifically, for
d51 mm, s15105 cm/s, t51029 s, Dn540 cm2/s, and
a5104 cm21 we have k51/2, S151/4, d51,g50.821,
b50.782, andu050.881. In the limitk→0, the parameter
g512e2d andb5k.

Using the definition~3!, we write an expression forqsn

for v!d, Ldif , 1/a in the form

qsn5I i

aLdif

11aLdif
gu

3
sn~12 f !

sn~12 f !1Vn
TTw1ydif ue2W2/2

. ~26!

It follows from Eq.~26! that forsn(12 f )@Vn
TTw the station-

ary value ofqsn is virtually independent off , which allows
us to ignore the explicit dependenceqsn( f ) and to assume
that qsn is a given function of the intensity of the radiation
which enters the working layer, and of the quantities wh
characterize the collected charge (aLdif , g, etc.!.

3. QUANTUM EFFICIENCY

3.1.An expression for the quantum yieldY5qemi /I i can
be obtained from Eq.~4! using Eq.~21!. We give an explicit
expression forY in the casew!d, Ldif , 1/a, under the as-
sumption that, in general,sn andTn depend on the excitation
intensity:

Y5gu
aLdif

11aLdif

3
hTwTn

hTwTn1sn /sn0~12y!1/21vdif /sn0ue2W2/2
, ~27!

whereh5vn /sn0. According to Eq.~27!, the quantum effi-
ciency is determined by the product of several cofact
which depend on the characteristics of the working reg
(g), the incident radiation (aLdif ), and the conditions at the
barrier @h, Tw(y), Tn(y)#. The cofactoru depends on the
characteristics of the working region (vdif), on the effective
transport velocityv̄ in the space-charge layer, and~in terms
of the thicknessW of the layer! on the photovoltage at the
barrier. We emphasize that expression~27! is valid for an
arbitrary dependence of the transmittancesTnTw(y).

The dependence of the transmittanceTw on the magni-
tude of the band bending is related to the relaxation kine
and the electron energy distribution arising in the SCR w
In the uniform-distribution approximation

Tw5
Ec2Ey l

Vbi
5

r 2y

12y
512

12r

~12 f !2
,

r 5
Ec2Ey l

0

Vbi
0

5Tw0 . ~28!
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In the presence of intense excitation the increase in
photovoltage and degree of filling of the centers results i
decrease of the ‘‘transmittance of the well.’’ The maximu
value of the dimensionless photovoltage, at which the s
face barrier becomes nontransmitting for electrons and
quantum efficiency vanishes, depends on the initial value
the vacuum level and the band bending:ym5dVm /Vbi

0 5r .
The degree of filling of the centers isf max512A12r . An
expression for the radiation intensity corresponding to t
condition follows from the equalityqsn5qsp at y5r . Ignor-
ing electron diffusion in a direction opposite to the field, w
obtain

I cr5
@11~aLdif!

21#

gu~r !
@qsth

0 ~eU0r21!1qst
0 ~elU0r21!#

3~12A12r !. ~29!

Expression~29! is valid for an arbitrary dependenceTw(y).
Here it must be assumed thatTw(r )50. It is significant that
an increase inEv l

0 ~decrease ofr ) results in a strong decreas
of I cr. Conversely, a decrease ofsn and an increase ofsp

shift the limit of opacity of the barrier to higher intensities
It follows from Eq.~27! that the decrease in the quantu

efficiency of the photocathode is due to three factors. T
first one is the decrease inTw as a result of a narrowing o
the energy interval where electrons can still overcome
barrier. The second factor is the decrease in the probab
Tn of tunneling through the barrier as a result of a shift of t
electron distribution function in the well in a direction o
high energies in the presence of a photovoltage at the bar
It is manifested as a dependence of the barrier transmitta
Tn on the photovoltage~field!. The third factor is the loss o
electron density as a result of surface recombination.

At low illumination intensitiesf , y!1, the quantityY is

Y05gu0

aLdif

11aLdif

vnTn0Tw0

sn01vnTn0Tw0
. ~30!

The relation~30! becomes the expression derived for t
quantum efficiency for the special case of a thick active la
(g51) with a low optical excitation level.18 It follows from
Eq. ~30! that for a high surface recombination rate or a lo
rate of tunneling through the barrier the quantum yie
Y0;1/sn0, while for a low surface recombination rate th
quantum yieldY0 does not depend onsn0 and tends toward
the maximum possible value determined by volume gen
tion and recombination in the working region of the pho
cathode.

According to Eq.~27!, the normalized quantum yield
Y/Y0 as a function ofy depends on three parameters:r , h,
and the ratiovdif / v̄0, which appears in the definition ofu
@Eq. ~25!#. Additional factors influencingY are contained in
the functionTn(y). We note that ifvdif! v̄0, which corre-
sponds tou0'1, then the velocityv̄ characterizing carrier
transport in the space-charge layer has essentially no e
on the quantum efficiency.

3.2. Let us examine the behavior ofY for y!1 by
expanding expression~27! in a series in powers ofy.
e
a

r-
e

of

s

e

e
ty

er.
ce

r

a-
-

ct

Qualitative results can be obtained by studying the c
sn5sn0 , Tn5Tn0. Ignoring the last term in the denominato
in Eq. ~27!, we obtain

Y5Y0F11S 3/21h

11hr
1

12u0

2
2

1

r D yG . ~31!

It follows from Eq. ~31! that the quantum yieldY at first
increases and reaches a maximum ifr .r m , where

r m5FAS 12
u0

4 D 2

1h
~12u0!

2
112

u0

4 G21

'
2/3

11~1/312/9h!~12u0!
~32!

@the righ side of~32! holds for 12u0!1#.
In the opposite caser ,r m the quantityY decreases im-

mediately with increasing illumination intensity. The phys
cal reason for the appearance of a maximum is competi
between two effects — the decrease of the surface recom
nation rate and the decrease of the effective barrier trans
tance. The term 12u0 describes the change in the conditio
at the left-hand boundary of the working region. It follow
from Eq. ~31! that a decrease ofr or h ~increase of the rate
sn0) leads to dependencesY(I i) with a negative derivative
dY/dIi .

Let us estimate the position of the maximum of t
quantum efficiency, ignoring the last term in the denomina
in Eq. ~27! and making the assumption thatu/u0'1 in the
interval @0, ym]. In this approximationY has a maximum at
ym53r 22

Ym

Y0
'

11hr

r

1

h133/2~12r !1/2/2

'S 12
27

8

~r 22/3!2

11hr D 21

~33!

~the right-hand side is valid forr 22/3!1).
The dependencesQ5Y/Y0, shown in Fig. 2, for differ-

ent values ofEv l
0 ~or r ) confirm the qualitative characte

obtained analytically. The derivative@d(Y/Y0)/dy#0 de-
creases asEv l

0 increases, changing sign. The main feature
the model investigated withsn /sn051 andTn /Tn051 is the
presence of a maximum ofY for values of the vacuum leve
Ev l substantially below the conduction band.

3.3. Let us now examine the behavior ofY(y) for
y!1 when the capture coefficientan depends on the field
According to Ref. 19, in the case capture occurs in an att
tive field an;E23/2 and increases as the photovoltage at
barrier increases. In the depleted-layer approximation

E~0!5kT/~eLd!W5E0~12 f !,

and

an5an0~12 f !23/2, sn5sn0~12y!23/4.

In this case the analog of the expansion~31! has the form

Y

Y0
511S 3/41h

11hr
1

12u0

2
2

1

r D y. ~34!
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Y can increase ifr .r m , where

r m5
8/3

112/3~12u0!1A~112/3~12u0!!2132/9h~12u0!

'
4/3

11~2/318/9h!~12u0!
. ~35!

The right-hand side of Eq.~35! corresponds to the case
2u0!1.

It follows from Eq.~35! thatY can increase, but only fo
small surface recombination (h@1, u0Þ1), because the ef
fective electron transport length increases with decrea
thickness of the space-charge layer (u0Þ1). Forh.1 Y(y)
decreases; here the rate of decrease increases asr decreases

The dependenceQ5Y/Y0(y) for Ev l
0 5 const when the

capture coefficientan depends on the field asan;E2n is
shown in Fig. 2 — curves1 (n50), 6 (n53/2), and 8
(n510). We see that whenan increases as the field de
creases, the normalized quantum efficiency decreases
rapidly than in the casesn /sn051. For a more critical de-
pendencean(E) (n510, curve8! the quantum efficiency
decreases almost to zero for values ofy much smaller thanr ,
which corresponds to the onset of opacity of the quant
well, and the functionQ(y) has a positive slope. The calcu
lations show that negligible growth ofQ(y) is possible, but
only for small initial values of the capture coefficien
(an<1028 cm3/s with n53/2).

3.4.Let us now examine the combined effect of all thr
factors onY and take into account the decrease in the pr
ability of tunneling through the barrier because of the shift
the electron spectrum into the high-energy range. The
dependence of the transmittance of the activating layer

FIG. 2. Curves of the quantum yieldQ5Y/Y0 of a photocathode versus th
photovoltage on the barriery5dV/Vbi

0 for initial vacuum levelsEv l
0 , eV: 1,

6–8 — 1.16,2 — 1.2,3 — 1.25,4 — 1.3,5 — 1.35; values of the computed
model parameters: solid lines —sn /sn051, Tn /Tn051; dashed lines —6
— n53/2, Tn /Tn051; 7 — n53/2, Tn(E); 8 — n510, Tn /Tn051.
g

ore

-

e
n

the electron energy has been discussed extensively. In s
cases, including in Refs. 8 and 18, it was assumed that
height of the effective surface barrier is on the order of
atomic energy, and that the thickness of the barrier is sm
which leads to the conclusion that the dependence of
transmittance of the activating layer on the electron ene
and photovoltage is weak. Apparently, the model with
effective triangular barrier with a lower~on the order ofVbi

0 )
height and larger width,9 chosen from to the observed valu
of the quantum yield, gives a better description of the ene
distribution of the emitted electrons.

We reconstructed the functionTn(y), using Eq. ~27!,
from the experimental data presented in Ref. 5 on the i
mination intensity dependence of the quantum yield and
photovoltage. The functionTn(y) can be quite accurately
approximated as

Tn5Tn0
~11y!v

, ~36!

where the exponentv51/223/4. This dependence suppor
the model of an effective triangular barrier of comparative
low height.

For smally !1

Tn /Tn0511~v ln Tn0!y,

and the behavior ofY(y) for an arbitrary power-law depen
dencean;E2n is described by the expression

Y

Y0
511F ~32n!/21v ln Tn01h

11hr
1

12u0

2
2

1

r Gy. ~37!

For n50,v50 the expression~37! is identical to Eq.~31!,
and forn53/2 it is identical to Eq.~34!. It follows from Eq.
~37! that allowance for the dependenceTn(E) decreases the
derivativedY/dy. It also follows from Eq.~37! that

2
dY/Y0

ddV
1S ~32n!/21v ln Tn01h

11hr
1

12u0

2 D
3

1

Vbi
0

5
1

Ec2Ey l
0

. ~38!

Accordingly, if the derivative (dY/Y0)/ddV, the ratesn0,
and the quantityTn0 are known, we can determine the valu
of Ev l

0 for small values ofr .
Comparing the results obtained on the basis of differ

models of the transmittance and recombination reveals s
stantial quantitative and qualitative differences between
dependencesY(y). The main differences are a more rap
decrease ofY(y) in the regiony!1 and the appearance of
positive slope for high photovoltages. These differences
clearly seen in Fig. 2, where the computational results foY
for all models studied are presented forEv l

0 51.16 eV~curves
1, 6, and 7!. The appreciable differences obtained for t
computational results forY(y) in different models attest to
the importance of taking into account all factors that descr
the conditions at the surface.

3.5. Let us now examine the dependence of the quan
yield Y on the excitation intensity. A simple analytic expre
sion can be obtained from Eqs.~26! and ~17! in the special
casey!1, f !1:
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y5CAI i ,

C5S 2
aLdif

11aLdif

gu0

11hrTn0

1

~qsth
0 1qst

0 l!U0
D 1/2

. ~39!

For y5r the intensityI i5I cr, and we obtainy/r 5AI i /I cr.
From Eq.~27! it follows that in the limitsy→0, r→0

Y/Y0512y/r 512AI i /I cr.

The results forY with arbitrary values ofy and r were ob-
tained by numerical computation.

3.6. We shall now present the results of numerical c
culations of the quantum yield for a typical photocatho
based on a GaAs epitaxial film on a wide-gap buffer for
parameters d51 mm, a5104 cm21, s15105 cm/s,
Na5531018 cm23, Vbi

0 50.3 eV, Tn50.04, Dn540 cm2/s,
andt51029 s. The electron and hole capture coefficients
surface centers arean5ap51027 cm3/s. The quantityyst

was found from the conditionqsn5qsp , which, with allow-
ance for the definitions~17! and~26!, gave the intensity as a
explicit function of the photovoltage at the barrier. The d
pendenceY(y) was calculated from the relation~27!, and the
electron flux through the barrier was calculated
j /e5I iY(y).

The y-dependences of the normalized quantum e
ciency forVbi

0 50.3 eV and different values of the effectiv
electron affinity (1.16<Ev l

0 <1.35 eV, 0.25<r<0.88) were
discussed earlier~Fig. 2! and revealed a strong dependen
of Y(y) on the values ofEv l

0 . Similar features also are ob
served for the functionY/Y0(AI i /I cr), which depends
strongly onr and sn ~Fig. 3!. We see from Fig. 3 that the
curvesY/Y0(AI i /I cr) become nearly linear asr decreases.

FIG. 3. Quantum yieldQ5Y/Y0 of a photocathode as a function of th
illumination intensityI 5AI /I cr with allowance for the dependenceTn(E)
for different initial valuesEv l

0 of the vacuum level~curves 1–5! and the
electron capture coefficient~curves 6 and 7!. Solid lines for an51027

cm3
•s21, Ev l

0 , eV: 1 — 1.16, 2 — 1.2, 3 — 1.25, 4 — 1.3, 5 — 1.35;
dashed lines — forEv l

0 51.16 eV andan , cm3
• s21: 6 — 1028, 7 — 1029.
-

e
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The functionY(I i) ~Fig. 4! shows thatY0 decreases and
the regionY<0 becomes narrower asEv l

0 increases. As the
electron and hole capture coefficients increase, the situa
does not change, butY0 decreases.

Curves of the electron currentj (I i) for different values
of Ev l

0 are presented in Fig. 5. We see that there exist
maximum currentj max, which corresponds to the excitatio
intensity I m above whichj decreases rapidly. AsEv l

0 is in-
creased, because the effective transmittanceTw decreases,

FIG. 4. Quantum yieldY of a photocathode versus illumination intensityI i

with allowance for the dependenceTn(E) with an51027 cm3
•s21 for dif-

ferent values of the vacuum levelEv l
0 , eV: 1 — 1.16,2 — 1.2,3 — 1.25,4

— 1.3, 5 — 1.35.

FIG. 5. Photoelectron currentj versus the illumination intensityI i (an

51027 cm3
•s21) for initial values of the vacuum levelEv l

0 , eV: 1 — 1.22,
2 — 1.25,3 — 1.3,4 — 1.32,5 — 1.35. The dashed line corresponds to t
parameters for which the dependence~27! is close to the experimental de
pendence obtained in Ref. 5.
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the value ofj max decreases strongly, while the position of t
maximum (I m) shifts in the direction of lower intensities.

4. CHARACTERISTIC TIMES OF TRANSIENT PROCESSES
AND THE TOTAL CHARGE

4.1. We shall estimate the characteristic times of tra
sient processes for the cases where the illumination
switched on and off instantaneously. For typical pho
cathode parameters the diffusion timet* 5de

2/Dn

@de5min(d,1/a)# is short, and the characteristic time scale
the equilibration timets between the electron and hole flux
at the surface centers. From Eq.~20!, which describes the
kinetics of filling of the centers in the case of low intensiti
U0y!1, lU0y!1, it follows that

y5ys tanh~ t/ts!, ys5A2qsn /~qsth
0 1qst

0 l!U0,

ts5Ns /A2qsn~qsth
0 1qst

0 l!U0. ~40!

We see from Eq.~40! that as the intensity is increased,ts

decreases as;I i
21/2, and thatys increases as;I i

1/2. Numeri-
cal estimates show that forI i;125 W/cm2 the equilibration
time is of the order of 1ms. For low intensities, at which th
parameters of the space-charge layer change very little
restoration time with the illumination switched off, match
the time ts . For high values ofI i , at the stage of rapid
growth of the surface electron densityn0, of the degree of
filling f of the centers, and of the photovoltagey, there is not
enough time for quasiequilibrium to be established betw
the fluxesqsn andqsp . The timets;Ns /qsn decreases@see
Eq. ~20!#, and in the charge limit regime we havets;I i

21 .
This behavior of the current-saturation time was observe
Ref. 5.

4.2.The expressions obtained for the quantum yield a
the equilibration times make it possible to estimate the ma
mum charge emitted from a unit area of the photocathode
the case of high excitation intensity

Q5eIiE
0

t

Y dt5eIi Ȳts , ~41!

where the average quantum yieldȲ;Y0(Tw /Tw0)Tn /Tn0,
and ts;I i

21 is the equilibration time corresponding to th
case of high intensities. The final result has the form

Q/e5B
ynTn0Tw0

~sn01ynTn0Tw0!
Ns . ~42!

The coefficientB is essentially independent of the photoca
ode parameters, the intensity, and the models chosen fo
transmittance of the quantum well and the surface barr
For our range of the basic parameters and our model o
effective triangular barrier with transmittance~36!, which de-
creases with increasing voltage, the coefficient varies in
rangeB.0.121.5. The lower limit refers to the paramet
range corresponding to the charge limit regime. Compari
of expressions~42! and~30! shows that the maximum charg
collected from unit area for cathodes with identical para
eters of the working layer is proportional to the quantu
yield at low excitation intensities and that it increases w
the acceptor density and the overall transmittanceTn0Tw0.
-
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For photocathodes with high transmittance and low surf
recombinationvnTn0Tw0@sn0 the total charge isQ/e'Ns .
These results as well as the estimate of the charge agree
the experimental observations.6

5. DISCUSSION. POSSIBILITY OF DETERMINING THE
EMITTER PARAMETERS BY COMPARING THEORY WITH
EXPERIMENT

The results of our theoretical analysis agree qualitativ
with the experimental data of Refs. 5–7, but the characte
the observed functionsY(I i), the value of the maximum cur
rent, and the collected charge in these experiments w
found to be substantially different, which suggests that
parameters of the activating layer are different. We used
most complete set of experimental data, presented for on
the photocathodes investigated in Ref. 5, to determine
range of the model parameters whereY(dV) ~27! is close to
the experimentally measured dependence. The latter
found from the dependencesY(I i) and dV(I i) presented in
Ref. 5. The following should be noted:

1! The observed behavior ofY(dV) in Ref. 5 is qualita-
tively similar to the computed curve8 in Fig. 2, while in Ref.
7 the behavior is similar to curve3 in the same figure;

2! when comparing the dependences ofY on dV instead
of the dependence onI i , the question of restorating the ho
current and of the corresponding parameters does not a

The procedure for determining the unknown paramet
reduces to solving simultaneously Eqs.~30! and ~38!, with
allowance for the definitions forh and u0. The parameters
Tn0 andan were assumed to be known, while the values
Ev l

0 and Vbi
0 were determined. After fixingan0 and varying

Tn0, we obtained a set of values ofEv l
0 andVbi

0 , which fit the
given values ofV0 and (dY/Y0)/ddV in the limit dV→0.
Comparing the theoretical dependencesY(dV) with experi-
ment showed that parameters such asEv l

0 51.31 eV and
Vbi

0 50.33 eV can be used to obtain a theoretical relation t
describes the experiment qualitatively and quantitativ
with barrier transmittance in the range 0.01–0.02 and e
tron capture coefficientan051027 cm3/s, in agreement with
the data presented in Ref. 5. The maximum current of
photocathode can serve as an additional condition influe
ing the choice of model parameters. For the variants inve
gated,j max5300– 400 mA/cm2 ~Fig. 5!.

6. CONCLUSIONS

The observed characteristics of photocathodes ag
with the results obtained in a nonlinear diffusion-drift mod
of photoemission. To obtain a high quantum yield it is fou
that activation resulting in a negative electron affin
x*0.2 eV is optimal. Calculation of the emission with in
tense pumping shows that the maximum emitted charge
creases rapidly with increasingx, with decreasing electron
capture at the centers, and with increasing transmittanc
the surface barrier.

The model representation of the effective tunneli
transmittance of an activating layer, the quantum well in
space-charge region used by us, and the corresponding
rameters need to be refined on the basis of experime
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Experiments performed with intense excitation by light a
with energy resolution could yield substantial information
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Use of two low-temperature emitters to determine the cutoff wavelength
of the photosensitivity of infrared photodetectors
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This paper is the continuation of the analysis of a method of determining the cutoff wavelength
lc of infrared photodetectors by irradiating the sample with radiation from two blackbodies
with different temperatures. The emitters can operate at lower temperatures as the cutoff
wavelengthlc is increased. The parameters of a system employing two blackbodies,
which are placed inside a liquid-nitrogen cryostat and have temperatures of 260 and 320 K,
respectively, are presented. It is shown that an error of 1 K in determining the lower or higher
temperature produces an error of approximately 0.3 and 0.2mm, respectively, in lc if
lc 510 mm. Measurements on photodiodes fabricated on the basis of Cd0.24Hg0.76Te
(lc58.1 mm! epitaxial layers showed that the difference in the values oflc obtained by
this method and from spectral measurements is no more than several tenths of a micron. It is
suggested that this method be used as a standard method. ©1998 American Institute
of Physics.@S1063-7826~98!02409-0#
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Emitters of thermal radiation~model of a perfect black-
body! are widely used for testing infrared~IR! photodetec-
tors, for example, for determining the integrated power v
sus current sensitivity.1 As shown in Ref. 2, by using two
perfect blackbodies with two different temperatures it is p
sible to determine a characteristic of the photosensitiv
spectrum — the position of the long-wavelength limit~the
cutoff wavelength! lc .

We have shown elsewhere3 that aslc is increased, lower
blackbody temperatures should be used in order to determ
the cutoff wavelength by this method. Forlc;10 mm these
temperatures lie in the room-temperature range. In Ref. 3
employed a blackbody which was placed inside a nitrog
cryostat. The temperature of the blackbody was varied in
range 150–450 K.

In the present paper we report, first, the results of
analysis of the accuracy of this method which we began in
earlier study~see Ref. 3! —we calculated the error in dete
mining lc due to the error in determining the blackbod
temperatures. Second, we present the parameters of a sy
employing two blackbodies inside a cryostat.

1. ERROR ANALYSIS OF THE METHOD

This method of determininglc is based on the fact tha
we measure the ratio of the photosignals produced by bla
bodies with temperaturesT1 andT2, while lc is determined
from theoretical relations calculated on the basis of Planc
formula. In contrast to Ref. 2, where Planck’s distributi
was used for the radiation energy, we employ Planck’s d
tribution for the number of photons. In the case of phot
photodetectors this approach is simpler and clearer.

Figure 1 shows the idealized spectral dependence of
quantum yieldh for a photodetector withlc510 mm and
1011063-7826/98/32(9)/4/$15.00
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Planck’s distribution at the temperatures 260 and 320
These temperatures were subsequently chosen as the w
ing temperatures on the basis of a number of considerat
which were examined in Ref. 3. Specifically, we took in
account the fact that the ratio of the photosignals from t
blackbodies varies most rapidly in relation to a change in
lc if the maximum emissivity of the blackbodies lies at
wavelength greater thanlc . On the other hand, the temper
tures must not be too low since then the photodetector sig
becomes too weak.

One of the most important factors influencing the acc
racy with whichlc is determined by the method under co
sideration is the accuracy with which the temperaturesT1

andT2 are determined. To estimate this factor we write t
expression for the ratio of the photosignals as

F~lc ,T1 ,T2!5
s8T2

3f ~lcT2!

s8T1
3f ~lcT1!

. ~1!

Heres8T3 is the expression from the Stefan–Boltzmann la
for the number of photons,1 and f (lcT) is the fraction of
photons having wavelengths in the range from 0 tolc .4

Taking the logarithm of Eq.~1! and then differentiating it,
we find an expression for the relative differential

dF

F
5FT2

f 8~x2!

f ~x2!
2T1

f 8~x1!

f ~x1! Gdlc

2F 3

T1
1

f 8~x1!

f ~x1!
lcGdT11F 3

T2
1

f 8~x2!

f ~x2!
lcGdT2 , ~2!

wherex1,25lcT1,2. The functionf (x) and its derivative in
the range ofx of interest to us are shown in Fig. 2. Subs
tuting in Eq.~2! the parameter values presented in Fig. 1,
obtain the expression
5 © 1998 American Institute of Physics
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dF

F
520.0964dlc20.0265dT110.0186dT2 ~3!

(lc is expressed inmm andT in K!. We thus see that an
error of 1 K in one of thetemperatures results in an error
0.2 or 0.3mm in lc .

The next source of possible error in this method is
error in the determination of the signal ratio, i.e., the funct
F. To decrease this error, specifically, to eliminate the infl
ence of the nonlinearity of the power–current characteri
of the photodetector, the signals must be balanced by pla
the blackbodies at different distances~as in Ref. 2! or by
making blackbodies with different surface areas, as we h

FIG. 1. Emission spectrum of an ideal thermal emitter (N — number of
photons! at temperatures 260 K~1! and 320 K~2! and the quantum yieldh
for an ideal photon photodetector~3!. 1 and 2 — Right-hand scale,3 —
left-hand scale.

FIG. 2. The functionf (x) — the fraction of photons emitted by an ide
thermal emitter in the wavelength interval from 0 tolc ~1, left-hand scale!
and the derivativef 8(x) ~2, right-hand scale!.
e

-
ic
ng

ve

done. We assumed the ratio of the areas to be 4 : 1. For the
indicated temperatures the signals will then be equal to
another whenlc59.5 mm.

2. APPARATUS DESIGN AND MEASUREMENT PROCEDURE

Let us consider the design features of our model app
tus, which was placed in the same cryostat as previously~see
Ref. 3!. The blackbodies consisted of 18-mm-diam and 1
mm-high copper cylinders, in which, respectively, 10.5 a
5.5 mm in diameter cylindrical depressions were made. T
cylindrical cavities served as a source of radiation; their s
face was coated with BF-2 glue with graphite powder. Co
per wire wound on top of the cylinders and glued to t
cylinders with the same glue served as heaters. The bl
bodies were surrounded by a solid metal screen, which c
tained, respectively, 10- and 5-mm-diam collimating ho
opposite the emitting holes. The screen was connected to
cold ducts, which passed into liquid nitrogen. A mobile sh
ter with a 11-mm hole was located outside the screen in fr
of the collimating holes. The shutter could either cover bo
bodies or expose one of them. The screen, cold duct,
shutter were made of aluminum, which has good therm
conductivity and low emissivity. As a result, the photodete
tor tested was not exposed to any radiation other than
testing radiation. It is very difficult to produce such cond
tions when blackbodies are located outside the cryostat.

The blackbodies were located next to one another~Fig.
3!, and their emitting holes lay in the same plane. T
sample was located on the horizontal surface of a coo
table. The arrangement of the blackbodies and the sc
made it possible~just as in Ref. 3! to observe the sample
from above in a binocular microscope, which was necess
in order to aim the controlled probe at the contact area o
selected element. The plane passing through the axes o
emitters thus made a 58° angle, rather than a 90° angle,
the horizontal plane. The elements investigated were loca
near the pointO on the straight line formed by the interse
tion of the two indicated planes and at the same dista

FIG. 3. Arrangement of the blackbodies.1, 2 — Blackbodies with tempera-
tures of 260 and 320 K, respectively;3 — plane of the photodiode matrix
4 — measured photodiode.
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from the centers of the emitting holes of the blackbodies~we
call this point the central point!.

A total power of 8 W was required to maintain the work
ing temperatures of 260 and 320 K. The temperature
measured with copper-constantan thermocouples soldere
the blackbodies; the other ends of the thermocouples w
located on the outside, and their temperature was monito
with a mercury thermometer. The nonuniformity of the te
perature in the copper base of the blackbodies and the
perature of their inner coating apparently differed by
more than 1 K from the measured temperature. This can
inferred from the power dissipated by the bodies, from
thermal conductivity of the copper base and the coating,
from the direction of the heat fluxes. The error introduced
lc by this factor should not exceed 0.1–0.2mm. The tem-
perature of the copper bases of the blackbodies was d
mined to within a fraction of a degree. This procedure d
not allow setting precisely the above-indicated temperatu
T1 andT2, which could differ from the base temperatures
several degrees.

The computed working realtion between logF andlc for
the base temperatures and equal emitter areas is constr
in Fig. 4. To make use of this dependence we must introd
corrections which allow for the inequality of the areas, f
the deviation of the temperatures from the base values,
for the deviation of this photodetector from the central poi

logF5 log
4I 0~T2!

I 0~T1!
20.434

] ln F

]T1
dT1

20.434
] ln F

]T2
dT220.045D l , ~4!

whereI 0(T2) andI 0(T1) are the photosignals obtained fro

the two blackbodies, the number 4 represents the ratio of
emitter areas, the constant 0.434 converts the natural l
rithm to a base-10 logarithm, the derivatives] lnF/]T1 and
] lnF/]T2 are determined from Eq.~2!, dT1 anddT2 are the
deviations of the emitter temperatures from the base t
peratures, andD l is the distance~in mm! between the

FIG. 4. Logarithm of the ratio of the photosignals produced in an id
photon photodetector by two thermal emitters with temperatures of 320
260 K, respectively, versus the cutoff wavelength of the photodetector.
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element under study and a line which lies in the sample pl
and whose points are located at equal distances from
centers of the emitting holes~the line O8O9); D l .0 if the
element is displaced in the direction of the emitter with t
higher temperatureT2.

The latter correction was calculated using an express
for the irradiance of the photodetector element made fr
either blackbody, which is proportional to the expressi
cosw1cosw2 /R2, whereR is the radius vector that connects th
center of an emitter and the photodetector, andw1 and w2

are the angles betweenR and the normals to the photodete
tor and emitter planes, respectively. We note that for
central point cosw150.79, cosw250.93, andR528 mm.

The corrections seemingly reduce the real situation
the one for which the working dependence is construct
Since the temperature corrections depend onlc , which is
not known in advance, the method of successive approxi
tions must be used, i.e., one must first use the corrections
the proposed value oflc and then, afterlc is determined,
refine them and determinelc again.

The process of measuring one element thus consiste
measuring 1! the dark current of the photodiode, 2, 3! the
currents under irradiation by the first and then the sec
blackbody, and 4, 5! the indications of the first and secon
thermocouples. All this can be easily done within no mo
than 1 min. In that time the temperature of the blackbod
changed by no more than 0.1 K.

3. EXPERIMENTAL RESULTS

The testing was done on photodiodes based on an
taxial layer of CdxHg12xTe (x50.24) grown by molecular-
beam epitaxy on a GaAs substrate. The photosensiti
spectrum for one of the photodiodes is shown in Fig. 5. T
value lc58.1 mm was determined as the wavelength
which the power–current sensitivityS equals half its maxi-
mum value. When a matrix was tested by the procedure
der study, the measured element was located at the ce
point. To obtain experimental confirmation of the propos

l
nd

FIG. 5. Power–current sensitivity spectrumSof one of the photodiodes.lc1

— cutoff wavelength, determined according to half-maximum of the pho
sensitivity;lc2 — analogous quantity determined by the method conside
by us.
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ratio of the emissivities of two blackbodies, the ratio of t
photosignals with equal blackbody temperatures was m
sured beforehand and was found to be 4.160.1. This ratio
was then taken as the working value. Determination oflc for
the element shown in Fig. 5 gave the result 8.360.3 mm;
i.e., good agreement with the data from spectral meas
ments was observed.

4. CONCLUSIONS

In summary, it was shown that the idea of using lo
temperature emitters placed in a cryostat can be impleme
very successfully in the method considered for determin
the wavelength of the photosensitivity edge of IR photo
tectors withlc;10 mm to within several tenths of a micron
The required accuracy~0.2 K! in determining the blackbody
temperatures was easily attained. A cold screen around
blackbodies prevented background radiation from ente
a-

e-

-
ed
g
-

he
g

the cryostat. The method can also be proposed as a stan
method for determininglc . The only requirement is that a
decision must be made as to the pair of emitter temperat
to be used.

We wish to thank V. N. Ovsyuk for interest in this wor
and for helpful suggestions. We also thank A. O. Suslyak
for performing the spectral measurements and for useful
cussions.
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Spectral and mode characteristics of InAsSbP/InAsSb/InAsSbP lasers in the spectral
region near 3.3 mm

A. A. Popov, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences,a) 194021 St. Petersburg, Russia
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Fiz. Tekh. Poluprovodn.39, 1139–1144~September 1998!

The characteristic features of the continuous-wave lasing spectra near 3.3mm of multimode
InAsSbP/InAsSb/InAsSbP double-heterostructure diode lasers are shown. The observation of mode
switching to longer and shorter wavelengths at cryogenic temperatures is reported. It is
shown that suppression of the longitudinal side modes closest to the main mode results in large
mode jumps in energy during mode tuning by current. The characteristics which were
observed are explained by gain spectrum inhomogeneity due to spectral hole burning in narrow-
gap semiconductors. The intraband charge-carrier relaxation times in the active region are
estimated. ©1998 American Institute of Physics.@S1063-7826~98!02509-5#
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1. INTRODUCTION

Tunable diode lasers for the wavelength range 3–4mm
are a key component of instrumentation for monitoring
mospheric pollutants and for molecular spectroscopy.1,2 To
date, such lasers have been produced on the basis o
narrow-gap semiconductor compounds GaSb and InAs. M
groups are studying ways to obtain high-temperature las
and to increase the optical power@see the review article~Ref.
3!#. However, of special importance are the laser charac
istics that are vital for spectral applications of the lasers. T
basic requirements for middle-infrared range lasers for sp
tral applications were formulated in detail in Ref. 4. O
requirement is the possibility of broad-band, curre
controlled tuning of the main mode in the continuous-wa
~CW! lasing regime in the absence of mode switchin
There are a number of studies of the current-controlled t
ing of InAsSb lasers in the continuous-wave regime4–6 and
in the long-pulse regime,7–9 whereas no special attention h
been given to the mode composition in a wide interval
currents and temperatures. At the same time, the lasing s
tra of III–V narrow-gap semiconductor lasers have cert
peculiarities.10–12Investigation of the optical power distribu
tion over the generated modes in InAsSb/InAsSbP lasers
the spectral region near 3.6mm has shown that the mod
power increases with temperature.11 Side-mode suppressio
has been observed at temperatureT595 K.11,12 For
GaInAsSb/GaSb~Ref. 9! and InAsSbP/InAsSb~Refs. 5 and
12! antimonide heterostructure lasers with a Fabry–Pe
cavity, a single-frequency lasing regime with side-mode s
pression to 29 dB has been demonstrated. Moreover, the
servation of tuning of the lasing wavelength of InAs~Sb!
lasers to longer wavelengths by current, even with a supr
reshold injection current, has been reported.6 The tuning
rates observed to date~0.035 cm21/mA and 0.3 cm21/K! are
much lower than the corresponding characteristics of G
and InP near-IR lasers and lower than expected on the b
of the temperature-dependence of the band gap~1.4
cm21/K!.13 The tuning mechanism of long-waveleng
1011063-7826/98/32(9)/5/$15.00
-

the
st
g

r-
e
c-

-
e
.
-

f
ec-
n

or

ot
-
b-

h-

s
sis

pulsed InAsSb lasers has been investigated in a numbe
studies.8,14 Wavelength tuning in the case of pulsed lase
has been attributed to an increase in the charge ca
density8,15 and the influence of self-focusing of th
radiation,14 whereas in the continuous-wave regime the sp
tral and mode characteristics of InAsSb lasers have not b
studied and their dynamics has not been explained in a w
interval of currents and temperatures.

Our goal in the present paper is to analyze in detail
dynamics of the variation of the spectral characteristics
long-wavelength InAsSb lasers in the continuous-wave
gime in a wide current and temperature intervals. The inv
tigation was performed by analyzing the weak minor mod
for the example of multimode diodes emitting in the spect
region near 3.2mm at cryogenic temperatures. This meth
showed that intraband relaxation is slower in InAsSb lase
and that it has an effect on the direction of mode tuning.

2. EXPERIMENT

InAsSbP/InAsSb/InAsSbP double-heterostructure las
with a p-InAsSb active region were investigated~Fig. 1!. The
InAsSbP emitter layers symmetrically bordered the act
region on both sides. The deep mesa stripe construction
12 to 14-mm-wide stripes, created by photolithography, pr
duced lateral confinement. Ap-InAs layer was used as th
contact layer. The InAsSb active layer was not deliberat
doped. The natural impurity density there was equal
(122)31016 cm23. Wide-gapN- andP-type InAsSbP lay-
ers bordering the active region were grown with a ph
phorus concentration of 0.28~the computed band gapEg

5480 meV! and doped with Sn and Zn to (225)31018 and
(0.821.2)31018cm23, respectively. The active layer wa
0.6 mm thick, each InAsSbP layers was 2.5mm thick, and
the contact layer was 0.8mm thick. Laser diodes with a 250
to 300-mm-long Fabry–Perot cavity were produced b
cleaving and they were soldered with the substrate to a
cial copper block. The top contact was created with a
mm-diam gold wire soldered to a mesa stripe.
9 © 1998 American Institute of Physics
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1020 Semiconductors 32 (9), September 1998 Popov et al.
The laser was mounted in the evacuated part of a s
dard LA-5736 optical Dewar vessel. This made it possible
stabilize the temperature in the range 80–100 K to within
K. An ILX Lightwave LDC 3742 low-noise laser controlle
was used as a stabilized dc current source. The power m
surements were performed using a Laser Precision RS5
pyroelectric radiometer. The radiometer self-calibrated e
tronically with accuracy reaching 1%. The far radiation fie
of the laser was visualized with an infrared video came
The radiation spectrum was monitored with a Digikrom 4
monochromator with better than 0.5 nm resolution. The
tical signal was detected with a HgCdTe photodetec
~Polytec HCT70! and amplified with a Stanford Researc
SR530 synchronous detector. Storage and analysis of
spectra and automatic control of the apparatus were
formed via an IEEE-488 interface using standard compu
software and hardware. A distinguishing feature of the
perimental setup was the high dynamical range (;50 db! of
the analog-to-digital converter, making it possible to reso
weak side modes.

3. RESULTS

The lasers were investigated in the continuous-wave
ing regime in the temperature rangeT578290 K. The
threshold lasing currentI th was equal to 65–90 mA at tem
peratureT578 K. The temperature increase of the thresh
current of the laser was described by an exponential law w
characteristic temperatureT0521 K ~see the inset in Fig. 2!.

Detailed investigations of the spectra were perform
right up to pump currentsI exceeding the lasing threshold b
a factor of 1.8–2.2. The dependences obtained for the ou
optical powerPout for three temperatures are displayed
Fig. 2. The optical power increased in the entire experim
tal range of currents and temperatures. Power saturation
not observed. If atT580 K the dependence consisted of tw

FIG. 1. Diagram of the experimental InAsSb/InAsSbP double laser het
structure. The energy diagram of the heterostructure is shown on the
hand side of the figure.
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sections, then as temperature was raised, the first sec
which corresponds to a lower quantum efficiency, vanish
The maximum optical output power atT580 K reached
1 mW on the face and decreased as temperature was ra
However, in the entire experimental current range the po
increased, while the power–current characteristic had no
nificant discontinuities. This attests to the absence of h
mode switching.

For the samples selected for subsequent investigati
the spatial field of the laser in the far field was checked. T
results of the measurements attested to lasing on the m
longitudinal mode~Fig. 3!. This corresponds to the results o
an earlier investigation of the structure of the spat
modes,14 where it was shown that lasing in InAsSb me
stripe lasers with a Fabry–Perot cavity with stripe width le
than 14mm is excited only on the main longitudinal mod
This conclusion corresponded to the geometry of the dio
chosen for the present investigation.

The lasing spectra at temperatures 80, 85, and 90 K
shown in Figs. 4a, 4b, and 4c. Each figure represents a
tion view of three-dimensional lasing spectra with respec
the optical power. Figure 4a shows the results of meas
ments performed near liquid-nitrogen temperature (T580
K!. The spectrum can be conventionally divided into tw
sections. The first one corresponds to currents up

o-
ft-

FIG. 2. Current dependences of the optical output power of a V1126
diode laser. The curves were obtained in the cw lasing mode atT580 ~1!,
85 ~2!, and 90 K~3!. Inset: Temperature-dependence of the threshold cur
I th .
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I 51.4I th ; in this interval the spectrum remains unimod
The intermode spacing was of the order of 4.3 cm21 and
corresponded to a refractive index of 3.58, close to tha
InAs.13 However, a characteristic feature of this region
mode tuning in the short-wavelength direction. The radiat
recombination efficiency grows negligibly with current~the
flat section in the power–current characteristic — Fig. 2!. On
the second section, whereI .1.4I th , multimode lasing is de-
tected. The first mode described above stabilizes in wa
length. Lasing on this mode is observed with no furth
mode switchings in a wide range of pump currents, right
to twice the lasing threshold. However, the lasing spectr
becomes nonuniform. A characteristic feature of this reg
is that as the current increases, lasing is observed in
long-wavelength region, displaced by 5 intermode spacin
As current increases (I .170 mA!, the energy width of the
region where lasing is suppressed increases up to 8 in
mode spacings. For this region, in contrast to the first o
the mode switches into the long-wavelength region. Mo
switchings into a neighboring mode, separated by an inte
;4.224.9 cm21, are observed. The mode stabilizes. Sid
mode excitation starts in the spectral region where lasing
thus far been suppressed. A further increase of the pu
current toI 52I th results in excitation of all side modes clo
est to the main mode. The lasing spectrum broadens
formly and acquires the typical form for multimode diod
lasers.

The mode pattern obtained at 85 K is shown in Fig.
It is distinguished by the fact that the region of sing
frequency lasing, stable with respect to mode switchin
disappears. If one mode again shifts in the short-wavelen
direction, then on the long-wavelength side the mode sh
into the long-wavelength region. From the moment las
appears the switchings correspond to 1 intermode spac

FIG. 3. View of the far-field radiation of a V1126-39 laser diode
T580 K and pump current 140 mA. The field is visualized with an infrar
video camera, whose output window was located 30 mm from the l
crystal.
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The spectral region of suppression of lasing and the non
formities observed atT580 K remain. The difference is tha
the energy gap reaches 8–10 intermode spacings even a
lasing threshold. At high current levels (I;180 mA! the las-
ing spectrum again tends to homogeneous broadening
creasing the temperature to 90 K~Fig. 4c! results in uniform
broadening even at the lasing threshold. Although the m
mode is slightly displaced into the long-wavelength region
the spectrum, the standard multimode lasing, whose s
trum corresponds to lasing of a multimode semiconduc
laser, is observed. The regions of unimodal lasing and n
uniformity were not observed.

4. DISCUSSION

Summarizing the lasing features that were observed,
note that their main characteristic feature is the nonunif
mity of the mode spectrum. This nonuniformity is attribu
able to the presence of a large gap observed in the spec
of longitudinal modes at cryogenic temperatures. These n
uniformities could be the result of the characteristic featu
of the gain spectrum in narrow-gap InAsSb semiconduc
laser diodes. Near liquid-nitrogen temperature and with
small gain excess above threshold (I ,1.4I th , T580 K!, las-
ing is observed at a single frequency. For this region
temperature broadening of the spectral gain contour is sm
and homogeneous. This corresponds to an increase in p

FIG. 4. Mode compositions obtained for a diode laser in the cw lasing m
at T580 ~a!, 85 ~b!, 90 K ~c!. A sectional view of the three-dimensiona
lasing spectra with respect to power is shown.

er
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FIG. 5. Curves of the output power of a V1126-39 diode laser versus current for the main~M! mode and the nearest short-wavelength~S! and long-wavelength
~L! side modes at temperatures 80~a! and 90 K~b!.
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in the main and the nearest short- and long-wavelen
modes as the pump current increases to 135–140 mA~Fig.
5a!. As the current increases, a shift of the lasing to sho
wavelengths is observed. It could be due to an increas
radiation absorption by free carriers and changes in the
fective refractive index that accompanies an increase in
charge-carrier density. Such behavior has been observed
lier for the pulsed lasing regime.7 It should also be noted tha
there is a substantial absorption in the valence band, whic
very intense in GaSb and InAs compounds, where resona
of the band-gap energies and the spin-orbit splitting off
observed.16 As a result of the spectral limitation of the mod
gain, the maximum of the mode gain can shift in the dire
tion of shorter wavelengths. For this reason, in InAs-ba
lasers, in contrast to wider-gap analogs based on III–V
and GaAs, the short-wavelength shift is also observed ab
the lasing threshold.

As the current and carrier density increase further,
spectral gain contour deforms. As a result, lasing appear
longitudinal modes 5–10 interband spacings away. This c
responds to suppression of the nearest long-wavele
mode with intensification of the main and short-wavelen
modes in the current rangeI .140 mA ~Fig. 5a!. As a result,
a dip near the generated mode forms in the gain spectr
Gain is suppressed on the short-wavelength side and inte
fies on the long-wavelength side. The region of mode-g
suppression~Fig. 4a! corresponds to an energy dip of 2–
meV in the gain contour. The magnitude of the dip make
possible to estimate roughly, from the uncertainty relat
th
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t;2ph/DE, the interband relaxation time, which is foun
to be 0.1–0.6 ps. This is several times greater than the
responding times for InP and GaAs lasers.13 Calibrated
power measurements make it possible to estimate the in
nal noise levela int in terms of the relation13

Pout5
hn

2q

am

am1a int
~ I 2I th!, ~1!

wherePout is the optical power,hn is the photon energy,q is
the electron charge, andam are the exit losses~39 cm21).
Calculations with Eq.~1! give a int580– 130 cm21, attesting
to high losses in the active region. The calculations p
formed in Ref. 17 also confirm the high level of intern
losses in InAsSb/InAsSbP lasers. Physically, the high los
could be due to strong nonradiative Auger recombinat
processes at the characteristic temperatureT0 521 K. The
slowing down of intraband relaxation and the small het
obarrier heights, compared with the band gap, in narrow-
III–V semiconductors give rise to leakage of injected h
carriers out of the active region. The photon lifetimetp in
the cavity can be easily estimated using the relation13

tp51/$vg@a int11/L ln~1/R!#%, ~2!

wherevg is the group velocity,a int are the internal losses,L
is the cavity length, andR is the reflectance of the mirrors
which determines the exit losses. The photon lifetime e
mated from the relations~1! and ~2! is 1.0–0.7 ps. For this
reason, the carrier thermalization time in the mode supp
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sion region approaches the photon lifetime in the cavity. T
corresponds to the fact that a ‘‘hole’’ in the gain spectru
serves as a reason for the decrease in the lasing power
the main generated mode. The slowing down of the rel
ation is observed at low temperatures. A result of the hea
~by a continuous current with the pump level raised
I;1702180 mA, just as by an increase in temperature
T590 K! is uniform thermal broadening of the gain contou
This leads to the observed excitation of multimode lasing
all neighboring modes and corresponds to simultaneous
mogeneous gain of the short- and long-wavelength mo
~Fig. 5b!. For this reason, at high currents and high tempe
tures switching occurs to a neighboring mode, while la
mode switchings do not occur. The shifting of the modes
longer wavelengths under these conditions confirms the
crease in temperature in the active region and the ther
mechanism of the displacement of the characteristic mo
of the laser cavity at high pump levels and temperatures
explain the observed current-controlled tuning to shorter
longer wavelengths in narrow-gap semiconductor lasers,
important that atT580 K gain increases with increasin
current more rapidly for the short-wavelength mode, wher
even at a currentI 5140 mA tuning to shorter wavelength
saturates because of gain exhaustion on the short-wavele
side. At high pump levels and high temperatures the g
increases for the short- and long-wavelength modes at
proximately the same rate. Saturation of mode tuning in
case is not observed.

In summary, the long intraband relaxation times produ
characteristic features in the gain spectrum of InAsSbP/In
InAsSbP double-heterostructure diode lasers. The chief
ture is the nonuniformity of the gain spectra at low tempe
tures. At cryogenic temperatures this results in mo
switching to longer and shorter wavelengths. Suppressio
the longitudinal modes closest to the main mode as a re
of spectral hole burning in the gain contour results in la
mode switchings ~over 5–10 modes! during current-
controlled tuning of continuous-wave lasing of a laser dio
noted earlier10–12 but not explained. Although the slowin
down of intraband relaxation increases the likelihood of n
radiative leakage of injected hot carriers in the emitter
gions, under conditions when gain exceeds losses by a s
amount, this can result in side-mode suppression and sin
frequency lasing, which is observed in narrow-gap laser
odes, based on lightly doped semiconductor compou
InAsSb, with a Fabry–Perot cavity.
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Photocurrent amplification in Au/SiO 2/n-6H-SiC MOS structures with a tunnel-thin
insulator
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The first observation of amplification of the photogeneration current in Au/SiO2/n-6H-SiC
structures with a tunnel-thin insulator is reported. This effect can be used to increase the efficiency
of existing UV-range 6H-SiC-based photodiodes. It also shows that bipolar SiC transistors
with a MOS tunnel emitter can be produced. ©1998 American Institute of Physics.
@S1063-7826~98!02609-X#
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1. INTRODUCTION

Silicon carbide, just like silicon, oxidizes with the fo
mation of a homogeneous silicon dioxide (SiO2) film on the
surface. Thermal oxide onn-6H-SiC exhibits a high electric
strength; the interfacial density of states can be lowered
values of the order of 1011 cm22, and classic MOS transis
tors of different types have already been developed on
basis of SiC.1

Besides classic devices, SiC-based devices with
tunnel-thin oxide could be of interest~to date, investigations
in this direction have not been performed!. If transistor ac-
tion could be obtained in SiC structures with a tunnel-th
oxide, just as in silicon-based tunnel structures, then it wo
be possible to improve the parameters of UV-range SiC p
todiodes and to produce bipolar transistors with a MOS t
nel emitter.

Transistor action in silicon MIS structures with a tunne
thin insulator was discovered in the 1970s~Ref. 2! and has
been studied in detail in Al/SiO2/n-Si structures. The effec
is explained by the large difference in the values of the e
tron and hole tunneling currents: Under the conditions
strong band inversion at the semiconductor surface, the
rent of electrons injected from the metal into the semic
ductor can exceed the current of holes reaching the surfac
compensate for their leakage from the inversion layer i
the metal, which actually signifies amplification of the ho
current flowing into the inversion layer.3,4 Despite the fact
that the theory of tunneling in MIS structures is quite w
developed,5,6 it is difficult to predict even roughly the curren
gain in the case of SiC structures, because there is no in
mation on the values of the energy barriers at a tunnel-
SiO2– SiC interface.

In the present paper we report the results of investi
tions of SiC structures with tunnel-thin oxide. These are
first such structures prepared and studied for the purpos
observing possible transistor action.

2. EXPERIMENTAL OBJECTS AND PROCEDURE

To estimate the current amplification we compared
photoresponse in Au/SiO2/n-6H-SiC MOS and Au/n-6H-SiC
1021063-7826/98/32(9)/3/$15.00
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MS structures, which were fabricated on the same subst
and which differed structurally from one another only by t
presence or absence of a thin intermediate SiO2 layer ~Fig.
1!. Homoepitaxialn-6H-SiC films, grown by sublimation
and chemical deposition from the gas phase on a~0001! Si
face of n-type Leli substrates, were used. The uncomp
sated donor density in the films was 1017 cm23 and
331015 cm23, respectively, and the thickness of the film
was in the range 3–10mm.

The experimental procedure consisted of the followin
First, Schottky diodes were formed on each wafer by eva
rating gold through a mask and their current–voltage ch
acteristics under illumination with a mercury lamp we
measured. Special reticular filters were used to vary the
tensity of the illumination. Each filter made it possible
decrease the illumination intensity sixfold with no change
the spectral composition. Next, the gold contacts were etc
off, and to prepare the SiC surface for ‘‘thin’’ oxidation pro
longed high-temperature oxidation was conducted, and
thick oxide was then removed. A thin oxide was formed
dry oxidation at variable temperature and duration of
process~850–900°C and 15–60 min, respectively! so as to
find the required regimes for oxidation and investigation
the influence of the insulator thickness on the characteris
of MOS photodetectors. In all other respects, the work w
MOS structures~we have in mind deposition of the gol
contacts and the procedure for measuring the photorespo!
was identical to that performed with MS structures. At t
last stage of the investigations, to check the reproducibi
of the results obtained, Schottky diodes were again form
on the same wafers and the characteristics of the diodes
measured.

3. RESULTS AND DISCUSSION

Phototransistor action in a MIS tunnel structure cons
in the following. When a bias voltage needed for the inv
sion regime is applied to a MIS structure, this voltage
divided between the depleted region of the semicondu
and the insulator layer. The voltage drop across the insul
layer, which determines the useful electronic tunnel curre
is set~under the conditions of moderate doping of the sem
4 © 1998 American Institute of Physics
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1025Semiconductors 32 (9), September 1998 Grekhov et al.
conductor! by the surface density of minority carriers in th
inversion layer~holes — in the case of an-type semiconduc-
tor!. In turn, the stationary surface density of holes is set
value such that there would be a balance between their
eration channels~in the case of SiC this is essentially on
photogeneration in the depleted layer of the semiconduc!
and their loss channels~tunneling leakage through the insu
lator, diffusion in the interior of the semiconductor out of th
inversion layer at low voltage on the structure and recom
nation with electrons tunneling through the insulator!. By
varying the intensity of illumination of the MIS structure w
vary the photogeneration currentJph. This changes the sta
tionary hole density in the inversion layer, the voltage dr
across the insulator, and correspondingly the electron tun
ing currentJe .

Thus, if for a certain voltage across the insulator t
electron tunneling current is much higher than the hole c
rent, then small changes in the currentJph can in principle
result in large changes in the currentJe , indicating amplifi-
cation. In transistor terminology, the gate of the MIS stru
ture plays the role of an electron emitter and the invers
layer plays the role of a light-inducedp-type base, while the
depleted region of the semiconductor plays the role of a
lector of electrons ‘‘injected’’ from the emitter. Since recom
bination in the thin induced base can be ignored becaus
the very short transit time through it, the amplification
such a transistor can be very large if the emitter is su
ciently efficient.

The typical current-voltage characteristics of our expe
mental MOS structures under illumination with ultraviol
light of different intensity are shown in Figs. 2a and 2c.
one can see, for them the voltage dependence of the cu
is more complicated than in the case of the characteristic
the MS structures~Figs. 2a and 2d!. The characteristic fea
tures of the MOS structures are as follows:

First — very low short-circuit photocurrent;
second — rapid~almost exponential! current growth

above a certain threshold voltage;
third — current saturation, the saturation current is p

portional to the illumination
intensity.
We note that the current–voltage characteristics of

MS structures are sublinear in the entire voltage range, w
at zero bias the short-circuit photocurrent is quite high. I

FIG. 1. Schematic diagram of the photoresponse measurement
Au/SiO2/n-6H-SiC ~left-hand side! and Au/n-6H-SiC ~right-hand side!
structures. The arrows indicate the direction of the flux of ultraviolet rad
tion.
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important that the saturation current in the MOS structure
3–7 times higher than the corresponding currents in
structures. This can be interpreted as an amplification of
photogeneration current.

in

-

FIG. 2. Current-voltage characteristics of Au/SiO2/n-6H-SiC MOS struc-
tures~a, c! and Au/n-6H-SiC MS structures~b, d! with different illumination
intensities~neighboring curves correspond to a sixfold change in the illum
nation intensity!. Epitaxy methods and the uncompensated donor densit
the film ND2NA , cm23: a, b — Sublimation, 1017; c, d — vapor-phase,
331015. Conditions for the formation of a thin oxide layer: Oxidation tem
perature 950 °C; oxidation timet, min: a — 15, c — 60.
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The current–voltage characteristics shown in Figs.
and 2c correspond to the above-described principle of op
tion of a tunnel phototransistor. Indeed, for subthresh
voltages on the structure~in this case there is still no stron
inversion! the voltage drop across the insulator is small,
current through the structure is low~there is no electron in-
jection from the semiconductor into the metal!, and the ap-
plied voltage falls across the space-charge region. Whe
suprathreshold voltage, corresponding to strong invers
~the photogeneration current must be sufficiently high!, is
applied, there appears an electron tunneling current, w
grows rapidly with increasing bias voltage, because a s
stantial portion of the increment to the bias voltage fa
across the insulator. At the same time, the hole portion of
increment to the bias voltage falls across the insulator. At
same time, the hole diffusion fluxfrom the surface into t
interior of the semiconductor decreases.

The current through the structure continues to grow u
the hole diffusion current drops to zero and a balance
established between the hole leakage, which increases
voltage, through the insulator and the rate of photogenera
of holes in the depleted region. Next, the surface density
holes in the inversion layer ceases to depend on the
voltage, whose increment falls almost entirely in the se
conductor; under these conditions, the current through
structure stabilizes~its magnitude is proportional to the pho
togeneration current!.

Additional evidence supporting the current flow mech
nism considered above is the character of the influence o
SiO2 thickness on the device characteristics. As one can
by comparing Figs. 2a and 2c, the threshold voltage
creases with the oxide thickness. This effect is explain
mainly by the fact that the thicker the oxide, the larger t
voltage drop across the insulator that is required to atta
tunneling current with the prescribed value~the section of
exponential current growth is essentially the current–volt
characteristic of the oxide!. Thus, all characteristic feature
of our structures are qualitatively similar to those
Al/SiO2/n-Si structures.4

The characteristics of structures fabricated on the sa
substrate showed good reproducibility and remained q
stable during repeated measurements. The absolute valu
the currents were higher in MOS and MS structures fa
cated on the basis of epitaxial films with a lower uncomp
sated donor density. This is explained by the large thickn
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of the depleted region, where carrier photogeneration occ
and correspondingly by the higher hole current flowing to
surface.

4. CONCLUSIONS

The characteristics of MOS structures based on th
mally oxidized 6H-SiC with a tunnel-thin insulator wer
studied. It was shown that in such structures the hole co
ponent of the tunneling current is at least 3–7 times sma
than the electronic component. In practice, this can giv
considerable increase in the efficiency of existing 6H-S
photodiodes~in the UV region of the spectrum! because of
the phototransistor action.

The values obtained by us for the injection coefficient
a SiC-based MOS emitter are far from maximal. Apparen
much higher values can be obtained by optimizing the s
tem. In view of this circumstance, it is of interest to produ
and investigate three-electrode devices based on ballistic
induced-base transistors and a tunneling MOS emitter.4 Such
transistors could be competitive with respect to classical
polar SiC transistors. The current gain for the latter does
exceed 10–15~Ref. 1! because of the small diffusion lengt
of the minority carriers in the base region and because
their high recombination rate in the space-charge region
the injectingp–n junction. In contrast, in transistors with
MOS tunnel emitter there is virtually no recombination in t
base, since the thickness of the induced base is very s
~less 5 nm! and the electrons pass through it ballistically in
time of the order of 10214 s.7 The photocurrent gain of suc
a transistor can apparently be quite large, since it is de
mined solely by the injection coefficient of the emitter, a
under high voltages on the emitter~greater thanEg /q) it
increases even more as a result of impact ionization in
collector.7

1P. A. Ivanov and V. E. Chelnokov, Fiz. Tekh. Poluprovodn.29, 1921
~1995! @Semiconductors29, 1003~1995!#.

2M. A. Green and F. D. King, Solid-State Electron.7, 551 ~1974!.
3J. G. Simmons and G. W. Taylor, Solid-State Electron.29, 287 ~1986!.
4I. V. Grekhov, A. F. Shulekin, and M. I. Vexler, Solid-State Electron.38,
1533 ~1995!.

5K. M. Chu and D. L. Pulfrey, IEEE Trans.ED-35, 188 ~1988!.
6M. I. Veksler, Fiz. Tekh. Poluprovodn.30, 1718~1996! @ Semiconductors
30, 899 ~1996!#.

7I. V. Grekhov, E. V. Ostroumova, A. A. Rogachev, and A. F. Shulek
Pis’ma Zh. Tekh. Fiz.17, 44 ~1991! @ Tech. Phys. Lett.17, 476 ~1991!#.
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Vladimir Idelevich Perel’ „On His 70th Birthday …
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Vladimir Idelevich Perel’, a prominent theoretical phys
cist, Chief Editor of the journal ‘‘Fizika i tekhnika polupro
vodnikov,’’ and Corresponding Member of the Russi
Academy of Sciences, celebrated his 70th birthday on
gust 24, 1998. V. I. Perel’ was born in Sverdlovsk~Ekater-
inburg! into the family of a teacher. In 1950, after graduati
from the Department of Physics at Leningrad State Univ
sity, he was assigned a job as teacher at the Petrozav
Railroad School. At that time, Yuri� Maksimovich Kagan
worked at Petrozavodsk University. Scientific contacts w
him determined the field of the young theoretician’s fi
research work — the candidate’s dissertation ‘‘On the m
tion of positive ions in their proper gas,’’ defended in 195
summed up Vladimir Idelevich’s scientific work at Petroz
vodsk University and the Pedagogical Institute. One of
teachers was L. E´ . Gurevich, to whose section at the Phy
cotechnical Institute V. I. Perel’ transferred for work in 195
The association with Lev E´ manuilovich over many years, th
creative atmosphere fostered by him, and the constant
tacts with younger coworkers in the section undoubte
contributed to the development of the V. I. Perel’s scienti
pedagogical, and organizational talents.

His 40 years of work at the Physicotechnical Institute
marked by outstanding results in diverse fields of physics
the diagrammatic technique for calculating kinetic coe
cients, theoretical investigations of optical orientation
gases and semiconductors, the prediction of the existenc
electromagnetic waves in metals~helicons!, the discovery of
recombination waves in semiconductors, the discovery~to-
gether with experimentors! of optical momentum alignmen
of electrons, and the development of the theory of hot p
toluminescence in semiconductors, nonradiative recomb
tion of electrons and holes, phenomena accompanying in
band absorption of intense picosecond light pulses, and m
other interesting physical effects. The results obtained
reflected in many original articles, review articles and mon
graphs. His services have been acknowledged by the S
Prize of the USSR and the I. F. Ioffe Prize of the Russ
Academy of Sciences. V. I. Perel’ likes and knows how
work in close contact with experimentors. He possesse
remarkable gift of being able to identify among many deta
of a complicated experimental picture the key effects wh
theoretical description gives an orderly, mathematically r
orous model of the phenomenon under study. Every form
assumption, and word in his published theoretical pap
have been checked repeatedly. ‘‘Theoretical jargon’’ a
‘‘vulgar simplifications’’ are equally foreign to these work
1021063-7826/98/32(9)/2/$15.00
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The surprising cordiality of the scientist and the man a
strikingly manifested in V. I. Perel’s pedagogical work. Th
fatherly concern, the ability to formulate a problem in
simple, clear and absolutely strict form, the ability to he
out ‘‘murky’’ arguments and to extract from them the se
sible kernel, and the many hours of discussions about
physics of the phenomena under study and ways to desc
them mathematically determined the future fate of his
search and graduate students and many theoreticians b
ning their career at the Physicotechnical Institute, who s
consider themselves with pride as members of Vladim
Idelevich’s school. Graduates of the main Department of O
toelectronics at the St. Petersburg Electrotechnical Univ
sity, where V. I. Perel’ has given for the past 25 years
course in solid-state physics, and young colleagues in
section ‘‘Physics and Technology of Semiconductors
which V. I. Perel’ has headed since 1983, can rightfully co
sider themselves to be V. I. Perel’s students.

Administrative duties also befell V. I. Perel’ when th
section was formed. From 1988 to 1994 he also served
Deputy Director of the Division of Solid-State Electronics
the Physicotechnical Institute, and since 1991 he has b
the Chief Editor of the journal ‘‘Fizika i Tekhnika Polupro
7 © 1998 American Institute of Physics
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1028 Semiconductors 32 (9), September 1998
vodnikov.’’ To work with such a leader is at once surpri
ingly pleasant, interesting, and very difficult. Under today
difficult working conditions, gentleness and kindness, care
thinking before making decisions, combined with demand
much of himself, stimulate better than any sharp rebu
good work from his groups. It is not surprising that Vladim
Idelevich enjoys great authority and love at the Physicote
nical Institute and well beyond its walls.

On the day of his seventieth birthday we sincerely w
l
g
s

-

him good health, happiness, and success in his new scien
endeavors.

Zh. I. Alferov, B. P. Zakharchenya, V. E. Golant, I.
Ipatova, I. N. Yassievich, D. N. Mirlin, I. A. Merkulov, an
M. I. D’yakonov

Editorial Board of the journal ‘‘Fizika i Tekhnika
Poluprovodnikov’’

Translated by M. E. Alferieff
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Correlation between the temperature dependence of the band gap and the temperature
dependence of the enthalpy of semiconductor crystals

A. F. Revinski * )

Brest State University, 224665 Brest, Belarus
~Submitted August 4, 1997; accepted for publication February 2, 1998!
Fiz. Tekh. Poluprovodn.32, 1025–1028~September 1998!

The first-principles pseudopotential method of density-functional theory is used to study
electron-phonon interactions in silicon. The temperature shift of the indirect band gap, the
phonon spectrum, and the enthalpy are calculated consistently within the density-functional theory.
The relationship between the temperature dependence of the energy gapDEg(T) and the
temperature dependence of the enthalpyDH(T) is DH(T)5KuDEg(T)u. The physical origin of
this correlation is discussed. ©1998 American Institute of Physics.@S1063-7826~98!00109-4#
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As was noted earlier,1 a correlation is observed betwee
the exponential temperature dependence of the band
DEg(T) and the enthalpy incrementDH(T) in semiconduc-
tor crystals, which is expressed in the form of a line
dependence

DH~T!5KuDEg~T!u. ~1!

Proceeding from the thermodynamic premise that the b
gap should be equal to the free energy of the electronic s
system of the semiconductor per electron–hole pair, sev
studies, a review of which is given in Ref. 2, have theore
cally obtained in the most general case the linear depend

S ]Eg

]T D
p

;Cv , ~2!

from which Eq. ~1! follows for temperatures below th
Debye temperature, where the specific heatsCp andCv dif-
fer only slightly.

Relations~1! and ~2! are important for studies of th
mechanisms for semiconductor–metal phase trans
mations.3 In this regard, it is of interest to ground the corr
lation ~1! in the framework of quantum-mechanical approa
since it makes it possible to take the most complete acco
in particular, of the effect of the electron–phonon interact
~EPI! on the temperature dependence of the band gap an
the various thermodynamic functions.

It is well known4 that the exact solution of the tota
system of self-consistent equations for the electrons
phonons using the many-particle Fro¨hlich Hamiltonian is
fraught with certain difficulties. They are due, first of all,
calculating the vertex function in the self-energy part of t
electron Green’s function. At the same time, using the ad
batic approximation, which reduces to separating the coo
nates of the electron and phonon subsystems, the pho
spectrum of metals and semiconductors can be reconstru
with quite high accuracy;(m/M )1/2 ~Ref. 5!, wherem and
M are the masses of the electron and ion, respectively. H
9171063-7826/98/32(9)/4/$15.00
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ever, taking the electron–phonon interaction into acco
leads to a substantial renormalization of the electron ene
spectrum. In Refs. 6–8 in the adiabatic approximation w
the help of Rayleigh–Schro¨dinger perturbation theory the
following formula was obtained for the shifts of the energi
«k,n of the single-electron statesuk,n& ~k is a vector in the
Brillouin zone, andn is the index of the zone in the electro
spectrum! without allowance for anharmonicity effects:

DEk,n@u~j,k!#5^k,nuĤ intuk,n&

1 (
k,nÞk8,n8

^k8,n8uĤ intuk,n&u2

«k,n2«k8,n81 ih
, ~3!

where the electron–phonon interaction HamiltonianĤ int was
used in the form of a power-series expansion of
electron–ion interaction potentialVk@r2R(j,k)2u(j,k)#
in the Cartesian coordinatesua(j,k) of the displacements o
the ion from its equilibrium position. HereR(j,k) is the
position vector of the ion in the lattice,j is the index of the
unit cell, andk is the index of the ion in the unit cell. The
temperature dependence of the real part of the energy~3! can
be obtained7 by using the variational derivative
d(DEk,n)/dNq, j with respect to the Bose–Einstein phono
distribution functionNq, j :

DEk,n~T!5(
q, j

d~DEk,n!

dNq, j
FNq, j1

1

2G , ~4!

whereq is the phonon wave vector, andj is the index of the
phonon branch. At present, quantum-mechani
calculations7–9 of the temperature dependence of the ba
structure parameters of group-IV and III–V semiconduct
have been performed in the framework of the propos
model. A distinguishing feature of these studies is the f
that the phonon spectrum was not calculated from first p
ciples. In these calculations the band structure w
calculated7,8 with the help of local ion pseudopotential
Such an approach is motivated by the fact that the shifts
© 1998 American Institute of Physics
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918 Semiconductors 32 (9), September 1998 A. F. Revinski 
the single-electron energies~4! are much smaller than th
energy gaps in the band structure. For this reason, accor
to Refs. 7 and 8, there is no compelling need to carry
laborious self-consistent band calculations from first pr
ciples using nonlocal ion pseudopotentials. However, as
shown earlier,10 allowance for the nonlocal component of th
norm-preserving ion pseudopotentials when calculating
electron–phonon interaction parameters is very impor
and gives a contribution of;20%. In this light, it can be
seen that in order to gain an understanding of the phys
reasons for the existing interrelationship between the e
tronic structure of the crystal and its thermodynamic fun
tions it is necessary to calculate the band structure, bind
energy, phonon spectrum, and thermodynamic characteri
of the investigated materials in the framework of a unifi
approach. In view of this circumstance, with the goal of e
cidating the physical mechanisms of the observed correla
~1! with the help of the density functional in the case
silicon with diamond structure, we present here a consis
calculation of the phonon contribution as a function
DEg(T) and DH(T) using electron and phonon spect
obtained earlier from first principles.11,12

To understand the algorithm for calculating the ene
shifts ~4! it is necessary to use intermediate formulas. T
single-electron energies were calculated by self-consis
solution of the Kohn–Sham equation

F \2

2m
~k1G!22«k,nGCn,k~G!

1(
G8

V~k1G,k1G8!Cn,k~G8!50, ~5!

where V(k1G,k1G8) are the Fourier components of th
effective single-electron pseudopotential,G is the inverse
lattice vector, andCn,k(G) are the coefficients of the plane
wave expansion of the pseudowave function

uk,n&5(
G

Cn,k~G!exp@ i ~k1G!r #. ~6!

The screened effective pseudopotentialV(k1G,k1G8) is a
sum of the ion potential, the Coulomb potential, and
exchange–correlation potential

V~k1G,k1G8!5Vion~k1G,k1G8!

1VH~G2G8!1VXC~G2G8!, ~7!

where the ion potentialVion(k1G,k1G8) was constructed
as a superposition of shape-preserving nonlocal
pseudopotentials.13

In Eq. ~3! the first term~the Debye–Waller contribution!
is due to smoothing of the crystal potential as a result of
vibrations. The second term~the self-energy contribution! is
the increase in the electron–phonon coupling in the seco
order perturbation theory. The imaginary component of t
term is the lifetime of the polaron~an electron accompanie
by lattice deformations!. The variational derivative
d(DEk,n)/dNq, j for the Debye–Waller contribution~with
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superscript DW! and the real part of the self-energy cont
bution~with superscript SE! were calculated according to th
formulas8

Ud~DEk,n!

dNq, j
UDW

52
1

2 (
n8,k,k8

Ba* ~k,n,n8,0,k!Bb~k,n,n8,0,k8!

«k,n2«k,n8

3F 1

Mk
Ea~2qu j k!Eb~qu j k!

1
1

Mk8

Ea~2qu j k8!Eb~qu j k8!G , ~8!

U d~DEk,n!

dNq, j
USE5 (

n8,k

1

Mk8

uB~k,n,n8,q,k!E~qu j k!u2

«k,n2«k1q,n8

,

~9!

whereEa(qu j k) are the Cartesian components of the phon
polarization vectors.

The matrix element of the electron–ion interactionBa

was calculated in the approximation of the rigid unit-c
potential, which assumes that the displacement of the
with index k from its equilibrium position,u(j,k), takes
place without deformation of the potential due to that io
Vk . Mathematically, this reduces to the case in which
quantity B in expression~9! is determined only by the gra
dient of the ion pseudopotential in Eq.~7! without regard for
the Coulomb and exchange–correlation potentials. Thus,
elementBa is equal to

Ba~k,n,n8,q,k!5 (
G,G8

F \

v~q, j !G
1/2

Ck1q,n~G!Ck,n~G8!

3exp@2 i ~k81G82k2G!tk#

3~k81G82k2G!aVk~k81G8,k1G!,

~10!

wherev(q, j ) is the frequency of the normal vibrations,tk is
the basis vector associated with the ion with indexk,
and Vk(k81G8,k1G) is the form factor of the screene
nonlocal pseudopotential of the Si41 ion.

In silicon, as is well known, the band gap is determin
by the direct transition (G25,v8 2D1,c

min). According to my ear-
lier calculations,11 Eg51.05 eV, where the experimenta
value is Eg

exp51.17 eV ~Ref. 14!. This discrepancy stem
from the fact that the density functional method is intend
to describe the properties of many-particle systems in
ground state. For this reason, the energies of the exc
states in the conduction band are not accurately reprodu
in the given approach. At the same time, this is not reflec
in the calculated value of the phonon contribution to t
temperature dependence of the band gapDEg(T) since it is
equal only to the sum of temperature shiftsDEk,n(T) of
individual single-electron states, i.e., in our case

DEg~T!5DE~G25,v8 uT!1DE~D1,c
minuT!. ~11!

In the calculation of the dependenceDEk,n(T) according
to Eq. ~4! a difficulty of a calculational nature arises in th
integration over the Brillouin zone. Specifically, to obta
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numerical values of the quantitiesDEk,n
SE(T) for each vector

q of the Brillouin zone it is necessary to obtain addition
self-consistent solutions of the Kohn–Sham equation w
the goal of calculating the energies«k1q,n and wave func-
tions uk1q,n&. In order not to use up unjustifiably larg
amounts of computer time, we have first calculated the
rivatives ~9! for specially chosen symmetric points of th
Brillouin zone~using the five-point Chadi–Cohen scheme15!,
after which the points in 1/48 of the Brillouin zone we
chosen by the Monte Carlo method and the derivatives~9!
were calculated with the help of an interpolation procedur16

The phonon polarization vectorsE(qu j k) were calculated as
eigenvectors of the dynamical matrix of silicon, obtain
earlier in Ref. 12.

The phonon contribution to the decrease in the band
of silicon DEg(T) is plotted in Fig. 1 in comparison with th
available experimental and theoretical data. An accoun
the nonlocality of the pseudopotential of the Si41 ion gives
somewhat better agreement with experiment in compar
with the calculations of Ref. 8, which were made with t
help of local pseudopotentials. The large scatter of the th
retical results relative to the experimental data necessit
an analysis of the accuracy of the calculated depende
DEg(T). We used two fundamental characteristics of silic
to calculateDEg(T): its band structure, calculated with a
accuracy of 0.01 eV~Ref. 11! @200 plane waves in expansio
~6!#, and the frequencies of the normal vibrations of the io
calculated with an accuracy of 0.2 THz~Ref. 12!. Varying
the single-electron energies«k,n and frequenciesv(q, j )
within the indicated limits gives an absolute error f
DEg(T) of 2.5 meV. The accuracy of the experimental dat17

is 1 meV.

FIG. 1. Temperature dependence of the band gap of silicon.1 — this work,
2 — calculation ~Ref. 8!, 3 — experiment~Ref. 17!, 4 — calculation
~Ref. 9!.
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The calculation in Ref. 18 of the contributionDEg
TE(T)

due to thermal expansion of the silicon crystal showed t
anharmonicity effects are insignificant in the temperature
terval plotted in Fig. 1. Specifically, forT<300 K DEg

TE(T)
is less than 2 meV.

The specific heatsCp andCv of the crystal are interre-
lated by the standard thermodynamic relation

Cp~T!5Cv~T!19Ta2~T!B0V, ~12!

whereV is the volume of the crystal,a(T) is the tempera-
ture coefficient of linear expansion of silicon,19 andB0 is the
bulk modulus, calculated at the minimum of the total ener
of the silicon crystal atT50 ~Ref. 20!. The lattice specific
heatCv(T) was calculated with the help of the silicon ph
non spectrum.12 The theoretical dependenceCp(T) obtained
using Eq.~12! is plotted in Fig. 2. The phonon contributio
to the temperature dependence of the enthalpy is

DHph~T!5E
0

T

Cp~T8!dT8. ~13!

The change in the enthalpy due to formation
electron–hole pairs can be calculated using the formula22

DHe2h~T!5ne2hEg~T!1TDSe2h~T!, ~14!

wherene2h is the concentration of electron–hole pairs, a
DSe2h(T) is the change in the entropy. Calculations sho
that the contributionDHe2h(T) is negligible in comparison
with the phonon contributionDHph(T).

Figure 3 plots the dependenceDHph(T)5K8uDEg(T)u
calculated by us in comparison with the experimentally o
tained dependence~1!. It can be seen that a linear relation
ship is observed betweenDHph(T) and DEg(T) in the
proposed calculational scheme. The electron–phonon in
action probably plays an important role in the appearance
this correlation. At the same time, the theoretical value of
coefficientK8 is much greater than its experimental valu
This discrepancy is due to the disagreement between

FIG. 2. Temperature dependence of the lattice specific heat of sili
Points — this work, dashed line — experiment~Ref. 21!.
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calculated dependenceDEg(T) and the corresponding ex
perimental dependence~Fig. 1! since the calculated lattic
specific heatCp(T) ~Fig. 2! and consequentlyDHph(T) are
in good agreement with the measurements of Refs. 14
21.

The main reason why the calculated phonon contribut
to the decrease in the silicon band gap with increase of
temperature does not reproduce the experimental depend
DEg(T) can be attributed to the fact that the phonon con
bution is not the only one. A consistent account of the ot
elementary excitations and interactions is needed, in part
lar the exciton–phonon interaction. The rigid potential a
proximation used to obtain in Eq.~10! also introduces a cer
tain error. However, an account of additional terms in
variation of the single-electron effective potential~7! due to
the Coulomb and exchange–correlation interactions of

FIG. 3. The dependenceDH(T)5KuDEg(T)u for silicon. a — this work,
b — experiment~Refs. 17 and 21!. T, K: 1 — 300, 2 — 250, 3 — 200,
4 — 100.
nd

n
e

nce
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electrons would substantially complicate an already cumb
some calculational procedure. In view of the discuss
above, the proposed calculational scheme in any case sh
be considered as an initial approximation aimed at be
understanding the physical reasons for the observed inte
lationship between the structure of the electron energy sp
trum and the thermodynamic functions of semiconduc
crystals.
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Formation of donor centers upon annealing of dysprosium- and holmium-implanted
silicon
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The implantation of a 1013cm22 dose of 1-MeV dysprosium and holmium ions with subsequent
annealing at temperatures in the range 600–900 °C leads to donor center formation. The
donor center concentration increases with increasing oxygen concentration in the starting materials
as well as upon additional oxygen implantation. Such behavior of the activation and the
donor center concentration profiles as a function of the annealing temperature and oxygen
concentration is observed in Si:Dy and Si:Ho. The results show that the formation of at
least two types of donor centers containing rare-earth elements and/or oxygen atoms takes place.
© 1998 American Institute of Physics.@S1063-7826~98!00209-9#
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INTRODUCTION

Studies of the properties of erbium-doped silicon~Si:Er!
have recently increased considerably.1 These studies hav
been motivated by its potential for applications in silic
optoelectronics as a light source at 1.54mm. The efficiency
of erbium luminescence depends on the spectrum of o
cally and electrically active centers containing rare-earth
ements~REE!. There is so far, however, a lack of unde
standing of the processes by which electrically active erb
centers from in silicon. From this point of view, a study
the electrical properties of silicon doped with other rare-ea
elements is of current interest for establishing the gen
trends of the processes of formation of electrically act
centers in such systems. In addition, structures based on
con doped with rare-earth elements can serve as sourc
infrared radiation. In particular, silicon doped with dyspr
sium ~Si:Dy! and holmium~Si:Ho! may be promising. Data
on the formation of electrically active centers for these i
purities are, to the best of our knowledge, lacking. In o
study we have investigated the electrical properties of Si
ers implanted with Dy and Ho.

EXPERIMENTAL CONDITIONS

As substrates we used polished silicon wafers ofn-type
conductivity, grown by the float-zone method (n-FZ), with
resistivity in the range 80–140V•cm, and ofn-type and
p-type conductivity, grown by the Czochralski method, w
resistivities of 5 and 20V•cm, respectively. The oxygen con
centration in the starting material was:,231016 (n-FZ),
8.631017 (n-Cz), and 1.131018 cm23 (p-Cz). A Qtot51
31013cm22 dose of 1-Mev dysprosium and holmium ion
was implanted on a setup built by High Voltage Engineer
9211063-7826/98/32(9)/3/$15.00
ti-
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Europe B2K. In addition, some of the wafers were implan
with oxygen ions: specifically, a 131014-cm22 dose of 145-
keV ions into Si:Dy, and the same dose of 140-keV ions in
Si:Ho, which corresponds to a maximum concentration
;531018 cm23. Their energy was chosen such that the p
jected mean free paths of the rare-earth ions and the oxy
ions coincided. Implantation was not accompanied by am
phization and was effected at a 7° angle so as to prevent
channeling.

Isochronous~over the course of 30 min! anneals were
performed in the temperature range 600–900 °C in
chlorine-containing atmosphere. The latter consisted of
oxygen flux containing 1 mol% carbon tetrachloride.

The type of conductivity of the surface layer was mon
tored with the help of a thermal probe. The sheet resista
Rs was measured by the four-probe method. The rare-e
distribution with depth was measured by secondary-ion m
spectroscopy~SIMS! on a Cameca IMS 4f setup. Concentr
tion profiles of the charge carriers were determined
capacitance–voltage profiling with a mercury probe. The
tivation coefficient of the electrically active centers asso
ated with rare-earth element implantation was calcula
from the relationk5(emRs)

21/Qtot , whereQtot is the dose,
e is the charge of an electron, andm51350 cm2/V•s is the
electron mobility~it is assumed that it does not depend
the electron concentration!.

RESULTS AND DISCUSSION

First let us consider the behavior of the holmium imp
rity. Curve1 in Fig. 1 shows SIMS-profiles of the total ho
mium concentration after implantation. Subsequent isoch
nous anneals do not lead to any changes in the holm
© 1998 American Institute of Physics
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distribution. No changes in the SIMS-profiles were observ
in silicon implanted with erbium and annealed in the sa
temperature range. The absence of changes in this case
explained by the low values of the erbium diffusio
coefficient.2–4

A postimplantation anneal at the above temperatu
leads to the formation of donor centers. In this ca
p2n-conversion of the type of conductivity of the implante
layer is observed inp-Cz-Si. The dependence of the activ
tion coefficient on the temperature of the isochronous ann
is shown in Fig. 2~curves1 and2!. The maximum values o
the coefficient are observed at 700 °C and are equal to 1
for Si:Ho and 26% for Si:Ho:O, of the total dose of im
planted holmium.

The concentration profiles of the electrons in the i
planted layern(x) have the form of curves with a maximum
The nature of the variation of the distributionn(x) as a func-
tion of annealing temperature for thep-Cz-Si:Ho andp-Cz-
Si:Ho:O samples is shown in Fig. 1~curves2–7!. The maxi-
mum electron concentration was observed after annealin
700 °C. Increasing the annealing temperature decrease
maximum electron concentrationnm and shifts the position

FIG. 1. Concentration profiles of holmium atomsN(x) after implantation
~1! and electronsn(x) ~2–7! in p-Cz-Si:Ho ~2–4! andp-Cz-Si:Ho:O~5–7!
after implantation and annealing for 0.5 h. Annealing temperatureT, °C: 2,
5 — 700; 3, 6 — 800; 4, 7 — 900.

FIG. 2. Dependence of the activation coefficientK on the annealing tem-
peratureT in p-Cz-Si for implantation of1 — holmium,2 — holmium and
oxygen,3 — dysprosium,4 — dysprosium and oxygen.
d
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of the maximumxm deeper into the sample. In this case, t
value ofnm in the sample with additionally implanted oxy
gen is higher, andxm is situated closer to the surface than
Si:Ho.

Similar behavior ofn(x) as a function of the annealin
temperature was observed inp-FZ-Si and n-Cz-Si doped
with holmium. The dependence ofnm andxm on the anneal-
ing temperature for the different grades of investigated s
con are plotted in Figs. 3 and 4.

Let us consider in more detail the data forn-FZ-Si:Ho.
After the anneals at 700 and 800 °C the concentration
donor centers exceeded by not less than twofold the oxy
concentration in the starting material~Fig. 3, curve1!. This
gives us reason to believe that the dominant donor center
not contain oxygen atoms. On the other hand, increasing
annealing temperature not only lowers the concentration
donor centers, but also shifts their maxima deeper into
sample~Fig. 4, curve1!. Since diffusion of holmium atoms
is not observed at these temperatures, it is reasonable t
sume that in addition to the immobile rare-earth atoms,
more mobile intrinsic point defects~vacancies or interstitia

FIG. 3. Dependence of the maximum concentration of donor centersnm on
the annealing temperatureT in n-FZ-Si:Ho ~1!, p-Cz-Si:Ho~2!, n-Cz-Si:Ho
~3!, n-FZ-Si:Ho:O ~4!, p-Cz-Si:Ho:O~5!, andn-Cz-Si:Ho:O~6!.

FIG. 4. Dependence of the position of the maximum concentration of do
centersxm on the annealing temperatureT in n-FZ-Si:Ho ~1!, p-Cz-Si:Ho
~2!, n-Cz-Si:Ho~3!, n-FZ-Si:Ho: O~4!, p-Cz-Si:Ho: O~5!, andn-Cz-Si:Ho:
O ~6!.
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silicon atoms!, which are formed during the annealing of th
implantation defects, also participate in the formation of d
nor centers. The surface of the sample functions as a sink
the intrinsic defects. With an increase in the temperature
increasing number of the intrinsic defects escape to the
face. As a result, the concentration of donor centers
found to decrease, and the maximum was found to s
deeper into the sample. The qualitative model for Si:Er
scribed above was first proposed in Ref. 4. Later a quan
tive model was developed, which assumed that erbium at
and intrinsic interstitial atoms participate in the formation
donor centers.5

The increase in the concentration of donor centers
Cz-Si:Ho in comparison with FZ-Si:Ho~Fig. 3, curves1–3!
is connected with the formation of new donor centers t
contain oxygen atoms. Are two different donor centers w
comparable concentrations formed in Cz-Si:Ho or does
center dominate? Our data do not allow us to answer
question It is important to note that after annealing at 700
the concentration of donor centers is higher inn-type Cz-Si
than in thep-type material, although the ratio of oxyge
concentrations in the starting samples is the reverse.

Additional coimplantation of oxygen also increases t
concentration of donor centers. The largest~and almost the
same! concentration of donor centers is reached after ann
ing at 700 °C in all grades of the investigated silicon~Fig. 3,
curves4–6!. Here the positions of the maxima also coinci
~Fig. 4, curves4–6!. The experimental data give us reason
believe that formation of oxygen-containing donor cent
takes place. Their rate of formation at 700 °C is several
ders of magnitude greater than the rate of formation of c
sical thermal donors formed in silicon that does not cont
rare-earth elements.6 With an increase in the annealing tem
perature, their concentration decreases, as in the case of
sical thermal donors.

After dysprosium implantation and subsequent annea
at 600–900 °C the same regularities are observed as in
case of holmium implantation: the holmium distribution do
not change during isochronous anneals, the maximum e
tron concentration in the implanted layer is observed a
annealing at 700 °C, raising the annealing temperature l
ers the electron concentration, and additional implantation
oxygen raises the electron concentration. The dependen
the activation coefficient of the donor centers associated w
dysprosium implantation on the annealing temperature
plotted in Fig. 2 ~curves3 and 4! and is identical to the
-
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corresponding dependence for holmium implantation.
Comparison of our results for Si:Ho and Si:Dy with th

available data for Si:Er~Refs. 4, 7, and 8! reveals hardly any
features associated with specific rare-earth elements. Th
probably explained by their atomic structure. Differences
tween the elements are connected with changes in the de
of filling of the inner 4f shell. The outer electron shel
which determines their interaction with other atoms, is t
same. As a result, the rare-earth elements are similar in t
chemical properties.

In summary, we have examined the influence of anne
ing temperature and oxygen impurity on the electrical pro
erties of silicon layers implanted with dysprosium and h
mium. We found that implantation of rare-earth elements
accompanied by formation of donor centers whose conc
tration increases with increasing oxygen concentration.
addition to the rare-earth atoms, oxygen also participate
the formation of the donor centers.
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Normal lattice vibrations and the crystal structure of anisotropic modifications
of boron nitride

S. V. Ordin, B. N. Sharupin, and M. I. Fedorov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted April 15, 1998; accepted for publication April 20, 1998!
Fiz. Tekh. Poluprovodn.32, 1033–1042~September 1998!

A multicomponent infrared study of boron nitride~BN! pyrocrystals was performed in polarized
light. A series of textured polycrystals, which included samples with different dergees of
ordering, with various ratios of the concentrations of the hexagonal and rhombohedral phase, was
prepared by chemical vapor deposition. This study revealed the essential influence of the
microstructure of the pyrocrystal on the reflection and transmission spectra. It is shown that to
identify the normal oscillations of the hexagonal phase, crystal-optical effects and effects
associated with phonon scattering must be taken into account. The normal oscillations of the
rhombohedral phase of BN were identified directly from experimental spectra of
pyrocrystals which are similar in their properties to a single crystal. On the basis of the results
obtained by us it is shown that ionic–covalent bonds exist between some of the atoms of
neighboring layers in anisotropic modifications of BN. A refined model of the lattice structure
eliminates an entire host of contradictions between the experimental data and shows that
in addition tosp2 hybridized electrons,sp hybridized electrons participate in the formation of
interatomic bonds in anisotropic BN. ©1998 American Institute of Physics.
@S1063-7826~98!00309-3#
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Boron nitride~BN!, almost from the very moment of it
synthesis by chemical vapor deposition by one of the auth
of this paper,1 has found wide technological application
Pyrocrystals of BN obtained by the given technique are t
tured, layered polycrystals, possess mechanical hardn
thermal stability, are chemically inert up to 2000 °C, a
possess small dielectric losses in a wide frequency ra
The unique thermal-physical and chemical properties of
pyrocrystals are determined by a feature of the crystal st
ture of its anisotropic~hexagonal and rhombohedral! modi-
fications: strong bonds of the B and N ions in hexago
arrays that form monatomic layers, and a weak bond
tween the layers~which was previously assumed to be pure
van der Waals!. This configures the high degree of aniso
ropy of a number of physical properties of BN pyrocrysta
mechanical, thermal, chemical, and what is especially imp
tant for semiconductor technology, diffusion properties. P
duction equipment fabricated from BN pyrocrystals is idea
clean, i.e., it does not introduce impurities into any semic
ductor material being grown in them.

In view of the properties of the crystal structure of BN,
is also a unique object for physical study. Theoreti
calculations2 have used BN as a model material for co
structing electron bands of a two-dimensional and a qu
two-dimensional insulator. However, the models of the cr
tal structure of BN used in these calculations were based
x-ray diffraction data obtained on polycrystals with weak
pronounced texture. Data available for a number of III–
semiconductor compounds,3 to which class BN belongs, al
low us to make some grounded assumptions about the p
erties of only the cubic modification of BN. Due to the a
9241063-7826/98/32(9)/9/$15.00
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sence of single crystals of anisotropic modifications of B
there are no reliable data on the dispersion laws in s
crystals of the electrons and phonons, which would mak
possible to validate the calculational and theoretical mo
assumptions. Thus, as will be shown below, the band ca
lations of Ref. 2 and the group-theoretical analysis of
lattice reflection spectra of BN pyrocrystals carried out
Ref. 4 disregarded an important feature of the structure of
crystalline lattice of anisotropic modifications of BN.

The technique of chemical vapor deposition modified
the author of BN technology1 has made it possible to obtai
large, highly ordered pyrocrystals of the rhombohedral mo
fication, from which by cubic compression perfect samp
of the cubic modification have been obtained. A complex
infrared ~IR! spectral studies of samples of BN of rhomb
hedral and cubic modification has shown that their proper
are similar to those of single crystals. This has made it p
sible to uniquely identify the normal lattice vibrations n
only in the isotropic cubic structure, but also in the anis
tropic rhombohedral structure of BN. It was found that t
high frequencies of the modes polarized parallel to theC
axis in the anisotropic modifications are attributable to
existence in those modifications of ionic–covalent bonds
tween some of the atoms of neighboring layers. Allowan
for interlayer bonds leads to a substantial correction in
model of the crystal structure of the anisotropic modific
tions of BN, thereby eliminating contradictions between
number of experimental data. The ideas developed by
pertain to an entire class of layered crystals, including
promising and actively investigated nitrides having
hexagonal modification.
© 1998 American Institute of Physics
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1. MAIN CHARACTERISTICS OF THE INVESTIGATED BN
PYROCRYSTALS

Anisotropic boron nitride is produced as the product o
pyrolytic reaction at the boundary of the gas phase and
the initial moment, at the surface of the graphite substr
As a result of pyrolysis, usually a white layered ceram
grows on the graphite substrate, consisting of sm
crystallites—scales of the hexagonal and rhombohe
phases of BN. The crystallites form growth cones, who
vertices are located on the graphite substrate, and corres
to nuclei of the anisotropic phase of BN. The dimensions
the crystallites and the deviation of their symmetry axes fr
the preferred orientation—the normal to the substr
surface—strongly depend on the conditions of growt
deposition. BN pyrocrystals with average misorientati
angle of the crystallite axesa'30° are characterized by
maximum concentration of the hexagonal phase with lin
dimension of the crystallites along the symmetry a
Lc.100 Å and roughly an order of magnitude greater line
dimension in the transverse direction. When the misorien
tion angle of the crystallites is decreased to 10°, their dim
sions were found to increase monotonically (Lc.160 Å!,
accompanied by the appearance of an asymmetry in t
physical properties, in particular, their thermal conductivit1

Further increase of the degree of mutual orientation of
crystallites (a'1°) corresponds to an abrupt increase in
dimensions of the crystallites (Lc.1000 Å! and in the con-
centration of the rhombohedral phase. Optimization of
conditions of growth allowed us to obtain yellow, transluce
pyrocrystals with an area of a few cm2 and thickness;5
mm in the form of a sheaf of rhombohedral crystallites
monolayers with mean thickness of the monolayer;0.2mm.
In this case the anisotropy of some of the physical para
eters of the rhombohedral pyrocrystals turned out to be lo
than those of the ordered hexagonal crystals. In particu
the thermal conductivity along theC axis, which decrease
monotonically as the misorientation of the crystallit
decrease to 10°, increases monotonically as the degre
ordering of the crystallites is increased.

2. INFRARED SPECTRAL STUDIES OF BN PYROCRYSTALS

In this section we present the results of experimen
studies of normal reflectionR and transmissionT spectra of
BN pyrocrystals in polarized infrared light and a theoretic
treatment of these results. The series of pyrocrystals
study included samples with varying degree of order of
crystallites and, correspondingly, with different ratios of t
concentrations of the hexagonal and rhombohedral phase
this case, the preferred orientation of the crystallograp
axes of the crystallites coincided with the normal to t
deposition–growth surface of the pyrocrystals and in w
follows will be referred to as theC axis of the pyrocrystals
Studies of the reflection spectra were carried out on mech
cally polished crystal planes, oriented at different angles
the C axis, and for different orientations of theE vector of
the electromagnetic wave relative to theC axis. As these
studies showed, the optical anisotropy of the BN pyrocr
tals, like the anisotropy of the other properties, depends
at
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their C axis. However, in contrast to uniaxial single crysta
in the case of pyrocrystals greater changes were observe
the reflection spectra corresponding to the ordinary w
E'C when the mutual orientation of theC axis and direction
of propagation of the light wave was varied. Therefore,
completely characterize the optical anisotropy of the BN p
rocrystals we examined the dependence of the reflec
spectra on the orientation of the propagation vector of
radiationk relative to theC axis. We found that in this cas
the optical properties of the pyrocrystals varies monoto
cally. A monotonic transformation of the reflection spectra
the BN pyrocrystals was also observed when the concen
tion of the rhombohedral phase was increased at the exp
of the hexagonal. The monotonic nature of these dep
dences makes it possible to carry out a qualitative analysi
the crystal-optical properties of the pyrocrystals and of
crystal structure of anisotropic BN using the reflection sp
tra of pyrocrystals of the extreme compositions, i.e., pur
rhombohedral and purely hexagonal, with three mutually
thogonal orientations of thek, E, andC vectors: 1! E'C,
kiC, 2! E'C, k'C, 3! EiC, k'C ~Fig. 1!. The reflection
spectraR(n) shown in Fig. 1 reveal two characteristic lattic
reflection bands: a high-frequency one at frequencies ab
1500 cm21, and a low-frequency one at frequencies abo
800 cm21. An intense high-frequency reflection band is o
served at the polarizationE'C ~Figs. 1a and 1b! both in the
rhombohedral phase and in somewhat weakened form in
hexagonal phase, and is due to the strong bonds of the B
N ions in the hexagons. However, in the hexagonal phase
the given polarization a small reflection peak also shows
in the above-mentioned low-frequency region. The chara
of the spectra remains mostly unchanged as the orientatio
thek vector is varied relative to theC axis, but the shape an
amplitude of the observed oscillators undergo some chan
For the polarizationEiC, complete extinction of the high
frequency band, accompanied by a flare-up of an inte
low-frequency band, is observed in the reflection spectrum
the rhombohedral phase~Fig. 1c!. A qualitatively similar
transformation is observed in the reflection spectrum of
hexagonal phase when the polarization is changed toEiC,
but the extinction of the high-frequency band and flare-up
the low-frequency band are incomplete. In addition, in t
hexagonal phase the high-frequency band is described
by the two-oscillator model. In this case, the reflection pe
corresponding to one of the oscillators~Fig. 1b! remains
nearly constant when the polarization of the light is varie
both in intensity and in frequency~Fig. 1c!. This peak is
described well by the single-phonon dispersion relatio
therefore, its identification by the authors of Ref. 4 as a tw
phonon peak is in error.

The transmission spectra were investigated only for l
ers perpendicular to theC axis. Since the cleavages of th
pyrocrystals had noticeable surface relief, in our studies
the transmission spectra we also used mechanically polis
surfaces. To determine the absorption spectra in this case
measured transmission spectraTi , j (n) of the sample as we
successively shaved down its thicknessdi , j from 150 to 5
mm, where the indicesi and j are the steps of this proces
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FIG. 1. Reflection spectra of the cubic~1!, rhombohedral~2!, and hexagonal~3! modifications of boron nitride for different polarizations and directions
propagation of the light. Points — experiment, solid lines — calculated spectra with all possible oscillators taken into account. b: dashed line — c
of the reflection spectrum of a hexagonal crystal without allowance for the transverse oscillator; dot–dashed line — with allowance for the oscillator
in all polarizations.
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927Semiconductors 32 (9), September 1998 Ordin et al.
The resulting absorption spectruma was found from the
simplified formula

a~n!5
1

di2dj
log

Ti~n!

Tj~n!
, ~1!

which, for equivalent processing of the sample surfaces
insensitive to the surface state of the sample but it stri
holds in the region of the absorption bands.

The absorption spectra recorded for the orientationkiC,
E'C reveal a finer structure~Fig. 2!. Upon going from the
rhombohedral to the hexagonal pyrocrystal, the main abs
tion bands undergo a transformation in frequency and in
sity similar to the transformation of the reflection spect
The frequencies of the longitudinal and transverse phon
obtained by fitting the spectra calculated according to
dispersion relations are very close to the frequencies
tained from the reflection spectra. A number of absorpt
bands observed in the rhombohedral phase went beyond
framework of the phenomenological calculations. The we
absorption peaks at the frequenciesn15827 cm21 and
n25753 cm21, as can be seen from the reflection spectr
for orthogonal polarization, are due to parametric excitat
of the longitudinal and transverse phonons polarized para
to the C axis. In addition to the fundamental absorptio
bands, there are bands characteristic of multiphonon proc
in the absorption spectra of the rhombohedral and hexag
phases. The high-frequency doublet band in the freque
range 2800–2200 cm21 probably corresponds to mu
tiphonon sum processes, and the low-frequency band aro
920 cm21, to multiphonon difference processes.

3. ANALYSIS OF THE INFRARED SPECTRAL FEATURES OF
BN PYROCRYSTALS

The reflection spectra of BN pyrocrystals obtained a
analyzed earlier in Ref. 4 are similar to the spectra we
served for purely hexagonal pyrocrystals~Fig. 1!. The au-
thors of Ref. 4 linked the spectral features of the wea
ordered hexagonal polycrystal with the normal modes of
BN crystalline lattice and, using a formal Kramers–Kron
procedure and a group-theoretic analysis, they attempte
determine to which lattice model of the hexagonal phase
the modes they introduced belong. Our infrared spec
studies show that the hexagonal pyrocrystals are chara
ized by a strong dependence of the shape of the lattice
flection and absorption bands on the microstructure form
by the crystallites—in first place, on the mutual misorien
tion angle of their hexagonal axes, which for purely hexa
nal pyrocrystals is roughly 30°. It is therefore erroneous
assume that the lattice oscillators observed in pyrocrysta
the hexagonal phase for the orientationsEiC andE'C cor-
respond uniquely to the normal vibrations of the crystall
lattice. To find the modes of the hexagonal phase from
given oscillators, a preliminary theoretical treatment, ba
on the models which account for crystal-optical effects
misoriented crystallites and phonon scattering at their bou
aries, is needed. In particular, the polarization-independ
high-frequency reflection peak can be explained by reflec
from crystallites whose hexagonal axis lies in the reflect
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plane, but forms an angle of roughly 30° with the normal
the reflection surface.5 Such an analysis would, of cours
contain many more uncertainties than an analysis of the
tice reflection of a single crystal. The production of larg
highly ordered rhombohedral pyrocrystals of BN with dev
tion of the crystallographic axes of the crystallites from t
C axis not greater than 1° and with linear dimensions of
crystallites more than two orders of magnitude greater t
those of the hexagonal crystals enabled us to determine
normal modes of the rhombohedral phase directly from
experimentally observed lattice oscillators for polarization
the incident radiation parallel to the principal crystall
graphic axes~Fig. 1!. The highly ordered texture of the
rhombohedral pyrocrystal leads to hardly any loss of ene
of the polarized radiation upon excitation of a selected mo
and this is manifested in the observation of only those os
lators that correspond to the modes with the prescribed
larization. Therefore, the high-frequency, weakly damped
cillator observed forE'C corresponds to the longitudina
(L') and transverse (T') optical phonons polarized perpen
dicular to theC axis. Analogously, the lower-frequency o
cillator observed forEiC corresponds to longitudinal (L i)
and transverse (Ti) optical phonons polarized parallel to th
C axis. Since the oscillators are weakly damped, it is p
sible to first order to estimate the frequencies of the co
sponding optical phonons from the real part of the dielec
constant«1(n) ~Ref. 6!. Finding the extrema of the deriva
tive of R(n) in the region of the lattice oscillators, we obta
the desired frequencies for the rhombohedral phase~see
Table I!. A more rigorous method of determining the fre
quencies of the optical phonons involves a theoretical tre
ment of the experimental reflection spectra in the framew
of the single-oscillator or many-oscillator model of the ba
of residual rays.

To determine the frequencies of the longitudinal a
transverse phonons, we used the technique described in
7 for fitting the spectra calculated from the dispersion re
tions for the many-oscillator model of the band of residu
rays to the experimentally measured spectra. Expression
the dielectric constant and reflection and absorption coe
cients were obtained from the zero-pole representation of
complex dielectric constant:

«~n!5«11 i«25«`1(
j 51

N f jnT j
2

nT j
2 2n21 ing jnT j

, ~2!

f j5
nL j

2 2nT j
2

nT j
2 )

j Þk

N
nLk

2 2nT j
2

nTk
2 2nT j

2
, ~3!

R5UA«21

A«11
U2

, ~4!

a54pn Im~A«!, ~5!

where «(n) is the complex dielectric constant,«` is the
high-frequency dielectric constant,f j is the j th oscillator,nT j

is its transverse frequency,nL j is its longitudinal frequency,
g j is its damping factor, andN is the number of oscillators in
the band of residual rays.



928 Semiconductors 32 (9), September 1998 Ordin et al.
FIG. 2. Absorption spectra of rhombohedral~a! and hexagonal~b! boron nitride. Points — experiment, dashed lines — calculation.
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TABLE I. Parameters of oscillators of boron nitride.

Method nT' , nL' , nTi , nLi , nT3 , nL3 ,
Structure Orientation of determination «` cm21 cm21 g' cm21 cm21 g i cm21 cm21 g3

cubic dR/dn 1047 1306
cubic d/aR 4.6 1057 1306 0.0051
rhomb dR/dn 1365 1616 756 826
rhomb kiC a(n) 753 827
rhomb kiC d/a R 5.2 1374 1617 0.0050
rhomb kiC d/a a 1.6 1355 1617 0.012
rhomb E'C d/a R 4.3 1372 1617 0.0068
rhomb EiC d/a R 2.7 762 827 0.0057
hex kiC d/a R 3.8 779 794 0.063 1373 1487 0.023 1508 1615 0.06
hex kiC d/a a 0.21 781 803 0.031 1321 1328 0.046 1338 1644 0.00
hex E'C d/a R 3.7 780 790 0.033 1372 1487 0.021 1510 1616 0.06
hex E'C d/a R 3.2 795 829 0.0094 1498 1616 0.054

Note: d/aR — dispersion analysis of the reflection spectrum; d/aa — dispersion analysis of the absoprtion spectrum; cubic — cubic, rhomb —rhombohe
hex — hexagonal.
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The experimental spectra for the rhombohedral and
bic phases agree with the calculation for the single-oscilla
model ~see Figs. 1 and 2!. The corresponding values of th
frequencies and damping factors are listed in Table I. For
hexagonal phase it was possible to achieve better agree
between the theoretical and experimental spectra using
two- and three-oscillator models~Figs. 1 and 2!. The com
putation parameters for these models are also given in
table.

The high-frequency optical phonons polarized in t
plane of the layer,nL' and nT' , as has already been me
tioned, can be uniquely associated with the vibrations of
ions at the intralayer bonds. The strength of the ion
covalent bonds in the hexagons,jh , determines the bond
strengthj'52jh of the effective dipole which lies in the
layer plane. It in turn determines the frequency of the tra
verse phonon polarized in the layer planenT'

5(2jh /m* )1/2, wherem* 5m1m2 /(m11m2) is the reduced
mass of the dipole, andm1 and m2 are the masses of th
ions.8 The ion chargeq, the volume concentration of th
dipoles lying in the layers,n' , and the reduced massm*
determine the oscillator strength and are thereby rela
to the frequency of the longitudinal optical phono
nL' : q2(n')/pc2m* 5(nL')22(nT')2. Calculations show
that the values of the frequenciesnL' andnT' obtained are
not only in qualitative agreement with the BN lattice para
eters, but can also be used to obtain quantitative estimate
some of them. No other reflection bands or intense abs
tion peaks forE'C in the rhombohedral phase, except f
those described, are observed down to 250 cm21 ~Figs. 1 and
2!. Consequently, the frequency of the transverse mo
nT' , is governed by short-range forces, and for quantita
calculations the implemented single-oscillator model is
plicable. In particular, using the expressionq2(n')/pc2m* ,
which determines the Coulomb splitting of the optical ph
non frequencies and which is the square of the plasma
quency of the ions bound in the layer,np'

* , it is possible to
determine the main parameters of the ion plasma in the la

The low-frequency optical phononsnLi and nTi are
manifested in the rhombohedral phase in the reflection s
trum for the polarizationEiC at the frequencies 826 an
-
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756 cm21 and in the absorption spectrum in the form
parametrically excited peaks for the orthogonal polarizat
E'C at the frequencies 827 and 753 cm21, respectively.
The disordered textures and growth of defects in the pyr
rystal as a result of the increase of the concentration of
hexagonal phase or as a result of introducing artificial defe
into the crystal surface leads to a partial suppression of
reflection band in the frequency region under considera
for EiC and to a flare-up of the reflection band~Fig. 1! and
the absorption band~Fig. 2! for E'C. Therefore, there is no
basis for linking the oscillator observed in the given fr
quency region forEiC with lattice defects of the rhombohe
dral phase. The optical phonons observed forEiC are
uniquely determined by normal lattice vibrations polariz
along theC axis. Defects of the investigated rhombohed
pyrocrystals are manifested forEiC only in the large damp-
ing of the corresponding lattice oscillator and in the sm
divergence of the frequenciesnTi determined from an analy
sis of the reflection and absorption spectra, apparently du
the order-of-magnitude smaller linear dimension of the cr
tallites along theC axis. However, the high frequency of th
observed transverse mode polarized along theC axis contra-
dicts the previously held idea of a purely van der Wa
interaction between the layers of hexagons. To elucidate
reasons for this contradiction requires an additional anal
of the lattice model of the rhombohedral phase, whose
sults are presented in the following section.

The positions of the principal reflection and absorpti
bands of the hexagonal phase correspond primarily to
frequencies of the normal vibrations in the rhombohed
phase~Figs. 1 and 2!. However, the principal band corre
sponding to the polarization-selected crystallographic dir
tion is somewhat suppressed. Here excitation of the ortho
nal mode is observed forE'C to a lesser degree, and fo
EiC to a greater degree. Noting that a substantial misori
tation of the hexagonal axes of the crystallites of roughly 3
is observed in the hexagonal phase, the damping of the
damental mode and excitation of the orthogonal mode can
linked with the crystal-optical effect defined by projectio
of the E vector onto the crystallographic directions of th



n-

N
n
u
e
on
Å
B

ic
ye

is
re
e

e
fte
ay
o
e
u
ec
nt
e
ti

th
e
en
he
he

d
i

am
o
e
s

on
t

x-
er

a

te

e
e

ic

,

930 Semiconductors 32 (9), September 1998 Ordin et al.
crystals.5 Here mode mixing due to intercrystallite and i
tracrystallite phonon scattering cannot be ruled out.

4. ANALYSIS OF THE CRYSTAL STRUCTURE OF
ANISOTROPIC BN

The model of the crystal structure of anisotropic B
contains as its main element flat layers formed by boro
nitrogen hexagons. Here the B and N atoms alternate in s
a way that each B atom is surrounded in the layer by thre
atoms, and vice versa. The side of the hexagon corresp
ing to the minimum interatomic distance has length 1.445
which is roughly equal to the sum of the covalent radii of
and N~Ref. 9!. It is thought that the symmetry of the atom
environment in the layer and the strength of the intrala
bonds are uniquely determined bysp2 hybridized electrons
on both the B atom and the N atom.

In the hexagonal modification of BN, the interplanar d
tancedn is equal to 3.335 Å. In their model of the structu
a number of authors place the atoms of neighboring lay
exactly one on top of the other~Fig. 3a!. The other view is
that the hexagons of neighboring layers are shifted, one r
tive to the other, in such a way that three atoms of the shi
hexagon are located above the atoms of the underlying l
while three are located above the centers of the hexag
~Fig. 3b!.3,4,9 The third layer, for an analogous shift relativ
to the second layer, is located such that its atoms are fo
exactly above the atoms of the first layer. Since in the dir
tion perpendicular to the layer, atoms of different eleme
are located on neighboring lattice sites, both lattice mod
of the hexagonal phase give the same period of transla
along theC axis, equal to twice the interplanar distance, 2dh

~Figs. 3a and 3b!.
For the above-described layer shift, three atoms of

second layer can be located above the six atoms of the h
gon in two different ways. If we alternate the shift rule, th
we obtain a model of the crystal structure of the rhombo
dral phase of BN with periodic translation equal to triple t
interplanar distance 3dr ~Fig. 3c!. The interplanar distance
for the rhombohedral phase is 3.337 Å.

The large interplanar distances in the anisotropic mo
fications of BN, which exceed the interatomic distances
the layer by more than a factor of 2, were taken as an un
biguous indication of a purely van der Waals interaction
the dipoles of neighboring layers, although the lattice mod
themselves assign a specific arrangement to the atom
neighboring layers.

As was already mentioned, the modes polarized al
the C axis do not have high frequencies corresponding
weak van der Waals interactions.10 Moreover, the frequency
of the transverse modenTi , polarized parallel to theC axis,
is equal to 757 cm21 for the rhombohedral phase and e
ceeds by almost a factor of 3 the frequency of the transv
vibrations in the purely ionic compound LiFnT5285 cm21

~Ref. 11!. This ionic compound is found in the same series
BN and its reduced ion massm* is 15% lower than that of
BN. Thus, the bond strength of the dipoles parallel to theC
axis in the rhombohedral phase of BN,z i5nTi

2 m* , exceeds
even the strength of the bond created by the Coulomb in
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action z i.8.5zLiF . Using the frequency of the transvers
mode in the cubic modification of BN obtained from th
reflection spectra,n'C51047 cm21 (dR/dn) or 1057 cm21

~dispersion analysis! and noting the change in the atom

FIG. 3. Crystalline structure of boron nitride: a — hexagonal boron nitride
the variant without displacement of the centers of the hexagons; b — the
same, but with displacement of the centers of the hexagons; c — rhombo-
hedral boron nitride.
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environment, we find that the decrease in the bond stren
by about 10%, which occurs upon going from the anisotro
modification to the cubic, corresponds to an increase in
interatomic distance from 1.445 to 1.545 Å. Comparing in
similar way the strength of the intralayer and interlay
bonds in rhombohedral BN, we find that an increase in
interatomic distance by a factor of 2.3 corresponds to a
crease in the strength of the B–N bond by a factor of 1
Making even the mild assumption that this weakening of
bond depends only on the Coulomb interaction, we find t
the given increase in the interatomic distance should co
spond to a decrease in the bond strength by a factor of
Proceeding from the above-enumerated contradictions
an entire host of other contradictions arising in the mo
constructed from the x-ray diffraction data, we can assu
that this model reflects only the main feature of the crys
line lattice of the rhombohedral phase, and takes only pa
account of the effects of the interaction of the atoms
neighboring layers, but only indirectly, in terms of the m
tual arrangement of the layers. If the given model lattice
sectioned by a plane that passes through the sides o
hexagons and theC axis ~Fig. 4!, then it can be seen that th
arrangement of some of the atoms above the centers o
hexagons corresponds to two nonequivalent interatomic
tances along theC axis. In this case, the B–N pairs forme
from atoms of neighboring layers are staggered at a dista
equal to triple the interplanar distance. Clearly, these pair
neighboring atoms form dipoles which interact with the
diation that is polarized along theC axis. It is also clear tha
the Coulomb interaction of the ions of such an ion pair s
stantially exceeds their interaction with the ions of dista
pairs. An account of the immediate intralayer environmen
the ions of a given pair~Fig. 4! shows that the Coulomb
interaction in a dipole is partly screened. As a result,
force of their mutual attraction is weakened by a factor
4.4. Nevertheless, taking into account the high degree of
icity of this compound,12 it follows directly from the x-ray
diffraction data that a Coulomb component is necessa
present in the interlayer interaction. However, as can be s
from the above estimates, the screened Coulomb interac
of such distant ions cannot be explained by the obser
high frequencies of the vibrations and, consequently,
high strength of the interlayer dipole bondsz i . On the other
hand, the relatively high value ofz i does not contradict the
high anisotropy of the mechanical properties of the pyrocr
tals since, first of all,z i.z'/1.6 and, secondly, the volum
concentration of the interplanar bondsni is three times
smaller than the concentration of the intralayer boundsn' .
In contrast, the existence of strong interlayer bonds expla
the decrease in the anisotropy of the mechanical prope
and the thermal conductivity of the pyrocrystals with i
creasing concentration of the highly ordered rhombohe
phase1 and the fact of the existence of this highly order
phase. However, these arguments and estimates fly in
face of the large values of Coulomb splitting of the freque
cies of the optical phonons polarized along theC axis. It
follows from the experiments that the ratio of squares
effective plasma frequencies for the dipoles lying in the la
(np'

* )2 and the interlayer dipoles (npi* )2 is ;6.85. At the
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same time, the above estimates, together with the fact
the same ion charge enters into the effective plasma freq
cies, yield the value;12. The contradiction in the rhombo
hedral model between the experimentally observed high
quency of the transverse interlayer vibrations and the mo
derived high plasma frequency for the interlayer dipoles
removed if we assume that the ions in the interlayer dipo
are displaced from the layers toward each other. This
sumption completely explains the increase in the Coulo
contribution to the interlayer interaction due to a decrease
the screening of the ions of the interlayer dipoles and p
vides the conditions necessary for the appearance betw
the displaced ions of a covalent bond, which can only cor
spond to the observed high strength of the interlayer bon
The existence of interlayer ionic–covalent bonds also
plains the high electron density in the interlayer space
vealed by the x-ray diffraction data. The suggested displa
ment of the ions from the layers in the framework of t
implemented model alternates in direction within the lay
~Fig. 4!; therefore, x-ray structural analysis methods are
sensitive to the resulting nonplanarity of the hexagons
splitting of the monatomic planes. To directly observe t
displacements of the atoms, high-resolution transilluminat
electron microscopy is needed.

The proposed refinement of the lattice model natura
raises the following question: What kind of orbitals give ri
to ionic–covalent bonds between the atoms in the lattice
comparative analysis of the frequencies of the normal vib
tions in the rhombohedral and cubic modifications leads u
the qualitative conclusion that the interlayer covalent bon
arise becaause ofsp hybridized electrons. Since the streng
of the interlayer bonds is roughly 1.5 times lower than t
strength of the bonds in the cubic phase, the interlayer bo
do not correspond tosp3 hybridized orbitals. This is also
indicated by the higher strength of the intralayer bonds~in
comparison with the cubic phase!, which in the framework
of the refined model corresponds tosp2 hybridized orbitals.
The absence in the rhombohedral lattice ofsp3 hybridization
indicates that the displacement of the ions from the layer
by less than 1/3 of a bond length, i.e., by less than 0.5
Thus, the intralayer bond arises from somewhat distortedsp2

hybridized orbitals. The assumed distance between the at
in the interlayer dipole 2.8–2.9 Å is somewhat large for
covalent bond between B and N~we do not have any litera
ture data on such a bond!. However, sincesp2 hybridization
is linked with excitation of atoms and since in boron nitrid
s0 and p0 states in the B atom remain unactivated while
the N atom in the analogous orbitalss1 and p1 electrons
remain unactivated, and also noting the symmetry of the
terlayer bond, it can be asserted that the strong dipole bon
created from unactivated electrons in linear asymmetricsp
hybridized orbitals. Thus, analogous to the intralay
sp22sp2 bonds, in the interlayer dipole ansp2sp bond
arises.

The interplanar ionic–covalent bonds detected in rho
bohedral BN also substantially alter the picture of the h
agonal modification of BN. To analyze the hexagonal latti
especially to obtain quantitative estimates, it is necessary
was shown above, to take account of the influence of
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microstructure. However, since in the case of the hexago
lattice the dominant motif can be assumed to have been
liably established by x-ray diffraction studies while the inte
layer bonds show up in the same frequency region as in
rhombohedral phase, distortions corresponding to interla

FIG. 4. Cross section of the crystal structure of hexagonal and rhomb
dral boron nitride along the sides of the hexagons and along theC axis. The
notation is the same as in Fig. 3.D — displacement of the ion.
al
e-

e
er

bonds are probably present~Fig. 4b!. From the section of the
hexagonal lattice shown in Fig. 4 it can be seen that
displacements in the given lattice, in contrast to the rhom
hedral lattice, there is no preferred direction. The direction
the displacements depends on the displacement of the ne
boring atom, and not on the arrangement of the ato
Therefore, during synthesis, as the temperature is lowe
formation of the first interlayer dipole is equally likely at an
site; i.e., the probability for the appearance of a large c
centration of nuclei of the hexagonal phase is high. This
probably also the reason for the large inhomogeneity,
small size of the crystallites, and the lower degree of ord
ing of the texture in the hexagonal phase. Thus, the disor
ing of the texture of the hexagonal pyrocrystals reflects
instability and imperfection of the crystalline lattice of th
crystallites themselves.
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ganic Materials, edited by V. S. Shpak and R. G. Avarbe´ ~Leningrad,
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Physical properties of Cu xAg12x In5S8 single crystals and related surface-barrier
structures
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The electrical properties and photoluminescence spectra of single crystals of the ternary
compounds CuIn5S8, AgIn5S8 and their solid solutions have been investigated. We have
determined the type of conductivity, the mobility, charge carrier concentrations and energies of the
radiative transitions in these materials. We have fabricated surface-barrier structures from
these single crystals and measured the voltaic photosensitivity.@S1063-7826~98!00409-8#
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INTRODUCTION

The ternary semiconductor compounds CuInS2 and
AgInS2 have been confirmed as materials suitable for us
high-efficiency thin-film converters and photodiodes of li
early polarized radiation.1,2 The development of the fabrica
tion technology of these compounds identified vario
phases in the systems Cu2S–In2S3 and Ag2S–In2S3 , which
can arise under certain fabrication conditions and whose
mation and suppression must be controlled in order to ob
high-efficiency converters. In this regard, the need arise
study the fundamental properties of compounds such
CuIn5S8 and AgIn5S8 ~Refs. 3–5!. In the present paper w
report the results of a study of some physical properties
the compounds CuIn5S8 and AgIn5S8 , the solid solutions
CuxAg12xIn5S8 , and surface-barrier structures based
these materials.

GROWTH OF SINGLE CRYSTALS

The indicated compounds and their solid solutions w
synthesized by the two-temperature method. The bars
tained after synthesis were loaded into double quartz c
with a conical bottom. The evacuated cells was placed
vertical two-zone furnace in which the single crystals we
grown. The temperature in the melting zone was held
1390–1420 K, and in the annealing zone, at 1100–1120
The cell with the melt was dragged through the crystalli
tion front at a speed of 0.26–0.52 mm/h with a temperat
gradient in the crystallization zone of 30–40 deg/cm. T
single crystals grown in this way had diameter 12–14 m
and length;50 mm.

X-RAY STUDIES

The composition and homogeneity of the crystals w
determined with the help of microprobe x-ray spectral ana
9331063-7826/98/32(9)/4/$15.00
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sis. It was found that the composition of the CuIn5S8 and
AgIn5S8 crystals and their solid solutions corresponds to
calculated composition within the limits of error of th
method.

The structure and parameters of the crystal lattices of
indicated materials were determined by x-ray diffractio
The diffraction patterns were recorded with the help of
DRON-3M setup with CuKa radiation and a nickel filter.
These studies showed that both the ternary compou
CuIn5S8 and AgIn5S8 and their solid solutions
CuxAg12xIn5S8 crystallize in the spinel-type cubic structur
The resolution of the high-angle lines in the diffraction pa
terns indicates equilibration of the ternary compounds a
homogeneity of the solid solutions. The unit cell paramet
calculated using the least-squares method from the l
for which 2u.60° are a510.769 Å for CuIn5S8 and
a510.825 Å for AgIn5S8 . The parametera varies linearly
as a function of the composition (x), in accordance with
Végard’s rule.

ELECTRICAL PROPERTIES OF THE SINGLE CRYSTALS

The electrical properties of the crystals were investiga
in weak, constant electric and magnetic fields. The sam
crystals had the shape of rectangular parallepipeds with
mensions 13238 mm3. An ohmic contact was prepared u
ing pure indium solder (;200 °C, time;3 min). As the
measurements showed~see Table I!, all crystals of the solid
solutions and the starting compounds CuIn5S8 and AgIn5S8

had n-type conductivity. The free electron concentrationsn
in these crystals encompass a wide range from 1014 to
1019 cm23. The measurements show that the value ofn has
no definite correlation with the composition of the solid s
lution, i.e., withx, and is more likely determined, accordin
to Ref. 5, by the concentration of the dominant donor defe
VS. The Hall mobilitiesu are worthy of note, and are quit
© 1998 American Institute of Physics
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934 Semiconductors 32 (9), September 1998 Bodnar’ et al.
typical for diamond-like semiconductors~see Table I!.
Therefore, we may assume that in the spinel-type cry
structure conditions are also present for efficient char
carrier transport. This conclusion is very important since
was previously assumed that a diamond-like structure
needed to realize semiconductor properties.6,7 For the inves-
tigated crystals, as for ordinary III–V semiconductors a
their analogs, we have found that growth ofn is accompa-
nied by a decrease in the Hall mobility of the electrons. T
latter fact may be due to an increase in scattering by st
lattice defects, whose role in samples of the given system
filled by vacancies in the sulfur sublatticeVS.

LUMINESCENCE MEASUREMENTS

Photoluminescence~PL!, whose intensity fell rapidly
with temperature, was observed in samples of the tern
compounds CuIn5S8 and AgIn5S8 and the solid solutions
CuxAg12xIn5S8 when excited by an argon laser~with power
densityP.0.8 W/cm2) at 77 K. Photoluminescence was r
corded from freshly cleaved surfaces, from the illumina
side. The spectral dependence of the photoluminescence
closely reproduced when scanning different segments of
sample surfaces~diameter of the laser spot;0.2 mm),
which indicates good homogeneity in their radiative prop
ties. The fact should also be emphasized that the photolu
nescence intensity for continuous excitation did not rev
any degradation. Typical spectral curves of the photolu
nescence are shown in Fig. 1, and quantitative parame
position of the band maximum\vm , and full width at half-
maximum~FWHM! d1/2 are given in the table. It can be see
that the photoluminescence spectra, both for the star
compounds and for the solid solutions, are characterized
rather wide bands. Their FWHM values,d1/2, suggest that
the radiative transitions responsible for the photolumin
cence band are non-elementary. Evidence for this conclu
is also provided by the circumstance that for some sam
in the short-wavelength falloff another inflection, which
associated with changes in the recombination channel
clearly resolved. The energy of the photoluminescence b
maximum, as can be seen from the table, turned out to
less than the band gapEg in all the samples for the startin
compounds.5 Therefore, there is reason to believe that ph
toluminescence in the investigated materials is associ
with radiative transitions of nonequilibrium carriers to latti

TABLE I. Electrical and luminescence properties of CuxAg12xIn5S8 single
crystals.

x

T5300 K T577 K Eg , eV

n, cm23 u, cm2/(V•s) \vm , eV d1/2 , meV Ref. 5

1.0 231016 240 1.22 270 1.30
~inflection 1.35!

0.8 731014 75 1.09 160 —
0.6 131018 5 1.26 280 —

~inflection 1.35!
0.2 231017 150 1.26 230 —

~inflection 1.35!
0.0 331019 120 1.63 260 1.80
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defect levels offset from one of the free bands by 0.08–0
eV. The results also show that\vm , like the electrical char-
acteristics of the crystals, does not exhibit a smooth dep
dence onx. This most likely reflects the fact that for com
positionsx,0.2, recombination is due to one type of lattic
defect, for which the energy level is insensitive to the ratio
copper and silver atoms in the solid phase, and these
most likely defects in the sulfur sublattice.

SURFACE-BARRIER STRUCTURES

We tried to create the first photosensitive structu
based on crystals of this system. As our studies show
photosensitive structures can be created by vacuum the
deposition of pure indium onto a cleavage surface of
crystal without heating it during or after deposition. Such
contact is characterized by a rectification factor up to 102 for
bias voltages up to 5 V. When illuminated it generates
photovoltage corresponding to positive polarity in t
n-CuxAg12xIn5S8 crystal.

In samples withx51 andx50.8 we prepared structure
with maximum voltaic photosensitivitySu.102 V/W at 300
K. The sign of the photovoltage did not depend on either

FIG. 1. Spectral dependence of the stationary photoluminescenc
n-CuxAg12xIn5S8 single crystals atT577 K. x: 1 — 1.0, 2 — 0.8, 3 —
0.6, 4 — 0.2, 5 — 0.0. Arrows show inflection at 1.35 eV.
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935Semiconductors 32 (9), September 1998 Bodnar’ et al.
position of the light probe or the energy of the incident pho
tons, which indicates the absence, apart from the surface b
rier, of other ‘‘parasitic’’ barrier structures. In this case the
greatest photosensitivity is realized when the structures a
illuminated from the side of the metal barrier layer. Typica
examples of the spectral dependence of the relative quantu
efficiency of photoconversionh under conditions generated
by a weak signal, when the photoresponse is proportional
the incident light flux density, are shown in Fig. 2. In a
structure based on the ternary compound~curve 1!, and a
structure based on the solid solution~curve2! the photosen-
sitivity spectrum, normalized to the number of incident pho
tons, has a wideband character. The rapid growth of the ph
tosensitivity in both structures begins at a photon energ
\v.1.2 eV. The spectral contours of the photosensitivity
for barriers created on crystals of different composition
turned out to be similar. Maximum photosensitivity in them
is attained at energies\v.2.0 eV, which turns out to be
higher than the band gapEg of the starting compounds~see
table!. The high quantum efficiency of photoconversion dee
in the fundamental absorption region indicates that the cr
ated energy barriers quite efficiently suppress the influenc
of surface recombination, which was manifested in th
abrupt short-wavelength falloffs of the photoconductivity.5

This circumstance indicates that such barriers o

FIG. 2. Spectral dependence of the relative quantum efficiency of photoco
version of In/n-CuxAg12xIn5S8 surface-barrier structures atT5300 K.
The structures were irradiated by natural radiation along the normal to th
surface from the side of the barrier contact.x: 1 — 1.0, 2 — 0.8. \vm ,
eV: 1 — 2.02:2 — 2.15.
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CuxAg12xIn5S8 crystals can be used as wideband photoc
verters of natural radiation in the energy range\v51.8
22.7 eV.

A plot of the long-wavelength photosensitivity edge
typical structures in the coordinates (h\v)1/2 — \v and
(h\v)2 — \v is shown in Fig. 3. The results of this analy
sis are similar to those obtained for the optical absorpt
coefficients of the starting compounds CuIn5S8 and AgIn5S8

in Ref. 5. As can be seen from Fig. 3~curves1 and2!, the
experimental spectrah(\v) are straightened out in the co
ordinates (h\v)1/2 — \v. This allows us to conclude tha
interband transitions in the ternary compound CuIn5S8 and in
the solid solution~for the composition withx50.8) are in-
direct, and the extrapolation (h\v)1/2→0 can be used to
obtain the energies for the indirect optical transitions: 1
eV for CuIn5S8 and 1.34 eV for Cu0.8Ag0.2In5S8 at 300 K.
The high-energy segment of the spectral dependenceh(\v)
is straightened out in the coordinates (h\v)2 — \v, and an
analogous extrapolation~curves3 and4, Fig. 3! allows us to
estimate the energies of the direct optical transitions
CuIn5S8 — 1.62 eV and Cu0.8Ag0.2In5S8 — 1.68 eV. The
estimate of the energy of the interband transitions for
ternary compound CuIn5S8 , which we obtained from photo
electric measurements, is in satisfactory agreement with
results of conventional analysis of the optical absorpt
coefficient,5 but the observed discrepancy of these estima

n-

e

FIG. 3. Spectral dependence of the long-wavelength edge of the rela
quantum efficiency of photoconversion of In/n-CuxAg12xIn5S8 surface-
barrier structures atT5300 K. x: 1, 3 — 1.0; 2, 4 — 0.8. The extrapolated
intercepts of the energy axis~dashed lines, indicated by arrows! are 1.28,
1.34, 1.62, 1.68 eV.
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may be a consequence of deviations from stoichiome
This latter point requires further study.

It is important to note that upon formation of the sol
solutions the nature of the interband absorption remains
same as in the starting compounds.

1 K. L. Chopra and S. R. Das,Thin Film Solar Cells~Plenum Press, New
York, 1983!.

2Yu. V. Rud’ and Z. A. Parimbekov, Zh. Tekh. Fiz.54, 2253~1984! @Sov.
Phys. Tech. Phys.29, 1320~1984!#.
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3M. Robbins and M. A. Miksovsky, Mater. Res. Bull.6, 359 ~1971!.
4C. Paorici, L. Zanotti, N. Romeo, G. Sberveglieri, and L. Tarricon
Mater. Res. Bull.12, 1207~1977!.

5A. Usujima, S. Takeuchi, S. Endo, and T. Trie, Jpn. J. Appl. Phys.20, 505
~1981!.

6N. A. Goryunova,Chemistry of Diamond-like Semiconductors~Leningrad
State Univ. Press, Leningrad, 1963!.

7F. P. Kesamanly and Yu. V. Rud’, Fiz. Tekh. Poluprovodn.27, 1761
~1993! @Semiconductors27, 969 ~1993!#.
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Optical reflection in Pb 0.78Sn0.22Te doped to 3 at. % with indium
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The spectral dependence of the optical reflection ofn-(Pb0.78Sn0.22)12xInxTe (x50.02 and 0.03!
andp-Pb0.78Sn0.22Te doped with 3 at. % In and 1.5 at. % Tl has been investigated at
T5300 K. Minima associated with plasma vibrations of the free carriers were observed in all
the experimental spectra. The electron densityn and the hole densityp were estimated
by the Kukharski�–Subashiev method. It is shown that the value ofn so obtained is much smaller
than its value obtained from the Hall effect only inn-(Pb0.78Sn0.22!0.97In0.03Te in which, as
had been assumed previously, hopping conductivity dominates. This result may be viewed as an
independent experimental confirmation of the unusual character of conduction in
n-(Pb0.78Sn0.22)12xInxTe solid solutions with high indium content. ©1998 American Institute
of Physics.@S1063-7826~98!00509-2#
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As is well known,1 the electrical and optical propertie
of PbTe and its solid solutions Pb12xSnxTe, doped with
small amounts of indium at concentration levelsNim

<1 at. %, can be explained on the basis of the model o
quasilocal impurity levelE0 located near the bottom of th
conduction band at 4.2 K. As the dopant concentrationNim is
increased, the nature of the temperature dependence o
kinetic coefficients in PbTe:In and Pb0.78Sn0.22Te:In becomes
markedly more complex.2,3 To interpret the entire set of ex
perimental data on transport phenomena obtained in P
and Pb12xSnxTe with high indium content, we used the co
cept of hopping conductivity over the indium impurity state

Despite the qualitative similarity of the properties
PbTe and Pb12xSnxTe with high indium content, quantita
tively they differ significantly. This difference shows u
most clearly in the temperature dependence of the Hall
efficients RH . A comparison of the data in Refs. 2 and
shows that in heavily doped samples, at the same ind
concentrations and temperatures, the Hall electron conce
tions nH @nH5(eRH)21# in (Pb0.78Sn0.22)12xInxTe turn out
to be substantially higher than in Pb12xInxTe. Moreover, in
(Pb0.78Sn0.22)12xInxTe for x>0.1 the values ofnH turn out to
be comparable to the indium concentration and even exc
it. This indicates that the Hall coefficient and its temperat
dependence in (Pb0.78Sn0.22)12xInxTe for high impurity con-
tent does not reflect the value of the electron concentratio
the conduction band. Such a situation is possible under c
ditions of hopping conductivity.4

We therefore thought it worthwhile to carry out an ind
pendent experiment that would enable us to obtain additio
information about the nature of the conductivity in such m
terials. The need to set up such an experiment stemmed
the fact that peculiarities of the temperature dependenc
each of the kinetic coefficients examined in Refs. 2 and 3
be explained in another, alternative way. It is possible
verify the assumption of a hopping conductivity mechani
enunciated in Refs. 2 and 3 if we determine the free curr
9371063-7826/98/32(9)/2/$15.00
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carrier concentration in some independent way.
In samples with a known dispersion law the indicat

problem can be solved by examining the optical reflect
spectraR in the region of the plasma minimum.5 Therefore,
in our study we examined the spectral dependenceR(l) in
(Pb0.78Sn0.22)12xInxTe with n- andp-type conductivity. The
experiments were performed atT5300 K. The indium con-
centration in the investigated samples did not exceed 3 a
For such low impurity concentrations, on the one hand, i
possible not to suspect the considerable influence the ind
impurity has on the magnitudes of the principal paramet
of the energy spectrum of Pb12xSnxTe. On the other, for
Nim53 at. % in (Pb0.78Sn0.22)12xInxTe all of the peculiari-
ties in the kinetic coefficients, which were thought to
linked with a manifestation of hopping conductivity, hav
already been observed.3

The samples investigated by us were prepared, a
Refs. 2 and 3, by the metalloceramic method and were s
jected to a homogenizing anneal for 100 h atT5650 °C. As
in Refs. 2 and 3, the indium concentration was determin
from the amount of the stock material. In one of the inves
gated samples the donor action of indium was compens
for by introducing an acceptor impurity~thallium, 1.5 at. %!.

The results of these experiments are plotted in Fig. 1
is clear from the figure that plasma minima are observed
the optical reflection spectraR(l) of all the investigated
samples, which shift toward shorter wavelengths with
creasing Hall electron (nH) and hole (pH) concentrations.
However, in the samples with electronic conductivity t
shift of the plasma minimum with increasingnH is small,
despite the fact that the values ofnH in them differ by more
than an order of magnitude (1.2731018cm23 for x50.02
and 1.731019 cm23 for x50.03). This indicates that the fre
electron concentrationsn in these samples are similar.

To estimate the free current carrier concentrations in
investigated samples, we calculated the optical reflec
spectraR(l). We were thus able to determine the values
© 1998 American Institute of Physics
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the high-frequency dielectric constant«` and the plasma fre
quency vp5(4pne2mR

21«`
21)1/2. The dependencesR(l)

were calculated using the method developed in Ref. 6.
also used a method proposed by the authors of Ref.
estimate«` and vp . Note that the two methods for dete
mining «` andvp yielded similar results. In particular, in th
investigated samples«` turned out to be equal to 41.
62.5, which corresponds to the available experimental d7

for solid solutions with the composition Pb0.8Sn0.2Te.
For the conductivity effective massmR we adopted the

valuemR50.05m0 (m0 is the mass of the free electron!. This
value, which is the average for samples having free elec
concentrationsn5(1 – 5)31018 cm23, was obtained in the
framework of the Kane model from Eqs.~6.43! and~A.3! in
Ref. 8. Here we used the effective mass at the bottom of
PbTe conduction bandmd0* 50.17m0 (T5300 K), which
was determined in Ref. 9, and the extrapolation formu
from Ref. 10, for the band gap in Pb12xSnxTe

Eg~x,T!5171.52535x1@12.8210.19~T120!2#1/2 meV.

The calculated dependencesR(l) are plotted in Fig. 1
by solid lines. It can be seen that we have a reasonably g
agreement in a wide spectral interval between the experim
tal data and the calculated curves. We were thus able
determinedvp and estimaten. It turns out that the free elec

FIG. 1. Spectral dependence of the reflection coefficientR in
n-~Pb0.78Sn0.22)12xInxTe with n-type ~1,2! and p-type conductivity~3! at
T5300 K. x: 1, 3 — 0.03,2 — 0.02. Hall concentrations of the electron
~holes! nH(pH)31018, cm23: 1 — 17.0, 2 — 2.27, 3 — 102. Points —
experiment; lines — calculation according to the method in Ref. 6.
sample 2 theR values are increased by 30%.
e
to

a

n

e

,

od
n-
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tron concentrations inn-Pb0.78Sn0.22Te:In are indeed close
and are equal to (1.360.2)31018 cm23 for x50.02 and
(2.460.3)31019 cm23 for x50.03. Note that the first of the
above values ofn agrees withnH , whereas the second~for
x50.03) deviates sharply from the Hall data.

In material withp-type conductivity, a direct estimate o
the free hole concentration is hindered since the parame
of n-Pb0.78Sn0.22Te are not known with sufficient accuracy
Therefore, on the basis of the data obtained
n-Pb0.78Sn0.22Te:In we determined the value ofmR corre-
sponding to the Hall hole concentration. It turns out that
the investigated sample the conductivity effective mass
equal to (0.1960.02)m0 and is found to be in reasonab
agreement with the results of Refs. 7 and 11.

We note in conclusion that a noticeable discrepancy
tween the Hall electron concentrationnH and the free carrier
concentration found from the optical reflection spectraR(l)
is observed only in the sample in which the hopping cond
tivity mechanism was suspected to play a dominant ro
This conclusion is consistent with Ref. 4. Therefore, the
sults obtained here constitute an independent confirmatio
the ideas developed in Refs. 2 and 3 about the nature o
conductivity in PbTe and Pb0.78Sn0.22Te with large indium
content.
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Electrical properties of silicon, heat-treated at 530 °C with subsequent electron
bombardment

V. B. Ne mash,a) V. M. Siratski , A. N. Kra chinski , and E. A. Puzenko
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The effect of heat treatment at 530 °C and electron bombardment on the electrical parameters of
silicon single crystals has been investigated by DLTS and by the Hall effect. The temperature
530 °C was found to correspond to the minimum efficiency of generation of oxygen-related
thermal donors~OTD! in the temperature interval 500–600 °C. It is shown that thermal
defects created at 530 °C~OTD-530! do not influence the formation of the main types of secondary
radiation defects upon subsequent electron bombardment. It is found that the spectrum of
OTD-530 levels is complex and that it depends on the duration of the heat treatment. The main
characteristics of these levels were determined. An abnormally small cross section for
capture of the electrons by the OTD-530 donors and the absence of any interaction between the
OTD’s and the primary radiation defects are explained in terms of screening of their
interaction with the mobile charges as a result of the nonuniform spatial distribution of the
OTD’s. The local OTD concentration in the microinhomogeneities is estimated to lie in the range
1017– 1019cm23. © 1998 American Institute of Physics.@S1063-7826~98!00609-7#
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INTRODUCTION

The effect of heat treatment on the properties of silic
has been studied extensively. The main results of these s
ies were reported in sufficient detail in two review articl
~see Refs. 1 and 2!. It was found, for instance, that the ma
reason for changes in most of the properties of crucible
con for non-quenching forms of heat treatment is decom
sition of supersaturated solid solutions of oxygen impur
(Oi) in silicon. As a result, a series of oxygen-containi
defects which differ greatly in size, concentration, structu
and other properties, has been obtained. Special attention
been focused on the electrically active forms of the oxyg
containing defects, the so-called oxygen-containing ther
donors~OTD!, which are most efficiently formed in the tem
perature intervals 350–500 and 600–800 °C. It most ca
the OTD’s are the cause of the inhomogeneity and ther
instability of the electrical parameters of silicon crysta
From the point of view of application, it is important to stud
OTD’s in order to improve the fabrication technology
silicon-based devices.

Until now, there has been no unanimity of opinion abo
the structure and specific mechanism of formation of OTD
One aspect of this problem is the question of similarities a
differences between OTD’s formed in the two temperat
intervals indicated above~OTD-1 and OTD-2, respectively!.
In this context, a study of the properties of defects arising
silicon during heat treatment in the intermediate tempera
interval 500–600 °C is of interest, as well as transition
forms of the thermal defects between OTD-1 and OTD
For heat treatments in this temperature range, intense fo
tion of OTD’s has not been noted, even though oxygen
tively escapes from the dissolved state. For heat treatmen
these temperatures many Oi defects formed during the deca
9391063-7826/98/32(9)/5/$15.00
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process are electrically neutral, which substantially hind
their study. However, it is possible to obtain informatio
about their properties by using electrical methods which
amine the effect of the given defects on the accumulation
electrically active secondary radiation defects~RD!.

OBJECTS AND METHODS OF STUDY

We used commercial silicon of grade KE´ F-45 with the
following initial parameters:1! the free electron concentratio
at 300 K ne5(7 – 8)31013cm23, the concentration of the
oxygen impurity in the interstitial stateNO5(8 – 9)
31017cm23, the concentration of carbon in the implante
stateNC,531016cm23. All samples were cut from a single
crystal.

To generate thermal defects we performed a heat tr
ment in air with temperature stabilization to within 2 °C
Radiation defects were generated by bombardment w
3.5-MeV electrons at a current density of 0.2mA/cm2 in the
flux range 1015– 1016cm22 at room temperature. The accu
mulation of electrically active thermal and radiation defe
was monitored by tracking the temperature dependenc
the Hall effect and by deep-level transient spectrosco
~DLTS!.

RESULTS AND DISCUSSION

In any study of transitional states of oxygen precipita
between the defect states OTD-1 and OTD-2, of particu
interest are defects arising at temperatures at which OT
defects are essentially no longer generated but OTD-2
fects are still formed only in small amounts. To determi
such temperatures, we investigated the dependence on
heat-treatment temperature of the free-electron concentra
increment atT5300 K, Dn3005ni2n0 (n0 is the electron
concentration in the untreated silicon, andni is the electron
© 1998 American Institute of Physics
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concentration in the heat-treated silicon! after a 5-hour hea
treatment in the temperature interval 500–600 °C. The
sults shown in Fig. 1, are plots of the dependence ofDn300

on the isochronous heat-treatment temperature. It can be
that the minimum ofDn300, which corresponds to the mini
mum of the production rate of both types of OTD’s, lies
T5530 °C. Next we studied samples heat-treated at
temperature.

Figure 2 plots the dependence ofDn on the duration of
the heat treatment at 530 and at 450 °C. It can be seen
over the entire investigated time interval the generation
at 530 °C of the OTD’s responsible forDn is almost an order
of magnitude lower than the generation rate of OTD-1
fects at 530 °C in this same material.

The temperature dependence of the free electron con
tration in the samples that had undergone heat treatme
530 °C has a complex character and cannot be describe
either a one- or two-level defect model. This may indica
the presence of several close-lying defect levels in the b
gap. Hall-effect data enabled us to determine the effec
ionization energy of the OTD’s formed at 530 °C (Ei) from
an analysis of the low-temperature part of the depende
n(1/T). Results of this analysis are presented in Table I
can be seen from the table that the ionization energyEi de-

FIG. 1. Dependence of the concentration increment of the free electro
T5300 K Dn300 on the isochronous heat-treatment temperatureTann .

FIG. 2. Dependence of the concentration increment of the free electron
the heat-treatment time,tann , for Tann , °C: 1 — 450,2 — 530.
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creases monotonically with increasing duration of heat tre
ment at 530 °C, which agrees with the results of Refs. 3
4.

Much greater possibilities for monitoring the electric
characteristics of OTD’s are presented by the method
deep-level transient spectroscopy~DLTS!. Figures 3 and 4
show characteristic DLTS spectra for the same sample
were used in the measurement of the Hall effect. Three pe
can be distinguished in the DLTS spectrum of the samp
heat-treated for 5 h at 530 °C~Fig. 3a!. All three peaks cor-
respond to exponential relaxation of the DLTS signal,
cluding the low-temperature peak1, which is found in the
temperature interval corresponding to recharging of ph
phorus. The amplitude of peak3 varies substantially from
sample to sample in the same heat-treatment regime. In
samples heat-treated for 25 h~Fig. 3b! the peaks which were
present in the preceding spectrum are preserved. At the s
time, two new peaks~4 and5! appear in the low-temperatur

at

on

TABLE I.

tann , h Ei , meV

5 39
25 26
150 23
300 22

FIG. 3. Temperature dependence of the amplitude of the DLTS signal
sample heat treated at 530 °C fortann , h: a — 5, b — 25.
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941Semiconductors 32 (9), September 1998 Ne mash et al.
part of the spectrum. Peak1 acquires the pronounced trian
gular shape characteristic of a phosphorus peak. The am
tude of peak3 again depends strongly on the choice
sample. Significant changes in the DLTS spectrum are
served after 150 h of heat treatment~Fig. 4a!. Instead of
separate peaks we see a new wide peak which is forme
the superposition of at least three separate peaks. Here
amplitude of peak2 has decreased considerably with sim
taneous increase of the amplitudes of peaks4 and5. In com-
parison with the spectrum in Fig. 3b, this combined peak
shifted slightly toward the low-temperature region. Furth
transformation of the spectrum after 300 h of heat treatm
is shown in Fig. 4b. This spectrum contains the phospho
peak and the broadened peak, still further shifted toward

FIG. 4. Temperature dependence of the amplitude of the DLTS signal f
sample heat treated at 530 °C fortann , h: a — 150, b — 300.
li-
f
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by
the
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low-temperature region in comparison with Fig. 4a. The sh
of the DLTS peak toward lower temperatures is evidence
a lower ionization energy of the center responsible for
appearance of this peak. From the shape of the peak in
4b it is difficult to determine the number of initial DLTS
peaks from which it is formed. We can say that only t
component corresponding to peak2 in Fig. 3a has com-
pletely disappeared. As will be shown below, compu
analysis can be used to describe the given spectrum by
superposition of two peaks. It should be noted that the s
nificant fluctuation of the amplitude of peak3 from sample
to sample, and also the absence of any obvious correla
between its amplitude and the duration of the heat treatm
do not allow us to identify this peak as corresponding to a
OTD.

To determine the ionization energy and the cross sec
for capture of current carriers (s) by centers correspondin
to each specific peak of the DLTS, we used a special co
puter program for isolating overlapping peaks. Table II p
sents the results of this analysis of the above-mentio
experimental data using this program.

The results of these calculations may be considered
approximate for the ionization energiesEi and as merely
rough estimates for the cross sectionss i for the following
reasons:

First, the relaxation of the DLTS signal corresponding
some of the peaks is nonexponential. Thus, in the cas
phosphorus the nonexponential character is due to a sig
cant relaxation of the conductivity. In the samples he
treated for 150 and 300 h, this renders any calculations
parameters of the given peak impossible since the OTD c
centration is close to the concentration of the small impur

Second, the results of the analysis are possibly in
enced by the Poole–Frenkel’ effect since we are dealing h
with shallow donor centers. However, comparison of Tab
I and II reveals satisfactory agreement between the value
Ei determined by two different methods. This may be
indication of insignificant influence of the above-mention
factors. Peak1 in the DLTS spectra has the characteris
triangular shape and corresponds to the phosphorus impu
Since we used capacitance instead of current spectrosc
this peak is shown schematically. However, the possibility
observing it is a qualitative confirmation of the existence
levels with ionization energiesEi,0.044 eV. It is character-
istic that peaks4 and 5, and also peak2 in Fig. 4a, which
have ionization energies less than that of phosphorus,
observed at higher temperatures than the phosphorus p
This is possible because the cross sections for the capture of
electrons by the centers corresponding to these peaks is
eral orders of magnitude smaller than the cross section

a

TABLE II.

tann , h E1 , eV s1 , cm22 E2 , eV s2 , cm22 E3 , eV s3 , cm22 E4 , eV s4 , cm22 E5 , eV s5 , cm22

5 0.042 3.3310212 0.05 1.4310218 0.083 8.9310218 — — — —
25 0.047 4.7310212 0.058 6.2310218 0.087 2.3310217 0.033 8.9310217 0.039 9.7310219

150 — — 0.03 3.7310220 — — 0.019 3.3310219 0.022 5310220

300 — — — — — — 0.018 1.7310219 0.019 3.5310220
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capture by phosphorus atoms.5,6 Such values ofs are more
characteristic of repulsive centers. One possible explana
for this result may be the strongly nonuniform spatial dis
bution of these centers. According to Ref. 7, the cross sec
for capture of electrons at a positively charged center can
represented in the form

s54pr 3/3L, ~1!

where r 5e2Z/4p««0kT is the capture radius,eZ is the
charge of the center, andL is a temperature-independent p
rameter. If the OTD’s are found in clusters in which the
local concentration is significantly higher than its volum
average, then this can lead to screening of the charge o
defects, which affects their interaction with the mob
charges. Taking such screening into account~for Z51), we
can findr from the equation

e2 exp~2r /r D!/4p««0r 5kT, ~2!

wherer D is the Debye screening length. We determined
capture radiusr from relation ~2! for temperatures corre
sponding to the peaks in the DLTS spectra and substitu
them into expression~1!. We obtained the following value
of the capture cross sections as a function of the local OTD
concentration in the cluster (N* ); see Table III. From a com
parison of the calculated~Table III! and experimental~Table
II ! data it can be seen that there is agreement for the l
OTD concentrationN* 51017– 1019cm23, in agreement with
the data obtained in Refs. 8 and 9.

Thus, heat treatment at 530 °C leads to the appearan
the silicon band gap of at least four new levels. Their num
and concentration vary with duration of the heat treatme
Specifically, as the heat-treatment time is increased, the
centration of the deeper levels formed at the outset decre
all the way to complete disappearance with the simultane
formation of shallower levels and growth of their concent
tion. This probably corresponds to a restructuring of
OTD’s similar to that observed at 450 °C.1,2 However, at
530 °C this restructuring is of a more pronounced nature

To bring to light any possible bistability properties of th
investigated defects~OTD-530!, we investigated the depen
dence of the shape and amplitude of the DLTS spectra on
duration of the filling pulse and the conditions of coolin
However, over the entire range of durations of the heat tr
ments at 530 °C we did not detect any such influence.

To examine the effect of heat treatment on the gene
tion of radiation defects in silicon, we subjected the sa
samples~after a preliminary heat treatment at 530 °C)
electron bombardment. We then again recorded DLTS sp
tra and the temperature dependence of the free electron
centration. After bombardment we recorded the levels of

TABLE III.

N* , cm23 s, cm22

1017 5310218

1018 6310219

1019 4310220

1020 3310221
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two main secondary radiation defects~RD!: theA center (Ec

equal to 0.17 eV! and theE center (Ec equal to 0.44 eV!.
Analysis of the DLTS spectra showed that bombardment
no effect on the OTD parameters for any of the prelimina
heat treatment times at 530 °C. In turn, the parameters of
radiation defects and their generation rate are independe
the duration of the preliminary heat treatment and coinc
with the values in the control~untreated! samples. We ob-
tained the following values of the generation rates of theA
and E centers:dNA /dF5(0.2060.05) cm21 and corre-
spondinglydNE /dF5(0.0560.01) cm21. The rates of re-
moval of the current carriers, determined from Hall measu
ments at 300 and 100 K, also depend on the duration of
preliminary heat treatment times.

This result is analogous to the results of Ref. 10, wh
showed that defects of the types OTD-1 and OTD-2 are
nificantly less sensitive to the action of ionizing radiatio
than are chemical donors and have no effect on the accu
lation of the main secondary radiation defects. These are
trivial results since they imply the absence of any interact
or an unusually weak interaction between a negativ
charged~under typical experimental conditions! primary ra-
diation vacancy and a positively charged OTD. Such an
teraction in the case of chemical donors leads to the for
tion of an E center ~a ‘‘vacancy–donor’’ complex!. A
possible explanation for this absence may be the situatio
which most of the OTD-530 defects are concentrated
small, but very dense clusters.3 Thus, if the conditionR!d
!L is satisfied (R is the mean diameter of the clusters,L is
the mean distance between them, andd is the mean free path
of the vacancies!, then the indicated effect can be attribute
to the low probability of encountering vacancies (V) and
OTD’s in comparison with the probability for the capture
a vacancy at other sinks. An alternative explanation wo
be screening of the OTD’s in microclusters, which would
capable of substantially weakening the Coulomb interact
of the OTD’s with the vacancies, by analogy with the exp
nation suggested above in the interpretation of the cross
tions for capture of electrons by the OTD-530 defects. Ho
ever, in our case it is legitimate to speak of the role
screening only in a qualitative sense since the correlated
tribution of the Oi atoms in the OTD microclusters an
around them remains unaccounted for. The OTD microcl
ters are apparently always immersed in an ‘‘atmosphere’
Oi atoms, because they are the product of precipitation oi
atoms in the initial microfluctuations of the Oi concentration
— ‘‘oxygen clouds’’ ~Ref. 11!. This atmosphere may serv
as an additional obstacle to penetration of the vacancies
the OTD microclusters and, consequently, to their inter
tion.

CONCLUSIONS

The results obtained by us lead us to the following co
clusions.

1. The minimum of the efficiency of generation o
oxygen-containing thermal donors with respect to variat
of the heat-treatment temperatureTannwas found to lie in the
region Tann.530 °C, which corresponds to the transitio
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from dominance of defects of the type OTD-1~formed in the
interval of heat-treatment temperaturesTann5350– 500 °C)
to dominance of defects of the type OTD-2 (Tann

5600– 800 °C). However, at the heat-treatment tempera
Tann5530 °C generation of oxygen-containing thermal d
fects takes place at an initial rate of;23109 cm23

•s21.
2. At Tann5530 °C at least four donor levels of th

OTD-530 defects are formed in silicon, whose concen
tions and ionization energies depend on the the heat tr
ment time. For heat-treatment times from 5 to 300 h
ionization energy of these OTD’s varies from 0.05 to 0.0
eV. The concentration of OTD-530 fortann5300 h reaches
1015cm23; however, this is not its limiting value.

3. The cross section for cappture of electrons by OT
530 defects is several orders of magnitude smaller than
chemical donor~phosphorus!. OTD-530 defects, in contras
to the phosphorus donor, do not lose their electrical activ
when subjected to electron bombardment and do not in
ence the generation of secondary radiation defects. B
these factors may be an indication of a strongly nonunifo
spatial distribution of the OTD-530 defects~i.e., of the exis-
tence of microfluctuations of the concentration of OTD
with local density on the order of 1017– 1019cm23), which
leads to a significant weakening of the interaction of
OTD’s with the mobile charges as a result of screening.

4. The electrically neutral forms of the second phase
oxygen, which occurs at 530 °C, do not have a strong ef
on the kinetics of accumulation of the main vacancy-ty
secondary radiation defects.
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The effect of antisite defects on the band structure and dielectric function
of In 12xGaxSb solid solutions
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A nonlocal empirical pseudopotential scheme that includes the spin-orbit interaction is used to
calculate the electronic structure of In12xGaxSb solid solutions. A modified virtual-
crystal approximation is used to explain the nonlinear experimental dependence of the width of
the band gap on composition. The computed band structure is then used to calculate the
dispersion of the dielectric constant and compare it with experimental results. ©1998 American
Institute of Physics.@S1063-7826~98!00709-1#
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Semiconductor In12xGaxSb alloys are promising mater
als for optoelectronic devices in the near- infrared spec
region. In the design and analysis of such devices, opt
properties are particularly important. Although thorou
studies of the dielectric functions of GaSb and InSb ha
recently been published,1–3 information about these sam
properties for their alloys is quite sketchy. Therefore, in t
paper we propose to determine the dielectric function
these alloys, which is directly related to their fundamen
optical characteristics, by starting from a correct calculat
of the band structure.1

Let us write the single-electron pseudopotential Ham
tonian in the following form@using the Rydberg~Ry! as the
unit of energy#:

H52¹21Vp~r !, ~1!

where

Vp~r !5V~r !1(
t

~E2Et!ubt&^btu, ~2!

whereV(r ) is the true crystal potential, andubt& is the wave
function of the ground state with energyEt . If we ignore the
nonlocal behavior in the pseudopotential, we can write
Fourier transform ofVp(r ) as follows:

Vp~r !5(
G

VL~G!eiGr, ~3!

where

VL~G!5(
a

Sa~G!va~G!, ~4!

and

Sa~G!5
1

Na
(

j
e2 iGRj

a
, ~5!

where G is a vector of the reciprocal lattice,va(G) are
atomic form factors;Na is the number of atoms of typea,
and Rj

a determines the position of thej th atom of typea.
For ANB62N compounds with zincblende structure, the
equations can be written in the form
9441063-7826/98/32(9)/3/$15.00
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VL~G!5vS~G!cosGt1 ivA~G!sinGt, ~6!

where

VS~G!5@vA~G!1vB~G!#/2,

VA~G!5@vA~G!2vB~G!#/2, ~7!

andt5(a/8)(1,1,1), wherea is the lattice constant.
In the method of empirical pseudopotentials we consi

only the first four values ofvS andvA. Following Refs. 4 and
5, we write the nonlocal atomic correction in terms of t
nonlocal ionic correction in the form

VNL5~K,K 8,E!5
VNL

ion~K,K 8!

«~q!
, ~8!

whereq5uK2K 8u, «(q) is the local linear screening facto
and

VNL
ion~K,K 8!52 (

l 50,2
Al~E! f ~r ! P̂l . ~9!

HereAl(E) is a fitting parameter with dimensions of energ
that depends on the depth of the potential well,P̂l is a pro-
jection operator for thel th component of angular momen
tum, and

f ~r !5H 1, r.Rl ,

0, r>Rl .
~10!

We can find the band structure by solving the secular eq
tion

det~$k22En~k!%dGG8dss81$VL~G2G8!

1VNL~K ,K 8,E!%dss81Vso
ss8~K ,K 8!!50. ~11!

The spin-orbit term is

Vso
ss8~K,K 8!5K3K 8sss8$2 ilS cos~K2K 8!t

1lA sin~K2K 8!t%. ~12!

Heres ands8 are spin states,s ik are Pauli matrices, andlA

andlS are treated as fitting parameters.
© 1998 American Institute of Physics
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In the usual virtual-crystal approximation~VCA!, the
lattice constant and pseudopotential form factors of the s
solution In12xGaxSb are defined by the following linea
combinations:

ass5aGaSbx1aInSb~12x!,
~13!

Vss5VGaSbx1VInSb~12x!,

whereass andVss are the lattice constant and form factors
the substitutional solid solution.

Equation~13! will hold if Ga atoms are substituted for I
atoms or conversely. However, since the synthesis of
solid solution takes place under conditions far from therm
dynamic equilibrium, these cation atoms can also occupy
positions of anion atoms in the lattice as well. Let us inv
tigate how these antisite defects in the lattice affect the b
structure of In12xGaxSb in the modified virtual-crysta
approximation.6 In this approximation the form factor of at
oms of the solid solution should depend on the probabi
for each type of atom to occupy some particular positi
Then the symmetric form factors do not change, while
antisymmetric form factors have the form

Vss
a 5@128ax~12x!#@VGaSb

a x1VInSb
a ~12x!#. ~14!

In deriving Eq.~14! we used the fact that the probability o
an antisite defect depends quadratically on composition:

12WIn512WGa512WAs54a~12x!x, ~15!

wherea is a coefficient equal to the probability of formin
an antisite defect whenx50.5. Because the degree of diso
der in the solid solution at this composition is saturateda
corresponds to the maximum value of this probability.

The band structure was calculated numerically in hig
symmetry directions of the Brillouin zone using a basis
137 plane waves. For the limiting casesx51 ~GaSb! and
x50 ~InSb!, the calculated values of the energy at hig
symmetry points was found to be in good agreement w
known experimental data. Figure 1 shows that the dep
dence of the width of the band gap on the composition of
solid solution calculated in the VCA model and in the mo

FIG. 1. Dependence of the width of the band gap on compositionx for the
solid solution In12xGaxSb. The solid curves are calculations:1 — in the
virtual-crystal approximation;2 — in our modified model of the virtual
crystal. The points are the experimental data of Ref. 7.
id
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fied VCA model fora'0.05. The experimental data wer
taken from Ref. 7. Comparing these results, we see that th
lattice defects lead to a considerable departure from linea
in the composition dependence of the band gap width
In12xGaxSb alloys.

If we know the energy structure, we can investigate
frequency dependence of the dielectric function. The ima
nary part of the dielectric function is calculated from th
expression5

«2~v!5
e2\

pm (
ncnv

E f ncnv
~k!dS

Encnv
~k!u¹kEncnv

~k!u
, ~16!

where

Encnv
~k!5Enc

~k!2Env
~k!, ~17!

and

FIG. 2. Theoretical~solid curve! and experimental~dashed curve! spectra
~see Ref. 2! of the dielectric function«2(E) for GaSb~a! and InSb~b!.



tia
-

h
o

e

5

ves
truc-
nd
the

is
di-
ic
nd

e
ries
h-

on-

in-
se
ntal

ys.

o-

em.

946 Semiconductors 32 (9), September 1998 V. G. De buk and V. I. Studenets
f ncnv
~k!5

\2

m

u^nc ,ku¹unv ,k&u2

Encnv
~k!

~18!

is the interband oscillator strength. The sum runs over ini
states in the valence bandnv and final states in the conduc
tion bandnc , andS is a constant energy surface ink-space.

Figure 2 shows the calculated energy spectrum«2(E),
along with the corresponding experimental curves. T
agreement between them is good for the most part. The m
important discrepancy between the calculated and exp
mental data is the fact that the amplitude of the peakE2

compared with peaksE1 andE11D1 is too small. Because
integration with a decreased energy step size from 0.0

FIG. 3. Calculated spectra«2(E) for In12xGaxSb alloys: 1—x50, 2—
x51. The quantityx changes in steps ofDx50.25 between curves1 and2.
l

e
st

ri-

to

0.02 eV does not change the fine structure in the cur
shown in Figs. 2a and 2b, we can assume that the fine s
ture in these curves is determined primarily by the ba
structure and not the integration technique. The fact that
experimental peaksE1 , E11D1 , and E2 in the spectrum
«2(E) are somewhat smaller than the calculated ones
worth discussing. To explain it, we note that the pseudo
electric function would exactly equal the bulk dielectr
function of the sample if the surface were infinitely sharp a
free. However, it is well know8 that high-quality surfaces ar
harder to prepare on semiconductor alloys than on bina
like GaSb and InSb. It is also known that microscopic roug
ness of the surface affects the dielectric function of semic
ductors. In Fig. 3 we show calculated spectra«2(E) for
In12xGaxSb alloys with a stepx50.25. The calculated
In12xGaxSb spectrum shifts toward higher energies with
creasingx, in agreement with Ref. 8. The results of the
calculations are in good agreement with the experime
data over the entire energy range.

1 S. Zollner, M. Garriga, J. Humlicek, S. Gopalan, and M. Cardona, Ph
Rev. B43, 4349~1991!.

2D. E. Aspnes and A. A. Studna, Phys. Rev. B27, 985 ~1983!.
3J. R. Chelikowsky and M. L. Cohen, Phys. Rev. B14, 556 ~1976!.
4T. P. Humphreys and G. P. Srivastava, Phys. Status Solidi B112, 581
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5M. L. Cohen and V. Heine, Solid State Phys.24, 37 ~1970!.
6A. P. Dmitriev, N. V. Evlakhov, and A. S. Furman, Fiz. Tekh. Polupr
vodn.30, 106 ~1996! @Semiconductors30, 60 ~1996!#.

7D. Auvergne, J. Camassel, H. Mathieu, and A. Joullie, J. Phys. Ch
Solids35, 133 ~1974!.
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The Harrison bond-orbital model is used to derive expressions for the pressure dependence of the
static dielectric constant«0 and rf dielectric constant«` , and also the longitudinalvLO(0)
and transversevTO(0) optical frequencies of the wide-gap semiconductors 3C-SiC, BN, AlN, and
GaN. © 1998 American Institute of Physics.@S1063-7826~98!00809-6#
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The dielectric and optical properties of silicon carbi
and boron, aluminum, and gallium nitrides are of great int
est for microelectronics applications.1 In two recent papers
~Refs. 2 and 3!, we discussed the cubic modifications
these compounds in the framework of the Harrison bo
orbital model.4 Because it is important to understand ho
these properties change under pressure, both from an a
cations and from a theoretical point of view, in this paper
investigate the dependence of the static («0) and high-
frequency («`) dielectric constants and optical frequenci
vTO(0) andvLO(0) on pressureP.

We begin our discussion with the function]«` /]P, us-
ing the expression for«` we derived in Ref. 2. Using the
definition of the bulk modulusB ~Ref. 5!, we can show that

]«`

]P
52h

«`21

3B
, ~1!

whereh52(123ap
2). Hereap measures the degree of pol

character of the compound.2–4 Expressions forB were given
in Refs. 3, 4, and 6.

The following relation holds between the static («0) and
rf («`) dielectric constants within the Harrison model:2

«021

«`21
511q, ~2!

where q5ap
2(112ac

2)/2ac
4 , ac is the covalency of the

compound, andac
21ap

251. It follows from Eq.~2! that

]«0

]P
5~«`21!

]q

]P
1~11q!

]«`

]P
~3!

and

]q

]P
52

2

3B

ap
2

ac
2 S 312

ap
2

ac
2D . ~4!

Table I lists our calculated results for]«` /]P and
]«0 /]P. The matrix elements were calculated using the c
related scheme of Harrison and tables of Fisher ato
terms.7,8

Unfortunately, we know of no experimental data on t
pressure dependence of the dielectric characteristics of t
materials. However, the first-principles calculation of t
quantity ]«` /]P for 3C-SiC described in Ref. 9, which i
based on the density functional formalism, gives~at low
9471063-7826/98/32(9)/3/$15.00
-

-

pli-
e

r-
ic

se

pressures! nearly the same result as our calculation. Tabl
indicates that the quantity]«` /]P changes sign as the com
pounds become more ionic. This is connected with the s
change of the parameterh, which goes from positive to
negative forap.1/A3.0.58. Now, the scale of the Phillip
ionicity f i ~see Ref. 10! is related to the Harrison paramete
by the relation3

f i512ac
3 , ~5!

where f i* is the boundary value of ionicity that separat
]«` /]P,0 from ]«` /]P.0. Using this fact, we find tha
f i* 512(2/3)3/2.0.46, which corresponds exactly to com
pounds such as AlN and AlSb.

We now derive the pressure dependence of the pho
frequencies. Let us assume that the Lyddane–Sachs–T
relation holds:11

vTO
2 ~0!

vLO
2 ~0!

5
«`

«0
~6!

even when an external pressure is applied to the cry
~which in any case is small!. Using the expression we
derived in Ref. 3@Eq. ~7!# for vTO

2 (0), weobtain

]vTO

]P
5

vTO

3B
~213ap

2!, ~7!

]vLO

]P
5

vTO

2A«0«`

S ]«0

]P
2

«0

«`

]«`

]P D1A«0

«`

]vTO

]P
. ~8!

A series of calculations using these expressio
gives the following values for 3C-SiC~in units of
1014 rad•s21

•Mbar21): ]vTO/]P50.77, ]vLO /]P50.74.
For the pressure dependence of the splitting between lo
tudinal and transverse optical frequenciesD5vLO2vTO we
obtain a very small negative value~which is contradicted by
experiment in Ref. 12!.1! Analysis shows that this differenc
is primarily due to the theory underestimating the ra
«0 /«` compared with experiment~see Table I!. Therefore,
we will use a different approach. We take the experimen
valuesB52.46 Mbar ~from Ref. 3 and 6! and vTO51.43
31014rad•s21, vLO51.5631014 rad•s21 ~from Ref. 13!
and the dielectric constant from Table I. The parameterh
andq are calculate as before, using the Harrison model.
thus we obtain ]vTO/]P50.4331014 rad•s21

•Mbar21,
© 1998 American Institute of Physics
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TABLE I. Dielectric characteristics of wide-gap semiconductors: initial parameters, calculation result
experimental data.

d, Å ap ac

«0 «`
]«0 /]P,
Mbar21

]«` /]P,
Mbar21

]eT /]P,
Mbar21theory experiment theory experiment

SiC 1.88 0.26 0.97 6.36 9.7 5.83 6.5 22.02 21.45 20.27
BN 1.57 0.34 0.94 5.83 — 5.02 4.5 20.87 20.48 20.29
AlN 1.89 0.59 0.81 10.12 — 5.72 4.8 26.51 0.14 21.00
GaN 1.94 0.60 0.80 11.05 12.2 5.03 5.8 26.9 0.26 21.15
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]vLO /]P50.5631014 rad•s21
•Mbar21, which gives a

value of 0.1331014 rad•s21
•Mbar21 for ]D/]P. The calcu-

lations in Ref. 9 lead to nearly the same result. Analog
estimates of]«0/]P and ]«` /]P give 21.65 and21.19
Mbar21 respectively, in fairly good agreement with the r
sults given in Table I.

Unfortunately, we do not know of any experimental va
ues of the elastic moduli and frequencies for the wide-g
nitrides. However, values of«0 and «` are known for
gallium nitride. Using the valueB50.93 Mbar for the bulk
compressibility obtained within the Keating–Harriso
model,14 we find the values28.27 and10.28 Mbar21 for
]«0 /]P and]«` /]P, respectively, in satisfactory agreeme
with the theoretical calculations. For the frequencies we
tain ~in units of 1014 rad•s21

•Mbar21): ]vTO/]P51.23
and ]vLO /]P51.25. For the splitting~in energy units! we
have ]D/]P.14 cm21

•Mbar21, which is approximately
five times smaller than for 3C-SiC. This is logical becau
the value of the LO–TO splitting in the series of III–V an
II–VI compounds decreases in general with increasingP.12

In deriving the expressions for the pressure depende
of D5vLO2vTO we used Eq.~6!. However, the authors o
Ref. 9 based their results on the relation

vLO
2 2vTO

2 5
4peT

2e2

MV0«`
, ~9!

which defines the Born transverse chargeeT ~Ref. 4! ~or ZB

in the notation of Ref. 9;M is twice the reduced mass, an
V0 is the volume occupied by one atom. For 3C-SiC t
quantityeT determined from Harrison’s model4 has the form

eT54ap1
8

3
apac

2 . ~10!

It is easy to show that

]eT

]P
52

8

3B
apac

2S 11
2

3
ac

22
4

3
ap

2D . ~11!

The results of these calculations are given in Table I. T
derivative]eT /]P is a negative quantity. According to th
calculations of Ref. 9, the quantity]ZB/]P for SiC is close
to our value (;0.5 Mbar21), but has the opposite sign. No
knowing any details from Ref. 9 makes it difficult for us
understanding the reason for this difference.

From the negative sign of the derivative]eT /]P, it was
concluded in Ref. 12 that Harrison’s theory cannot be
plied to silicon carbide. However, in their analysis of Eq.~9!,
from which they also derived the ‘‘experimental’’ depe
s

p

-

e

ce

e

e

-

dence ofeT on P, the authors of this paper assumed that
high-frequency dielectric permittivity of 3C-SiC depends
pressure in exactly the same way as silicon and diamo
However, our work and calculations show15 that this is not
correct. Thus, we cannot rigorously associate the increas
the LO–TO splitting with an increase of the chargeeT . A
situation is possible whereeT decreases with increasingP
but «` decreases more rapidly. According to our data, this
exactly what happens.

In conclusion we note that the pressure dependence~5!
of the Phillip’s ionicity f i has the form

] f i

]P
52

2

B
ac

3ap
2 . ~12!

With increasing pressure, the lattice constant decreases
bond charge distribution becomes more symmetric, and
ionicity of the compound decreases. There is not eno
evidence to expect the opposite case for IV–IV compoun
as the authors of Ref. 12 do.

This work was carried out with the partial support
Arizona University.

1!However, we must be careful in comparing with the data of Ref.
because the value of the bulk modulus that these authors used in
analysis of the experimental data is an average over data for silicon
diamond, equal to 3.22 Mbar,3,6 rather than the true bulk modulu
B52.46 Mbar. This introduces an error in the frequencies and in th
derivatives with respect to pressure.
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Optical properties of silicon-doped „100… GaAs layers grown by molecular-beam epitaxy
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The photoluminescence spectra of~100! GaAs layers, both undoped and doped with silicon, is
investigated atT577 K. It is found that along with theB-band, which corresponds to
interband radiative recombination, the spectra of doped layers also exhibit a so-called Si-band
located nearhn.1.4 eV. In multilayerd-doped structures, an additional band appears in
the regionhn.1.47– 1.48 eV, which is called here thed-band. The dependence of the energy
positions, intensities, and shapes of these photoluminescence bands on the doping dose
NSi , laser excitation power, and temperature are investigated. It is shown that the Si-band is
caused by optical transitions between the conduction band and a deep acceptor level
(;100 meV) connected with Si atoms on As sites. It is also established that the dependences of
the shape and intensity of thed-band on temperature and photoluminescence excitation
power are identical to the corresponding dependences for theB-band. The behavior of thed-band
in the photoluminescence spectra is viewed as evidence of quantum-well effects in the
d-doped structures. ©1998 American Institute of Physics.@S1063-7826~98!00909-0#
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The amphoteric behavior of silicon as a doping impur
in gallium arsenide has attracted the unflagging interes
investigators of this material. It has been shown~see, e.g.,
Refs. 1–8! that the electrical activity of the incorporated si
con and the conductivity type depend strongly on the me
ods and regimes of growth of the epitaxial layers. Eviden
for this conclusion is especially striking in molecular-bea
epitaxy ~MBE!, where the mechanism that locates Si ato
at a given site of the GaAs crystal lattice is determined by
multiplicity of free chemical bonds and by kinetic phenom
ena at the growth surface.2–8 It has been shown2–5,7 that in
MBE growth on~100! and ~111! B planes, Si atoms behav
essentially like donors, while on~111! A planes, depending
on the growth conditions, they can behave either like acc
tors or like donors.

One way to determine the nature of the electronic sta
connected with Si atoms in GaAs is by investigating pho
luminescence~PL! spectra.2–9 However, the optical proper
ties of this material cannot always be interpreted unamb
ously according to literature models. This applies w
particular force when acceptor levels associated with Si
oms participate in optical transitions.

Our goal was to study optical transitions in the phot
energy range from 1.3 to 1.6 eV for layers of GaAs w
~100! orientation, doped either uniformly ord-doped with
silicon, by investigating PL spectra at various temperatu
and excitation powers from the laser source.

EXPERIMENTAL PART

The layers we studied were grown by MBE in an MB
32P Riber machine. As a substrate we used semi-insula
GaAs films with~100! orientation. The epitaxial growth too
place at a substrate temperatureTs in the range 570°–610 °C
9501063-7826/98/32(9)/3/$15.00
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with arsenic-to-gallium flux ratiosPAs /PGa515– 20, which
corresponds to optimal conditions for creating structura
perfect and stoichiometric GaAs layers. This has been c
firmed by measurements of the electron mobilityme of
modulation-doped N– AlGaAs/GaAs heterostructures. I
these structures,me reaches its maximumT577 K value
@me51.73105 cm2/~V•s)] when the flux ratios lie in this
range; when they deviate to one side or another, the mob
decreases due to the generation of defects in stoichiome

Following growth of an undoped buffer layer (0.8mm),
uniformly doped layers 0.7– 1.0/mm thick with dopant con-
centrationsn51017, 231017, 731017, and 131018 cm23

were grown atTs5610 °C. Thed-doped structures, which
were grown atTs5570 °C, consisted of: an undoped buff
layer of thickness 0.8mm, three d-layers with NSi56
31012 cm22 separated by distances of 300 Å, an undop
layer of GaAs with thickness 700 Å and 50 Å doped lay
(N51.231018 cm23). The half-width of the doping profile
of a singled-layer measured by secondary ion mass sp
trometry on an IMS4F machine in the highest resoluti
regime did not exceed 80 Å in thickness.

Measurements of the PL spectrum were made in
temperature range from 77 to 240 K in the range of pho
energies from 1.3 to 1.6 eV. In order to excite the PL w
used a Ar1 laser with a wavelengthl5514.5 nm and a
maximum power of 850 W/cm2. The concentration and mo
bility of the current carriers in these samples were de
mined by measuring the Hall coefficient.

Figures 1–3 show PL spectra for undoped and do
samples measured atT577 K. From the figures it is clea
that for an undoped sample only one PL band is observ
called here theB-band, with a maximum athn51.508 eV
corresponding to interband optical transitions in intrins
GaAs. Its small widthhDn55 meV is evidence of the high
© 1998 American Institute of Physics
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quality of the layer as grown, and the absence of additio
lines also indicates a low concentration of background im
rities and defects in stoichiometry. Doping with silicon lea
to an increase in the width of theB-band and a shift of its
maximum towards higher energies.

In Si-doped layers, theB-band is accompanied by
PL band that for relatively low carrier concentratio
(n.1017 cm23) is located nearhn.1.4 eV. Measurement
of uniformly doped andd-doped samples~see Figs. 1–3!
show that this PL band appears only when the layers
doped with silicon, and is absent in undoped layers. The
fore, we call it here the Si-band. With increasing dopa

FIG. 1. PL spectra of undoped and doped~100! GaAs layers measured at
temperatureT577 K: 1— undoped samples,2, 3, 4—uniformly doped
samples withn5231016, 231017, and 731017 cm23.

FIG. 2. PL spectra for a sample with three silicond-doped layers with
NSi5631012 cm22 in ~100! GaAs, measured at various temperatures T,
1 — 77, 2 — 150,3 — 255.
al
-

re
e-
t

dose, the Si-band also broadens, like theB-band, and its
maximum shifts to largerhn. However, it is worth noting
that under identical excitation conditions the PL intensity
the d-band relative to theB-band always turns out to b
smaller ind-doped structures than it does in uniformly dop
samples with the same average bulk concentration of silic
In this case its low-energy edge is located at somewhat la
hn in d-doped structures than in uniformly doped layers.

Along with the B- and Si-bands, we observe an add
tional band in the PL spectra ofd-doped layers in the rang
hn.1.475– 1.480 eV~see Fig. 3!, which we call here the
d-band. The intensity of this band increases with increas
dose ofd-dopant.

Figures 2 and 3 are plots of the PL spectra versus t
perature and laser excitation powerP for d-doped structures
From Fig. 2 it is clear that theB-band becomes weaker wit
increasing temperature, and also broadens and shifts tow
lower hn. As for the Si-band, it attenuates very rapidly wi
increasing temperature and virtually disappears at or ab
T5150 K. On the other hand, the behavior of thed-band as
the temperature varies is similar to that of theB-band.

From Fig. 3 it follows that increasing the laser excitatio
powerP leads to growth in the intensity of all the PL band
however, the rate of this growth is not the same for all
them. We observe that the rates are equal for theB-band and
for the d-band, and their spectral shapes and intensity ra
do not change with increasingP. On the other hand, the
growth rate of the Si-band is at least an order of magnitu
lower than for the other bands, which at high values ofP
leads to its weakening compared to theB andd bands.

DISCUSSION OF RESULTS

Let us begin with a discussion of the dependence of
PL spectra on concentration~or dose! of dopantNSi . The
increases we observed in the width of theB-band with in-

:

FIG. 3. PL spectra for a sample with three silicond-doped layers in~100!
GaAs atT577 K and at various excitation powersP, W/cm2: 1 — 33,2 —
340,3 — 850 ~the intensity of theB-band maximum is reduced to the sam
value for all the spectra!.
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creasingNSi and the shift of its maximum to higher energi
hn are caused by the donor-like behavior of a signific
number of Si atoms and, as is well known, are manifestati
of two effects:

— a decrease in the width of the band gapEg due to
merging of the band of donor states with the bottom of
conduction band, and

— an increase in the degree of occupation of the c
duction band by electrons and, accordingly, an increas
the Fermi energyEF .

Both these effects extend the spectral range for interb
transitions towards small and large energies and, acc
ingly, broaden theB-band. The second effect, known as t
Burstein-Moss effect, is responsible for the shift of the hig
energy tail and the maximum of theB-band to largerhn.

As we already mentioned, analogous changes take p
in the Si-band with increasing dopant doseNSi . This pro-
vides direct proof that the initial states for optical transitio
connected with the Si-band are also electrons in the con
tion band rather than the donor level corresponding to
arsenic vacancy, as was assumed for the PL band neahn
51.37 eV for GaAs layers with~111! A, ~211! A, and~311!
A orientations.7,8 The final state for these optical transition
is probably an acceptor level located 100 meV above the
of the valence band. We assume that this deep level co
sponds to acceptor behavior of some of the Si atoms, spe
cally those that occupy As sites in the GaAs lattice. We
not rule out the possibility that these Si atoms can also fo
certain complexes with defects in stoichiometry.

The temperature dependences of the PL spectr
shown in Fig. 2 for theB-band, which match the regularitie
described in the literature for interband optical transitio
quite well, are explained by the temperature-induced
crease in the width of the band gapEg and an increase in th
amount of nonradiative recombination due to electro
phonon interactions. On the other hand, the stronger att
ation of the Si-band and its disappearance at high temp
tures can be logically explained by thermal ionization
holes from the acceptor level discussed here.

The considerable difference observed in the depende
of the PL intensity on laser excitation power for theB-band
and the Si-band~Fig. 3! can be explained by the significan
difference in the density of hole states that participate
these optical transitions. In the first case~theB-band!, we are
dealing with intrinsic optical transitions and, according
with holes in the valence band, whose density exceeds
several orders of magnitude the concentration of holes
acceptor levels in the second case~the Si-band!. Therefore, if
the flux density of excitation photons is sufficiently larg
~comparable to or exceeding the concentration of Si atom
acceptor states!, the increase in the intensity of the Si- ban
should slow and then saturate, whereas the intensity of thB
PL band should continue to increase.

The behavior of thed-band, which is present ind-doped
structures, seems quite unusual when compared to the
band. Since this band is located above the Si-band in en
but below theB-band~i.e., for hn,Eg), it can be formally
assigned to optical transitions with participation of one
several levels in the band gap that are shallower than
t
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acceptor level of Si. However, in this case we would exp
the band to attenuate even more strongly with tempera
than the Si-band, and to see a more rapid saturation of
dependence of its intensity on PL excitation power. Inste
we find that thed-band behaves exactly like theB-band with
increasing temperature and PL excitation power. Hence
should involve interband optical transitions, like theB-band.
It is possible that thed-band is due to the quantum-we
effects in the narrow,V-shaped potential wells ofd-doped
structures. In other words, it could be caused by radia
recombination of electrons in one of the two-dimension
quantum subbands of theV-shaped potential wells in the
d-layers with holes at maxima of the valence band betw
the d-layers. It is possible that a number of other features
the intensity and shape of the Si-band ind-doped structures
that distinguish this band from its counterpart in uniform
doped layers are related to this effect.

CONCLUSIONS

Thus, our investigations of the PL structure of undop
and silicon-doped GaAs layers atT577 K show that, along
with theB-band corresponding to interband radiative reco
bination, the spectra of the doped layers also contai
so-called Si-band which is located nearhn51.4 eV for
NSi.1017 cm23. Moreover, three-layer,d-doped structures
exhibit an additional band in the neighborhood
hn.1.47– 1.48 eV, which we refer to here as thed-band.
By investigating the dependence of the PL spectrum on
dopant doseNSi , the laser excitation power, and the tem
perature, we have established that the Si-band can be d
optical transitions between the conduction band and d
acceptor levels (;100 meV) connected with Si atoms on A
sites. In contrast to the impurity-related Si-band, the dep
dence of the d-band ~which also appears at energie
hn,Eg) on temperature and PL excitation power turns o
to be identical to the corresponding dependences for theB-
band. This prompts us to suggest that thed-band, like the
B-band, also may be due to interband optical transitions
are strongly modified due to the quantum-well effects in
multilayer d-doped structures.

This work was carried out with the support of the Min
istry of Science of the Russian Federation~the program
‘‘Physics of Solid-State Nanostructures,’’ Project 2-030/4!.
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Mobility of charge carriers in double-layer PbTe/PbS structures
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The method of hot-wall epitaxy is used to grow epitaxial heterostructures ofp-PbTe/n-PbS on
BaF2 substrates. Hall-effect measurements are analyzed in order to obtain the dependence
of the effective carrier mobility on thickness and temperature in the ranges 0.1–2mm and
100–300 K, respectively. It is found that this mobility depends on the thickness of the sample and
on the individual thicknesses of its constituent layers. The effective mobility is calculated
under the assumption that charge carriers are scattered by the surface of the structure and by
dislocations that form at the heterojunction boundary. ©1998 American Institute of
Physics.@S1063-7826~98!01009-6#
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INTRODUCTION

Lead-chalcogenide multilayer structures, both system
superlattice type and systems with multiple quantum we
have been studied intensely because they are promising
vice candidates for infrared engineering applications.1,2 The
electrical properties of these structures are primarily de
mined by the quality of the heterojunction boundaries. Un
now, experimental results, e.g., Hall-effect measureme
have come from multilayer samples with buffer layers12

Measurements of this kind give information about para
eters of the structure as a whole, but do not reveal the c
nection between properties of the heterojunction and
electrical characteristics, due both to the large numbe
layers and to the presence of the buffer layer itself. It
obvious that the larger the thickness of the latter, the lar
the role it plays in determining the concentration and mo
ity of the charge carriers.

There are two easy ways to solve this problem: fir
decrease the number of layers of the sample to a minim
~i.e., to two! and, second, stop using a buffer layer. Su
two-layer structures with matched lattice parameters
widely used as wideband infrared radiation detectors.3 In this
paper we will discuss two-layer PbTe/PbS structures, w
the goal of determining how the heterojunction acts a
scattering factor.

1. EXPERIMENTAL TECHNIQUES

We used the ‘‘hot-wall’’ method of thermal vacuum
sputtering to deposit individual films of PbTe and PbS, alo
with p-PbTe/nn-PbS heterostructures, on freshly cleav
substrates of BaF2 .4 The rate of growth of the layers wa
chosen from the range 1–2mm/h, which is most typical for
growing superlattices. The thicknesses of the PbTe and
layers were varied by varying the sputtering time. The te
perature of the substrate was 520–570 K. This range
chosen so as to ensure epitaxial growth of the layers in
@111# direction while at the same time decreasing the pr
ability of mutual diffusion of the chalcogens.1 The carrier
concentration in the as-grown films was fixed at a cons
9531063-7826/98/32(9)/4/$15.00
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value by using a material batch whose composition co
sponded to congruently evaporating material.5

The contacts for measuring the Hall EMF were made
indium. Measurements were made in constant electric
magnetic fields for two current and two magnetic field dire
tions. The 0.5-mA current through the sample ran paralle
the heterojunction, while the magnetic field was applied p
pendicular to the heterojunction and had a magnetic ind
tion of 0.8 T. The temperature dependences were recorde
the range 100–300 K. Measurements were made both
samples with equal thicknesses of the PbTe and PbS la
but different total thicknesses, and on samples with differ
thickness ratios~different configurations! but the same tota
thickness of the structure. Carrier concentrations in all
samples were in the range 1—331018 cm23.

2. RESULTS AND DISCUSSION

In order to improve the completeness and accuracy
our analysis of the two-layer structures, we first investiga
the dependence of the carrier mobility on thickness and m
surement temperature for individual films of PbTe and P
These ‘‘touchstone samples’’ were grown using the sa
fabrication regimes that were later used to grow heterost
tures. The results obtained are shown in Fig. 1. In analyz
the data, which usually consisted of Hall-mobility measu
ments, we followed Mathiessens rule and subtracted out c
tributions to the mobility arising from scattering by therm
lattice vibrations and ionized impurities. Our analysis par
lels that of Vayaet al.,6 who also investigated films ofn-type
PbTe obtained by the ‘‘hot-wall’’ method. Taking into ac
count the contribution of surface scattering, these auth
derived the expressionm r5mdTp(d), where p52(0.8
10.286d). The quantitym r is associated with scattering b
grain boundaries, dislocations, and roughness of the s
strate. For germanium films, Rameyet al.7 included scatter-
ing by dislocations using the formulas of Dexter and Seit8

and for the residual mobility they found an expressi
1/m r5A log(b/d), whereA andb are parameters that depen
© 1998 American Institute of Physics
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on the growth conditions and structure of the film. If w
approximate the curves in Fig. 1 by fourth-order polynomi

m5a0x41a1x31a2x21a3x1a4 ,

where a0–a4 are dimensional coefficients, andx has the
same dimensions as the thicknessd ~mm!, then the following
empirical expressions will be correct:

m15290.7d41294.6d32127.1d2156.2d10.3,
~1!

0.1,d,2,

m2520.7d416.6d3118.9d2115.3d12.5,
~2!

0.1,d,2.

Here and in what follows labels 1 and 2 correspond to Pb
and PbS.

We can write the temperature dependence of the mo
ity in the form9 m5AT2p, whereA is a constant that de
pends on the material parameters, andp is a coefficient that
depends on the specific scattering mechanism. Valuesp
for various samples of PbTe and PbS are given in Tabl
These values correlate with values ofp obtained in Ref. 6.

In principle, thin films can also exhibit size effects th
involve the average mean-free path of a charge carrier
the Debye screening length. However, the maximum val
for both lengths calculated from the expressions given
Refs. 9 and 10 are 40 and 25 nm, respectively. Conseque
the appearance of dimensional effects in our data for l
telluride and lead sulfide in the temperature range 100–

FIG. 1. Dependence of the Hall mobility of a charge carrier (m) on film
thickness (d) for the following materials:1— PbTe,2— PbS.

TABLE I.

Sample d, mm d1 /d2 p

PbTe 0.5 – 1.20
9 1.1 – 1.52
9 1.6 – 1.70
PbS 0.5 – 1.31
9 1.1 – 1.58
9 1.6 – 1.81
PbTe/PbS 0.5 1 0.50
9 1.0 1 1.68
9 1.6 1 2.34
9 1.6 0.45 1.25
9 1.6 2.2 1.92
s

e

il-

I.

nd
s

n
ly,
d
0

K, even for the thinnest samples~100 nm!, is not very prob-
able. It is known11 that p>2.5 for sufficiently uniform films
of lead chalcogenides, which usually is explained by invo
ing scattering by long-wave acoustic phonons and includ
the temperature dependence of the effective mass. For
face scattering we havem;T20.5 in PbTe. A number of
papers10 have reported scattering by dislocations, by the s
face, and by grain boundaries for polycrystalline films. Th
for films of lead telluride with thickness 1–2mm grown on
KCl substrates the mobility is observed to depend on te
perature with an exponentp50.8, which is associated with
scattering by growth defects. Values ofp with 1.5,p,2.0
are associated with scattering by dislocations. The crit
film thickness at which a network of dislocations forms, c
culated using the method of Ref. 12, comes to 12 nm. Th
we may assume that in films of PbTe and PbS with thi
nesses 1<d1,2<2 mm the carrier mobility arises from sca
tering by misfit dislocations. For thicknesses less than 1mm
scattering by the surface and by growth defects will begin
affect the mobility of our samples, because there is no bu
layer.

Figure 2 ~curve 1! shows the experimental dependen
of the effective mobility forp-PbTe/n-PbS heterostructure
on the total layer thicknessd (d15d2). In general,
multilayer heterostructures can be treated as samples
layer-like nonuniformities including changes in the carr
concentrationn(z) and mobility m(z), and accordingly in
the conductivitys(z), wherez is the direction perpendicula
to the plane of the layers. In particular, for two-layer stru
tures the expression for the effective mobility of a char
carrier (m2B2!1) has the form9

meff5m1~11b!211m2~11b21!21, ~3!

whereb5s2d2 /s1d1 . Curve2, shown by a dotted curve in
Fig. 2, was obtained by substituting Eqs.~1! and ~2! in Eq.
~3!. It is clear that values of the carrier mobility compute
according to Eq.~3! are always larger than the experimen
curves. We can thus assume that additional mechanism
scattering of charge carriers are important for the layer thi
nesses under discussion, which are not associated with
tering within the layers.

The experimental points plotted in Fig. 3~curve 1! re-
veal that the effective carrier mobility in PbTe/PbS structu

FIG. 2. Effective mobility of PbTe/PbS heterostructures versus thickn
(d15d2): 1— experiment,2— calculations in which the heterostructure
are represented as structures with layered nonuniformities@Eq. ~3!#.
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depends on the ratio of the thicknesses of the compo
heterostructure layers (d1 /d2) even when their total width is
held constant,d51.6 mm. The observed minimum is ex
plained by considering the rate at which the mobility of t
PbTe layer decreases with decreasing ratiod1 /d2 compared
to its rate of increase in the PbS layer. In this figure, curv2
shows the functionmeff5 f (d1 /d2) calculated using Eq.~3!.
It is clear that, just as in the previous case, the experime
values of the effective mobility are smaller than the co
puted values. This result points to the appearance of a
tional mechanisms for the scattering of charge carriers in
case as well, whose nature must be clarified.

We investigated scattering in heterostructures in
same way as we did in binary films, i.e., by analyzing t
temperature dependences of the effective carrier mobilit
heterostructures of various thicknesses and configurat
~i.e., d1 /d2). The values of the coefficientp are listed in
Table I. From this table it is clear thatp is a stronger function
of the total heterostructure thicknessd than it is for indi-
vidual PbTe and PbS films. Furthermore, the coefficientp is
also found to depend on the ratio of layer thickness
d1 /d2 .

Basically, the presence of a boundary can give rise
two factors that contribute to the kinetic coefficients. First
all, a solid solution can arise at the boundary as a resu
interdiffusion, which introduces disorder. However, as
noted above, our choice of growth temperatures and the
of Ref. 1 suggest that the creation of the metasta
PbS12xTex phase is not very likely. Secondly, it is possib
for misfit dislocations to form by virtue of the mismatc
between the lattice constants of lead telluride and lead
fide. For these materials, the critical thickness for form
a network of dislocations determined experimentally
2–3 nm.1

When d15d2 it is also necessary to take into accou
scattering by the surface as a result of the decrease in
total thickness of the heterostructure. The carrier mobility
this case can be calculated by using the expression6,10

mS5
mV

11 l /d
, ~4!

FIG. 3. Effective mobility of PbTe / PbS structures (d5d11d251.6 mm!
versus the ratiod1 /d2 : 1— experiment,2— calculations in which the
heterostructures are represented as structures with layered nonunifor
@Eq. ~3!#, 3— calculations that include scattering by dislocations@Eq. ~7!#.
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wherel is the mean-free path,d is the thickness of the struc
ture, andmV is the mobility of a bulk film. Curve2, repre-
sented in Fig. 4 by the dashed curve, was obtained from
~4!. In this case the value ofl is assumed to be 50 nm, an
the bulk mobility is assumed to bemeff , which was calcu-
lated from Eq.~3! for d52 mm. It is evident from the figure
that agreement between experimental and calculated cu
is good up to values ofd50.5 mm. This fact, together with
the fact thatp51.2 for a heterostructure with a total thick
ness of 0.5mm, actually points to an increasing role fo
surface scattering with decreasing thickness of the PbTe/
samples as a whole.

Misfit dislocations can be treated as scatterers and
charged inclusions that modify the potential.9 The deforma-
tion potential associated with the lattice distortion arisi
from dislocations leads to a type of scattering.8 However,
further investigations show that we must also consider
effect of dislocations from the point of view of large-sca
potential fluctuations. In other words, the electrostatic fie
of dislocations are capable of decreasing the mobility to
larger extent than their deformation potentials.13,14

There are localized levels on the dislocation axis that
trap majority carriers and form inclusions of the oppos
type of conductivity. For this reason, dislocations in ann-
type crystal behave like negative line charges, and crea
positive space charge around them. An electron moving
ward a dislocation is repeled by it, which leads to scatteri
In order to calculate this scattering we can consider e
individual dislocation as a charged cylinder. The effecti
conductivity in this case is given by the expression15 seff

5sV(12d), wheresV is the bulk conductivity, andd is the
fraction of volume occupied by space-charge cylinders. T
quantityseff in an electronic semiconductor is determined
the effective concentrationneff and mobilitymeff of a charge
carrier. In moderately nonuniform semiconductorsneff.n̄,
wheren̄ is the concentration averaged over the bulk.9 There-
fore, the general form of the effective mobility is9,13

meff5mV~12d!. ~5!

The expression for the volume fraction occupied
space-charge cylinders in terms of their radiusR and surface
dislocation densityNs has the form15 d5pR2Ns . If we as-

ties

FIG. 4. Effective charge-carrier mobilities for PbTe/PbS structu
(d15d2): 1— experiment,2— calculations for surface scattering@Eq. ~4!#,
3— calculations for scattering by dislocations@Eq. ~7!#.
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sume that networks of misfit dislocations are formed in b
materials as a result of the growth of the PbTe/PbS het
structure, and that the density of dislocations remains c
stant during subsequent increases in the thicknesses of
layers, then it is necessary to find the dependenced5 f (d) in
explicit form in order to account for the thickness depe
dence of the volume fraction occupied by dislocations. T
ratio of the volume occupied by the cylinders to the to
volume is

d5
NpR2a

Sd
,

whereN is the number of cylinders,a is the characteristic
sample size,S is the sample area, andd is its thickness. This
expression can be rewritten as

d5Nl

pR2

d
,

where Nl is the line density of dislocations. Settin
Nl.ANs, we finally have

d>
pr 2

d
ANs. ~6!

Substituting Eq.~6! into Eq. ~5!, we obtain the dependenc
of the effective carrier mobility on sample thickness for sc
tering by dislocations

md5mVS 12
pR2

d
ANsD . ~7!

The mobility calculated from Eq.~7! is shown in Fig. 4 by
curve3 ~the dot-dashed curve!. In these calculations we as
sumed that ford50.01!1 we havemd→mV . In this case
the mobility reaches its bulk value only ford526 mm. For
the bulk mobilitymV , just as in the case of surface scatte
ing, we use the quantitymeff(d) calculated from Eq.~3!.
From the figure it is clear that Eq.~7! is in good agreemen
with the experimental data starting withd>0.7 mm.

Equation~7! was also used to calculatemd for the case
of fixed d51.6 mm and variable ratiod1 /d2 . Here the pa-
rameterd was chosen to be the true value of the thickness
the PbTe layer for the interval 0.5<d1 /d2<10, and the same
quantity for the PbS layer for the interval 0.1<d1 /d2<2. In
the range where these intervals overlapped we obtained
same value of the effective mobilitymd(d1 /d2) using either
d1 or d2 . The function constructed in this way is shown
Fig. 3 by curve3. The values ofmd neard1 /d250.1 and 10
are smaller than the experimental values. To explain
result, we argue that when the thickness of one of the lay
that make up the heterostructure is small, scattering by
h
o-
n-
oth

-
e
l

-

-

f

he

is
rs
e

surface, which in this case has been deliberately igno
becomes more effective. However, over a large range of
ues ofd1 /d2 we observe good agreement between the
perimental data and calculations. Even better agreeme
observed in the range 0.5<d1 /d2<2, which is the most
important for practical problems.

In summary, we have investigated the effective mobil
of charge carriers in binary films and in two- layer PbTe/P
heterostructures of various thicknesses and configuration
the temperature range 100–300 K. We have compared
experimental data with the results of calculations in wh
we represent the heterostructure samples as structures
layered nonuniformities. Good agreement between calc
tions and experiment is obtained when we assume that
total structure thicknessesd5d11d2<0.5 mm (d15d2)
scattering is due to the surface, while ford>0.7 mm a sub-
stantial role is played by scattering by dislocations. By co
sidering samples with various configurationsd1 /d2 (d51.6
mm!, we have shown that scattering of charge carriers by
heterojunction is due to the presence of misfit dislocatio
down to very small thicknesses of either of the PbTe or P
layers.
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Many-body effects and electron tunneling in metal-insulator- p -type semiconductor
structures

G. M. Min’kov, A. V. Germanenko, and O. É. Rut

Institute of Physics and Applied Mathematics, Urals State University, 620083 Ekaterinburg, Russia
~Submitted October 13, 1997; accepted for publication December 5, 1997!
Fiz. Tekh. Poluprovodn.32, 1069-1072~September 1998!

Investigation of the tunneling conductivitysd(V) of structures made on a highly doped, narrow-
gapp-type semiconductor HgCdTe reveals an abrupt increase in this quantity at voltages
corresponding to the start of tunneling into the conduction band. It is shown that the observed
functionssd(V) cannot be described in the framework of a model based on single-
particle tunneling. It is proposed that the abrupt increase insd(V) is attributable to tunneling
into exciton states. ©1998 American Institute of Physics.@S1063-7826~98!01109-0#
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It is well known that single-particle tunneling into ele
tronic states at the edges of allowed energy bands of
electrodes does not lead to sharp features in the volt
current characteristics at the corresponding bias voltag1

Thus, e.g., for a metal-insulator-p-type semiconductor tun
neling contact in which the semiconductor has a simple p
bolic conduction band, the dependence of the differen
conductivity sd[d j /dV on bias voltage (V) for eV.Eg

1EF has the form

sd~V!}~eV2Eg2EF!3/2,

whereEg is the width of the semiconductor band gap andEF

is the Fermi energy measured from the top of the vale
band. The functionsd(V) will have this form if it is assumed
that there is no surface band bending in the semiconduc
and that the tunneling transparency of the insulator does
depend on charge-carrier energy (E) or bias voltage in the
ranges ofE and V under discussion. In fact, these facto
may profoundly change the functional dependencesd(V),
but they cannot change the smoothness with which the s
of the conduction band are ‘‘switched on’’ in the process
tunneling.

The modification of tunneling by many-electron effec
changes the functionsd(V). Beginning with the paper by
Aronov and Altshuler,2 many authors have shown th
electron–electron interactions are one of the main reas
for the appearance of a ‘‘zero-voltage anomaly’’ in t
voltage-current characteristics of tunneling contacts. Ho
ever, the question of how the tunneling conductivity is
fected by electron–electron interactions that mediate the
neling of electrons into excitonic final states as well
conduction-band states of ap-type semiconductor has, to ou
knowledge, not been addressed, even though this phen
enon obviously should appear in tunneling experiments.

We investigated the dependence of the tunnel
conductivity on bias voltage and magnetic field
p- Hg12xCdxTe–Al oxide structures in which the HgCdT
solid solution compositions were in the range 0.17,x,0.2,
9571063-7826/98/32(9)/3/$15.00
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which corresponds toEg520– 80 meV and a concentratio
of uncompensated acceptorsNA2ND51.531018cm23. The
method used to prepare these tunneling contacts
described in Ref. 3.

Figure 1 shows the functionssd(V) for one of the
contacts. It is clear that there is a certain threshold va
Vthr'80 mV at which an abrupt increase insd is observed:
i.e., a change in bias of only 5–7 mV causessd to increases
by more than an order of magnitude. In a quantizing m
netic field B oscillations in the tunneling conductivity~Fig.
1! are observed for bias voltagesV.Vthr . These oscillations
are periodic with respect to inverse magnetic field 1/B at
constant bias, with a period that is the same for either ori
tation B'n or Bin ~wheren is normal to the plane of the
tunneling contact!. This fact, and also the fact that the pos
tions of peaks of the oscillations in a magnetic field do n
exhibit the angular dependence that is typical of the 2D st
implies that the observed oscillations are caused by tunne
into Landau levels derived from bulk semiconductor stat
Thus, the positions of the oscillation peaks in coordinateV
andB ~Fig. 2! indicate the positions of Landau levels of bu
states, and their extrapolation toB50 makes it possible to
directly determine the energy corresponding to the bottom
the conduction band. It is clear that within limits of measu
ment error the position of the step in the functionsd(V)
coincides with the extrapolated point, and hence correspo
to the bias at which tunneling to the bottom of the condu
tion band begins.

In order to analyze the experimental results we cal
lated the functionsd(V) for single-particle tunneling into a
semiconductor with a Kane dispersion relation. This is n
difficult to do using the standard expression for the tunnel
current

j }D( ~ v̂c!2,

whereD is the tunneling transparency of the barrier, (v̂c)2 is
© 1998 American Institute of Physics



th

d
th
d
to
an
ng

ion

e
D

ny
ed
f

for

ex-
e
e of

r
of
upt
e
es,

e

lin

al

958 Semiconductors 32 (9), September 1998 Min’kov et al.
the square of the velocity of semiconductor states at
semiconductor-insulator boundary, and the summation
taken over all the states of the semiconductor unoccupie
electrons. Thus, for this calculation we need to the know
dependence of (v̂c)2 on energy. This dependence is foun
for a model structure in which we assume that the insula
has a Kane energy spectrum with a large value of the b
gap.4 In this approximation the problem reduces to solvi
~numerically! a system of two differential equations5 for flat
bands and for various values of the surface potential.~In our
case, as follows from a solution of the Poisson equat
the shape of the potential is parabolic.! Figure 3 shows

FIG. 1. Dependence of the differential resistance on bias voltage for on
the structures under study in a magnetic fieldBin; B, T: 1 — 0, 2 — 0.3,
3 — 0.6, 4 — 2.5. The inset shows the energy diagram for the tunne
contact.

FIG. 2. Position of maxima in the tunneling conductivity(1) for Bin and
position of the center of the step forB'n (2) andBin (3).
e
is
by
e

r
d

,

calculated functionssd(V) for several values of the surfac
potential (ws) that are not large enough to localize a 2
state.

It is clear that there is no abrupt increase insd at biases
corresponding to the bottom of the conduction band for a
value of (ws). Furthermore, the experimentally observ
functionsd(V) cannot be explained within the framework o
single-particle tunneling into bulk semiconductor states
any changes of surface potentialDws brought on by changes
in bias that obey the natural limitationDws,V. Thus, as
shown in Fig. 4, agreement between the calculated and
perimental functionssd(V) requires that the change in th
surface potential be at least 1.5 times larger than the valu
the applied voltage.

We could assume that forV<Vthr the structures unde
study support a surface potential sufficient for localization
2D states with very small binding energy, and that the abr
increase insd for V5Vthr is caused by tunneling into thes
states.1 With increasing bias the surface potential decreas

of

g

FIG. 3. Dependences of the tunneling conductivity on bias voltageV: 1—
experiment,2–4— calculations for the following values of surface potenti
ws , meV: 2— 280, 3 — 0, 4 — 80.

FIG. 4. Plot of of the surface potentialws versus the bias-voltageV required
to obtain agreement between experimental and theoretical functionssd(V)
in the model of single-particle tunneling.
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and forV.Vthr the localized 2D states disappear, so that
these biases the tunneling takes place into bulk states.
follows from the absence of angular dependence of the
sition of oscillation peaks in the tunneling conductivit
However, in this case our calculations show that shifts in
conductivity step with increasing magnetic field at large
ases should be different forB'n and Bin. Even if we as-
sume that the binding energy of the 2D states is only 1
2 eV, atB54 T the difference in positions of the step fo
B'n andBin should come to 1.5–2 meV.~For larger bind-
ing energies this difference becomes still larger.! It is clear
from the experimental results~Fig. 2! that within limits of
measurement error~0.5 meV! the shifts in the step center ar
identical forB'n andBin. Thus, possible mechanisms th
could lead to the appearance of an abrupt step in the func
sd(V) for single-particle tunneling cannot explain th
experimental data.

In our view, the abrupt step in the functionsd(V) for
tunneling of electrons into ap-type semiconductor could be
consequence of electron–hole interactions. Actually, one
the reasons for the smooth change insd(V) at voltages cor-
responding to the bottom of the conduction band for sing
particle tunneling is equality of the density of final stat
when eV5Eg1EF . In contrast, when an electron tunne
into a p-type material, it can also end up in an ‘‘exciton
state, and the number of these states equals the concent
of free holes. Since the energy needed for tunneling into s
states is close toEg , this leads to an additional increase
sd(V) at eV5Eg1EF . Of course, in the structures und
study the concentration of holes is so large that the radiu
the excitonic state is greater than the screening length, so
excitons will not be stable and will decay after a timet,
which is determined by the screening time (t0) and the scat-
tering time (tSC):

t'~1/t011/tSC!21.

In this case the washing-outh/t is on the order of 10 meV
i.e., larger than the ionization energy of the exciton, which
these materials is on the order of 0.1 meV. As an estimate
assume

tSC'mhm/e,

wheremh andm are the effective mass and mobility of hea
holes, andt0'1/vp , wherevp is the plasma frequency. Th
value of the washing-outh/t'10 is close to the width of the
step observed experimentally.

It is perhaps more correct to consider the role of ma
r
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o-

e
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electron effects in tunneling into a strongly dopedp-type
semiconductor from another point of view. It is known th
electron–electron interactions during tunneling of an el
tron into ann-type semiconductor leads to suppression
tunneling at small biases~the zero-bias anomaly!. This takes
place because an electron after tunneling must ‘‘push ap
the surrounding charge carriers. At small biases its exc
energy (eV) is smaller than the energy required for this pr
cess, which also leads to suppression of tunneling at th
biases.6 In contrast, when an electron arrives in the condu
tion band of ap-type material after tunneling, it is attracte
by the remaining charge carriers, which can lead to an
crease in conductivity at energies corresponding to the
tom of the conduction band. Unfortunately, as far as
know, no papers have appeared in the literature that take
account the role of electron–electron interactions in the t
neling of electrons into ap-type semiconductor.

In principle, the experimental results can be qualitative
explained in another way. If electrons do not succeed in
combining with holes or leaving the region near the barr
after tunneling, the accumulation of charge in this region w
lead to a change in potential and consequently to a slo
increase in the conductivity foreV.Eg1EF . Further stud-
ies of the current–voltage characteristics are necessar
order to unambiguously clarify the mechanism that expla
this feature of tunneling into ap-type semiconductor.

The authors are grateful to V. A. Volkov for interest
this work and for useful discussions.
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1!Because of the strong spin-orbit coupling, the bottom of the band of
states is shifted away from the pointk50 ~Ref. 6!, which should lead to an
additional singularity~a maximum! in the density of final states near th
bottom of the band and, consequently, to an abrupt singularity insd at the
corresponding bias.
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Current transport in porous p-Si and Pd-porous Si structures
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~Submitted February 9, 1998; accepted for publication February 10, 1998!
Fiz. Tekh. Poluprovodn.32, 1073–1075~September 1998!

Mechanisms are investigated for current transport in porousp-Si and Pd–p-por-Si structures in
the temperature range 78–300 K. It is shown that at 78 K drift transport is decisive, with
the participation of deep traps with a concentrationNt'1.331013 cm23. At higher temperatures
the diffusion mechanism takes over, withI;exp(2qV/nkT) andn510– 20. Relaxation
processes for the reverse current and photocurrent~ascending branch! have a delayed character
~up to t.100 s) and are determined by the effect of traps at a depthEt50.80 eV. The
temperature behavior of the photocurrent~without a bias! is connected with recombination at a
level Er50.12 eV, and its value essentially depends on the contribution of the basal
region of the diode structure. ©1998 American Institute of Physics.@S1063-7826~98!01209-5#
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In many publications in which porous silicon (por-Si)
is investigated, most of the attention is focused on photo-
electroluminescence in the layers, and to a lesser degre
diode structures. Thus, the mechanism of current trans
has not received much attention. For this reason, it is wo
mentioning the few papers that either are completely devo
to this problem1 or partially touch on it.2 In our paper3 we
also discuss current transport in diode structures with a
orderedp0 layer.

In this article we report some new results of our stud
of the electrical and photoelectric properties of porousp-type
Si and Pd–p-por-Si diode structures, and consider spec
features of the current transport mechanism.

1. CURRENT-VOLTAGE CHARACTERISTICS AND CURRENT
TRANSPORT MECHANISM

We used standard methods for obtaining layers of por
silicon using a solution of HF in a mixture of C2H5OH and
crystals ofp-Si with r51 – 10V•cm. The time for electro-
chemical etching was varied in the range 10–50 minutes,
the current density in the range 20– 300 mA/cm2. In order to
make Pd–p-por-Si diode structures we used samples with
thick layer (w550 mm) of porous silicon. The palladium
was evaporated onto porous silicon in the form of circu
contacts with areaS53.1431022 cm2 at a pressure o
1025 Torr. The thickness of these contacts was 400 Å
order of magnitude. Ohmic contacts were made by evapo
ing a thin layer of Al on the back side of the substrate.

Figure 1 shows the forward branches of the curre
voltage characteristics~positive potential onp-por-Si! mea-
sured at temperatures 78, 100, and 300 K. Their charact
tic features are as follows. AtT5100 and 300 K the current
voltage characteristics could be described by the expres

I 5I 0 exp
qV

nkT
, ~1!

where at T5100 K n520 and at T5300 K n510. At
T578 K and at relatively small injection levels it is foun
9601063-7826/98/32(9)/3/$15.00
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that I;V2; with a further increase in voltage the curre
increases abruptly, and then once more follows a depend
close toV2. Thus, in contrast to Ref. 1, we observed a te
perature dependence for the current with a change in fu
tional type I 5 f (V). At T578 K the shape of the current
voltage characteristic naturally forces us to postuate a cur
transport mechanism that is space-charge limited. At l
injection levels we can assume

I 5
10213V2m* «S

w3
, ~2!

whereS is the area of the structure,«53.3 is the dielectric
constant of porous silicon,1 and w is the thickness of the
porous silicon layer.

From Eq. ~2! we derive an effective mobility
m* 50.06 cm2/~V•s!, i.e., an order of magnitude lower tha
in Ref. 3. The steep growth in the current is connected w
occupation of trapped levels, while the subsequent nea
quadratic dependence corresponds to the trapless regio
the characteristics. Based on the critical voltageV1517 V
corresponding to this transition, we can estimate, accord
to Ref. 4, the density of trapping levels

Nt5
CV1

qwS
. ~3!

Here the capacitanceC520 pF andNt51.331013 cm23.
Increasing the temperature leads to an increase in the
centration of equilibrium holes in thep-por-Si base region,
and hence a decrease in the resistance of this region. O
other hand, if we accept a heterostructure version of thep-
por-Si boundary, we should expect a temperature-indu
decrease in the barrier at this boundary. The first effect le
to a redistribution of the applied voltage dropped across
contact regions as the latter increases, which increases
injection coefficient for holesI p /I . The second effect can
also produce this same result. Ultimately the diffusion co
ponent of the current will increase due to increases in
gradientsdp/dx, dn/dx. If the current transport determine
© 1998 American Institute of Physics
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by expression~2! is entirely due to the drift mechanism, the
increasing the temperature will lead to its gradual repla
ment by the diffusion mechanism.

In this case, according to Ref. 5, we should let

n5cosh
w

L
for w.L ~4!

in Eq. ~1!. HereL is the ambipolar diffusion length.
At room temperature the coefficient for hole injectio

I p /I through the Pd–por-Si heterojunction into the porou
silicon layer is large, and the injection coefficient for ele
trons is small,I n /I ,1. As we will show below, this implies
that trapping of minority carriers takes place, and the cap
cross section for electrons is quite different for the capt
cross section for holes:sn@sp . Consequently, atT5300 K
the current that flows in the structure is primarily due
holes. When the temperature is lowered to 100 K, the p
dominance of diffusive current transport is preserved, but
magnitude of the current becomes smaller for the same
ues of applied bias. This occurs because the number of a
trapping centers for electrons increases due to
temperature-induced shift in the Fermi level. This differen
is especially notable at higher biases when the recombina
rate is increased due to electron pumping. In this caseL in
Eq. ~4! decreases, causingn in ~1! to increase.

The importance of deep traps is revealed when we inv
tigate the relaxation of the reverse current and photocur
at reverse biases. Figure 2 shows typical curves for the
responding increase in current and photocurrent obta
from a step increase in the voltageDV. The steady-state
value of the current is reached after several tens of seco
for various samples, sometime reaching values of 80–9
The delay is associated with the inertia of the curre
injection process that changes the conductivity of a laye
p-Si. At the same time, a discontinuous change in volta
DV5V22V1 changes the current from a valu
I 1.s1V2 /w, which it reaches immediately after the jump
voltage~when the conductivity of the layer still has unmod

FIG. 1. Current-voltage characteristics of a Pd–p-por-Si structure;T, K:
1 — 300,2 — 100,3 — 78. The upper scale of the abscissa correspond
curves1 and2.
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lated values1), to a valueI 2.s(I )V2 /w with the modu-
lated value of the conductivitys5s(I ). The change in cur-
rent DI .(s2s0)DV/w takes place after a timeDt, whose
duration is determined by peculiarities in the transp
mechanism of dark~or illumination-induced! carriers in-
jected into the porousp-layer. The new valueI 2 is reached
after a time considerably longer than the time for establi
ing the voltage, i.e., a ‘‘delay’’ of the current takes place. F
a diffusive mechanism for current transport

Dt.
w2

2Dn
. ~5!

For mn* 5631022 cm2/~V•s) we haveDt.0.1 s. However,
this estimate disregards the presence of deep trapping le
The motion of electrons injected under reverse bias can
viewed as a continuous process of capture and releas
traps located at various depths in the band gap of Si
having different densities and capture cross section. We
unable to explain the increase in the reverse current and
tocurrent using a model with a uniform distribution of tra
in the band gap.6 We assume that the discontinuous chan
of voltage and, accordingly, the increase in the injection
electrons changes the space charge which in turn aff
c(t), the trap distribution function. If we assume that t
deepest traps have a time constantt1 , then7

c~ t !;expS 2
t

t1
D . ~6!

Thus, the growth curve of the reverse current or photocurr
should change according to the relation

I 5I 0F12expS 2
t

t1
D G . ~7!

Good agreement is observed between experimental and
culated dependences based on Eq.~7! when t1520 s ~Fig.
2!. This time corresponds to a deep trap level, whose de
can be estimated from the time for thermal liberation of el
trons

t5t0 exp
Et

kT
. ~8!

From Eq.~8! with t1520 s (t0'10213 s) we find that the
depth of the level isEt50.80 eV.

o

FIG. 2. Relaxation~growth! of the reverse currentI /I 0 ~curve 1! and the
photocurrent under reverse biasI ph ~curve2!.
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2. PHOTOCURRENT AND PHOTOVOLTAGE

Figure 3 shows the temperature dependence of the s
circuit photocurrent (V50) of the diode structures we stud
ied in the temperature range 110–300 K. The exponen
increase ofI ph with decreasing inverse temperature is
placed by a falloff which begins at room temperature. T
photocurrent is determined by the separation of nonequ
rium carriers in the Schottky barrier of the Pd–p-por-Si
structure. The change in photocurrent primarily reflects
corresponding change in lifetime of minority carriers~elec-
trons! with temperature. In fact, it is well known that th
total photocurrent of the structure is determined by two co
ponents

I ph5I d1I b , ~9!

whereI d is the contribution from the space-charge region

I d;@12exp~2aw1!#, ~10!

andI b is the contribution from the base region, i.e., the lay
of porousp-Si

I b;
aLn

~aLn11!
exp~2aw1!. ~11!

In these relations,a is the absorption coefficient andw1

is the thickness of the space-charge layer. Because of
small absorption coefficienta ~the photocarriers are gene
ated by monochromatic light withl51.1 mm) and the small
thicknessw1 , the primary contribution to the photocurre
comes from the base region, i.e., the componentI b from Eq.
~11!:

I ph;Ln;S mn* kT

q D 1/2

expS 2
Er

2kTD . ~12!

FIG. 3. Temperature dependence of the photocurrent of a diode stru
without a bias.
rt-

al
-
e
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From the slope of the temperature dependence line,
find for the photocurrent thatEr50.12 eV. We assume tha
the lifetime of the photocarriers is determined by this reco
bination level. The effect of a magnetic field on the pho
voltage, shown in Fig. 4, is characteristic. In a magnetic fi
perpendicular to the diffusion current, the photovoltage
creases with increasing field, reaches a maximum
H512 kOe, and then begins to decrease. We should exp
however, a falloff in I ph in the entire range of magneti
fields, although not a very sharp one because of the sm
effective mobility of the electrons:

Dn~H !5
Dn~0!

A11S mn* H

c D 2
.

The observed experimental increase in photovoltage
probably due entirely to the increase in differential resista
of the Pd–̂porous silicon& barrier. Only at high fields does
the falloff in short-circuit currentI ph begin to dominate,
which predetermines the presence of a maximum and a
off in the photovoltage.

1C. Peng, K. D. Hirschman, and P. M. Fauchet, J. Appl. Phys.80, 295
~1996!.

2F. Namavar, H. P. Maruska, and N. M. Kalkhoran, Appl. Phys. Lett.60,
2514 ~1992!.

3S. V. Slobodchikov, Kh. M. Salikhov, E. V. Russu, M. M. Meredov, an
A. I. Yazlyeva, Fiz. Tekh. Poluprovodn.31, 15 ~1997! @Semiconductors
31, 111 ~1997!#.

4A. Rose, Phys. Rev.97, 1538~1955!.
5É. I. Adirovich, P. M. Karageorgi�-Alkalaev, and A. Yu. Le�derman, in
Double-Injection Currents in Semiconductors~Nauka, Moscow, 1978!,
p. 73, 118–122.

6R. H. Bube, J. Appl. Phys.34, 3309~1963!.
7J. Wang, J. Appl. Phys.75, 332 ~1984!.
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FIG. 4. Change in the photovoltageDVph in a magnetic fieldH for a sample
with a Pd–p-por-Si diode structure.
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Determining surface recombination rates in epitaxial layers of n -CdxHg12xTe from
measurements of the planar magnetoresistance and relaxation times for nonequilibrium
charge carriers

P. A. Borodovski , A. F. Buldygin, and V. S. Varavin

Institute of Semiconductor Physics, Russian Academy of Sciences (Siberian Department), 630090
Novosibirsk, Russia
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The dependence of the planar magnetoresistance on magnetic field has been measured for
epitaxial layers ofn-CdxHg12x (x50.211, 0.22! at 300 and 77 K. The 77 K measurements were
made in electric fields below and above the threshold field for avalanche impact ionization.
The measurement results for the planar magnetoresistance and relaxation time of nonequilibrium
charge carriers are used to determine surface recombination rates. ©1998 American
Institute of Physics.@S1063-7826~98!01309-X#
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In past studies ofp-CdxHg12xTe/CdTe epitaxial-layer
structures, measurements of the photomagnetic effect,
toconductvity, and Hall parameters~see, for example, Ref. 1!
have been used to determine the surface recombination
at the boundary between the epitaxial layer and the subs
or at the free surface of the epitaxial layer. In this report,
propose to use measurements of the planar magnetor
tance and relaxation time of nonequilibrium carriers to de
mine the rate of recombination at the boundary between
epitaxial layer and the substrate~or buffer layer!, and at the
free surface.

The theory of planar magnetoresistance of nonequi
rium charge carriers was discussed in Ref. 2 by G. E. Pik
In Ref. 3, Lile investigated thin films of indium antinomid
in strong electric fields, and used measurements of the pl
magnetoresistance to infer the ratio of the surface recom
nation rates at the boundaries. The change in resistance
epitaxial layer in a magnetic fieldB applied perpendicular to
an electric fieldE in the plane of the layer~as in the case o
the photomagnetic effect! for weak magnetic fields
(mB!1) is determined by the expression2,3

R~B!2R~0!

R~0!
5

DR~B!

R~0!
52A1EB1A2B2. ~1!

At sufficiently strong electric fields the linear term in Eq.~1!
can be comparable in magnitude to the quadratic term,
consequentlyDR(B)ÞDR(2B); i.e., a change in the direc
tion of the magnetic field produced an asymmetry wh
indicates that the recombination rates at the epitaxial la
substrate boundary and at the free surface are different.

The term that is linear in magnetic field can be isola
in the usual way:

DR~2B!

R~0!
2

DR~B!

R~0!
52A1EB. ~2!

The theoretical expression for the coefficientA1 when mm

@mp can be written in the form3
9631063-7826/98/32(9)/3/$15.00
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A1EB.
1

2
~mnB!

p

n1p

U

~kT/q!

d

l S LD

d D 2

a3 , ~3!

wheremn is the Hall mobility of the electrons,n and p are
concentrations of electrons and holes,U is the voltage,l is
the distance between the ohmic contacts of the sample,d is
the thickness of the epitaxial layer,LD is the ambipolar dif-
fusion length, andT is the temperature. The dimensionle
parametera3 is given by a rather cumbersome expressio
but it can be shown3 that for

d!LD a3→
d2

LD
2 FS22S1

S21S1
G , ~4!

d@LD a3→2FS22S1

S21S1
G , ~5!

FIG. 1. Changes in the planar magnetoresistance in a magnetic fieldT
5300 K for samples 1~curve1! and 2~curve2!. The sample parameters ar
listed in Table I.
© 1998 American Institute of Physics
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TABLE I. Basic sample parameters.

Sample
No. x d, mm l, mm

T5300 K

mn , cm2/~V•s! mp , cm2/~V•s) tV , 1028 s t1 , 1028 s S1 , cm/s S2 , cm/s

1 0.22 7.5 2 7000 70 8 6.2 1500 2900
2 0.211 7.0 4 8000 80 4.2 3.5 2600 1000
3 0.211 6.0 3 7500 75 4.2 3 6300 2100
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where S1 and S2 are surface recombination rates at t
boundary between the epitaxial layer and a substrate~buffer
layer! and at the free surface, respectively.

From Eq.~3! it follows that EBA1→0 for an epitaxial
layer with ‘‘n’’-type conductivity at 77 K whenp/n→0,
whereas at room temperature (n'p) the linear termEBA1

Þ0 and the asymmetry in the functionDR(B) should be
observable as the magnetic field intensity varies. In a cer
range of magnetic fields we may also observe negative m
netoresistance@R(B),R(0)#.

Once we determine the linear termA1EB by measuring
the planar magnetoresistance for known sample param
we can determine the parametera3 , and consequently the
ratio of surface recombination velocitiesS1 /S2 .

We can determine absolute values ofS1 andS2 by mea-
suring the relaxation time of nonequilibrim charge carrie
t1 , which is related to the surface recombination by the st
dard relations4

1/t151/tV1Dpl1
2 ,

~6!

tanl1d5
~S11S2!Dpl1

Dp
2l1

22S1S2

,

wheretV is the bulk lifetime,Dp is the coefficient of minor-
ity carrier diffusion, andd is the epitaxial layer thickness.

For our experimental investigations we used tra
n-CdxHg12xTe/CdZnTe heterostructure samples grown
molecular beam epitaxy on semi-insulating GaAs substrat5

At room temperature we measured the magnetoresistan
constant current for voltagesU.1 V applied to the sample
A microwave technique involving pulsed illumination of th
sample by a semiconductor laser (l.0.92mm) was used to
measure the relaxation time of nonequilibrium charge ca
ers t1 .4,6 In order to induce the conditionp.n in samples
cooled to liquid nitrogen temperatures, nonequilibriu
charge carriers are generated in the bulk by applying volt
pulses (.15 ns) to the sample, which cause avalanche
pact ionization. The microwave method used to measuret1 ,
which is analogous to that described in Ref. 7, involves pl
ing the sample at the center of the transverse cross sectio
a waveguide with dimensions 2323 mm2.

Figure 1 shows the dependencesDR(B)/R(0) measured
at room temperature for two samples prepared from epita
structures with CdTe contentsxCdTe50.22 and 0.211. The
orientation of electric and magnetic fields shown in the in
implies that for positive directions of the magnetic field t
carriers are concentrated at the epitaxial layer—^buffer
layer& boundary, while for negative directions they are at t
free surface. For the first sample~curve1! we haveS1,S2
in
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and for the second we haveS1.S2 . The values ofS1 andS2

which we found, together with other parameters used in
calculations, are listed in Table I. It should be noted th
room temperature the thickness of the film is comparable
the diffusion length@d.1.3– 1.6LD# and in the calculations
we used the exact formulas from Ref. 3. The bulk lifetimetV

is determined from calculations described in Refs. 4 and
The measured magnetic field dependences for th

samples when they are cooled to liquid-nitrogen tempe
tures are shown in Fig. 2. In a weak electric field the fun
tions DR(B)/R(0) are symmetric~curves1 and 2!, as fol-
lows from theory. After impact ionization in a strong electr
field the curves exhibit substantial asymmetry and eve
rather small negative magnetoresistance for sample 1~curve
3!. In this case, a comparison of Figs. 1 and 2 reveals tha
T577 K we haveS1.S2 for the first sample, while for the
second sample~curve 4! we haveS1,S2 . Since at liquid-
nitrogen temperatures we expect thatd!LD , we can use the
simplified expression~4! to determine the value of the rati
S1 /S2 . The values ofS1 andS2 , together with other param
eters, are listed in Table II. In a strong electric field t
electron mobility decreases in proportion toR(0)/R(E),
where R(E) is determined from the starting value of th
current at the beginning of the pulse. The leading edge of

FIG. 2. Changes in the planar magnetoresistance in a magnetic
at T577 K for samples 1 and 2 in a weak electric field~curves1 and 2
respectively! and in a strong electric field during avalanche impact ioniz
tion: 3—sample 1 (U/ l 5575 V/cm, n/n052.8), 4—sample 2
(U/ l 5365 V/cm, n/n053.4).
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TABLE II. Sample parameters atT577 K.

Sample No. n0 , cm23 mn , cm2/~V•s) mp , cm2/~V•s)
U

l
, V/cm

mn(E)
mn(0)

n

n0
tV , 1026 s t1 , 1026 s S1 , cm/s S2 , cm/s

1 7.531014 43104 400 575 0.5 2.8 5 0.9 420 280
2 3.231014 1.163105 800 365 0.67 3.4 3 2 51 64
3 3.231014 7.43104 800 440 0.48 2.9 3 1.25 131 146
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voltage pulse is less than 1 ns in duration and avalan
impact ionization can be ignored. The resistance of
sample R(0) is measured in a weak dc electric fie
(U.1 V). The level of carrier generationn/n0 is determined
from the ratio of currents at the end and the beginning of
pulse. Values of the bulk lifetimetV are established from a
calculation as in Ref. 4, taking into account the concentra
of electrons obtained from Hall measurements.

Sample 3, the results for which are listed in Tables I a
II, was made from the same structure as sample 2. The
ference between them was that the layer with increased C
content at the surface of the epitaxial layer was removed
etching. In this case, as is clear from Tables I and II,
relaxation time for nonequilibrium charge carrierst1 and the
rate of surface recombinationS2 are greatly changed. Not
also that the measured values of the surface recombina
rate for T577 K is much lower than at room temperatur
Measurements of these quantities using the photomagn
effect in Ref. 1 for an epitaxial layer with ‘‘p’’-type conduc-
tivity show conversely that when the sample is cooled s
face recombination increases strongly.

As Pikus already pointed out in Ref. 2, even rather sm
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differences betweenS1 and S2 can be detected by studyin
changes in the resistance of the magnetic field for sufficie
thin samples, and this method can be used to estimate
effect of various processing methods of the surface of
epitaxial layer on the surface recombination rate.

We wish to thank Yu. G. Sidorov for providing the ep
itaxial structures for making these measurements.
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4P. A. Borodovski�, A. F. Buldygin, and V. G. Remesnik, Fiz. Tekh
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Physical model and results of numerical simulation of the degradation of a Si/SiO 2

structure as a result of annealing in vacuum
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A theoretical model is developed for the evolution ofPb-centers at a Si/SiO2 boundary during
annealing in vacuum. The model takes into account diffusion of atomic and molecular
hydrogen and the reactions between the hydrogen and these centers at the boundary. The reaction
constants are calculated in the diffusion approximation. The results of these calculations are
found to agree with experiment in the temperature range 480° – 800 °C and oxide thickness range
200–1024 Å for the~111! and ~100! facets of silicon. ©1998 American Institute of
Physics.@S1063-7826~98!01409-4#
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INTRODUCTION

The reaction of atomic hydrogen with defects at t
boundary of a Si/SiO2-structure is a matter of both scientifi
and technological interest. Contemporary silicon technolo
nearly always involves structures with a thermally grow
oxide. The quality and functional properties of these str
tures depend primarily on the quality of the Si/SiO2 inter-
face. As devices continue to be miniaturized, the role of
fects at this boundary increases. One method tha
commonly used to decrease the influence of defects on
processes of carrier transport and degradation of these
vices is to thermally process them in an atmosphere of
drogen. Hydrogen atoms penetrate into the silicon diox
and silicon, where they saturate the dangling bonds, the
decreasing the density of defect states in the gap gap~includ-
ing the density of surface states!. Recent experimental an
theoretical studies1,2 have shown that in strong fields ho
electrons can break off hydrogen atoms from the dang
bonds, thereby increasing the density of trapping centers.
this reason, there has been much interest recently in inv
gating the processes by which hydrogen interacts with
fects and especially with defects at the Si/SiO2 interface.3–7

In those studies, the processes in which hydrogen par
pates are analyzed, and a scheme of chemical reaction
tween the defects and hydrogen is proposed. However,
oretical or computational investigations of these proper
are yet to be carried out. In this paper we propose a sch
of chemical reactions and use them to derive a system
diffusion and rate equations which are solved numerica
The calculations are compared with the experimental dat
Ref. 7.

PHYSICAL MODEL

Let us consider a structure consisting of a silicon s
strate with a thermal oxide grown on it. The silicon substr
9661063-7826/98/32(9)/4/$15.00
y

-

-
is
he
e-

y-
e
by

g
or
ti-

e-

i-
be-
e-
s
e

of
.
of

-
e

will have two possible facet orientations:~111! and~100!. It
is known that the Si/SiO2 boundary contains so-calle
Pb-centers8–10 which are related to dangling bonds in th
silicon. For the~111! facet one state, referred to asPb , is
observed experimentally,8,9 while on the ~100! facet two
states are observed, labeledPb0 and Pb1.10 The number of
states for the corresponding facet can be related to the c
dination of an atom at the boundary and with the number
its dangling bonds. This analogy can be traced to quant
chemistry calculations.11 In these calculations, the saturatio
of dangling bonds of surface atoms by hydrogen leads t
decrease in the surface-state peak.12 The densities of
Pb-states were found to exhibit analogous regularities at
boundary in the experiments of, e.g., Refs. 7, 13, and 14

Experimental studies~see Ref. 2! have shown that hy-
drogen is transported in the oxide in the neutral state,
can participate in reactions involving emission and pass
tion of Pb-centers. We can then write the following schem
of reactions on the~100! facet:

Pb0H
k1

k2Pb01H, ~1!

Pb1H
k3

k4Pb11H, ~2!

and on the~111! facet:

PbH
k11

k12Pb1H. ~3!

Here we assume that there are two independentPb states
at the~100! boundary,Pb-Pb0 andPb1 . The quantitiesk1 ,
k2 , k3 , k4 , k11, andk12 are reaction constants for Eqs.~1!–
~3!. Furthermore, free atomic hydrogen can interact with
complexPbH at the ~111! boundary~a Pb-center saturated
by hydrogen! or with hydrogen atoms at thePb0- or
Pb1-centers of the~100! facet. In this case we can write th
following reaction for the~111! boundary:
© 1998 American Institute of Physics
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PbH1H⇒
k13

Pb1H2, ~4!

and the~100! facet:

Pb0H1H⇒
k5

Pb01H2, ~5!

Pb1H1H⇒
k6

Pb11H2. ~6!

The system of chemical equations~1!–~6! can be written
as a system of rate equations supplemented by the diffu
equation for the atomic and molecular hydrogen, as in R
2:

]CH

]t
5

]

]x S DH

]CH

]x D2k1CPb0
CH1k2CPb0H

2k3CHCPb1
1k4CPb1H2k5CPb0HCH

2k6CPb1HCH , ~7!

]CPb0H

]t
5k1CPb0

CH2k2CPb0H2k5CPb0HCH , ~8!

]CPb0

]t
52k1CPb0

CH1k2CPb0H1k5CPb0HCH , ~9!

]CPb1H

]t
5k3CPb1

CH2k4CPb1H2k6CPb1HCH , ~10!

]CPb1

]t
52k3CPb1

CH1k4CPb1H1k6CPb1HCH , ~11!

]CH2

]t
5

]

]x
S DH2

]CH2

]x
D 1k5CPb0HCH1k6CPb0HCH .

~12!

HereCH andCH2
are the concentrations of atomic and m

lecular hydrogen,CPb0
andCPb1

are the densities of states o
Pb0- andPb1-centers, andCPb0H andCPb1H are densities of
states of these centers passivated by hydrogen, respect
DH and DH2

are diffusion coefficients for atomic and mo
lecular hydrogen. For the diffusion equations we use the
lowing boundary conditions:

2DH

]CH

]x
~0,t !5ka1CH,amb2ka2CH~0,t !, ~13!

2DH2

]CH2

]x
~0,t !5ka3CH2 ,amb2ka4CH2

~0,t !, ~14!

whereka1 , ka3 and ka2 , ka4 are coefficients of adsorptio
and penetration of atomic and molecular hydrogen at
oxide surface, andCH,amb and CH2 ,amb are the concentra
tions of atomic and molecular hydrogen in the vacuu
chamber. Deep in the silicon we can either specify the c
centration of hydrogen or set the diffusion flux for atom
and molecular hydrogen equal to zero~a Neumann condi-
tion!. At the Si/SiO2 boundary we specify the condition o
matching for diffusion fluxes of the components. In the d
fusion equations~7! and ~12!, the coefficientsDH and DH2
on
f.

ly.

l-

e

-

were different for the oxide and silicon and are specified
Arrhenius functions of temperature. The parameters for v
ues of the pre-exponential factor and diffusion activation
ergy were taken from the literature.15 The values for adsorp
tion and penetration coefficients were taken from Ref. 2.
order to obtain the coefficientsk1 , k3 , k5 , k6 , k11, andk13

we used the diffusion approximation,2,16 according to which
they are calculated from the expression

ki~T!54pDH~T!r 0j i , ~15!

where r 0 is the interaction radius for hydrogen with
Pb-center, usually equal to 10 Å,j i is a fitting parameter, in
our case equal to 1 in all the calculations, andi takes on the
values 1, 3, 5, 6, 11, and 13 in accordance with the value
the reaction coefficients@Eqs. ~1!–~6!#. For reaction coeffi-
cientsk2 , k4 , andk2 we used expressions of the form

kj5 f j
213 exp~2dEa j /kBT!, ~16!

where j takes on values 2, 4, and 12, (f j
21) is a frequency

factor connected with vibration of the SiH bond, which
our case is of order (1012– 1013) s21, anddEa j is the energy
needed to activate the emission of the hydrogen atom fro
Pb-center on the~111! or ~100! facets. The values of the
parameters are listed in Table I.

METHOD OF CALCULATION

We used an implicit scheme to solve the system of eq
tions ~7!–~12! numerically. The time derivatives were ap
proximated by first-order differences, and the time step w
allowed to increase from 1029 s to 102 s with a growth rate
dtn/dtn2151.1. In order to approximate the spatial deriv
tives we used a conservative scheme with second-order
curacy on a nonuniform grid. Various numbers of nod
were used in the calculationsN510, 200, 300.Compari-
son of these calculations showed that the results for a
with a node number of 100 differed by less than 0.1% fro
results for grids with node numbers of 200 and 300. T
nonlinear system of difference equations was solved b
successive scalar tridiagonal inversion using solutions fr
the previous iteration. The program was written in Fortr
77. The calculations were done on an IBM PC with a Pe
tium processor and a clock frequency of 150 MHz. The ch
acteristic time for completing the computation with a gr
numberN5200 was 1 minute. The initial concentration o
free hydrogen was set equal to zero. The experiments of
7 imply that thePb-centers are initially saturated with hydro
gen up to values of 331012 cm22 for Pb

111, 331011 cm22

for Pb0
100, and 631011 cm22 for Pb1

100.

TABLE I.

Ea — activation (f a)21 — frequency
energy, eV factor, s21

Pb
111 7 2.78 231013

Pb0
100 2.86 231013

Pb1
100 2.91 231013

Pb
111 13 2.58 1.231012

Pb
111 14 2.41 131011
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RESULTS OF CALCULATIONS AND DISCUSSION

In order to compare the results of calculations with e
periment we tracked the evolution of the defect densityPb

numerically for three oxide thicknesses— 204, 254, a
1024 Å — over a wide temperature range (480– 800) °C
both surface orientations~111! and ~100! in the course of a
two hour vacuum anneal. These parameters correspon
annealings of structures in the experiments of Ref. 7.
calculating the reaction constantski in Eq. ~15! we used
valuesr 051027 cm andj i51, with values of the diffusion
coefficients taken from the literature.15 For calculating the
reaction constants Eq.~16!, the authors of Ref. 7 assume
values of the activation energydEa j and frequency factor
f j

21 , obtained by processing experimental curves. In this
per we used their data for the~111! and ~100! facets. We
compared the data of Ref. 7 with data presented in Refs
and 14.

Figure 1 shows the density ofPb-centers for various
thicknesses of a~111! oxide layer after a two-hour anneal i

FIG. 1. Temperature dependence of the density of states ofPb-centers on
the ~111! surfaces of Si/SiO2-structures with various oxide thicknesses a
nealed in vacuum. Solid curves—calculation; experiments of Ref.
circles—L05254 Å, diamonds—L05254 Å in an ROA atmosphere~see
Ref. 7!.
-

d
r

to
r

-

3

vacuum as a function of anneal temperature. Here we s
the experimental data of Ref. 7. Good agreement is obta
between calculations and experiment when the parame
used are those given in the experiments of Ref. 7. This re
indicates that the kinetics of releasing hydrogen fro
Pb-centers under these conditions is completely domina
by the binding energy of the hydrogen atom to a center
depends only slightly on the other parameters of the pr
lem, such as the diffusion coefficientDH , the adsorption
coefficients (ka1 ,ka3), and the penetration coefficient
(ka2 ,ka4) for hydrogen@Eq. ~14!#. In other words, character
istic diffusion times for the process are much less than
relaxation time for hydrogen atPb states for a two-hour an
neal. Further evidence for this is the coincidence of
curves shown in Fig. 1 for various oxide thicknesses~254
and 1024 Å!. In order to confirm the weak dependence of t
annealing results on the diffusion coefficient, we ran cal
lations over a wide range of values ofDH ~see Table II! and
for various anneal temperatures. In order to make comp
son easier, we list here the relative values of the density
states forPb0- and Pb1-centers on the~100! facet. Results
were normalized by the maximum value of the density of
corresponding statePb0 or Pb1 . As is clear from the table
the latter begins to affect the value of the relative density
statesPb only for large decreases in the diffusion coefficien

The results of varying the activation energy and fr
quency factor used in Refs. 7, 13, and 14 show that
density of states ofPb-centers is quite insensitive to the
values. We note that the energy variations were from 2.4
2.78 eV, while the frequency factor was varied from 1011 s21

to 231013 s21 ~see Table I!. This wide scatter in values o
these parameters attests to the need to pursue additiona
perimental data in order to choose them unambiguously.
value of the frequency factor;1013 s21 used in Ref. 7 is
close in magnitude to the characteristic frequency of vib
tions of the Si-H bond. Therefore, the parameters assume
Ref. 7 for the frequency factor and energy for emission o
hydrogen atom from aPb-center have more realistic physic
justification, in our opinion, than the values used in Refs.
and 14. The computed and experimental values for the d
sities of states ofPb0 and Pb1 on the ~100! facet also are
found to be in good agreement. Both in the calculation and
experiment the value of the normalized density of statesPb1

is always smaller in magnitude than the value of the den
of statesPb0 .

We also computed the density of states for the~100!
facet in a model of dependent statesPb0 and Pb1 . If we
assume that each atom of the~100! facet has two dangling

:

TABLE II.

diffusion
Temperature coefficients
T,°C DH (cm2/s) k1, cm3/s k3, cm3/s Pb0 Pb1

600 0.60831028 0.7646310214 0.7646310214 0.903 0.814
600 0.608310212 0.7646310218 0.7646310218 0.917 0.828
500 0.17331028 0.2178310214 0.2178310214 0.058 0.040
500 0.173310212 0.2178310218 0.2178310218 0.054 0.036
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bonds connected with statesPb0 and Pb1 , then the occupa-
tion of these states by hydrogen atoms takes place in seq
tial fashion, starting withPb1 and only then statePb0 . This
scheme of occupation of the statePb by hydrogen change
the form of the reaction scheme. Instead of reactions~5! and
~6! between hydrogen and centers occupied by hydro
(Pb0H)- and (Pb1H!, only reaction~5! is possible for hydro-
gen with a (Pb0H!-center. For the modified system of Eq
~7!–~12! we ran calculations that showed worse agreem
with experiment than those discussed above. Therefore
can assume that the statesPb0 and Pb1 are probably con-
nected with two different geometric configurations of t
defect for a silicon atom at the Si/SiO2 boundary.

In conclusion we note that this is the first paper to d
cuss a new model for describing the evolution ofPb-centers
during vacuum annealing. We have chosen parame
whose values lie within physically justifiable intervals. W
have achieved excellent agreement with experiment i
wide temperature range (500– 800) °C and thickness ra
This model can be easily generalized to calculations of
annealing of Si/SiO2-structures with various types of dope
substrates (p and n) and for describing annealing of ne
types of defects, which were observed, for example, in R
6 and 17.

This work was carried out with the support of a gra
from the Russian Fund for Fundamental Research
96- 01-00137.
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The effect of a nonmonotonic potential profile on edge magnetic states
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The dispersion law for electrons moving along a specularly reflecting boundary of a two-
dimensional electron gas in the presence of a near-boundary potential well and a weak magnetic
field is investigated theoretically. Numerical simulation is used to identify a number of
features of the density of edge magnetic states that can be observed by magnetotransport and
magnetooptics investigations. Ways to fabricate structures for studying these states are
discussed. It is demonstrated that perfect-crystal interterrace boundaries can be created for a two-
dimensional electron gas by introducing oblique slip planes into the heterostructure.
© 1998 American Institute of Physics.@S1063-7826~98!01509-9#
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I. INTRODUCTION

Edge magnetic states~EMS! have recently been succes
fully used in recent times to explain various experiments
quasi- two-dimensional~2D! electron gases in strong mag
netic fields, in particular the integer-valued quantum H
effect and Shubnikov-de Haas oscillations in semicondu
heterostructures.1 In fact, EMS are the only current carryin
states in the quantum-Hall-effect regime; therefore, they
responsible for all the phenomena of electron transpor
quantizing magnetic fields.

During the earlier stages of investigating EMS, the ed
of the region where an electron gas exists was treated sim
as a geometrical boundary. This was followed by inclus
of the smooth electrostatic barrier of the depletion layer, a
features of electronic screening in the quantum-Hall-eff
regime were discussed extensively in Refs. 2, 3, and 4. U
there have been no further discussions of more complex
tures or shapes of the potential near the boundary. This is
surprising, since at low temperatures and strong magn
fields the current-carrying quasi-1D quasiparticles
pressed tightly against the boundary and can avoid scatte
by fluctuation-induced obstacles in the potential arou
them. In the one-electron picture, regardless of the beha
of the potential near the boundary, the current in the fi
analysis is determined by the number of Landau levels be
the Fermi level far from the boundary, where the poten
and electron gas are assumed to be uniform, the simp
regime from a theoretical point of view.

The situation changes radically in weaker magne
fields, where scattering can no longer be ignored. In this c
we can find the current along the boundary by solving
kinetic Boltzmann equation, in which we should use the d
persion relation for carriers in edge magnetic states. T
9701063-7826/98/32(9)/5/$15.00
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dispersion relation, in turn, is determined by solving t
Schrödinger equation with a specific profile for the nea
boundary potential. The roadmap to solving this proble
~taking into account collisions and the combined action
magnetic, electric, and high-frequency fields on an electr!
as applied to EMS has not yet been fully identified. Ho
ever, a number of useful conclusions from the point of vie
of experiment can be derived directly from analyzing t
form of the dispersion relation, as we will show below b
numerically simulating the edge current states.

Here a relevant analogy with magnetic surface levels
three-dimensional crystals is worth mentioning. Magne
surface levels, which were first observed as peculiar re
nance peaks in the rf impedance of metals at very w
magnetic fields,5 were later identified from their contribu
tions to a number of static effects in semiconductors.6,7 As
was shown, these latter effects can significantly affect
character of the surface potential.8 Edge magnetic states in
two-dimensional electron gas have considerable advant
compared to the three-dimensional case with regard to
ther investigations~and possible applications! of these phe-
nomena.

Contemporary methods for growing GaAs/AlGaA
structures make it possible to obtain mean-free pathS fo
electron in the 2D gas greater than 10mm. Methods available
today for lithography allow us to create various shapes of
potential wells on scales smaller than the mean-free pat
an electron. For example, by using a system of gate e
trodes we can vary the depth and width of the potential w
for a 2D electron gas in the lateral direction. This crea
unique possibilities for controlling the dispersion relation
edge magnetic states by using a nonmonotonic profile for
edge potential. In other words, it is possible to ‘‘prepar
© 1998 American Institute of Physics
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971Semiconductors 32 (9), September 1998 Gorokhov et al.
edge magnetic states beforehand with prespecified prope
which should make themselves felt through static and hi
frequency transport effects.

In this study we have primarily carried out a theoretic
investigation of the dispersion relation of 2D electrons t
‘‘hop’’ along the boundary under the combined action of
weak magnetic field and a boundary electrostatic poten
~created, e.g., by a strip-shaped gate electrode!. We will also
discuss some promising applications for EMS engineerin

THEORY

In order to avoid unnecessary complications, we w
disregard spin and many-particle effects and concentrat
the orbital motion of a single electron. Let its motion b
bounded by the regiony.0 in the xy plane, so that the
boundary of interest to us becomes the curvey50. A uni-
form magnetic fieldH is directed along thez axis, and the
vector potential is written using the Landau gaugeA5
(2Hy,0,0). For this choice the Hamiltonian of an electr
has no explicit dependence onx. Therefore, we will look for
a wave function in the formC(x,y)5c(y)exp(ikxx), where
c(y) satisfies the one-dimensional Schro¨dinger equation

2
\2

2m

]2c

]y2
1FU~y!1

mvc
2

2
~y1kxl B

2 !2Gc5En~kx!c,

~1!

where vc5eH/mc is the cyclotron frequency, l B

5(c\/ueHu)1/2 is the magnetic length, andU(y) is the
boundary potential. The dispersion relation of interest to
i.e., the dependence ofEn on momentumpx5\kx in Eq. ~1!,
is determined by the dependence on the position of the
tex of the magnetic parabolay052kxl B

2 ~which corresponds
to the center of the classical electron orbit!.

The bulk Landau levels are degenerate with respec
the position of the center of the orbit; therefore,En does not
depend onkx in any way. However, this dependence do
appear wheny0 is comparable to the Larmor lengthl BAn.
This is because the range of motion of an electron is limi
to only a portion of the magnetic parabola, a consequenc
which is that the energy of a level with a givenn increases
with decreasingy0 . One result of this is the well-known
picture ofEn(kx) curves for the usual EMS: these curves a
equidistant and parallel to the abscissa fory0@ l BAn and
diverge like a fan asy0→2`.

The presence of a positive boundary potentialU(y).0
leaves this picture unmodified except for changing the rat
divergence of the curves fory0,0. However, the situation
changes qualitatively forU(y),0. In this case the energyEn

obviously must lie below its bulk value for certain values
y0 , so that the dispersion curves become nonmonoto
This phenomenon can be easily illustrated in the strong m
netic field limit, for which l B!w, wherew is the character-
istic width of the boundary potential. In this case leve
En(y0) follow the potential well adiabatically in the regio
y.0, so that this well is immediately transformed into t
shape of the dispersion curves.

A more general case where a nonmonotonic poten
profile affects the form of the dispersion curves was stud
ies
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in Ref. 8 in the framework of the quasiclassical approxim
tion. However, the most interesting situation~and probably
the situation closest to experimental realization!, when the
magnetic length is comparable to the characteristic width
the boundary potential well, i.e.,l B;w, has not been ana
lytically investigated. In this paper we obtain curvesEn(y0)
for this situation numerically. In this case, for concretene
we use the characteristic parameters of a GaAs/GaAlAs
erostructure with a very thick spacer. The boundary poten
is assumed to be created by a strip-like gate electrode.

A stipulation regarding the thickness of the spacer is
fundamental importance. The analogy with three- dime
sional magnetic surface levels, whose observation requ
perfect single-crystal surfaces,5–7 indicates the importance o
the specular reflection condition for electrons from t
boundary. Therefore, in the case of EMS of a 2D elect
gas a problem arises involving the fluctuation-induced pot
tial at the boundary of the depletion region. The characte
tic spatial scalel of these fluctuations corresponds to an a
erage distance of order 10 nm between charged impuritie
the d-doped GaAlAs layer. It is known, for example, th
scattering by this potential strongly decreases the mean-
path of electrons in quantum wires compared to a 2D g4

This scattering can be avoided by placement of strip-l
gates on structures with a very thick spacer. The boundar
the 2D gas will then be determined by a smooth rise in
tential over a characteristic distanceL of several hundred
nanometers. This size determines the distance between
region of electron accumulation near the turning point a
the region where the potential becomes strongly fluctuati
dominated. The conditionl !L allows us to assume that re
flection of electrons from the boundary is specular and
calculating their dispersion relation we may use a o
dimensional potential well.

NUMERICAL RESULTS AND DISCUSSION

In order to find the dispersion relationEn(y0) we nu-
merically solved Eq.~1! for a certain realistic form of the
boundary potential, using the ‘‘QUANTUM’’ program pack
age described in Ref. 9. The boundary potential wellU(y)
has the form illustrated in the inset in Fig. 1, with a wid
w5500 nm, which can be obtained by using contempor
lithographic methods.

Figure 1a shows the computed dispersion curves
EMS when the magnetic field intensityH50.3 T, i.e., for the
case where the cyclotron radiusr c and effective width of the
potentialw are the same order of magnitude (r c.w). It is
clear that the character of the spectrum differs significan
from the picture discussed above. In particular, additio
horizontal segments appear on theEn(y0) curves, and the
energy spacingDE between segments of neighboring leve
considerably exceeds the value of the bulk quantum\vc .
Near the Fermi level~2 to 4 meV for a typical GaAs/AlGaAs
heterostructure! this distance turns out to beDE51.4\vc .

As is well known,8 such horizontal segments in the di
persion law give rise to additional singularities in the ele
tron density of statesn;(]En /]px)

21, which can lead to
the appearance of additional peaks in the static conducti
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972 Semiconductors 32 (9), September 1998 Gorokhov et al.
when one of the horizontal segments passes through
Fermi level as the magnetic field varies. These new osc
tions should appear against a background of the u
Shubnikov-de Haas oscillations; however, they will also e
ist in the high-temperature region~or at lower magnetic
fields!, where the latter are already washed out~this is an
immediate result of the fact thatDE is larger than the cyclo-
tron quantum!.

For weak magnetic fields (r c@w) the situation differs
greatly from the previous one. This case is illustrated in F
1b. It is clear that in this case all the additional features of
density of states turn out to lie considerably below the
ergy region of interest near the Fermi level. In this region
interest theE2y0 plane is clearly divided into two parts—
region of large interlevel spacings (DE@\vc) and a region

FIG. 1. Dispersion relationEn(y0) of quasi-one-dimensional electrons in
weak magnetic fieldB as a function of the position of the center of th
magnetic parabola (y0) in the presence of an electrostatic potential well ne
the edge of the two-dimensional electron gas in a GaAs/AlGaAs struc
with B, kG: a — 3, b —0.2. The quantum numbern increases by steps o
unity starting from the lowest curve (n50) to the uppermost, which corre
sponds to the following values ofn: a — 18, b — 38. The white arrow in
Fig. b represents the transition to a quasi-continuum spectrum. With inc
ing y0 , the curves asymptotically approach Landau levelsEn5hvc(n
11/2). In the calculations the gate-controlled electrostatic potentialU(y)
and effective potentialU(y,y0) are represented by piecewise-constant fu
tions, as shown in the inset in Fig. a for one value ofy0 .
he
-
al
-

.
e
-
f

of small interlevel spacings (DE.\vc), in which the be-
havior of the dispersion curves is qualitatively different.
the second of these regions the dispersion curves are v
ally indistinguishable from bulk Landau levels, while in
considerable portion of the first region they have nearly
same slope. The latter fact is connected with the smo
increase of the boundary potential shown in Fig. 1a, wh
leads to a strong singularity in thereduceddensity of states
ñ;@](En2En21)/]px#

21. Therefore, this type of EMS
should be easy to see in high-frequency experiments,
example in reflection spectra~of the type discussed in Ref
10 or absorption due to interlevel transitions near the Fe
level ~note that in contrast to the classical experiments,5 the
character of these transitions is controlled by the strip-l
electrode!.

In the range of system parameters under discussion,
predicted effects should be small, depending on whether
ratio of l B to the width of the region occupied by the 2
electron gas is small or not. They nevertheless can be
served and studied experimentally because of their str
dependence on the boundary potential mentioned ab
which suggests that modulation methods can be used
cessfully.

3. PROMISING WAYS TO ENGINEER EDGE MAGNETIC
STATES

The specific example of EMS with a nonmonotonic d
persion relation discussed here involves structures wit
wide spacer and a strip-like gate on the surface loca
roughly 500 nm from the edge of the 2D electron gas. Ho
ever, analogous EMS can be studied without using strip-
metallic gates or thick spacers. In principle, it is enough
cut the 2D electron gas into two half-planes and apply
potential difference to them. In this case, a one-dimensio
potential well will appear on one side of the cut whose p
rameters can be controlled by varying the potential on
other side. For example, in order to cut the 2D gas, we
etch out a line trench in the structure and thereby bring
depletion region close to the plane of the 2D gas along
corresponding line. However, in this case electrons in
edge potential well will be subjected to strong scattering
weak magnetic fields by the fluctuation-induced potential

Another approach is to etch through the plane where
2D electron gas is located, with subsequent regrowth of b
rier material in the resulting line trench. In this case we s
ceed in avoiding the creation of a region of strong deplet
~i.e., the appearance of a fluctuation-induced potential!; how-
ever, the lateral boundaries of the 2D electron gas will
irregular, reflecting the complicated spatial profile of t
edges of the trench.

The question of how strongly the expected roughn
can affect the study of EMS in weak magnetic fields rema
open. Therefore, in this paper we propose a new and orig
method for introducing perfect-crystal lateral barriers in
the plane of the 2D electron gas. What we propose is to
slip planes that arise during plastic deformation of a sam
The principal features of such a slip plane are the followin
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FIG. 2. X-ray topogram of a Ge sample coated with a glassy film of SiO2 , in which the development of mechanical stresses during annealing cause
generation of dislocations and their glide in crystal planes inclined to the surface. The horizontal line at the top is a step at the surface of~111! Ge. Numbers
1–4 denote heights in monolayers of the corresponding segments of the step and enumerate dislocation loops in the bulk of the Ge generated by a
source in one~111! slip plane.
e
la

re

ion
n
u

s
dg
le

s-

th
te
s-

e
th
di
e
il
n

w

the
ne.
lo-
by
her
ined

-
ro-
at it
ro-
ds
t is
ing
of
ith
the

l

des
the
face.
an-
e

dth
o
an
ral
1! the slip is caused by the creation~or exit at the sur-
face! of a series of dislocations by a so-called Frank-Re
source, whose glide motion is restricted to some particu
atomic plane of the family$111%;

2! the magnitude of the slip~or height of the step! can be
varied over an extremely wide range, and exactly cor
sponds to the number of gliding~or exiting at the surface!
dislocations;

3! in regions free of dislocations there is no destruct
of the crystal structure of the sample along the glide pla
~i.e., after the slip the atomic half-planes once more join
with new half-planes without causing damage at the point
rupture!. Thus this method can create an ideally smooth e
for the 2D gas, which is important for avoiding undesirab
fluctuations in the boundary while studying EMS.

These features of slip planes were previously studied
detail usingx-ray topograms and electron diffraction micro
copy on single crystals of Ge~see Ref. 11!. An example from
this paper is reproduced in Fig. 2. In the upper part of
x-ray topogram a straight line is clearly visible—a sharp s
on the~111! surface of the film. The step is formed by di
locations1, 2, 3, and4 lying in a single atomic plane which
is oblique to the sample plane~parallel to the plane of the
photograph! so that we can observe the upper and low
segments of the dislocation loops in projections onto
crystal surface. It is clear that the upper segments of all
location loops generated by a single Frank-Reed source
the surface of the sample with the formation of steps, wh
the height of a step increases by one interatomic dista
~0.35 nm! with the creation of each new dislocation~the
numbers 1, 2, 3, and 4 denote segments of the step,
d
r
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e
p
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e
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r
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heights in accordance with the number of monolayers!. The
layer segments of the dislocations pass into the depth of
crystal, located one on top of another in a single slip pla
In the lower part of the photograph we see two other dis
cations, similar to the first slip bands, which are formed
the creation of single dislocation loops generated by ot
Frank-Reed sources, and the same type of planes incl
54° to the sample surface.

We made a preliminary study of the possibility of intro
ducing analogous slip planes into a GaAs/AlGaAs hete
structure with a 2D electron gas. Figures 2 and 3 show th
is possible to introduce perfect-crystal oblique slip in hete
structures for terracing of buried quantum wells. Slip ban
can be created in a sample with a heterostructure tha
clamped in a quartz cell by thermal expansion. The result
slip does not interfere with photolithographic contouring
the sample surface, nor with the coating of the surface w
gold contact areas. The corresponding abrupt steps at
surface of the structure~with heights of more than severa
tens of interatomic distances! are clearly visible in a Nomar-
ski microscope in the form of long straight lines~Fig. 3!.
Segments of the bulk of the heterostructure on different si
of the slip plane are shifted relative to one another by
same number of interatomic distances as the sample sur
In this case a part of a GaAs half-plane of the buried qu
tum well matches up with the AlGaAs half-planes of th
barrier. When the magnitude of this shift exceeds the wi
of the quantum well, the 2D electron gas is cut into tw
independent half-planes, each of which is bounded by
atomically sharp and structurally perfect rectangular late
f a
at-
p is
the
ted
FIG. 3. An optical microphotograph of a segment of the surface o
GaAs/AlGaAs structure obtained by using a diffraction-contrast
tachment to a Nomarski microscope. The horizontal line at the to
a step formed by slip bands in 111 planes. The vertical region at
center is a photolithographic relief with a mild slope that is genera
before the creation of the slip band.
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barrier~Fig. 4!. Confirmation of the latter assertion should
the subject an individual study.

In using such structures for the modulation of EMS d
scribed above, the boundary potential well at the edge of
half-plane of the electron gas can be created not only b
strip gate at a distant surface of the structure, but also b
external electric field~a voltage applied to neighboring te
races!. In fact, lateral potential wells and barriers in the br
ken half-planes arise even at zero voltage, because a
junction the half-plane of thed-doped donor layer in the
AlGaAs turns out to be closer to the edge of the ‘‘half-laye
of a quantum well which lies on the other side of the s
plane. A solid upper metallic gate electrode~lower semicon-
ducting electrode! can be used for additional control of th
2D electron gas concentration.

FIG. 4. Schematic diagram for terracing a buried quantum well. The d
represent the~111! slip plane.
-
e
a

an

the

CONCLUSIONS

In this paper we have proposed and theoretically inv
tigated a new type of edge magnetic state. These states
sess an unusual dispersion relation which can be contro
by using an edge potential. The predicted features of th
gates should lead to their experimental manifestation in
static kinetic characteristics, and also in the spectra of hi
frequency and infrared absorption in weak magnetic fiel
Further development of the method of modifying the EM
with the help of gate electrodes and terracing of buried qu
tum wells opens up the possibility of intentional creation
quasiparticles with predetermined and variable properties
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Formation and passivation of defects in heterostructures with strained GaAs/InGaAs
quantum wells as a result of treatment in a hydrogen plasma

I. A. Karpovich, A. V. Anshon, and D. O. Filatov

N. I. Lobachevski� State University at Nizhni� Novgorod, 603600 Nizhni� Novgorod, Russia
~Submitted November 17, 1997; accepted for publication Jauuary 19, 1998!
Fiz. Tekh. Poluprovodn.32, 1089–1093~September 1998!

The effect of processing heterostructures with GaAs/InGaAs quantum wells in the hydrogen
plasma of an rf glow discharge on the photoluminescence spectrum and capacitive photovoltage of
these structures is investigated. It is shown that strained quantum-well heterolayers hinder
the diffusion of hydrogen and defects into the bulk, which causes the spatial distributions of
recombination-active and passivated hydrogenic defect-like complexes in heterostructures,
and the processes that create them, to differ appreciably from the same processes in uniform layers.
© 1998 American Institute of Physics.@S1063-7826~98!01609-3#
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The phenomenon of passivation of electrical and pho
active defects and impurities by atomic hydrogen, which
been studied comparatively well for uniform semiconduct
~Si, GaAs, InP, etc.!,1–3 is not as well understood in nonun
form structures, especially in heterostructures with quan
wells. The action of hydrogen in these structures has its o
peculiarities, associated with the effect of the heterojunct
and elastic strain field on the processes of migration
formation of hydrogen-defect complexes, which usually le
to hydrogenated structures.

Hydrogenation of AlGaAs/GaAs heterostructures w
weakly strained quantum wells leads to increased photolu
nescence~PL! intensity in the quantum wells,4,5 which is
explained by passivation of nonradiative recombination c
ters at the heterojunction boundary by hydrogen. Howe
in GaAs/InGaAs heterostructures with strained quant
wells the passivation is much less pronounced, and e
quenching of the PL in the quantum wells has be
observed4,6 with the appearance of a band of impurity PL4

The reasons why hydrogen affects these heterojunction q
tum wells differently is not yet entirely clear. One reas
may be related to the ability of strained heterolayers to in
fere with defect and impurity diffusion.7 In this case, we
could encounter either a barrier or a quantum well in
material, depending on the sign of the strain created by
fects and impurities in the quantum-well material.

In order to elucidate the role of this phenomenon in
process of migration and formation of hydrogen-defect co
plexes in heterostructure quantum wells, we have mad
comparative study of the effect of hydrogenation on the
spectrum and capacitive photovoltage of GaAs/InGaAs h
erostructure quantum wells and uniform GaAs layers. T
samples were hydrogenated by treating them in the hydro
plasma of an rf glow discharge.

1. EXPERIMENTAL PROCEDURE

GaAs/InGaAs heterostructures and layers of GaAs w
obtained by gas-phase epitaxy from metallorganic co
pounds at atmospheric pressure on a semi-insulating~001!
9751063-7826/98/32(9)/5/$15.00
-
s
s

m
n
n
d
d

i-

-
r,

en
n

n-

r-

e
e-

e
-
a

L
t-
e
en

re
-

GaAs substrate. Most of our experiments were carried ou
heterostructure quantum wells with three In0.27Ga0.73As
quantum wells built into the skin layer, whose widths of 1
4.8, and 1.9 nm decreased with distance from the surf
The thickness of the coating barrier layer of GaAs w
11 nm, the barrier layers near the wells were 34 nm, and
whole structure was 1mm thick. The thickness of a contro
layer of GaAs, which was subjected to hydrogenation at
same time as the heterostructure quantum well, was 2.5mm.
The heterostructure quantum wells and the layer, which w
intentionally undoped, had electron concentrations ofn0'1
31016 cm23 and electron mobilities of 4.53103 cm2/~V•s!.

An rf glow discharge was excited in a quartz tube fille
with hydrogen with external ring electrodes held at a hyd
gen pressure of 0.1 mm Torr with an rf voltage at 5 MH
Samples were simultaneously placed in the dark discha
space that appears near the electrodes and in the glow
charge space in the central portion of the interelectrode g
In the first case they are subjected to bombardment by
tons with a maximum energy as large as several keV.
treatment in the glow discharge space, where the poten
drop is negligible, this phenomenon can be disregarded.

Our methods of investigating the PL and capacitive ph
tovoltage spectra were described in Refs. 8 and 9. The
spectra were measured at 77 K, while the capacitive ph
voltage spectra were measured at 300 K.

2. EXPERIMENTAL RESULTS AND DISCUSSION

2.1. Effect of hydrogenation on the photoluminescence
spectra

Three quantum-well PL peaks and the peak correspo
ing to edge PL of the GaAs are visible in the PL spectrum
the heterojunction quantum wells~Fig. 1, curve1!; the pho-
ton energy of the edge PL ishnm'1.5 eV. The marked de
crease in the peak heightsI PL(hnm) with decreasing width of
the quantum well is primarily due to the increased proba
ity of thermal emission of nonequilibrium carriers from th
narrower wells.8
© 1998 American Institute of Physics
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After processing the heterostructure quantum wells
the dark discharge space for 100 sec at 300 K~in the course
of this treatment the sample temperatures can increas
'100° for the longest processing time, which was;103 s),
the PL in the first quantum well was almost complete
quenched, with relatively weak quenching in the other we
and in the GaAs~curve3!. In this case a new broad impurity
related PL peakD1 (hnm'1.2 eV) appeared. The appea
ance of similar PL peaks (hnm'1.28 eV) was reported in
Ref. 4 after long periods of hydrogenation.

Such processing of the heterostructure quantum well
the glow discharge space had virtually no effect on the
spectrum. However, when the sample was heated to 51
processing in the glow discharge space also led to str
quenching of the PL in the first quantum well, but in th
case the PL was enhanced in the other quantum wells an
the GaAs~curve2!. For the optimal processing time~800 s!
the PL intensity of the second quantum well increased b
factor of 30, in the third quantum well by a factor of 3, an
in GaAs by a factor of 1.5. Thus, in heterostructure quant
wells made of GaAs/InGaAs effective hydrogen passivat
of defects is also possible, but it occurs in quantum we
located behind the first quantum well.

In addition to a double edge PL peak caused by reco
bination of free excitons and excitons bound at carbon
purities, the PL spectrum of the GaAs layer~Fig. 2, curve1!
also exhibited a weak impurity PL peakD1 (hnm

'1.43 eV) due to centers of unknown origin. After proce
ing in the dark discharge space, the height of these pe
decreases somewhat, and immediately after processing
heterostructure quantum wells a new impurity PL peakD3

appeared~curve 3!. However, this peak was located in
different place (hnm'1.39 eV) with a maximum intensity
almost a factor of 2 smaller than the intensity of peakD1 in
the heterostructure quantum well; i.e., under the same
cessing conditions the radiative recombination centers g

FIG. 1. Effect of processing of a heterostructure quantum well in a hyd
gen plasma on its photoluminescence spectrum.1— before processing,2—
processing in the glow discharge space~515 K, 1000 s!, 3— processing in
the dark discharge space~300 K, 100 s!.
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erated in the heterostructure quantum wells are differ
from those generated in the uniform layer. It is interesti
that in Ref. 4 a peak withhnm'1.39 eV was also observe
in heterostructure quantum wells after hydrogenation of
structure at low doses and elevated temperature~550 K!. In
the uniform layer the enhancement of edge PL after proc
ing in the glow discharge space~curves1 and 2! is much
more pronounced than in the heterostructure quantum w
After such processing the peakD2 disappears completely.

Figures 3 and 4 show the dependences of the PL in
sity I PL(hnm) in heterostructure quantum wells on the dur
tion of processing in the glow discharge space and the d
discharge space, respectively. Note that in this experim
each sample was processed continuously for a specified
in order to eliminate the effect of interrupting the treatme
process on the time dependence.

After processing in the glow discharge space at 300 K
somewhat small initial dropoff is followed first by an in
crease in the PL intensity by a factor of 2 or 3~Fig. 3, curves
1, 4,and5!, and then a falloff which is most pronounced fo
the first quantum well~curve1!. The roughly identical rela-
tive changes inI PL for all the quantum wells most likely
reflects the change in the surface recombination rate, wh
is equivalent to a change in the intensity of photoexcitati
and only after a timet;103 s does the formation and accu
mulation of defects become significant in the neighborho
of the first quantum well~curve1!.

At 515 K, this process clearly dominates even for sh
treatment times~curve2!. In this case, the defect passivatio
begins to manifest itself more strongly in the neighborho
of the second quantum well with increasing processing ti
~curve 3!. For t.100 s it becomes significant for the thir
quantum well~curve6!. However, processing times>103 s
lead to catastrophic degradation of the structure, proba

-

FIG. 2. Effect of processing of a uniform layer of GaAs in a hydrogen
plasma on its photoluminescence spectrum.1— before processing,2— pro-
cessing in the glow discharge space~515 K, 1000 s!, 3— processing in the
dark discharge space~300 K, 100 s!.
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caused by clustering of hydrogenic complexes.10

For processing in the dark discharge space~Fig. 4!, the
tendency for defects to form and accumulate first in the fi
quantum well~curve1!, and fort.200 s in the second quan
tum well as well~curve 2!, is superimposed on an overa
monotonic decrease in the intensity of all the peaks~curves
2–4! due probably to degradation of the surface. The pa
vating action of hydrogen under these conditions is not
viously apparent.

2.2. Effect of hydrogenation on the photosensitivity
spectrum

The strong influence of strained heterostructures on
migration of hydrogen and formation of hydrogen-defe
complexes in heterostructure quantum wells has also b
confirmed by studies of the photosensitivity spectraSph(hn).
In investigating the process of defect formation, a conven
spectral characteristic is the normalized photosensiti
S(hn)5Sph(hn)/S0 , whereS0 is the photosensitivity in the
region of intrinsic absorption, because the values ofS in the
regions of absorption by the quantum wellSW and impurities
SD are virtually independent of the state of the surface~the
band bending! and are determined primarily by optical a
sorption of quantum wells and impurities.8

The normalized photosensitivity spectra of the hete
structure quantum wells at 300 K~Fig. 5, curve2! exhibit a
photosensitivity band from the quantum well in the ran
1.23,hn,1.4 eV, which has a certain structure. The edg
of the photosensitivity bands for individual wells~marked by

FIG. 3. Effect of processing time in the glow discharge space on the p
toluminescence intensity from a heterostructure quantum well. Proces
temperature, K:1, 4, 5— 300,2, 3, 6— 515.hn5hnm , eV: 1, 2— 1.335,
3, 4— 1.42,5, 6— 1.47. The dashed lines indicate the PL intensities bef
processing.
t
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arrows! correspond to the PL peaks at 77 K with
temperature-induced shift of'80 meV. For the first quan-
tum well SW1(1.27 eV)'631022.

Processing of the heterostructure quantum wells in
dark discharge space leads to the appearance of an imp
photosensitivity band forhn.1.0 eV ~curve 1!. Computer
analysis of this band using the Lukovsky formula11 for the

FIG. 4. Effect of processing time in the dark discharge space on the ph
luminescence intensity from a heterostructure quantum well.hn
5hnm , eV: 1 — 1.335,2 — 1.42,3 — 1.47,4 — 1.505.

FIG. 5. Effect of processing a heterostructure quantum well and a unif
layer of GaAs in a hydrogen plasma on the capacitive photovoltage s
trum. 1— a uniform layer before and after processing,2— a heterostructure
quantum well before processing,3— a heterostructure quantum well afte
processing in the dark discharge space~300 K, 100 s!.
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spectral dependence of optical capture cross sections o
impurity center shows that it can be decomposed into th
peaks associated with monoenergetic centers with sim
values of the ionization energyED50.98, 1.10, and 1.17 eV
and photosensitivitiesSD(1.27 eV)51.231022, 1.631022,
and 931023, respectively. The total impurity photosensiti
ity SD is comparable toSW1 . We obviously can associat
these centers~or the one at 1.1 eV! with the broad impurity
PL bandD1 .

Even when the PL from the first quantum well is com
pletely quenched, the quantitySW1 remains nearly constan
~curve1!, and only the exciton photosensitivity peak disa
pears, which is apparent on curve2. Because of the overlap
of photosensitivity bandsSD(hn) and SW(hn), curve 1 is
above curve2. The reduced sensitivity ofSW to defects is
also characteristic of the capacitive photovoltage.8

Processing of heterostructure quantum wells in the g
discharge space, and also processing of the GaAs laye
either the glow discharge space or the dark discharge s
~curve3! were not found to have any influence on the n
malized photosensitivity spectra, although the absolute va
of the photosensitivity changes during processing as a re
of the change in the state of the surface.

2.3. Localization of hydrogen-defect complexes

By measuring the PL spectra on low-angle obliq
planes obtained by chemical etching of the structures we
determine the depths at which passivating and recom
nation-active hydrogen-defect complexes form (D1 andD3).

In the GaAs layer the increased intensity of edge
after processing in the glow discharge space~Fig. 6, curve1!
and the increased intensity of peakD3 induced by processing
in the dark discharge space~curve 2! are decreased by
factor of e at an etch depthh'103 nm, which characterizes

FIG. 6. Dependence of the photoluminescence intensity~77 K! on the thick-
ness of the etched-away layer:1— uniform layer after processing in th
glow discharge space (hnm51.505 eV),2— uniform layer after processing
in the dark discharge space (hnm51.39 eV), 3— heterostructure quantum
well after processing in the dark discharge space (hnm51.2 eV). The arrow
indicates the magnitude of the PL enhancement effect after processing
crosshatched rectangles show the position of the quantum wells.
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the effective free range for diffusion of hydrogen under the
conditions. This depth is in agreement with diffusion profil
of deuterium~at similar processing temperatures! obtained
by secondary ion mass spectrometry~SIMS! of deuterated
single crystals of GaAs.12 At this depth, hydrogen passivate
background centers for nonradiative and radiative (D2) re-
combination, which leads to a considerable enhancemen
the edge PL of the layers after processing in the glow d
charge space. It is likely that defects participate in the f
mation ofD3-centers, especially vacancies that are genera
during proton bombardment of the surface and diffuse i
the bulk together with hydrogen. In this case, the enhan
ment of recombination activity of the surface and bulk p
vails over the passivating action of hydrogen.

The functionI PL(h) has a different form forD1-centers
in the heterostructure quantum wells~curve 3!. As the sur-
face layer is etched away,I PL initially increases by almost a
factor of 3 and then rapidly falls off ash approaches the
depth at which the second quantum well is located. Th
D1- centers are localized in a thin surface layer of thickn
less than 50 nm, and possibly in a still thinner layer near
second quantum well. The segment of increasingI PL shown
in Fig. 3 is caused by removal of a strongly damaged la
that forms near the surface, which creates a competing c
nel for rapid nonradiative recombination. Hydrogen and d
fects in the heterostructure quantum well are almost co
pletely blocked by the first and second quantum wells. T
relatively small and approximately equal amounts of quen
ing of the PL peaks for the second and third quantum we
and also the GaAs~Fig. 1, curve3! can be explained by the
increased recombination rate in the surface layer. Ther c
ditions of bounded diffusion give rise to high concentratio
of primary defects and hydrogen, which initiate reactions
the heterostructure quantum wells that generate comple
different from those in the uniform layer. This situatio
leads, in particular, to the formation of theD1-centers.

The ratioSD(1.27 eV)/SW1(1.27 eV) can be used to es
timate the surface concentration of luminescence cen
NS(D1).13 If we identify theD1-centers with one of the im-
purity photosensitivity centers~1.1 eV! and assume the opti
cal capture cross section of the center to
1310216 cm22 and the quantum-well absorption to b
731023 ~Ref. 14!, thenNS(D1)'231013 cm22. If all three
centers of impurity photosensitivity are luminescence c
ters, then this value should be increased by a factor of
For more or less identical distributions of these centers i
defect region of widthDz(D1)550 nm, the bulk concentra
tion will be N(D1);1019cm23. This value is in complete
agreement with data on the concentration of deuterium in
GaAs surface barrier layer of a deuterated GaAs/InGaAs
erostructure with a superlattice consisting of quantum wel6

However, in the region of the superlattice itself, the conc
tration of deuterium is decreased by almost a factor of
whereas our estimate applies more to the second than to
first barrier layer.

The concentration ofD3 centers in the uniform GaAs
layer is considerably smaller. If the probabilities of radiati
recombination at centersD1 and D3 are not too different,

he
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then the fact that Dz(D3)5103 nm gives N(D3)
<1016 cm23.

When heterostructure quantum wells are processe
the glow discharge space, the passivating action of hydro
does not reach farther than the third quantum well, i.e., i
limited to a depth of'90 nm. We may conclude this from
the sharp falloff in the effect of enhanced PL from the s
ond to the third quantum well~Fig. 1, curve2!. The weak
enhancement of GaAs edge PL in the heterostructure q
tum well may be entirely due to the decrease in total reco
bination rate in the surface region.

CONCLUSIONS

These studies show that strained quantum-well het
layers of InGaAs embedded in the surface region of a G
layer can hinder the diffusion of hydrogen and defects g
erated at the surface from migrating into the bulk. This p
nomenon turns out to have a decisive influence on the sp
distribution, type, and concentration of hydrogenic co
plexes that form. The formation of recombination-acti
complexes dominates in the immediate vicinity of the s
face, but a significant passivation effect is obtained for th
defects only in the region of the semiconductor behind
first quantum well, and only under the right processing c
ditions.

We wish to thank B. N. Zvonkov for providing the struc
tures and I. G. Malkina for help in carrying out individu
experiments.
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Localized states near the band gap of GaAs caused by tetrahedral arsenic clusters
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The method of 43434 extended unit cells developed previously for calculating the electronic
energy spectrum of gallium arsenide with defects is used to investigate the spectrum of
gallium arsenide with simple arsenic clusters of tetrahedral symmetry containing 17 and 35 arsenic
atoms. The waves functions and energies of localized states in the vicinity of the band gap
are calculated, and electron density patterns are obtained. A comparative analysis is made of the
energies and electron density of these states for various clusters. It is shown that localized
states in the vicinity of the band gap can be interpreted as the result of splittings due to interactions
of the host with the set ofA1 levels generated in the band gap by noninteracting AsGa

antisite defects that make up the cluster. The occupation of these states by electrons is discussed.
© 1998 American Institute of Physics.@S1063-7826~98!01709-8#
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INTRODUCTION

Cluster formations have long been used primarily
modelistic descriptions of the properties of crystals. R
cently, however, these clusters have become more and m
objects of interest in their own right, especially after succ
was achieved in the technology of obtaining clusters m
up of various materials in their free state.1–9 Such clusters
can be used as elements for constructing new mater
Along with free clusters there is interest in various clusters
media, in particular, clusters that consist of intrinsic crys
defects. In this paper we will discuss clusters made up
arsenic atoms in gallium arsenide.

The properties of gallium arsenide containing excess
senic are determined by the ability of arsenic to incorpor
in the lattice. Since this capability is multifaceted and n
well studied, it is interesting to start our discussion with t
simplest clusters.

The simplest of these is a cluster made up of five arse
atoms, consisting of an antisite defect AsGa at the center and
four arsenic atoms in the first layer. In its energy ground s
this cluster is stable and has tetrahedralTd symmetry.10,11

Furthermore, if the entire second layer consists of AsGa an-
tisite defects, then all of these together with atoms of
third layer form a cluster of 29 arsenic atoms with symme
Td . The electronic structure of such a cluster was studied
us in Ref. 12.

In this paper we consider clusters of 17 and 35 arse
atoms centered on one of the As atoms of gallium arsen
and having symmetryTd . The first of these consists of th
central atom, four AsGa antisite defects in the first layer an
20 atoms of the second layer. Our second cluster inclu
another 12 AsGa defects in the third layer and six arsen
atoms in the fourth layer in addition to these atoms. A
though the ideal tetrahedral configuration is not character
of arsenic, the GaAs host is capable of preserving the cu
9801063-7826/98/32(9)/5/$15.00
r
-
re
s
e

ls.
n
l
f

r-
e
t

ic

te

e
y
y

ic
e

es

-
ic
ic

symmetry of the cluster, which is confirmed by experimen
studies.

The electronic spectrum was computed using the met
described in Ref. 13, with the help of the method of pseu
potentials using the model of extended unit cells.14,15 The
size of the unit cell was chosen to be 43434. As a basis we
used symmetric Bloch functions for gallium arsenide. T
defect potential was constructed in the form of differences
ion pseudopotentials of the substitutional atoms screene
a Thomas-Fermi function with exchange corrections.12 In
this case, arsenic atoms located within the cluster w
screened by an electron gas with a density equal to 10e/V0 ,
whereV0 is the volume of a unit cell of ideal gallium ars
enide, ande is the electron charge, whereas the exter
~boundary! atoms of the cluster were screened, like atoms
the GaAs host, by an electron gas with a density equa
8e/V0 . Corrections due to spin-orbit interaction were disr
garded in these calculations. In contrast with the authors
Ref. 12, we used 30 rather than 50 of the lowest bands
ideal GaAs to expand the defect crystal functions. This c
responds to including contributions from states of Blo
electrons down to energies of 45–50 eV~for the various
representations! compared to;60 eV from Ref. 12. Numeri-
cal estimates for a cluster of 29 atoms show that the qua
tive structure of the electronic spectrum when only 30 ba
are included coincides with that obtained in Ref. 12, and
change in the position of individual levels does not exce
0.1–0.2 eV.

The results of our wave function calculations are sho
~Figs. 1–3! as patterns of electron-charge density in t
plane ~111! that pass through the center of the cluster.
these figures the patterns of charge density in this plane
given within a rectangular extended unit cell. The char
density of electrons is given in units ofe/V, whereV is the
volume of the extended unit cell. In these units, the mi
mum contour and step between contour lines equals th
The positions of atoms in the plane that pass through
center of the cluster are indicated by squares, while the
© 1998 American Institute of Physics
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FIG. 1. Charge density in localized states with energies near the band gap for a cluster of 17 arsenic atoms. Patterns of density in the~111! plane are shown
where this plane passes through the center of the cluster within an extended unit cell. The dark squares are positions of atoms in this plane a
triangles are projections of the positions of atoms in the next parallel plane. The minimum contour corresponds to a charge density equal to 3 in une/V,
and the step between contours is also equal to 3 in these units. The symmetry of the states and their energies relative to the top of the valence
follows: a — (A1 , E50.58 eV), b — (A1 , E51.56 eV), c — (T2 averaged,E51.20 eV), d — (T2x , E51.20 eV), e — (T2y , E51.20 eV), f — (T2z ,
E51.20 eV).
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sition of atoms in the nearest parallel plane are denoted
triangles. The circles shown in the density patterns are in
sections of the plane under discussion with coordinat
spheres constructed around the central arsenic atom.

CLUSTER OF 17 ARSENIC ATOMS

Calculations show that for a cluster of 17 arsenic ato
there are three localized levels in the vicinity of the band g
of the ideal crystal. Two states have symmetryA1 and en-
ergyE50.58 and 1.56 eV; the third state is threefold deg
erate and hasT2 symmetry and an energyE51.20 eV. Here
and in what follows we will measure energies from the top
the valence band. The bottom of the conduction band co
sponds to an energyEc51.53 eV. It is clear that only the
lowestA1 level and theT2 level can lie in the band gap. Th
secondA1 level is located in an allowed band and hence i
‘‘resonance.’’ Comparison of the number of states lying b
low the levelEc with the total number of valence electron
shows that states in the band gap are completely occup
while stateA1 in the conduction band is empty.

Figure 1 shows patterns of charge density for electr
in these states. From these patterns it follows that the e
tron density is primarily localized at the geometric limits
the cluster, although there are appreciable ‘‘tails’’ outside
boundary.
y
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Pattern a corresponds to stateA1 with energy
E50.58 eV. Comparison of this picture with the pattern
electron density of an AsGa antisite defect~see Fig. 3 in Ref.
12! shows clearly that the charge density profile within t
cluster is primarily determined by a superposition of cha
densities of four identical AsGa defects centered on Ga atom
of the first layer.

Pattern b corresponds to stateA1 with an energy
E51.56 eV lying in the conduction band. A sharp maximu
is observed at the center of the cluster; most of the charg
the electron gas is concentrated in the vicinity of the first a
second neighbors.

Patterns c, d, e, and f show charge densities belongin
the threefold degenerate levelT2 with energyE51.20 eV.
Pattern c shows a representation of theT2 charge density
averaged with respect to componentsx, y, z. In patterns d, e,
and f we see partial densities with respect to these com
nents, respectively. The charge density patterns for the c
ponents transform into one another under rotation
6120°.

The electronic charge density belonging to levelT2 is
primarily determined, as in case a, by a combination of wa
functions of AsGa antisite defects. Actually, the hypothetic
fourfold degenerate levelEAD51.10 eV formed by four lo-
calized A1 states of noninteracting AsGa antisite defects of
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FIG. 2. Charge density in localized states with energies near the band gap for a cluster of 35 arsenic atoms. Density patters are shown in the~111!
passing through the center of the cluster within an extended unit cell. The dark squares are positions of atoms in this plane, the light triangles pro
the positions of atoms in the next parallel plane. The minimum contour corresponds to a charge density equal to 3 in units ofe/V, and the step between th
contours is also equal to 3 in these units. The symmetries of the states and their energies relative to the top of the valence band are as follows: a — (A1 ,
E520.15 eV), b — (A1 , E50.74 eV), c — (A1 , E51.40 eV), d — (T2 , E50.45 eV), e — (T2 , E50.95 eV), f — (T2 , E51.50 eV), g —
(E, E51.33 eV), h — (T1 , E51.70 eV).
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the first layer is split under the action of the interaction w
all of the neighbors as follows:

4AD5A11T2 ,

since the cluster has symmetryTd . HereA1 corresponds to
the energy E50.58 eV and T2 corresponds to energ
E51.20 eV. The original levels with energyE51.56 eV are
possibly related to resonance levels of an isolated ant
defect.

The positions of these levels relative to the band-g
edges are shown in Fig. 4a. Note that a 17-atom cluste
gallium arsenide can act as a multicharge donor, since in
te

p
in
he

ground state the levelsT2 andA1 , which lie in the band gap
are completely occupied, while levelA1 located above the
top of the conduction band is empty.

CLUSTER OF 35 ARSENIC ATOMS

For this cluster the following states appear in the vicin
of the band gap of gallium arsenide: three levels of typeA1

with energiesE520.15, 0.74, and 1.40 eV; ; three tripl
degenerate levels of typeT2 with energiesE50.45, 0.95,
and 1.50 eV; one doubly degenerate level of typeE with
energyE51.33 eV; and one triply degenerate level of typ
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FIG. 3. Charge density in localized states with energ
near the band gap for clusters of 31 arsenic atoms. D
sity patterns are shown in the~111! plane passing
through the center of the cluster within an extended u
cell. The dark squares are positions of atoms in t
plane, the light triangles projections of the positions
atoms in the nearest parallel plane. The minimum co
tour corresponds to a charge density equal to 3 in un
of e/V, and the step between contours also equals 3
these units. The symmetries of the states and th
energies relative to the top of the valence band a
as follows: a — (A1 , E50.10 eV), b —
(A1 , E51.46 eV), c — (T2 , E50.79 eV), d —
(T2 , E51.94 eV), e — (E, E51.57 eV), f —
(T1 , E51.84 eV).
e

ar
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id

.

ng
ted
T1 with energyE51.70 eV. The first level of theA1-type
levels with energyE520.15 eV lies below the valenc
band edge, while the triply degenerate levelT1 is located in
the conduction band.

As in the previous section, and in Ref. 12, we comp
energy levels located near the band gap with levels obta
by splitting a 16-fold level formed by AsGa antisite defects in
the first and third layer:

16AD52A11E1T113T2 .

The positions of these levels are shown in Fig. 4b. It is cl
that one of the levels with symmetryA1 (E51.40 eV) does
not enter into this level set, and has a different origin.

In order to analyze the nature of these states we cons
the patterns of electron density for a 35-atom cluster~Fig. 2!.
Patterns a, b, and c correspond to states with symmetryA1 ,
d, e, f to symmetryT2 , listed in order of increasing energy
e
ed

r

er
FIG. 4. Scheme of localized states near the band gap: a — 17-atom cluster,
b — 35-atom cluster, c — cluster of 31 arsenic atoms formed by replaci
Ga atoms of the third layer with As. The origins of these states from isola
antisite defects are shown.
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Patterns g and h correspond to the representationsE andT1 .
For the three-dimensional representations we show den
patterns for the first component only. The remaining com
nents can be obtained by rotations through 120°. The t
dimensional representationE gives identical patterns for den
sity in the plane~111! for both components.

For comparison we calculated a cluster of 31 arse
atoms formed by replacing Ga atoms with As only in t
third layer. The levels obtained for the neighborhood of
band gap are shown in Fig. 4c, while the electron den
patterns corresponding to it are shown in Fig. 3. In comp
son with scheme b, these levels are shifted upward so
what, and there are noA1 states between the lowestT2 levels
and theT2 state near the bottom of the conduction band.
other respects, the order of appearance of the levels is
served. The splitting of levels of noninteracting antisite d
fects of the third layer is given by the relation

12AD5A11E1T112T2 .

It thus follows that the second levelA1 with energy
E51.46 eV does not enter into this expansion and has
other origin.

By considering the electron-density patterns for clust
of 17 and 35 atoms~Figs. 1a and 1d; Figs. 2b and 2f! we see
that states of the 35-atom cluster that are absent from sch
c originate with defects of the first layer and are sligh
shifted due to interaction with defects of the third layer. T
remaining states of the cluster of 35 arsenic atoms co
from antisite defects of the third layer. This is easily seen
comparing patterns a, d, e, g, h in Fig. 2 with patterns a, c
e, h in Fig. 3. The higher levels of typeA1 in the first
and second layer contribute to theA1 state with energy
ity
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E5140 eV, which comes from the conduction band~see
Figs. 1b, 3a, and 2c!.

In the ground state all the levels lying in the band g
are occupied, while levelT1 , which is located in the conduc
tion band, is 2/3 occupied. Because of the transfer of e
trons from this level to the conduction band, this level
ionized and ‘‘metallization’’ of the gallium arsenide take
place.

This work was carried out within the framework of th
program ‘‘Fullerenes and Atomic Clusters’’ and with th
support of the Russian Fund for Fundamental Research.
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Weak-field magnetoresistance of two-dimensional electrons in In 0.53Ga0.47As/InP
heterostructures in the persistent photoconductivity regime
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The weak-field magnetoresistance of the two-dimensional electron gas~2DEG! in a modulation-
doped In0.53Ga0.47As/InP heterostructure is studied as the state of the system is converted
to a state with persistent photoconductivity by illuminating the sample with interband light. The
concentration dependences of the parameters that characterize the phase (Hw) and spin
(Hs coherence are investigated, both in the low-concentration regime where only the first quantum-
well subband is occupied by carriers, and in the regime where the second subband is
occupied. A qualitative description of all the features observed in experiment is obtained by
taking into account the redistribution of charge in the persistent photoconductivity state and the
importance of processes that take place in the second quantum-well subband even when its
occupation is small. ©1998 American Institute of Physics.@S1063-7826~98!01809-2#
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1. INTRODUCTION

In our previous paper1 we investigated the effect of spin
orbit splitting of quantum-well subbands on the we
localization of two-dimensional electrons located
In0.53Ga0.47As/InP heterostructures. We showed that t
splitting, which is attributable to the absence of symmetry
the quantum well at the heterojunction, plays an import
role. In the same paper, we reported the initial results of
study of heterostructures in the persistent photoconducti
state in which the second quantum-well subband is occup
We noted that spin-orbit scattering becomes less impor
when carriers appear in the second subband. This is infe
from the increase in the characteristic parameterHw ~with
dimensions of magnetic field! which is inversely propor-
tional to the phase relaxation time of the wave function
the electronstw , and also the decrease of the parameterHs ,
which characterizes the spin-orbit scattering ratets

21 . In
their theoretical analysis of the magnetoresistance assoc
with the suppression of weak localization of tw
dimensional electrons in two subbands under conditions
fast intersubband scattering, Iwabuchiet al.2 took into
account only the change in the diffusion coefficient co
nected with the change in the density of states. In this c
both parametersHw andHs should increase discontinuous
when carriers appear in the second subband. However, i
subband transitions can also lead to slipping of the phase
electron spin. This effect can also increase the character
magnetic fields by decreasing the effective values oftw and
ts . Thus, the decrease inHs when the second subband b
came occupied, which we observed in Ref. 1, remains un
plained and requires additional discussion.

In this paper we present results of a detailed study
how the sign-changing magnetoresistance of tw
dimensional electrons in In0.53Ga0.47As/InP heterostructure
changes as the state of the structure is changed by the
9851063-7826/98/32(9)/7/$15.00
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sistent conductivity effect, prior to occupation of the seco
quantum-well subband.

2. SAMPLES AND EXPERIMENTAL METHOD

Modulation-doped In0.53Ga0.47As/InP heterostructures
with 2D electron gases were grown by liquid-phase epita
on substrates of semi-insulating InP~100!. These structures
consisted of the following layers, listed outward from the In
surface: ap-type InP buffer with concentrationp,1015

cm23 and thicknessd51 mm; a layer of InP that acted as
source of electrons with a donor concentration in the ra
1016 cm23 to 231017 cm23; and a top layer of
In0.53Ga0.47As containing the 2D electron gas~with p.1015

cm23 and d50.3mm).3 As the structure reaches therm
equilibrium, electrons from the donors in the InP layer a
transferred to the narrow-gap InGaAs layer, forming a
electron gas in the potential well of the heterojunction. T
state of the heterostructure is changed by illumination w
light from a GaAs light-emitting diode placed in the samp
holder immediately adjacent to the sample. In this ca
electron-hole pairs are generated in the space charge lay
the InGaAs and are separated by the built-in electric field
that electrons fall into the quantum well at the heterojun
tion, while the holes neutralize the space charge in
InGaAs. As a result, the 2DEG concentration increases u
the built-in charge in the InGaAs layer is fully compensate
This new state of the sample, which remains unchanged f
long time at low temperatures, is referred to as the persis
photoconductivity state. If this state is indeed generated
the mechanism described above, then the maximum cha
in the 2DEG concentration is determined by the residual c
centration of impurities in the narrow-gap layer, in our ca
the In0.53Ga0.47As layer. In order to obtain a 2DEG with
high mobility, this layer is made as pure as possible. A
result, the change in concentration of the 2DEG due to p
sistent photoconductivity is very slight. It was shown in R
© 1998 American Institute of Physics
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4 that when the top layer of the structure is InGaAs with
thickness less than 1mm, it is necessary to take into accou
charging not only of the residual impurities in the layer b
also states at the InGaAs surface. This makes it possib
use persistent photoconductivity to generate large chang
the 2DEG concentration even in samples with low impur
concentrations in the narrow-band layer. For this reason,
samples we chose to investigate had a top-layer thicknes
0.3 mm. In these structures, one quantum-well subband
occupied in the initial state and two subbands were occup
in the saturated persistent photoconductivity regime. T
change in 2DEG parameters under the action of succes
light pulses can be seen in Fig. 1, which shows the dep
dence of the low-temperature (T51.85 K! mobility m on the
Hall carrier concentrationns for the two samples we studied

It is well known ~see, e.g., Ref. 5! that the mobility in a
2DEG decreases at the start of occupation of the sec
quantum-well subband. This is connected with the appe
ance of a new channel for momentum relaxation via int
subband scattering. In the ideal case, we should obser
discontinuous drop in the mobility. However, in real stru

FIG. 1. Mobility of 2D electrons on InP/In0.53Ga0.47As heterostructures a
T51.85 K plotted versus concentrationns . Initial electron concentration
ns

0 , 1011 cm22: a — 2.9, b — 4.25. Functions were obtained by feeding
train of light pulses to the sample and making galvanometric measurem
in the persistent photoconductivity regime. The maxima for these funct
correspond to the appearance of carriers in the second quantum-well
band.
t
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tures this transition is washed out by thermal and collisio
broadening, and also by large- scale fluctuations in
2DEG concentration.6 Thus, the maximum in the function
m(ns) observed in experiments is evidence that, despite
different initial concentration of the 2DEG, the secon
quantum-well subband is occupied in both samples. The
sition of this maximum allows us to determine the carr
concentration nmax at which occupation of the secon
quantum-well subband begins.

The preparation of the sample and method of measu
the magnetoresistance were described in Ref. 1. We refi
the accuracy of the present experimental measurements
those reported in Ref. 1 by automating them. As a resul
identifying a larger number of experimental points, we we
able to observe changes in the experimental dependence
small changes in the state of the sample. This flexibility
very important for addressing the central problem of t
paper–investigating weak localization effects in the prese
of spin-orbit scattering under conditions where the Fer
level is located near the bottom of the second quantum-w
subband. Figure 2 shows two curves for the dependenc
the magnetoresistance

DR

R
5

@R~B!2R~0!#

R~B!

on magnetic fieldB for two states of the sample with con

nts
s

ub-

FIG. 2. Plots of the magnetoresistanceDR/R versus magnetic fieldB in the
region where the second quantum-well subband starts to be occu
(T51.85 K! for two states of the sample with electron concentrationsns :
1 — 0.98nmax, 2 — 1.02nmax.
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centrations close tonmax. It is clear that a 5% change i
concentration leads to an appreciable change in the func
DR/R5 f (B).

3. EXPERIMENTAL RESULTS AND ANALYSIS

The experimental dependence of the magnetoresist
on magnetic field~Fig. 2! clearly demonstrates that the latt
changes sign, both forns,nmax, when the electrons are con
centrated in only one quantum-well subband, and
ns.nmax, when the carriers begin to occupy the second s
band. It is well known that changes in either the temperat
or the magnetic field lead to quantum corrections to
2DEG conductivity that are proportional to the consta
G05e2/2p2\. For this reason, the experimental depe
dences of the magnetoresistance are converted to mag
conductivity dependences, based on the expression

Ds~B!

G0
5

2~DR/R!

G0R~0!
,

which is correct in weak magnetic fields such thatmB!1.
The dependence of the sign-changing magnetoconduct
on magnetic field has a singular point~like the dependence
of the magnetoresistance!, i.e., an extremum. We will use th
parameters of this extremum, namely the value of magn
field Bm at which it is observed and the absolute value of
magnetoconductivityGm[uDs(Bm)/G0u at the extremum,
as quantities that characterize the experimental behavio
the magnetoconductivity. Figures 3b and 3c show the exp
mental dependence of these quantities on carrier conce
tion ns . The various points on this plot correspond to vario
states of a single sample obtained by successively illumi
ing the latter with light pulses from a GaAs light-emittin
diode. The vertical dashed line in this figure corresponds
the concentrationnmax, i.e., the density that maximizes th
function m(ns). It is clear that both quantitiesBm and Gm

decrease with increasing concentration. However, the s
drop in the absolute value of the magnetoconductivityGm

occurs at exactly the point where carriers first appear in
second subband, i.e., forns>nmax, whereas the decrease
the magnitude of the magnetic fieldBm begins when
ns,nmax, i.e., before there are any electrons in the sec
subband. In the regionns.nmax we observe a local maxi
mum in the quantityBm .

In order to understand the physical meaning of th
features, let us pause to discuss the theory of magneto
ductivity associated with the suppression of weak locali
tion in the presence of spin-orbit scattering. The interfere
between coherent electron states~weak localization! is deter-
mined not only by the phase of the wave function of
electron, but also by its spin polarization. The latter is tak
into account by considering the triplet and singlet contrib
tions to the interference term.7,8 For the case of strong spin
orbit interaction (ts!tw) the singlet term plays the primar
role. As a result of a reversal of sign, the temperatu
induced correction to the conductivity and magnetoresista
in a weak magnetic field becomes positive~the so-called
‘‘antilocalization’’ effect!. As the magnetic field increase
the singlet contribution to the interference is suppress
on
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while the triplet contribution becomes more important a
the magnetoresistance becomes negative. This sign-chan
feature of the magnetoresistance is evidence of a ra
strong spin-orbit coupling in the electron gas, and can
used to study its nature.

In III–V compounds, the most effective mechanism f
relaxation of a spin by carriers is the Dyakonov–Per
mechanism, involving the combined action of any mome
tum relaxation mechanism with the splitting of the band
delocalized states. In this case, two terms appear in
expression for the quantum magnetoconductivity:

Ds

G0
5F1~B!1F3~B!, ~1!

which correspond to the suppression of coherence of the
glet (F1) and triplet (F3) states. The terms in Eq.~1! have
different signs, and thus lead to a sign-changing magnet
sistance. A characteristic parameter of the singlet term is
time for phase sliptw of the electron wave function and th
corresponding value of the characteristic magnetic field

Hw[
\c

4eDtw
, ~2!

whereD5s/e2n is the diffusion coefficient,s is the con-
ductivity, andn is the density of states. The expression f
F1(B) in the 2D case usually is written in the form

FIG. 3. Concentration dependences of the mobility~a!, along with param-
eters that characterize the antilocalization minimum in the magnetic fi
dependence of the magnetoconductivity: b — magnetic fieldBm , c —
modulus of the normalized magnetoconductivityGm .
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F1~B!52
1

2
f 2S B

Hw
D , ~3!

f 2~x!5CS 1

2
1

1

xD1 ln x,

whereC(x) is the digamma function.
The triplet termF3(B) is related to suppression of th

phase and the spin coherences by the magnetic field,
depends ontw and on the characteristics of the spin-or
relaxation. At this time it is known10 that the functional form
of the expressionF3(B) is determined by the dependence
the spin splittingV(k) on wave vectork and by the corre-
sponding mechanisms for spin relaxation. If only one s
relaxation mechanism dominates, then the following expr
sion, postulated in the first papers on quantum correctio8

is correct:

F3~B!5
3

2
f 2S H

Hw1Hs
D , ~4!

where the quantity

Hs[
\c

4eDts
~5!

is determined by the time for spin relaxation due to the sp
orbit interaction~i.e., ts).

When the slip in spin coherence is determined by sev
different spin-orbit interaction mechanisms, it becomes n
essary to include interference of these processes. The up
of this is that we must use a more complex expression for
triplet term than~4! to correctly determine the characterist
spin relaxation time, with several parameters that charac
ize the spin splitting.10 In this case, the form of the depen
dence of the magnetoresistance on magnetic field is qua
tively unchanged. In this paper it was not our intention
investigate the problem of spin relaxation mechanisms
great detail. Therefore, in analyzing the experimental dep
dences we used Eq.~4! to describe the triplet terms and E
~1! for Ds(B). In this case, analysis of Eq.~1! shows that
the value of the magnetoconductivityGm at the extremum is
unambiguously determined by the single parame
b5Hs /Hw . Therefore, starting from the data shown in F
3c and using the experimental values ofGm we can deter-
mine the value of the ratio of characteristic magnetic fie
b. Moreover, we can find the values of the magnetic fie
that characterize the slips in phase (Hw) and spin (Hs) co-
herence from the magnitude of the magnetic field cor
sponding to the extremumBm ~Fig. 3b!. The concentration
dependences of the characteristic magnetic fields obtaine
this way are show in Fig. 4. The vertical straight line in th
figure represents the concentrationnmax.

4. ANALYSIS OF THE CONCENTRATION DEPENDENCES
OF THE CHARACTERISTIC MAGNETIC FIELDS

4.1. Phase coherence parameter

Consider the concentration dependence of the magn
field Hw , which characterizes the rate of phase relaxation
the electron wave function due to inelastic collisions, sho
nd
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in Fig. 4a. For smallns electrons are present only in th
lowest subband; therefore, the quantityHw is determined by
the diffusion length for electrons in the first subband within
time tw . In other words,Hw5Hw1 . In Ref. 1 it was shown
that the phase of an electron in the first subband of th
structures relaxes via electron-electron collisions with sm
momentum transfers.11 In this case, to first approximation w
havetw;s0 andHw;(Dtw)21;s0

22 ~wheres0 is the con-
ductivity at B50). As the carrier concentration increases
the channel~i.e., ass0 increases! a falloff in the magnitude
of Hw is observed. When both quantum- well subbands
occupied, the quantityHw we have found is the effective
parameter that determines the properties of electrons in
the first and second subbands, as well as intersubband
sitions. When the intersubband relaxation is fast, with a ti
t12!tw , the diffusion and the inverse relaxation time shou
be averaged with weight coefficients equal to the densitie
states in the subbands. In this case, for the 2DEG we ob

Hw>
1

s
~s1Hw11s2Hw2!, ~6!

wheres5s11s2 is the conductivity of a system consistin
of two subbands, and the labels correspond to the subb
labels. If the carrier concentration in the second subban
much smaller than that in the first, i.e.,s1@s2 , then

FIG. 4. Dependence of the phase coherence parameterHw ~a! and spin
coherence parameterHs ~b! on the electron concentration. The dashed li
corresponds to the concentrationnmax at which the carriers begin to occup
the second quantum-well subband.
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Hw>Hw1S 11
s2

s

Hw2

Hw1
D'Hw1S 11

s

s2
D . ~6a!

Here we assume that the phase of the wave function
electrons in both subbands relaxes electron-electron inte
tions with small momentum transfers,9 and thatHw2 /Hw1

'(s1 /s2)2. Analysis of Eq.~6a! shows that forns.nmax

we should see a discontinuous jump in the magnitude ofHw

associated with the significant contribution of phase rel
ation from electrons in the second subband to the effec
phase relaxation rate. If the occupation of the second s
band is further increased, we should observe a decreas
Hw associated with violation of the conditions1@s2 , and in
the limit of strong occupation of the second subband, wh
s1's2 , the conditionHw'Hw1 should hold. It is easy to
see that the analysis given here qualitatively describes
experimental functionHw(ns) shown in Fig. 4a over the en
tire range of 2DEG concentrations.

Thus, the abrupt jump in the magnitude ofHw , which
characterizes the slip in phase coherence when carriers
pear in the second quantum-well subband, is related not
jump in the density of states, as Iwabuchiet al.2 have
asserted, but rather to the fast rate of phase relaxation 1/tw of
the wave function for electrons in the second quantum-w
subband when the occupation of the latter is small.

4.2. SPIN COHERENCE PARAMETER

Consider the variation of the spin coherence param
Hs with 2DEG concentration shown in Fig. 4b in the pers
tent photoconductivity regime. From these data it is cl
that there is a general tendency forHs to decrease with in-
creasingns in the persistent photoconductivity regime. Th
tendency, which is already apparent even whenns,nmax,
which correspond to occupation of only the first quantu
well subband so thatHs5Hs1 , is determined only by the
diffusion coefficient D and the spin relaxation timets for
electrons in the first quantum-well subband.

In our previous paper,1 we investigated in detail the pro
cesses of spin-orbit relaxation for a series
InP/In0.53Ga0.47As heterostructures with different carrier co
centrations and only one quantum-well subband occupied
this case, we showed that the rather rapid spin relaxatio
electrons in these structures is connected with the existe
of a spin splitting of the electronic subbands due to the lo
ered symmetry that accompanies this structure.7 The symme-
try is lowered, first of all, by the absence of an inversi
center in the crystal lattices of the III–V compounds~the
Dresselhaus mechanism12! and, secondly, by the asymmetr
~triangular! shape of the quantum well at the heterojuncti
connected with the presence of the built-in electric fieldF
~the Rashba mechanism13!. In Ref. 1 we used a new theory10

that independently takes into account the contributions
various spin relaxation mechanisms in order to analyze
2DEG magnetoresistance in these structures. We found
the spin coherence parameters increase rapidly with incr
ing ns , and a comparative analysis of the experimental c
centration dependences and the theoretical dependenc
these structures supports the Rashba mechanism.13 In this
or
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case, the magnitude of the spin splitting of the bands is p
portional to the wave vectork of an electron and the built-in
electric field F, whereas for the characteristic spin-orb
scattering rate we can write the expression

1

ts
5a2tkF

2F2, ~7!

where the coefficienta is a constant that characterizes t
energy spectrum of the semiconductor in which the 2DEG
localized,t is the momentum relaxation time, andkF is the
wave vector of an electron at the Fermi level. In the ca
where only one quantum-well subband is occupied we h

kF5A2pns, D5
p\2

m2
nst

and the spin coherence parameter connected with the Ra
mechanism is determined only by the magnitude of
built-in field:

Hs5
m2c

2e
a2F2. ~8!

The fieldF at the heterojunction is determined by the char
distribution in the structure and to first approximation d
pends linearly on the 2DEG concentration. This explains
dependence we found in Refs. 1 and 14 of the spin cohere
parameterHs on the 2DEG concentration, specifically, th
rapid increase ofHs with increasingns for samples with
concentrationsns in the range (2 – 5.5)31011 cm22, for
which only the first quantum-well subband is filled. The fa
off of Hs with increasingns shown in Fig. 4b forns,nmax at
first glance contradicts both the theoretical expression~8!
and the experimental results obtained in Ref. 14. Howeve
is necessary to note that the electric field at the heteroju
tion is determined not only by the charge of the 2D electro
but also by the entire distribution of charges in the syste
When the distribution of charge in the system is arbitrary
is not possible to find an analytic expression for the aver
electric field. This problem was solved numerically b
Ando15 for the case where the narrow-band semiconduc
layer contained both a 2DEG and a residual impurity dis
bution with a9squared-off9 concentration,N0!ns . The ana-
lytic results obtained in Refs. 16–18 for approximating t
calculated curves can be represented in the form

F5
4pe

x
~ f ns1N0!, ~9!

wheref is in turn a coefficient determined by the shape of t
wave function of the 2D electrons, andx is the dielectric
permittivity.

Persistent photoconductivity in these structures is as
ciated with the separation of carriers by the built-in elect
field, the trapping of holes by residual ionized acceptors
the layer of narrow-gap InGaAs material, and also by surf
states in the case of a thin top layer.4 This implies that if
illumination of the system by interband light leads to
increase inns by an amountDn, then at the same time th
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concentrationN0 must decrease by the same amount. A
result, for the average field in the persistent photoconduc
ity state we can write the expression

F5F01
4pe

x
Dn~ f 21!. ~10!

Here and in what follows, ‘‘0’’ labels parameters of the sy
tem’s initial state. It is clear that the change in the fieldF
and, accordingly, the parameterHs , with increasing electron
concentration in the persistent photoconductivity regime
determined by the coefficientf : Hs increases whenf .1 and
decreases whenf ,1. Substituting Eq.~10! into Eq. ~8! and
comparing the change inDHs for corresponding changes i
the 2DEG concentrationDns , we find the magnitude of the
parameterf

f 5

2
Dn

ns
0

1
N0

0

ns
0

DHs

Hs
0

2
Dn

ns
0

1
DHs

Hs
0

, ~11!

whereDn5ns2ns
0 , andDHs5Hs2Hs

0 . Figure 5 shows the
concentration dependence of the parameterf determined
from the experimental functionHs(ns) using Eq.~11! for
ns,nmax. The value of the concentration of residual impu
ties in the initial state is determined from the maximu
change in 2DEG concentration in the saturation regime
the persistent photoconductivity:N0

05831010 cm22. Such a
large value ofN0

0 is determined by the charging of states
the surface of the thin In0.53Ga0.47As layer which contains the
2DEG and which is the capping layer of the structure. Fr
the data shown in Fig. 5 it is clear that the experimen
functionHs corresponds to a valuef 50.660.1 at concentra-
tions close to the initial one, and decreases to a va

FIG. 5. Concentration dependence of the parameterf in the expression~9!
for the electric fieldF in the heterostructure, obtained from the functio
Hw(ns) in the region where only the first quantum-well subband is occup
~see Fig. 4a!.
a
v-
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s

f
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f >0.35 asns→nmax. The parameterf was introduced in
Refs. 15–17 in order to achieve the best agreement w
numerical calculations, and was close to 0.5. This value i
fairly good agreement with the experimental results we h
obtained for states of our structures close to their ini
states. At present, there are no theoretical predictions of
this parameter should change during the redistribution
charge that accompanies the persistent photoconductivit

Since DF54peDn( f 21)/x @see Eq.~10!# and since
f ,1, the value of the built-in fieldF @Eq. ~9!# in the persis-
tent photoconductivity regime decreases in our case and
cordingly, the magnitude ofHs @Eq. ~8!# decreases as well
which removes the contradiction mentioned above for
function Hs(ns) whenns,nmax, as represented by the da
from Ref. 1 plotted in Figs. 3b and 3c. Thus, the falloff inHs

which we observed previously as the sample entered the
sistent photoconductivity regime1 is connected not with fill-
ing of the second subband, as we asserted in that paper
rather with the redistribution of charge in the system th
takes place in the persistent photoconductivity regime
leads to a decrease in the built-in field in the quantum w
despite the increase in the 2DEG concentration.

Let us now consider the functionHs(ns) at concentra-
tions that exceednmax, i.e., when the first carriers appear
the second quantum-well subband. From the data show
Fig. 4b it is clear that the magnitude ofHs exhibits a local
maximum when occupation of the second subband beg
against the background of general tendency for it to decre
Here, just as in the previous case withHw , the value ofHs

determined experimentally is an effective parameter whic
determined, in general, by the timestsi , the diffusion coef-
ficients Di in the first (i 51) and second (i 52) subbands,
and by the intersubband electron transitions. In the cas
fast intersubband relaxation we can write

ts
215

ts1
21g11ts2

21g2

g11g2
, D5

D1g11D2g2

g11g2
,

whereg1 andg2 are densities of states in the first and seco
subbands, respectively. The lower numerical labels, as
fore, correspond to the quantum-well subband labels. A
result, we obtain

Hs5
s1Hs11s2Hs2

s
. ~12!

When the primary spin relaxation mechanism in both s
bands is the Rashba mechanism, the quantitiesHs1 andHs2

do not depend on the electron wave vector, and are de
mined only by the value of the built-in electric fieldF. This
implies that the parametersHsi , which characterize the spin
relaxation rate in the first and second subbands, are clos
magnitude, regardless of the level of occupation of the s
ond subband. Thus, settingHs1>Hs2 and s>s1@s2 , for
small occupations of the second subband, we can rewrite
~12! in the form

Hs'Hs1S 11
s2

s D . ~13!

d
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The analysis given above indicates that the electric fieldF,
and henceHs1 , will decrease with increasing concentratio
in the persistent photoconductivity regime. Thus, there
two competing factors: with increasing concentration,
quantityHs1 decreases, while the conductivity of the seco
subband increases. This also leads to the maximum in
function Hs(ns) observed in experiment at a concentrati
that slightly exceeds the value ofnmax ~for ns53.3531011

cm22 in Fig. 4b!. Thus, when the second quantum-well su
band is occupied, a local maximum is observed in the qu
tity Hs , which arises from the fact that, due to overcomi
of the Rashba mechanism for the spin relaxation we h
Hs2'Hs1 , i.e., the same order of magnitude for any carr
concentration in the second subband. The contribution of
second subband increases as its conductivity increases.

CONCLUSION

We have investigated the weak-field magnetoresista
of the 2D electron gas in modulation dope
In0.53Ga0.47As/InP heterostructures as the state of the sys
is changed by illuminating the sample with interba
light and converting it into a state with persistent photoco
ductivity.

Analysis of corresponding changes in the magnitude
position of the extremum~the so-called antilocalization
maximum! in the dependence of the magnetoconductivity
magnetic field allows us to determine parameters for
states of the sample that characterize the destruction o
phase coherence (Hw) and spin coherences (Hs). The func-
tionsHw(ns) andHs(ns) obtained in this way were analyze
in the low-concentration regime, where the carriers are
cated in the first quantum well subband only, and in
regime of weak occupation of the second subband. We h
obtained the following basic results:

—The abrupt jump in the magnitude ofHw ~which char-
acterizes the phase coherence! when carriers appear in th
second quantum-well subband is associated with a high
of phase relaxation of the wave function of electrons in
second subband when the occupation of the latter is sm
and not with the jump in the density of states, as was pre
ously assumed.17

—The falloff in Hs we observed previously1 after the
sample enters the persistent photoconductivity regime is
sociated with the redistribution of charge in the syst
which takes place in the persistent photoconductivity reg
and which leads to a decrease in the built-in field in
quantum well, despite the increase in 2DEG concentrat
and not with the occupation of the second subband, as
proposed in Ref. 1;
e
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—When the second quantum-well subband is occup
a local maximum is observed in the quantityHs . This is
related to the fact that the quantitiesHs2'Hs1 for any con-
centration of carriers in the second subband~due to overcom-
ing of the Rashba mechanism in the processes of spin-o
interaction!, while the contribution of the second subban
increases with increasing conductivity of the latter.

The mechanisms we have described allow us to qua
tively understand all the features observed experimenta
However, a quantitative description of these features will
possible only through refinement of the dependence of
magnitude of the built-in electric field on the charge dist
bution in the selectively doped heterostructures and the
distribution of this charge in the persistent photoconductiv
regime, and also refinement of the theoretical express
that describe weak localization of electrons in the tw
quantum-well subbands for various ratios of the characte
tic times of the system, including the intersubband scatter
time.
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Energy spectrum of a nonideal quantum well in an electric field
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The effect of an electric field on the energy spectrum of a quantum well with macroscopic
fluctuations is studied. The Stark shift of the quasibound states in a quantum well and three field-
dependent broadening mechanisms~field-induced homogeneous broadening and broadening
due to well width and depth fluctuations! are calculated in a wide range of electric fields. As an
example, the effect of an electric field on the energy spectrum of electrons in a 12-nm-wide
GaAs/Al0.3Ga0.7As quantum well with 5% width and depth fluctuations is determined. ©1998
American Institute of Physics.@S1063-7826~98!01909-7#
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An electric field has a considerable influence on not o
charge transport processes but also the position and wid
resonances~quantum-well levels! in a quantum well. This
must be taken into account when calculating the characte
tics of modern nano- and optoelectronics devices, and
number of cases it can produce qualitatively new results

Epitaxial layers in real heterostructures can exh
thickness fluctuationsdLz and fluctuations of the compos
tion of the solid solution, which all lead to fluctuations of th
quantum well width and depth. As usual, we assume that
of the characteristic dimensions of the structure is mu
smaller than the other two (Lz!Lx , Ly). This makes it pos-
sible to ignore the quantization of electron motion in thex,y
plane and to study the problem of a one-dimensional qu
tum well, each bound state of which is associated with tw
dimensional subbands which correspond to the kinetic
ergy of a carrier in the plane of the well. The effects due
microscopic composition fluctuations in the solid soluti
should be the same as those observed in three-dimens
systems.1,2 In the present paper we solve the on
dimensional problem, assuming that the fluctuations in
x,y plane are macroscopic and that they are to be tre
additively.

1. SPECTRUM OF AN IDEAL HETEROSTRUCTURE WITH
A PIECEWISE-CONSTANT POTENTIAL IN AN ELECTRIC
FIELD

The Schro¨dinger equation for a quantum well in an ele
tric field F perpendicular to the plane of the well is

F2
\2

2m*

]2

]z2
1V~z!2qFzGc~E,z!5Ec~E,z!, ~1!

where m* and q are, respectively, the particle mass a
charge,V(z) is a piecewise-contant potential, andc(E,z) is
the particle wave function, which is generally a continuo
function of the coordinates and the energy.

For F50 the solution of the equation is a discrete set
eigenenergies and eigenfunctions corresponding to the bo
states. Mathematically, such states correspond to poles o
resolvent of the Hamiltonian. WhenFÞ0, all eigenvalues of
9921063-7826/98/32(9)/5/$15.00
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the Hamiltonian are embedded in the continuous spectr
and this distinguishes them fundamentally from theF50
stationary states. The poles of the resolvent move off the
axis into the complex plane. Lorentzian resonance pe
called Breit–Wigner resonances,3

Ln~E!5uI n~E!u25Cn Y H 11S E2En

Gn/2 D 2J , ~2!

are observed in the electronic spectrum. The widthGn of the
observed line is determined by the imaginary part, while
energyEn of a resonance is determined by the real part of
corresponding eigenvalue. The existence of such pronoun
resonances indicates the existence of quasibound s
~quantum-well levels! with finite lifetime, even in the pres-
ence of an electric field. In Eq.~2! n is the number of the
quasibound state andCn is a normalization constant.

As the electric field is increased, the poles move fart
away from the real axis, and the width of the resonance li
increases as a result. Perturbations of the energy spec
near quasibound states are much larger than the change
curring elsewhere in the spectrum. This makes it poss
to replace the real spectrum by a sum of functions of
form ~2!.

The completeness and normalization of the wave fu
tions of the continuous spectrum are expressed as follow

E
2`

1`

c* ~E,z!c~E,z8!dE5d~z2z8! ~3!

and

E
2`

1`

c* ~E,z!c~E8,z!dz5d~E2E8!. ~4!

The assumption adopted makes it possible to obtain a
substituting into Eqs.~3! and ~4! the particle wave function
in the form

x~E,z!5 (
n51

`

I n~E!xn~z!, ~5!

the expressions
© 1998 American Institute of Physics
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(
n51

`

(
m51

`

xn* ~z!xm~z8!E
2`

1`

I n* ~E!I m~E!dE5d~z2z8! ~6!

and

(
n51

`

(
m51

`

I n* ~E!I m~E8!E
2`

1`

xn* ~z!xm~z!dz5d~E2E8!, ~7!

respectively. Herexn is a solution of the Schro¨dinger equa-
tion ~1!, which corresponds to the resonance energyE5En

and which decreases at2`.
As the field decreases,Gn approaches zero andI n be-

comes a delta function. We then obtain from Eq.~6! the
conditions

(
n51

`

xn* ~z!xn~z8!5d~z2z8! ~8!

and

E
2`

1`

I n* ~E!I m~E!dE5dnm .

The latter condition implies

E
2`

1`

uI n~z!u2dz51. ~9!

The normalization condition~9! givesCn52/pGn .
Taking a similar limit in Eq.~7!, the normalization of the

infinite sum to a delta function becomes the well-known n
malization for thenth bound state:

E uxn~z!u2dz51. ~10!

As the field is increased, the width of the level increases
the level can no longer be modeled by a delta function,
the values of the integrals~9! and ~10! remain the same. In
the approximation of weakly interacting levels these norm
ization conditions can therefore be used for quasibo
states in a quantum well in an external electric field. T
condition ~8! ensures that the basis employed in the exp
sion ~5! is complete. The error of the approximation is d
termined by the ratio of the width of the resonance peaks
the spacing between them.

Since the integral ofuxn(z)u2 to 1` diverges, the nor-
malization condition~10! requires regularization. Letxn50
outside a certain interval. As this interval increases, the va
of the normalization constant of the wave function stabiliz
so that it is sufficient to take several well widths for th
integration limits. For levels located closer to the continuu
this interval must be increased. On the other hand, the s
ration interval increases because the amplitude of the fu
tion outside a well increases. This corresponds to an incre
in the probability of tunneling through a triangular barrie
However, this process is already taken into account thro
the field-induced broadening of the quasibound states in
~2!. The interval of the normalization integration of the wa
function must therefore be limited by the first node outs
the well.
-
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To make the computational results universal, it is con
nient to employ relative units. We shall measure the coo
nate in terms ofz/Lz , whereLz is the width of the well, and
we shall measure« in terms of the first quantum-well leve
of a particle of massm* in an infinite well of widthLz :

E1
`5

p2\2

2m* Lz
2

.

We take as the origin the center of the well bottom. In su
units the (n11)-st state appears in a well of depthV/E1

`

5 ñ5n2. It is convenient to measure the electric fieldF
which determines the slope of the potential in terms of

f 5qFLz /@V2En~0!#,

since the distance from the level to the well edge determi
the position and width of the level. In this system of units t
analysis can be limited to fieldsf < f 052, where f 0 corre-
sponds to the slope of the potential such that the thenth level
would lie above a triangular barrier if the position of th
level did not change as the field increased. The quantityf 0

can serve as an estimate of the ionization field.
The positions and widths of the levels calculated a

function of the electric field for different effective we
depths are shown in Figs. 1 and 2, respectively.

We see from Fig. 1 that for anyn and dimensionless wel
depth (n21)2, ñ,n2 the field-dependence of the positio
of a quantum-well level qualitatively resembles a Stark sh
of the 1s line of atomic hydrogen. In weak fields, even leve
with n>2 shift downwards in energy, while perturbatio
theory in the infinite-well approximation predicts a quadra
shift to higher energies.4 The appearance of new higher-lyin
states has the effect that in a weak field, whenñ>(n11)2,
the level shift can be described in the infinite-well appro
mation using the level positions calculated for an infin
well in a zero field~dashed lines in the figure!. Fields for
which the following condition is satisfied:4,5

qFLz

E1
`

<1, ~11!

or in our units

f
E1

`

V2En~0!
~12!

are assumed to be weak. For the first level we compared
calculations not only with the infinite-well approximation b
also with the quadratic Stark shift in weak fields, which w
calculated by the variational method proposed in Ref. 5 . The
corresponding curves are presented in Fig. 1~dot-dashed
lines!.

The effect of an electric field on the level widthG is
trivial ~Fig. 2!. As thenth level approaches the continuum
the interaction of the levels becomes stronger andG in-
creases. This process is affected by the presence of q
bound states between thenth level and the continuum. As a
result, for well depthsñ;n2, where thenth state becomes
the top state in the quantum well, the slope of the dep
dence which we are considering changes sharply.
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2. INFLUENCE OF WIDTH FLUCTUATIONS OF A QUANTUM
WELL

The fluctuationsdLz of the thickness of a heterolayer i
the x,y plane produce nonuniform broadening of the sp
trum in a manner so that, even in the absence of a fi
instead of an infinitely narrow level of a one-dimension
ideal quantum well we obtain a resonance whose shap
described by a Gaussian contour. The corresponding non
form broadening (GdLz

)n is proportional to the absolut
value of the well-width derivative of the position of th
quantum-well level

~GdLz
!n5U]En

]Lz
UkdLz

dLz . ~13!

The coefficientkdLz
depends on the parameters of the flu

tuations ~for example, on the characteristic dimensio
(Lx , Ly) of the islands that form the surface roughness! and
is of the order of 1.

FIG. 1. Positions of the first three quantum-well levelsn51, 2, and 3 in an
ideal quantum well plotted as a function of the electric field. The values
the dimensionless well-depth parameter are indicated. Dashed line —
turbation theory in the infinite-well approximation; dot-dashed line — q
dratic Stark shift, calculated by a variational method in the weak-field lim
The energy is measured from the center of the well bottom.
-
d,
l
is

ni-

-

In dimensionless units

]En

]Lz
5

]@«n~ ṽ !E1
`#

]Lz
5

2E1
`

Lz
S ]«n

] ṽ
ṽ2«nD . ~14!

The field-dependence of the well-width derivative of t
position of the energy levels is complicated~Fig. 3! and far
from trivial. On the one hand, as the well width is increase
the dimensionless well depthñ increases, which in the rea
scale can be accompanied by both a rising of the levels
cated close to the continuum and by a lowering of dee
levels. This mechanism wholly determines the derivative i
zero field. The derivative changes from small positive valu
for wells with depthñ;(n21)2 to 2n2 for wells of infinite
depth. On the other hand, a triangular barrier, through wh
carriers tunnel, forms in an electric field. For the same fi
FÞ0 and fixed energy, the tunneling probability increas
with increasing width of the well. As a result, the highe
lying levels sink. As the field is increased, the slope of t
potential increases and the upper states gradually merge

f
er-
-
.

FIG. 2. Field-induced broadening of the quantum-well levelsn51, 2, and 3
versus the electric field. The values of the dimensionless well depth pa
eter are indicated.
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the continuum, and in the process the influence of the sec
mechanism on thenth level increases. Since the dimensio
less well width is proportional to (Lz)

2, the well width de-
rivative of the position of the energy levels forn>2 de-
creases somewhat in weak fields~11!. It then increases, an
it can pass through zero and increase further. We note
the existence of extrema in the field dependences
(]En /]Lz) could correspond to a maximum and minimum
broadening, depending on whether or not the deriva
changes sign. As the field increases further, the nega
value of the derivative increases; i.e., the correspond
broadening increases right up to merging with the c
tinuum.

3. INFLUENCE OF POTENTIAL „QUANTUM-WELL DEPTH …

FLUCTUATIONS

We shall now examine in a similar manner the effect
fluctuations of the potential on the spectrum. It is often
sumed that such fluctuations can be ignored if the quant
well material is a binary compound, for example, GaAs

FIG. 3. Quantum well width derivative of the position of a quantum-w
level n51, 2, and 3 as a function of the electric field. The values of
dimensionless well depth parameter are indicated.
nd
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InP, and not a solid solution. This is not entirely true. If th
barriers are prepared from a solid solution, then fluctuati
of the composition of the solution will also result in fluctu
tions of the quantum-well width. It is useful to take as t
fluctuating parameter the offsetDEg of the band gap of the
barrier and well materials, assuming the depth of the w
V(z) to be proportional to it. Then, by analogy with Eq.~13!,

~GdDEg
!n5U ]En

]DEg
UkdDEg

dDEg , ~15!

where

]En

]DEg
5

]~«nE1
`!

]@ ṽ~DEg /V!E1
`#

5
V

DEg

]«n

] ṽ
5

E1
`

DEg

]«n

] ṽ
ṽ. ~16!

In a zero field the band gap offset derivative is positi
~Fig. 4!. This reflects the fact that as the well depth increas
the levels rise, approaching their values in an infinite w
~Fig. 1!. For constant well width, this is more pronounced f
levels with larger values ofn, which corresponds to a large
value of the derivative. It is interesting that for levels wi

FIG. 4. Band gap offset derivative of the position of a quantum-well le
n51, 2, and 3 as a function of the electric field. The values of the dim
sionless well depth parameter are indicated.
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n>2 andF50 the derivative decreases asñ increases, in
accordance with the decrease in the sensitivity of the le
to depth fluctuations. For the bottom level, the derivative
first increases, reaches its greatest value atñ51, where the
higher-lying levels first appear, and then decreases,
proaching zero for an infinite well. The band gap offset d
rivative of the position of an energy level has three char
teristic sections as a function of the field. On the init
section it is essentially constant. As the field increases,
interaction with the continuum increases. As a result, all l
els sink all the more, the more strongly the upper levels pr
against it~Fig. 1!. The well-width derivative increases~Fig.
4!. As the field increases further, the upper levels gradu
merge with the continuum, decreasing the pressure on
lower levels. The process is accompanied by an inflectio
the field-dependence of the level positions~Fig. 1!. The in-
flection point corresponds to the maximum of the derivat
under consideration~Fig. 4!, which corresponds to maximum
broadening.

4. SPECTRUM OF A NONIDEAL GAAS/ „AL, GA …AS
QUANTUM WELL

As an illustration of the possibilities of the propose
method, we shall trace the effect of an electric field on
electron energy spectrum in a GaAs/Al0.3Ga0.7As quantum
well with the following parameters:V5224.5 meV,Lz512
nm, andm* 50.08m0. These parameters correspond toE1

`

533.1 meV andñ56.78.
The spectral line can be described in a general form

the convolution of a Gaussian contourG(E) of width G inh

5AGdDEg

2 1GdLz

2 and the function~2!, which takes into ac-

count the uniform broadeningGhom due to carrier tunneling
through the triangular barrier formed in an electric field:

gn~E!5Ln~E!Gn~E!

5E
2`

1`

Ln~E8,Gn
hom!Gn~E2E8,Gn

inh!dE8.

We note that in experiments measuring specific effects
also necessary to take into account the field-independent
form line broadening due to interactions with phonons.

Figure 5 shows the computed spectraSgn , which take
into account the above-considered broadening mechan
in the presence of macroscopic fluctuations of the comp
tion dDEg /DEg55% and thickness nonuniformitydLz /Lz

55% of the quantum-well layer. For definiteness, the te
perature broadening was assumed to be constant in the
culations:GT51.47 meV. The energy spectrum of the qua
tum well was found to be much more sensitive to lay
thickness fluctuations than to composition fluctuations of
solid solution. The effect of the latter mechanism is genera
noticeable only in weak fields, because the band gap of
derivative~Fig. 4! starts to decrease approximately when
field-induced broadening increases considerably~Fig. 2!. As
a result, the spectrum changes relatively monotonically.
effect of band gap fluctuations increases with increas
height of the levels and with increasing field. Well wid
fluctuations affect the spectrum completely differently. In t
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first place, in a zero field, for the same relative magnitudes
the fluctuations, broadening due to the thickness nonunifo
mity of the heterolayer is much larger than the broadenin
due to the composition nonuniformity of the solid solution
In the second place, broadening minima due to the corr
sponding behavior of]En /]Lz ~Fig. 3! appear in the field
range where tunneling through the triangular barrier is wea

In closing, we note that the families of dimensionles
curves presented in Figs. 1–4 can be used to construct
spectra of single quantum wells with arbitrary parameter
and to analyze specific experimental data. The differenc
found in the effect of thickness and quantum well depth fluc
tuations on the energy spectrum of the well in an electri
field, on the one hand, could be used to determine the re
sons for the nonuniform broadening of the observed spect
and, on the other, to estimate the effect of the internal~local!
electric field in real structures.

* !Fax: ~812! 234-3164; e-mail: pikhtin@fvleff.etu.spb.ru
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FIG. 5. Effect of an electric field on the electron energy spectrum in
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tions dDEg /DEg55%, and nonuniformity of the layer thicknessdLz /Lz
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A new method of increasing the surface density of self-organized semiconductor quantum dots
formed by molecular-beam epitaxy is proposed. A comparative analysis of the
characteristics of injection lasers based on quantum-dot arrays with different surface density is
made. It is shown that the use of quantum-dot arrays of higher density makes it possible
to decrease substantially the threshold current density in the region of large losses and to increase
the maximum gain and the maximum output radiation power. ©1998 American Institute
of Physics.@S1063-7826~98!02009-2#
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In semiconductor physics, there has recently been ste
interest in low-dimensional systems — so-called quant
wires and quantum dots~QDs!. It has been shown theoret
cally that as a result of three-dimensional carrier quant
tion, by using QDs in the active region of injection heter
lasers it should be possible to decrease substantially
threshold value of the current density and its tempera
sensitivity1 and to increase the specific and differential gai2

Great progress has now been made in the developmen
heterolasers based on QDs which are formed as a resu
the influence of the spontaneous transformation of
elastically strained layer on an array of three-dimensio
islands.3,4 Specifically, record-low threshold current densiti
Jth of 63 and 18 A/cm2 at room temperature and cryogen
temperatures, respectively, have been reported for a l
with an active region based on~In, Ga!As QDs in an~Al,
Ga!As matrix5 as well as 12 A/cm2 at 77 K in a system of
InAs QDs deposited in an InGaAs matrix lattice-match
with an InP substrate.6 However, these low values ofJth have
been obtained thus far only in samples with four cleav
faces, and an appreciable increase of the threshold cu
density has been observed in samples with a stripe cavi7

It has been shown that in QD-based lasers superlin
growth of Jth with increasing radiation-output lossesaout is
observed apparently as a result of gain saturation due to
finite number of states in the QD array.8 Therefore, the QD
surface densityNQD is one of the key factors determiningJth

in QD lasers. Higher values of the densityNQD of a QD
array used as the active region would make it possible
decrease the influence of gain saturation by increasing
maximum achievable gain. Thus, this would result in low
values ofJth in stripe lasers.

The method of multiple deposition of several rows
dots has been proposed for increasing the QD density9,10
9971063-7826/98/32(9)/4/$15.00
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However, the number of repeatedly deposited rows canno
arbitrarily large and is limited by the plastic relaxation of th
stress as well as by lateral association of neighboring QD11

In the present paper we report a new method for increas
the density of a QD array in the growth plane. It is show
that this method of producing a QD array in the active reg
of a laser diode substantially improves the diode charac
istics.

Transmission electron microscopy~TEM! showed that
the surface density of~In, Al!As QDs in an AlGaAs matrix is
(122)31011 cm22 ~Ref. 12!, which is two to four times
higher than the value 531010 cm22 observed for~In, Ga!As
QDs formed under the same conditions and with the sa
effective thicknesses of the deposited In-containing laye13

This effect can be explained by the lower rate of migration
adsorbed Al atoms along the surface of a growing crys
However,~In, Al!As QDs have much too large a band g
and their application as the recombination region of a lase
hindered by the strong thermal emission of carriers fr
QDs into energetically close matrix states. It would be de
able to combine a high density of~In, Ga!As QDs and a high
localization energy of~In, Ga!As QDs in the composition of
the active region. It has been shown that when several
rows separated by spacer layers with thickness of the o
of the island height are deposited, the subsequent row
QDs form precisely above the tops of the islands in the p
ceding row.14 Such vertical coupling of the QDs is due to th
influence of the nonuniform stress distribution on the surfa
potential of In and Ga atoms.15 It is logical to assume tha
vertical coupling will also occur if~In, Al!As dots are used in
the first row or the first few rows and then several layers
~In, Ga!As QDs are deposited. As a result, the~In, Ga!As
© 1998 American Institute of Physics
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QD array has a high surface densityNQD , which is fixed by
the ~In, Al!As QDs ~Fig. 1!.

The experimental structures were grown by molecu
beam epitaxy~MBE! in a Riber 32P system with a solid-sta
As4 source. The active region was located at the center
200-nm-thick Al0.15Ga0.85As layer, which is separated from
the surface and the substrate by short-period AlAs/GaAs
perlattices. The active region of one structure consists o
array of vertically coupled~In, Ga!As QDs ~VCQDs!, sepa-
rated by 5-nm-thick AlGaAs spacers. The second struc
contains a single QD array formed by deposition of an~In,
Al !As layer. Finally, the active region of the last structu
contains a QD array formed by depositing an~In, Al!As
layer followed by triple deposition of~In, Ga!As layers with
5-nm-thick spacers. The transition from layerwise growth
island growth was observed directly during growth upon
appearance of a RHEED pattern. All three structures w
grown in a standard~MBE! regime of enrichment with the
group-V element. The substrate temperature was equa
480 °C during deposition of the active region and a 100-
thick AlGaAs cover layer and 600 °C for the rest of the stru
ture. The photoluminescence investigations were perform
with excitation by an Ar1 laser with pump power densit
100 W/cm2.

Figure 2 shows the photoluminescence~PL! spectra of
the structures described above. This figure clearly shows
‘‘predeposition’’ of ~In, Al!As QDs results in a short
wavelength shift of the maximum of the PL spectrum. It w
shown earlier that the position of the maximum of the
line depends strongly on the island size, which is determi
by the effective thickness of the deposited~In, Ga!As.16 The
short-wavelength shift of the PL maximum indicates a d
crease in QD sizes, which, assuming the amount of depos
material is the same, should result in a higher surface den
of ~In, Ga!As islands. We see from this figure that, as no
earlier, the~In, Al!As QDs themselves have a higher inte
band transition energy than~In, Ga!As QDs. Therefore, only
the latter will determine the optical transition energy wh
composite~In, Al!As/~In, Ga!As VCQDs are placed in the
active region of an injection heterolaser. The lasing wa
length therefore is close to the optical transition energy

FIG. 1. Schematic representation of arrays of quantum dots in an AlG
matrix. a — Vertically coupled~In, Ga!As quantum dots; b —~In, Al!As
quantum dots; c — composite vertically coupled~In, Al!As/~In Ga!As quan-
tum dots.
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~In, Ga!As QDs, while the surface density of the VCQ
array is determined by the density of~In, Al!As QDs.

The laser structure~in what follows, LAS1! with an ac-
tive region based on the above-described composite~In,
Al !As/~In, Ga!As VCQD array in an Al0.15Ga0.85As matrix
was grown in the standard double-heterostructure geom
with separate confinement of the electronic and light wav
The substrate temperature during growth of the emitter l
ers and AlxGa12xAs (x50.1520.6) waveguides was equa
to 700 °C. The laser diodes, shown schematically in Fig
were fabricated both in a ‘‘fine mesa’’-type stripe constru
tion and in a geometry with four cleaved faces. Contacts
the laser diodes were formed by depositing and fusing-in~at
450 °C! metallic AuTe/Ni/Au and AuZn/Ni/Au layers
to a n1-GaAs substrate and to ap1-GaAs contact layer,
respectively. The mesa structure was passivated chemic
and protected with a 0.2-mm-thick Al2O3 layer by magne-
tron deposition. The electroluminescence was investiga
using pulsed~pulse repetition frequency 5 kHz, pulse dur
tion 200 ns! and continuous pumping. The lasing waveleng
for all laser diodes investigated was close to 0.85mm, which
was also the wavelength at the maximum of the PL peak
the LAS1 structure, recorded after the top contact layer w
removed by chemical etching. This attests to the fact t
lasing occurs through the ground state of the QDs.

Figure 4 shows the threshold current density plotted a
function of the reciprocal 1/L of the cavity length at room
temperature for a given laser. In addition, the same dep
dence for a laser structure~in what follows, the structure
LAS2! consisting of 10 rows of~In, Ga!As VCQDs in an
AlGaAs matrix, which are formed without predeposition
~In, Al!As QDs, is shown for comparison.17 For low exit

s

FIG. 2. Photoluminescence~PL! spectra of structures containing quantu
dots in an Al0.15Ga0.85As matrix. The pump power density is 100 W/cm2. 1
— Vertically coupled~In, Ga!As quantum dots obtained by triple depositio
of ~In, Ga!As; 2 — vertically coupled~In, Al!As/~In, Ga!As quantum dots
obtained by deposition of~In, Al!As and subsequent triple deposition of~In,
Ga!As; 3 — ~In, Al!As quantum dots.



th
al

2
se
se
re
te
e
F

old

ter-
e
m

gain

ec-
a
ve
e
s a
n

ting

S2
it

S2.
ain
he
he
in-
nt

ain
de-
ar
ted

ar

ng

999Semiconductors 32 (9), September 1998 Kovsh et al.
losses, which corresponds to the case of large cavity leng
the threshold current densities of both structures are virtu
identical, while for an infinite cavity length~geometry with
four cleaved faces! the threshold current density of the LAS
structure is lower. However, as the cavity length decrea
the threshold current density of the LAS2 structure increa
much more rapidly than in the case of the LAS1 structu
To determine the reasons for this behavior we shall de
mine the dependence of the optical gain on the pump curr
This dependence can be constructed by using the data in

FIG. 3. Schematic representation of the test laser which is based on an
of composite~In, Al!As/~In, Ga!As quantum dots in a AlGaAs matrix.

FIG. 4. Threshold current densityJth at 300 K versus the reciprocal 1/L of
the length of a stripe cavity for LAS1 and LAS2 structures containi
respectively, arrays of composite~In, Al!As/~In, Ga!As QDs~1! and InGaAs
QDs ~2! in an Al0.15Ga0.85As matrix. The stripe width is 100mm. The data
for 1/L50 correspond to samples with four cleaved faces.
s,
ly

s,
s
.
r-
nt.
ig.

3 and taking into account the fact that at the lasing thresh
the mode gaingmod equals the total losses

gmod5a in1aout5a in1
1

L
lnS 1

RD , ~1!

and also by using the cavity length dependence of the ex
nal quantum yield hdif . By analyzing the dependenc
1/hdif 5 f (L) it is possible to determine the internal quantu
efficiency h in and internal lossesa in . These quantities are
h in ;60% anda in;5 cm21 for LAS2 and h in;70% and
s in;2.5 cm21 for LAS1.

The desired pump current dependence of the mode
of QDs, normalized to the number of~In, Ga!As QD layers,
which equals 3 or 10 for the LAS1 and LAS2 cases, resp
tively, is shown in Fig. 5. We see from this figure that
higher pump current density is required in order to achie
low gain in the LAS1 structure. This is attributable to th
higher transmission current than in the LAS2 structure a
result of the higher density of QDs in which a populatio
inversion must be produced. The transmission currentsJtr

corresponding to zero gain were determined by extrapola
the experimental curvesg(J), equal to 45 and 7 A/cm2 in
LAS1 and LAS2 structures, respectively.

As the pump current increases, the gain in the LA
structure saturates rapidly, while in the LAS1 structure
continues to grow and becomes much higher than in LA
This behavior is due to the increase in the maximum g
achieved on QDs, which is proportional to the density of t
array of dots. Therefore, the most important effect in t
low-gain region is due to the transmission current, and
creasingNQD results in higher values of the threshold curre
density. Gain saturation is more important in the high-g
region, and the threshold current density in this region
creases asNQD increases. It should be noted that simil
behavior is also observed for the theoretically compu

ray

,

FIG. 5. Mode gaingmod versus pump current densityJ for LAS1 ~1! and
LAS2 ~2! structures, referred to one layer of quantum dots.
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1000 Semiconductors 32 (9), September 1998 Kovsh et al.
pump current density dependences of the gain for a QD a
with different surface densities.18

Higher values of the maximum gain would also make
possible to increase the maximum power of the laser ra
tion. Figure 6 shows the output powerP at both mirrors
versus the pump currentI for the structures studied. Th
maximum power was equal to 0.9 W for the LAS1 structu
while for the LAS2 structure with an increased QD surfa
density the value achieved is 1.5 times higher and eq
1.5 W. We also note that increasing the QD density of sta
by increasingNQD decreases the population of the mat
states at the same pump level, which in turn makes it p
sible to decrease the parasitic currents and overheating o
structure caused by recombination through higher-ly
states. This is important for achieving high output radiat
power.

In summary, in the present paper we showed that i
possible to increase the surface density of QDs. We fo
that the use of higher-density VCQD arrays, formed by ‘‘p
deposition’’ of ~In, Al!As QDs, as the active region in a
injection laser increases the maximum gain and the m
mum radiation power up to 1.5 W in the continuous regim
Further progress in using Al-containing QDs as centers
stimulated formation of~In, Ga!As QDs can be made b
determining the optimal number of~In, Al!As QDs rows, the
percentage Al content, and the thickness of spacer layers
by optimizing the growth conditions for composite~In,
Al !As/~In, Ga!As QD arrays.

This work was supported by the Russian Fund for F
damental Research~Grant 96-02-17824! and the Project
INTAS-96-0467.

FIG. 6. Power versus current characteristics of LAS1~1! and LAS2 ~2!
structures in a continuous-wave regime with heat-transfer temperatu
15 °C. The stripe length is 1000mm and the stripe width is 100mm.
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