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Abstract—A brief comparative analysis of techniques for the CVD epitaxy of SIC is made. Two tendenciesin
the use of inner reactor equipment are distinguished. Irrespective of the design features and the active gases
used, chemical reactions of hydrogen with the interior of the reactor occur concurrently with the epitaxial
growth. These reactions control the actual [C]/[Si] ratio in the gas phase and in part determine the background
impurity concentration in pure epilayers. © 2001 MAIK “ Nauka/Interperiodica’ .

Owingtoitselectrical propertiesand the well-devel -
oped technology of the substrate material, silicon car-
bide (SIC) occupies a prominent position in semicon-
ductor studies. A constantly increasing number of
reports concerned with the CV D epitaxial growth of sil-
icon carbide with awide variety of reactor designs, gas-
phase systems, and epitaxial growth modes are being
published. The system propane-silane-hydrogen
(CsHg—SiH,—H,) has found the widest application for
epitaxial growth of SiC [1]; other systems have been
studied to amuch lesser extent [2—6]. For any gas-phase
system used in SIC epitaxy with independent sources,
one of themain parametersisthe [C]/[Si] ratio between
the active gas phase components delivered into the
reactor. This ratio determines the carrier concentration
in SiC and, in some varieties of CVD technology, also
the type of conduction in the grown layers. The numer-
ical values of thisratio and the corresponding concen-
trations of uncompensated donors (acceptors) may dif-
fer fundamentally between different reactors, even
those ensuring, at first glance, similar growth condi-
tions. Therefore, it is important to analyze the growth
conditions and distinguish the key factors to gain an
understanding of the wide variety of technological
solutions. Thisissue is the subject of the present com-
muni cation.

The wide variety of reactors for the gas-phase
epitaxy of SiC can be divided into modifications based
on two concepts: (1) the cold wall method in which the
gas mixtureis delivered into awater-cooled reactor and
chemical reactions occur in the zone closely adjacent to
a heated substrate [7] and (2) the hot wall techniquein
which the gas mixture is fed into a heated volume
where asubstrateis placed [8]. The second approachis
more favorable thermodynamically; however, indus-
trial reactors have a simpler design in the former case
[9]. By virtue of thefact that the epitaxial growth of SiIC
occurs at a high temperature, the number of construc-
tion materials working under these conditions is lim-
ited. Commonly, graphite is used in heaters and other
inner components. Analysis of published data and the

results of our own experiments on the technology of
epitaxial SIC growth from the gas phase reveal two ten-
dencies. Thefirst consistsin using graphite components
with a SiC coating to preclude the egress of impurities
(in particular, boron) from graphiteinto an epilayer [8].
The second consists in that purer and denser carbon
materials, e.g., glassy carbon and pyrolytic graphite,
are used without coatings[6, 10]. The complete or par-
tial replacement of carbon by high-melting metals, such
as molybdenum, tungsten [2], and tantalum [1], is also
possible; it is preferable to carbidize the metallic mem-
bers, aswas donein [11].

A coating of the carbon components must guarantee
the layer continuity. The best coatings are obtained on
porous brands of graphite [12]. The occurrence of
cracks is equivalent to the absence of a coating. The
porosity has, however, a negative aspect, namely, that
the more developed the surface, the stronger the
adsorption and the more pronounced the “memory” of
the preceding processes. In this context, specia mea-
sures should be taken to evacuate the reactor when in a
hot state.

Epitaxial growth is commonly performed in an
atmosphere of hydrogen at temperatures T > 1500°C.
As a result, hydrogen reacts with reactor components,
both coated and not. Therefore, after the reactor is
brought into a prescribed temperature state, it aready
contains an atmosphere enriched in silicon and/or car-
bon even before the introduction of the main compo-
nents. In the case of a SiC coating, the characteristic
chemical reaction between the coating and hydrogen
can be written for the temperature intervals T =
1200-1500 and =1500°C in the form

SIC+2H, = Si + CH,,
SIC+ (1/2)H, — Si + (1/2)C,Hs,.

In a variant without a coating, the interaction with the
reactor components can be characterized in the same
temperature interval by the reactions

C+2H2*’ CH4, 2C+ HZHCZHZ (2)

(D)
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The thermodynamic aspects of chemical reactions
between carbon and silicon carbide were considered in
great detail in [13, 14].

On introducing into the reactor the crystal-forming
gases (silane, propane), reactions (1) and (2) proceed
concurrently with the reactions of SiC formation, with
the [C]/[SI] ratio in the reactor changing. In the case of
a SiC coating, reactions (1) lead to the formation of sil-
icon drops in the epilayers obtained in the [C]/[SI]
range corresponding to enrichment with silicon. In the
absence of a coating, there is no free silicon in the gas
phase, according to (2); however, in this case, SIC that
formed on reactor components as a result of parasitic
deposition in preceding processes may act as a source
of silicon drops. The negative phenomenon of silicon
drop formation is eliminated by using clean carbon
reactor components. Another way to eliminate dropsis
to introduce carbon-contai ning molecul es into the reac-
tor, with the result that the equilibrium of reaction (1) is
shifted to the left, with free silicon formation sup-
pressed [15, 16]. Nevertheless, our results[17] and data
of [18] demonstrated that an excess of carbon favorsthe
incorporation of background aluminum into an epil-
ayer, with a high-resistivity region formed at the sub-
strate-layer interface. Presumably, a more radical way
to suppress silicon drop formation is to introduce
hydrogen chloride into the reactor in the preepitaxial
stage and to terminate the growth processin aninert gas
[19]. Hydrogen chloride binds free silicon into chlo-
rosilane molecules, and the termination of the process
in an inert atmosphere prevents the occurrence of reac-
tion (1). With the low-pressure CVD variant used, drop
formation is also not observed [20].

One more negative aspect in epitaxy with SiC coat-
ing is the virtually complete etching-off of the coating
under the substrate in the course of growth. Therefore,
it was necessary to protect the coating. In [21], this
problem was solved by placing a substrate on a plate of
pure polycrystalline silicon carbide. It should be noted
that, in a higher temperature variant of epitaxy (T =
1800°C), the interaction of hydrogen with the reactor
componentsis so strong that there is no need to deliver
carbon-containing gases into the reactor during epil-
ayer growth [22]. Thisinteraction can be suppressed by
introducing helium as the carrier gas [21]; however, in

Growth conditions and parameters of SIC layers
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this case, the process becomestoo expensive (the use of
lower cost argon is undesirable because of its low heat
conductivity). In processes with helium, reactions (1)
and (2) also occur, since hydrogen is liberated in the
reaction of SiH, decompoasition and, in addition, most
of the hydrogen is in a more chemically active atomic
state at these temperatures.

The analysis performed shows that, irrespective of
the design features of the reactors and the active gases
used, the reaction of hydrogen with reactor components
proceeds concurrently with epitaxial growth: areaction
of type (1) inthefirst case and that of type (2) in the sec-
ond. These reactions control the actual [C]/[Si] ratio in
the gas phase and, in part, the background impurity
concentration in pure epilayers. The extent of thisinter-
action is evaluated experimentally by the minimum
concentration of the background impurity: for each
reactor and growth conditions, there exists a certain
[C]/[Si] ratio at which the background concentration in
an undoped materia is the lowest [17]. Comparison of
growth data shows that the achievable level of back-
ground concentration in epilayers grown in a reactor
with coated and uncoated components may be rather
low (103*-10** cm3®). Undoped epilayers grown in
reactorswith aSiC coating are, asarule, n-type[8, 23].
At the sametime, epitaxia SiC layersgrown in reactors
having no coatings may exhibit, depending on the
[C]/[Si] ratio, both n- and p-type conduction. The min-
imum concentration corresponds to a region in which
the type of conduction changes[1, 10, 11, 24].

The aforesaid can be illustrated by the results pre-
sented in the table for undoped epilayers grown by var-
ious technologies. The order of magnitude of the mini-
mum achieved background concentrations of carriers
(uncompensated impurities N — Ny or Np — Np),
obtained at virtually the same temperatures and related
to [C]/[Si] values, were compared. As can be seen from
thetable, the[C]/[Si] ratios at which the minimum con-
centration is achieved may differ substantially for vari-
ants with and without coating.

Thus, the analysis of the experimental dataon CVD
epitaxial growth of SiIC with low background concen-
tration in various reactors and gas media shows that
there are two tendencies in SiC technology, as regards
the use of inner reactor components. With the materias

° Np—Na ' Type of ; ,

T,°C (NaNp), Cm=3 [Cl[Si] conduction Technique Heater material Gas system Source
~1600 ~10'° 12 cw. | Graphite with SiC coating | C;Hg—SiH,—H, [23]
~1600 ~10 3 h.w. | Graphitewith SiC coating " [8]
~1550 ~10'3 0.8 p, N cw. | Graphite " [10]*
~1600 ~10% 0.3 p, N hw. | Graphite + tantalum [11]
~1600 ~10% 0.45 p, N h.w. | Vitreous carbon CH,~SiHH, [24]

* Working pressure in the system 350 Torr; c.w. stands for cold wall technique, and h.w. stands for hot wall technique.
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used as above, reactions with reactor components pro-
ceed in the reactor concurrently with epitaxial growth,
irrespective of the reactor design and the gas mixtures
employed. These reactions control the actual [C]/[S]
ratio in the gas phase. A characteristic distinction
between the reactors with SiC coating of reactor com-
ponents and without it consistsin that the[C]/[SI] ratios
of the active gases fed into the reactor, ensuring the
minimum concentration, differ manyfold. It also fol-
lows from the analysis performed that using the vari-
ants with coated inner reactor components makes the
cost of the epitaxial process higher for about the same
final result. Therefore, the high-cost procedure of reac-
tor component coating in most cases can be excluded in
mass production, which makes the second tendency
promising.
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Abstract—Results obtained in studying CVD-grown p-type undoped epitaxial 6H-SiC layers by secondary-
ion mass spectrometry are reported. The possible sources of background impurity, the mechanism of itsincor-
poration into alayer, and the rel ationship between stoichiometry and adsorption, on the one hand, and the “ site
competition” effect, on the other, are discussed. The accumulation of aluminum in the adsorption layer of SIC
isattributed to its surface activity. Theincreasein Al concentration with growing carbon concentrationisrelated
to the formation of silicon vacancies occupied by aluminum atoms. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It was shown in our previous study [1] that, in the
CVD growth of 6H-SiC layers in the system methane—
silane-hydrogen in the absence of intentional doping,
both n- and p-type layers can be obtained, depending on
the [C]/[Si] ratio in the gas phase. The range of conduc-
tion type changeover in the [C]/[Si] scale depends on
the process temperature. The logarithm of the concen-
tration of uncompensated donors, In(Np — N,), [accep-
tors, In(N, —Np)] isalinear function of [C]/[SI] at con-
centrations <108 cmr3. The effect manifests itself in
that the impurity incorporation depends on the [C]/[Si]
ratio and was named in the literature on epitaxial SiC
growth as the “site competition” effect consisting in a
competitive occupation of crystal matrix sites by impu-
rities [2]. We report on a study of nominally undoped
p-type epitaxial 6H-SIC layers by secondary-ion mass
spectrometry (SIMS) and discuss the possible sources
of the background impurity, the mechanism of itsincor-
poration into the layer, and the rel ationship between the
stoichiometry and adsorption, on the one hand, and the
“site competition” effect, on the other.

EXPERIMENT

The key factor in theincorporation of animpurity into
acrystal is impurity adsorption on the crystal surface.
The most frequently occurring acceptor impurity in SIC
isAl. To find out whether Al is present and to reveal its
possible sources and incorporation mechanism, we per-
formed experiments on epitaxial growth and “freezing”
of the adsorption layer. Epitaxial SIC layers were
grown at T = 1600°C in the system CH,~SiH,—H, on
p-type CREE (USA) substrates with an (0001)Si sur-

face misoriented by 3° (1120). Since it was found that
p-type conduction is achieved under growth conditions
with increased carbon concentration in the gas phase,
the adsorption layer was frozen by interrupting the

growth process and cooling the reactor to room temper-
ature in an atmosphere of hydrogen with methane. The
experimental conditions and the results obtained in
studying layersby SIMS are presentedin Table Land in
the figure. An analysis demonstrated the presence of
aluminum in the epilayers, and the instants of interrup-
tion and cooling correspond to the appearance of Al
peaksin the SIM S spectrum (sample no. 2, termination
of the process; sample no. 3, the middle of the process).

DISCUSSION

As seen from Table 1 and the figure, the most favor-
able conditions for the growth of pure layers are those
in sample no. 1. The concentration of Al (N,)) in this
layer is below the sensitivity limit of the employed
SIMS installation. An important factor for obtaining
low N, — Np concentration isin situ substrate etching of
the substrate in hydrogen, prior to epitaxial growth,
with the result that the concentrations of electrically
active carriers may differ by an order of magnitude for
close[C]/[Si] values(Table 1, samplesnos. 1 and 2) [1].
Raising the [C]/[Si] value leads to higher Al concentra-
tioninalayer (sample no. 3). Presumably, the source of
Al is glassy carbon containing 10 at. % Al (Al enters
the gas phase through the reaction of hydrogen with the
glassy carbon reactor members). The thermodynamic
analysis of the reaction of hydrogen with carbon mate-
rials (graphite, diamond) shows that C,H, molecules
predominate in the gas phase at T = 1500°C [3]:

2C+ H24> C2H2. (1)

The next possible source of Al isthe SIC layer onthe
glassy carbon reactor members, which “memorize’
preceding experiments; Al comes into the gas phase
through areaction of this SiC layer with hydrogen:

SiIC+2H,—~ CH,+Si 2
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and/or

Onemore possible source of Al isthep-SiC : Al sub-
strate, with Al coming into the gas phase in away sim-
ilar to reactions (2) and (3). As for the mechanism of
autodoping with Al through its diffusion from the
p-type substrate into the layer, it may be stated that,
according to [4], the diffusion coefficient of aluminum
in SIC at the temperatures mentioned is low (D ~

107 cm?/s), which is attributed to the formation of
low-mobility complexes involving vacancies [4]. The
presented results are in good agreement with the data
obtained in the system propane-silane-hydrogen [5].

The processin which an impurity passesinto acrys-
tal can be divided into three stages. (i) diffusion
through the diffusion layer of the gas phase, (ii) adsorp-
tion of impurity atoms on the crystal surface, and
(iii) incorporation of theimpurity into the crystal in the

Table 1. Conditions of technological experiments and SIC layer parameters

Sample no.| No—Np, cm™ Npj, cm3 [Cl/[S] Conditions of experiment

1 5.2x10'% |3x10%(Background) | 0.5 | Insitusubstrateetchingin H,; growth, termination of growth,
and cooling in H,.

2 2.6x10® |9x10'° 0.47 | No pregrowth in situ etching of the substrate in H,; termina-
tion of growth and cooling in H, + CH,.

3 25x10Y | 3x10Y 4 In situ etching of the substrate in H,; growth, suspension of
growth, cooling to room temperaturein H, + CH,, resumption
of growth.

Note: The No—Np concentration was found in capacitance-voltage measurements.
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course of layer growth. Since the different positions in
the crystal lattice are in a certain relationship with one
another, it is impossible to add a structural unit to the
lattice without altering simultaneously a number of
other structural units[6]. For example, theintroduction
of a Si atom into the SIC compound inevitably gives
rise to a carbon vacancy (V). Thus, during the growth
of epitaxial SiC layerswith deviation from stoichiome-
try, a deficiency of Si or C atoms on the surface of a
growing film can be compensated for either by atoms
coming to the surface from the interior of the crysta
and leaving vacancies behind or by foreign atoms, if
these are present and dissolve in the crystal matrix;
finally, both these mechanisms may be operative simul-
taneoudly. In this case, the atoms from the surface pass
into the bulk and the number of sites on the surface
remains unchanged.

The adsorption is considered positive if the solute
concentration at the surface exceedsthat in the solution,
otherwiseit is negative. Substancesin the surface layer,
whose presence reduces the surface tension (positive
adsorption), are called surface-active. Those substances
whose presence makes the surface tension higher (neg-
ative adsorption) are called surface-inactive [7]. These
substances tend to |eave the surface layer. As seen from
the figure, it should be considered that the appearance
of Al peaksis due to the accumulation of the metal at
the phase boundary; i.e., Al isasurface-active impurity
for SIC. The generalized moment introduced and sub-
stantiated in [8],

m = eZ/r,

where eisthe electron charge, Zisthevalence, andr is
theradius of ion by Goldschmidt, may serve asanumer-
ical criterion of whether an impurity is surface-active or
inactive. An impurity is surface-active if its generalized
moment is higher than the generalized moments of sol-
vent atoms, and is called surface-inactive otherwise.

Table 2 liststhe momentaof C, Si, Al, and B atoms.
It can be seen that the generalized momentum of Al is
lower than those of carbon and silicon, and, therefore,
Al is a surface-active impurity. Thus, the criterion pre-
sented isin agreement with our experiment. Al is accu-
mulated at the phase boundary and is incorporated into
thelattice only in the presence of asilicon vacancy, i.e.,
in the case of asilicon-depleted gas phase.

The amount of vacanciesin SiC a so depends on the
degree of hexagonality [9]. In this context, the closest

Table 2. Radii and generalized moments of ions

lon lonicradius, 10°m| m,10°Cm
cH 0.2 32

Si4* 0.39 16.4

B3+ 0.2 24

Al3t 0.57 84

ZELENIN et al.

to stoichiometry is the 4H-SiC polytype characterized
by the highest hexagonality. Consequently, under the
conditions when the [C]/[SI] ratio in the adsorption
layer is nearly stoichiometric and the growth rates are
nearly equilibrium, aluminum must not beincorporated
into a growing layer. Indeed, spectra of |ow-tempera-
ture photoluminescence from epitaxial 4H-SiC layers
grown in the gas system under study at certain [C]/[Si]
ratios contain no Al-related bands [10]. Asfor boron, it
has a generalized moment higher than that of silicon
and lower than that of carbon. Thus, boron isasurface-
inactive impurity with respect to silicon and a surface-
active impurity with respect to carbon. Therefore,
boron would be expected to accumulate on the (0001)C
face, but not on the (0001)Si face.

CONCLUSION

Glassy carbon reactor members are the source of
background aluminum in the layers grown. The accu-
mulation of Al at the phase boundary is accounted for
by its surface activity. Theincreasein Al concentration
in the epitaxial SIC layer with increasing carbon con-
centration is due to Al incorporation into silicon vacan-
cies appearing because of the presence of superstoichi-
ometric carbon in the adsorption layer; i.e., the concen-
tration of Al depends on the [C]/[SI] ratio.
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Abstract—The temperature dependence of electron concentration in CdGeAs, single crystals grown by anew
method is analyzed. The concentration of native defects and the activation energy are calculated. It is shown
that the activation energy has a resonance character, and the concentration of native defectsin the temperature
range studied (10-500 K) far exceeds the electron concentration. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In [1], the temperature dependence of an unprece-
dentedly high electron mobility in GdGeAs, single
crystals grown by a new method of low-temperature
crystallization from nonstoichiometric melts [2] was
studied. Scattering by singly charged native defects
with a screened Coulomb-type potential, as well as by
the polar optical phonons and by the plasma oscilla-
tions of afree-electron gas, was considered as the dom-
inant mechanisms of scattering. This scattering mecha
nism enabled a good agreement between the experi-
mental and calculated data on Hall mobility to be
reached [2]. However, the nature of the native defects
which supply e ectrons to the conduction band in these
single crystals and their concentration and activation
energy remained unclear. In order to partialy resolve
this problem, a numerical analysis of the experimental
data on the temperature dependence of the Hall coeffi-
cient in CdGeAs, single crystals with degenerate elec-
tron gas was carried out. Assuming that the native
defects that can each supply a single electron to the
conduction band are of the donor type in the model of
singly and doubly charged centers, we calculated the
concentration and the activation energy of these
defects, taking into account the tail of the density of
states in the conduction band.

BASIC FORMULAS

The temperature dependence of electron concentra-
tion in the conduction band was analyzed by numeri-
cally solving the equation of electroneutrality

n=n+n_ = pPp, 1

where n, is the concentration of free electrons respon-
sible for conductivity, n_ is the concentration of elec-
trons localized due to the fluctuations in the electro-

static potential of ionized defects,

Np - exp(-V/./2V,)
Pp =

ey | v

o gexp kT O

isthe hole concentration at the native defects, Ny isthe
total concentration of native defects which supply elec-
tronsto the conduction band, € istheionization energy
of the defects, g is the effective degeneracy factor, & is
the Fermi level measured from the bottom of an “unper-
turbed” conduction band,

2

— 12

0~ 4n€08(2npDLD) (©)
is the root-mean-square (rms) fluctuation of electron
potential energy [3],

2

2 -1/
_ Qe 9ng
Cb.e. 0200 )

is the Debye screening length, and g, in (3) and (4) is
the dielectric constant of free space. Within the approx-
imation of ahighly degenerate electron gas and assum-
ing the nonparabolicity of the energy spectrum at the
conduction-band bottom, the total electron concentra-
tion in the conduction band was calculated by the for-
mula

Lo

_ 1 *E 3/2
n= gzgzmﬁz( )% ) (5)
where
hZ
m*(§) = —;

2 1 2
(€ +£0)| B +20+ A B +0+ P~ A - A%

X

2 2 1
(€ "‘50)% tE€gt éAs%_éAcr tEpt I_SAS%

1063-7826/01/3510-1123%$21.00 © 2001 MAIK “Nauka/Interperiodica’



1124 BORISENKO
ny', 107" cm? g eV n;, 101°cm=3; v, 1072 eV Lp, nm
; Ho.16 8t
3
7 015 i 175
10F H0.14
9k H0.13 6k
8+ 40.12 17.0
7k 10.11 St ,
o H0.10 4L les
H0.09
5L H0.08 3F
_007 2' 760
| g ‘_/::»’_/::::::::‘_0-06 ? 2
- L - 10,05 L L L L L L 55
10 100 LI 100 200 300 400 500
103/T, K™! T.K

Fig. 1. Temperature dependences (1, 1) of concentration ng
of nonlocalized electrons, (2, 2') of the Fermi level €, and
(3, 3) of theionization energy €p in N-CdGeAs,; (4) arethe
experimental data [2]. Calculations are carried out for the
degeneracy factors (1-3) g=0.5and (1'-3) g = 2.

isthe effective massin the four-band approximation for
adirect gap diamond-likeisotropic semiconductor with
a chalcopyrite lattice [3] and P, €,, Ay, and A, are the
parameters of the energy spectrum of electrons and
holesin the vicinity of the conduction-band bottom and
top [4]. The anisotropy can be neglected because its
magnitude is small for the electrons in CdGeAs, [4].
The concentration of localized electrons in a parabolic
approximation for the energy spectrum was calculated
by the formula

0

4cvF(mr)¥?
= [To(E)(E)E = ACVo (me)

1 A

where mg = n(0), p(E) is the density of statesin the
tail region of the band [3], and

(7)

0 o0

C = A/%_T:[ dy:[yexp(—xz)A/y+ xdx = 0.17046. (8)

Parameters of native defectsin n-GdGeAs,

g |Np, 10%%cm=|Ng, 109 cm3| g5, meV | g5, meV
0.5 12 0.9 60 73
2 5.0 29 55 74

Note: Np, and £}y areobtained inthe absence of tailsin the density
of states.

Fig. 2. Temperature dependences (1, 1) of the concentration
n of localized electrons, (2, 2') of the rmsfluctuation of the

energy Vq, and (3, 3) of the Debye screening length. Calcu-
lations are made for the degeneracy factors (1-3) g = 0.5
and (1'-3)g=2.

In this study, it was assumed that the concentration of
free electrons for the degenerate electron gas is related
to the Hall coefficient by the well-known expression
ny = leR.

ANALY SIS OF CALCULATIONS

The unknown guantities N and &, were calculated
by the self-consistent method taking account of the
expressions (1)—7) for a given value of g and two val-
ues of the electron concentration obtai ned from the Hall
coefficient measured at room and liquid-nitrogen tem-
peratures[2]. For asingly charged defect, the parameter
g was assumed to be equal to 2, for a doubly charged
defect in thefirst charged state g = 0.5. For the calcula-
tion of energy spectrum in the vicinity of the conduc-
tion-band bottom, the following parameters were used:
P=0.92eV nm, g,=0.74¢eV, A, =0.33eV,and A, =
0.21 eV [4]. According to Eg. (6), such parameters cor-
responded to the value 0.034m, of the angle-averaged
effective mass at the bottom of the band.

The obtained values of N and ¢ best fitted to the
experiment (Fig. 1) are given in the table. According to
the calculations, the donor level of a native defect is a
resonance one. The concentration of defects heavily
depends on the model chosen for a defect (on the
parameter g). The concentration of electronsisfound to
be much lower than the concentration of defects which
are predominantly in the neutral state at the tempera-
tures used in the experiment. The estimation of the
localization region of electrons at neutral defects from
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the Heisenberg uncertainty relation shows that the size
of this region is close to the average distance between
defects (3—4 nm). This suggests that there is a dlight
guantum splitting of a donor level and allows one to
assume that no impurity band is formed. The broaden-
ing of the level is of a purely classical origin and is
determined by the rms fluctuation of the electron
energy, which, like the screening length, isafunction of
temperature (Fig. 2). It should be mentioned that
according to a more accurate theory of tailsin the den-
sity of states [5], in which the parameter V, is less
important than in Kane's theory [3] and serves as afit-
ting parameter, the calculated value of ionization
energy turns out to be too low, and the concentration of
defects, too high. This means that the values listed in
the table with regard to and regardless of thetailsin the
densities of states can be considered asthe extreme val-
uesfor Np and gp.

The lack of experimental data makes it impossible
to choose a particular model for a defect and to refine
its charge state. According to the calculation, the con-
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centration of electrons varies only dlightly following a
drop in temperature to 10 K and remains at a level of
10 cm3, which can be verified in this temperature
range by measuring the parameter g (Fig. 1).
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Abstract—Nonlinear and dynamic properties of the photocurrent in polycrystalline silicon (polysilicon) are
studied theoretically. The admittance of the photoexcited polysilicon is calculated as a function of frequency,
DC bias, and illumination level. Application of the theory to the spectroscopy of interface states at grain bound-
aries is considered. The possibility of determining the recombination current density at grain boundaries by
measuring the nonlinear photocurrent and photoadmittance is demonstrated. © 2001 MAIK “ Nauka/ I nter peri-

odica” .

INTRODUCTION

As is well known, the photoelectric properties of
polycrystalline silicon (polysilicon) are determined to a
large extent by nonequilibrium electronic processes at
grain boundaries [1-4]. A study of the static and
dynamic characteristics of the electrical conductivity of
polysilicon under optical illumination presumably
gives the most comprehensive insight into these pro-
cesses. Up to now, studies in this field have been con-
fined to the steady-state linear photocurrent. In this
study, nonlinear and dynamic properties of the photo-
current are analyzed theoreticaly.

Thetheory of the dynamic electrical conductivity of
polycrystalline semiconductors in the dark was devel-
oped in [5-8]. An application of the theory to the spec-
troscopy of interface states (1Ss) at grain boundaries
was considered in [7, 8]. In the same studies, relations
between the density of |S near the quasi-Fermi level for
electronslocalized at the grain boundaries and measur-
able static and dynamic characteristics of the dark elec-
trical conductivity in polycrystals were derived.

It is known that the illumination of a polycrystal
fundamentally changes the electron distribution over
the IS energy levels [1, 3, 9]. Therefore, it would be
expected that additional information on the S spectrum
can be obtained by analyzing the experimental data
obtained in measuring the steady-state photocurrent
and photoadmittance (admittance of a photoexcited
polycrystal). It should also be noted that these measure-
ments can be carried out at rather low temperatures,
thereby improving the accuracy of determining the IS
density. In this context, we also consider an application
of the theory to IS spectroscopy.

1. STEADY-STATE PHOTOCURRENT

Let usconsider, asin[1-4], apolycrystal composed
of similar cubic grains doped with a shallow donor
impurity with concentration Ny. Acceptor type IS exist
at the grain boundaries, distributed over energy E with
density p4E). The capture of electronsto thelSsenergy
levels gives rise to depletion layers and the related
intercrystallite potential barriers at grain boundaries. In
what follows, a coarse-grained polycrystal with grain
sized > W (where Wisthe depletion layer width at the
grain boundary) will be considered.

Following [1-4], we assume that illumination of a
polycrystal causes uniform photogeneration of elec-
tron—hole pairs in the grain bulk. The photoexcitation
level is limited by the condition py, < p < Ny, where
Po IS the equilibrium hole density and p isthe hole den-
sity in the photoexcited crystal.

Let a dc voltage U, be applied to the photoexcited
crystal. The grain boundaries are oriented either paral-
lel or normal to the field direction. It was shown in [3]
that in this case the photoel ectric characteristics of the
polycrystal can be determined using a 1D model: a
chain of identical bicrystals with an effective photoex-
citation level g* = g—2jr/ed, wheregistherate of elec-
tron—hole pair photogeneration in the 3D polycrystal,
jr is the recombination current density at grain bound-
aries oriented paralel to thefield direction, and eisthe
absolute value of the electron charge.

Let us consider one hicrystal from the chain. The
electronic processes at the grain boundary are
described by the equations

o2 = in* [ev,S((Ns—ngn; ,—el,], (1

Jor2 = Jp Flev,Snspy ,—el ], (2

1063-7826/01/3510-1126%$21.00 © 2001 MAIK “Nauka/Interperiodica’



NONLINEAR AND DYNAMIC PROPERTIES

wherej,; and ], are, respectively, the electron and hole
currentsimmediately to the right of the grain boundary;
jne @nd j, the same to the left of the grain boundary;
in (ip) isthedensity of thetunnel current of electrons
(holes) across the grain boundary; v,(v,) is the mean
thermal velocity of electrons (holes); S(S,) isthe cross
section of electron (hole) capture to the IS energy lev-
els; N;isthetotal IS density;

Ec

ns = [p{(B)T(E)dE ©)

Ev

isthe density of electrons localized at the grain bound-
ary; n; and p, are, respectively, the free electron and
hole densities immediately to the right of the grain
boundary; n, and p, are the same to the left of the
boundary;

Ec e
= VNG, [pu(E) (B)ewfer e, (1)
lp = VoNyS, [Po(E)[1- T (E)] exp%ﬁvk; —dE, (5)

are the electron and hole emission currents from the
grain boundary into the grain bulk; and f(E) isthe elec-
tron distribution over the IS energy levels. The rest of
the notations are standard.

The steady-state current density in the polycrystal,
Jac =1In + Jp1 Where]n = (Jnl + Jn2)/2 and Jp = (Jpl + Jpz)/2
are, respectively, the densities of the electron and hole
current across the grain boundary. The charge transfer
across the grain boundary is due to the asymmetry of
the intercrystallite barrier in an external electric field.
The barrier heights to the right and to the left of the
grain boundary are, respectively, V, = V(1 — B)? and
V, = V(1 + B)?, where

V = °n’/8g,eNy, B = eU,/4V,
Up = (Uo/D —ju/ernNg)d

is the voltage drop across the intercrystallite barrier,
D is the polycrystal length, [, is the electron mobility
inthe grain bulk, and g€ isthe permittivity of the grain
material.

The function f(E) is determined from the equation
ju = Jn2 = Jp1 — Jpe- Calculations yield the following
expressions:

f(E) = f(E-F,)®(E)+ f(E-F,)[1-P(E)], (6)

e [1-f(E-F,)] ™
O [1-f(E-F)] +y®,f(E-F,)’

®(E) =
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where f(E - F, ) isthe Fermi—Dirac distribution;
Fo = Ec+kTIn®,, F, = E,—kTIn®,

are the quasi-Fermi levels for, respectively, electrons
and holes at the grain boundary;

®, = (N +n,)/2Ne; @, = (P + P2)/2Ny;

Y = VpS,Ny/V,SNc.

By using the explicit form of f(E) in (2), we obtain
therelation

j p2 J pl = eS(O) qu)pf
where

S(0) = 2vpsp[1—expg:”k;_l:’%}
Ec (8
x IPS(E)f(E—Fn)‘D(E)dE

isthe hole recombination rate at the grain boundary [9].

We now show that the following condition is satis-
fied in the coarse-grained polysilicon:

D Vi
S(O)Lp’;anhEeXp%l_ﬁD <1 ©)

where D, and L, are, respectively, the hole diffusion
coefficient and diffusion length in the grain bulk and
¢ = d/2L,, It follows from our calculations that in this
case

Jp2 = —jp1 = €g*Lytanh§.
Itisimportant to note that j,, and j,, are independent of
V; and V, and, consequently, of the externa field.
Therefore, the recombination current density is the
same at all grain boundaries, irrespective of their orien-

tation with respect to the field direction. Taking into
account the relation g* = g — 2jx/ed, we obtain

Jp2—lp1 = Jr = 2egL,
where
L = Ly&tanhg/(& + 2tanhg).

Sincej, = 0 when (9) is satisfied, the current density
in the polycrystal is determined by the electron current
across the grain boundary:

jdc = evnen(nl_n2)v
where
en = D: +31(Ns_ns)/2!

D} istheintegral transparency of the grain boundary
for electrons [4]. At

V0, < Hp/2NyV, /g€
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Fig. 1. Photocurrent density j. vs. photoexcitation level g
at constant bias U, = 0.25 V.

it suffices to define the densities n, and n, by relations
Ny 2 = Ngexp(—Zy, »), where Z; , = Vy /KT [7]. Then for
jgc @Nd ®,,, we have

Joo = evyBNy[exp(-Z,) —exp(=Z;)],  (10)

0, = pilem(-Z)+ep(-Z)]. (1)
C

It follows from the above relations that the function
®(E) depends on n,, §0), g, and U, parametrically.
Therefore, expressions (3) and (8) congtitute a set of
integral equations, whose solution gives ng, and S0) as
functions of g and U, Calculations can be essentialy
simplified a F, — F, > KT if the approximation
f(E-Fnp) = e(F - E) is used, where 6(F, , —E) is
the stepfunctlon Then instead of (3) and (8), We have

e[ Ns(Fn) - ns]q)n (12)
S(O) = 2Vpsp[ns_ (13)

= jrTo,

Ny(Fp)l,
where
E

NS(E) = IPS(E')dE'

istheintegral IS density, and 1, = (2v,S,Nc) ™. For the
density of the steady-state photocurrent, we obtain
from expressions (10)—13)

. _ ean tan h?
Jee = SIN(F) —ng o CokTLr

A linear dependence of the photocurrent density on the
mean electric field strength in the polycrystal (U,D)
correspondsto eU, < KT [3, 4]. At eU,, = KT, the linear
dependence becomes sublinear. At eU, > kT, a weak
risein gy occurs owing to adecrease in the denominator
of (14). The decrease in N((E) — n, takes place because
the lowering of the intercrystallite barriers by the elec-

(14

DOSHCHANOV

tric field is accompanied by additional capture of elec-
tronsto the IS energy levels.

Let us determine the applicability range of expres-
sion (14) for polysilicon with the following parameters:
T =200 K, ¢ =118 E; = 1.12 eV, Nc = 15 x
10" cm™3, Ny = 5.5 x 10" cm3, v, = v, = 10" cm/s,
Ng=5x 10" cm3, D, =20 cm?/s, L =102 cm, D} =
102, §,=10"% cm?, §, = 2 x 104 cm?, N, = 1022 cm?,
E.=E,+066eV,andl" =0.3eV [14] (E;and I are
the parameters of the | S density Gaussian distribution).
The condition p < Ny is equivalent to g < SO)Ny/2L,
where the right-hand side is on the order of ~10% cn3 s,
At g = 10 cm3 s, the left-hand side of (9) is on the
order of ~107 (being even less at lower excitation lev-
els). Atg= 10" e s, the difference F, — F, > 10 KT.

Thus, for the parameters presented above, expres-
sion (14) isvalid at 108 cm3 st < g< 102 cm? st
Figure 1 presents the results of calculation of the pho-
tocurrent density as a function of the photoexcitation
level. The logarithmic derivative dlogj,./dlogg < 1,
i.e.,, we have a sublinear dependence of j4 on g, which
isdueto anincrease in Ny(F,,) — ns with growing photo-
excitation level.

2. PHOTOADMITTANCE

Let us now consider the fundamental aspects of
charge transport in a photoexcited polycrystal upon

application of an AC voltage U(t) + U, + U expiwt,
where U and w are the amplitude and the frequency of
the small signa (eU d/D < KT, wty < 1, and Ty =
eocle,Ny is the Maxwellian relaxation time in the
quasi-neutral part of a grain). The AC current density
reads j(t) = jg + ] expiwt, where j is the complex
amplitude of current density oscillations.

When condition (9) is satisfied, the time-dependent
density ngt) of electrons localized at grain boundaries
is determined from the equation

d
to D = (- 01 () - 2010 + oL, (25)

where | (t) isthe AC current of electron emission from
the grain boundary into each neighboring grain; the
function ®,(t) has the form of (11) but with time-
dependent Z, and Z,:

Z, o(t) = V(D[ eUy(t)/4V(t)] YKT,
V(t) = €ni(t)/8g,eNy;

Up(t) = [U(t)/D —j(t)/ep Nyl d

is the voltage drop across the intercrystallite barrier.
Since ng(t) and I,(t) can be expressed in terms of the
No. 10
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time-dependent distribution function of electrons over
IS energy levelsf(E, t), (15) isjust the equation for this
function. In the case under consideration, f(E, t) =
f(E) + f (E)expiwt, where f(E) is defined by (6) and
(7). The time-dependent density of electrons at IS
energy levels reads ngt) = ng+ N, expiwt. Calculations
in many respects similar to those performed in [7] lead
to the following expressions:

noB eU,

T T 20(1-pHz2KT (16)
1 p(E)f(E-F)[1-f(E)]dE
%7 h Trionf(E-Fy @

where
B = tanh(eU,/2kT) -, Z = VI/KT,

Up = (U/D=jlep,Ny)d, T, = To/P,.

At moderate temperatures, the integral in (17) can
be calculated using the approximations

f(E-F,p) = 6(F,,—E),
f(E-F)[1-f(E-F,)] = KTd(E-F,).

Asaresult, a isdetermined as a sum of two terms. The
first of these does not vanish after the photoexcitationis
terminated and describes the recharging of IS energy
levels near the quasi-Fermi level F,. By contrast, the
second term is entirely determined by the polycrystal
photoexcitation and describes the recharging of IS
energy levelswithintherange F, <E<F,. AtF,—F,>
KT the first term is much smaller than the second and
can be neglected. Then, we obtain for ng at F,—F, > KT

. _ [N(F.,—F,)]B eUy
ST (L+iwt)(1+A) KT

(18)

where
T=T1/P,(1+A), A=2Z(1-PB)[N(F,)—nd/n..
Since, with condition (9) fulfilled, the charge trans-

port across the grain boundary is only effected by elec-

trons, the results of [7] can be used to determine j.
Neglecting small termsin the corresponding formulain
[7] and taking into account (18), we obtain for thegrain

boundary admittance Y, = j /Uy

_ - G,
Yp = Gup t10Ce— T7ior (19)
G, = o "C[cothm—s} (20)
HE T 2KT (kT '
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Fig. 2. Grain boundary conductance Gy, vs. photoexcita-
tion level g a U, = 0.25 V and various frequencies w.
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(5) G-
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Fig. 3. Grain boundary capacitance vs. photoexcitation
level g a U, = 0.25 V and various frequencies w.

(1) Cp (w=0); w, 5% (2) 2m, (3) 200m, (4) 2 x 10*m, and
(5) CyE. Curves 1 and 2 merge.

where Gye, Cur = gENy/Ng are the high-frequency
(wt> 1) conductance and capacitance of the grain
boundary, and the following designation is introduced:

G, = €j4AB/2KT(1+ A).

The last term in (19) determines the contribution from
IS recharging to the grain boundary photoadmittance.

The photoadmittance of a polycrystal, calculated
per unit sample cross-section area, reads

-n0b, DO
v D1(bd+epnN(,D'

Expressions for the grain boundary conductance
(G, = ReY,) and capacitance (C, = ImY,/w) can easily
be obtained from (19). Numerical calculations of G,
and C, in polysilicon with parameters presented above

(21)
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Fig. 4. Integral 1S density Ng(E) calculated using (22) and

(23) (solid line). Dashed line represents the preset integral
IS density used in numerical calculation of jy., Gy, and Cy,
(Figs. 1-3).

show that at eU,, > KT the grain boundary conductance
and capacitance depend on U, only dightly. Thisisdue
to the weak dependence of j4. and T on U, The results
of the calculation of G, and C,, asafunction of the pho-
toexcitation level at fixed U, and w are presented in
Figs. 2 and 3. The rather strong dependence of T on g
leads to a distinctive dependence of G, and C, ongin
the frequency range 10° s < w < 108 s. At low exci-
tation levels, wt> 1 and

Gy = Gurr Gy = G

T decreases with increasing photoexcitation level. At
wT =1, achangeover from the high-frequency conduc-
tance and capacitance to low-frequency values occurs.
At high excitation levels, w1 < 1 and

Gb = Gdc’ Cb = Cdc1
where
Ga = Gur—G1, Cy = G+ GoT,

are the low-frequency grain boundary conductance and
capacitance. At wt < 1, the contribution from IS
recharging to the grain boundary conductance and
capacitance is the highest.

It should be noted that at low temperatures the dark
admittance of the grain boundary is aso determined by
an expression of the type (19) with, however, A =
P(FIV(L - BA)/ns[7].

3. SPECTROSCOPY OF INTERFACE STATES

Let us find relations that make it possible to deter-
mine Ng(E) from measured static and dynamic charac-
teristics of the electrical conductivity of a photoexcited
polycrystal. In doing so, we assume that the parameters
d, Ng, and p,, are known. Then, we can easily calculate

DOSHCHANOV

the grain boundary conductance and capacitance from
measured ReY and ImY values, using (21). Therefore, it
suffices to determine relations defining the explicit
dependence of N(E) on G, C,, j4 and U,; U, =
(Uy/D —jadepnNgd.

With the use of (20), B can be expressed in terms of
experimentally measurable quantities:

B = coth(eU,/2KT) — pue,
where
Pur = 2KTGye/e] g

It is noteworthy that V, n,, and F,, can be expressed in
terms of (3:

V = eUy /4B, ng = J2g,eNy4U./eB,

2
Fn = Ec—gy—b-(zl—g—g-2 + kTIn[%cosh%‘%}
C

The following relation can be obtained from (19):

ns( pHF - pdc)
2(1-B*)Z(B~- Pue + Puc)
where py. = 2KTGy /€ gc-

Apparently, (22) and (23) are the sought-for rela-
tions. With pye and p,. determined from measured j 4,
ReY, and ImY of a polysilicon sample at different opti-
cal radiation intensities incident on the sample, we can
calculate, using therelations (22) and (23), Ny(E) in the
range E, < E < E,, where E; corresponds to the lowest
photoexcitation level and E,, to the highest. This state-
ment can be illustrated as follows: let us conditionally
take the results of numerical calculations, presented in
Figs. 1-3, to be experimental data and use them to cal-
culate Ny(E) by means of (22) and (23). The results
obtained in this calculation are presented in Fig. 4,
where the IS density is determined in the range E,, +
0.668 eV < E < E, + 0.961 eV. The photoexcitation
level g; = 10® cm~3 s corresponds to the lower limit,
and the photoexcitation level g, = 10?* cm s to the
upper.

Expression (19) can also be applied to obtain the
following useful relations, valid at eU,, > KT:

(22)

NS(FH) = nS +

(23)

% — e2( pHF - pdc) pdC (24)
0, 2KTpye(Coc — Chie)’

_ 2] ac(PrE— pdc)ZCHF
R - .
(1-B?) pye(Cac = Cuae)

The numerical value of the parameter 6, can be found
by comparing (22) with the expression

F, = Ec+KTIn(j4/2ev,Nc6,),

(25)
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valid at eU, > KT. Therefore, (24) allows us to deter-
mine §, from experimental data. Relation (25) makesiit
possible to determine the dependence of j on the inci-
dent optical radiation intensity. Using the data pre-
sented in Figs. 1-3, we can readily make certain that, at
any g, relation (24) gives a constant value of 10713 cny?
(i.e, § =10 cm? at 6, = 0.01), while relation (25)
reproduces the linear dependence ji = 2egL.

CONCLUSION

Thus, relations (22)—23) can serve as a theoretical
basis of an experimental technique for determining the
integral IS density, electron capture cross section to IS
energy levels, and recombination current at grain
boundaries from the measured nonlinear photocurrent
and photoadmittance in polysilicon.
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Abstract—A4H-SiC epilayers were grown by aliquid-phase epitaxy in vacuum. It was found that the seed layer
with steps characteristic of liquid-phase epitaxy should be preliminary deposited on the substrate. It is demon-
strated that growth in a vacuum leads to a decrease in the concentration of uncompensated carriers Ny — N, to

the level of 2 x 10'® cm3. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In the last few decades, the progress in the field of
semiconductor electronics stimulated the devel opment
of new methods for fabricating semiconductor struc-
tures and obtaining new semiconductor materias. Sili-
con carbideisone of the compoundswidely used inthis
field due to its unique properties [1]. In this study, lig-
uid-phase epitaxy (LPE) of SIiC is investigated. This
technique has a number of obvious advantages com-
pared to other methods for obtaining structures with
SiClayers. First, inaseriesof studies (see, for example,
[2, 3]), it was suggested to use LPE to grow a covering
layer over macrodefects (micropipes) on the substrate
surface. This made it possible to grow high-uniformity
epilayers with alow defect content. Another advantage
is the possibility of growing the LPE layers on large-
size substrates (as large as 50 mm in diameter) [4],
which allows the fabrication of large-area semiconduc-
tor devices. In addition, L PE makesit possible to grow
SiC layerswith arather large diffusion length and alow
concentration of deep-level centers [5]. The aforesaid
determines the prospects of LPE application for the
fabrication of high-power semiconductor devices.

The mgjor disadvantage of the container L PE tech-
nique is the high concentration of residual impurities.
Impurity sourcesinclude, for example, residual gasesin
the growth chamber, or graphite components. The main
purpose of these investigations was the development of
the LPE of undoped 4H-SiC epilayers from the solu-
tion—melt in a graphite crucible. The concentration of
the residual impurity in the layer in the range of
(1-5) x 10% cm should be provided.

To solve this problem, a series of experiments was
carried out in 99.9997%-pure argon with the crucible
and thermal shielding made from graphite of extra-

purity grade. This led to the growth of polytype-free
n-4H-SiC epilayerswith aresidual impurity concentra
tion of about 10'” cm3. The average normal growth rate
measured was approximately 0.27 pum/h. To exclude
uncontrollable impurity entering the layers from a gas
atmosphere and further lowering the impurity concen-
tration in the 4H-SiC layers, it was suggested to grow
them in vacuum.

EXPERIMENTAL

For LPE of SIC, aNika-S setup, which was adapted
for this purpose, was used. A description of the setup
may be found in [3]. Graphite components, including
the crucible, were made of graphite of extra-purity
grade. Single-crystal Si with aresistivity of ~400 Q cm
was used as the active component of the melt.

In al experiments carried out in a vacuum chamber
with residual pressure of (4-5) x 10 Pa, the growth

temperature was 1250°C and the growth duration was
2-5h.

The CREE n-4H-SiC substrates misoriented by 3.5°

and 8.0° to the [1210] direction with respect to the
basal face Si(0001) were used in growth. Some sub-
strates had a mirrorlike polished surface. Other sub-
strates had an n-type seed layer 1.0-1.5 um thick with
a residual impurity concentration of 10 cm= and
growth stepstypical of LPE. The seed layer was prelim-
inary deposited on the polished surface by LPE in Ar.

RESULTS

The LPE 4H-SiC monotypic epilayers 3 um thick
were grown on the substrates with a seed layer. The
normal growth rate was 0.8 um/h. Figure 1 demon-
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strates a scanning electron microscopy (SEM) micro-
graph of the cleavage of one of these structures. The
surface of the layer grown in vacuum has a step struc-
ture characteristic of LPE on misoriented substrates
(Fig. 2). The preferentia step arrangement along the

[1100] direction on the largest part of the substrate sur-
face is clearly observed. The results of capacitance—
voltage (C-V) measurements of the concentration of an
uncompensated impurity are shown in Fig. 3. It can be
seen that the impurity concentration is (2-3) x 106 cm3,
which is amost an order of magnitude lower than the
value characteristic of the layers grown in Ar.

No growth steps were found on the surface of the
layers grown on mirrorlike substrates without the pre-
liminarily deposited epilayer, and the sample surfaces
remained smooth. Even at the largest SEM magnifica-
tion, the layers were indistinguishable on the cleavages
of these structures. The C-V measurements revealed
the concentration profile shown in Fig. 3. The profile
depth (of about 0.2 um) and its shape were independent
of the duration of the substrate immersion into the melt.
A sharp profilerise at 5 x 10 cm corresponds to the
residual impurity level in the substrate. The shape of
remaining part of the concentration profile, namely, the
plateau at thelevel of 107 cm3, can be explained asfol-
lows. The melt evaporation leads to the vapor conden-
sation on the substrate after its separation from the
melt. The vapor pressure of C at about 1250°C is about
107*® Torr, which is negligibly small compared to the
vapor pressure of Si at the same temperature. Thus, the
melt deposited on the substrate is strongly depleted in
C, which leads to a partia dissolution of the substrate
inthelayer of the condensed substance. During the sub-
sequent cooling, the inverse solidification proceeds,
which leads to the formation of the defect-rich layer
with aconcentration of about 10*” cm3. Under the con-
ditions described above, growth from the melt was not
observed on the mirrorlike substrate surfaces in vac-
uum.

DISCUSSION

One of specificfeatures of LPE invacuumisarather
intense melt evaporation at above 1400°C. This leads,
firstly, to asubstantial variation in LPE conditions. Sec-
ondly, this restricts the growth time and, consequently,
the epilayer thickness. Stable growth in avacuum calls
for a substantial decrease in the growth temperature.
However, decreasing the temperature, in our case by
150°C compared to the growth in Ar, causes the carbon
solubility in the melt to decrease. Accordingly, the rate
of diffusion saturation of the melt with C at the inter-
facewith the surface of agraphite crucible decreases. In
turn, itiswell known that the onset of film solidification
on the solid substrate calls for melt supersaturation
above a certain critical value [6]. In the general case,
this value depends on the temperature, the melt compo-
sition, the state of the surface, and some other factors.
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Fig. 1. Scanning electron micrograph of the cross-section
cleavage of the structure grown in vacuum on the 4H-SiC
substrate with a seed layer. The thickness of the upper epil-
ayer is 3 um. The thickness of a seed layer is 1 um.

Fig. 2. Surface of 4H-SiC epilayer grown on the substrate
with the preliminarily deposited seed layer. The growth
timeis2 h, the layer thicknessis 3 pum, and the growth tem-
perature T = 1250°C. One scae division corresponds to
4 pm.

A decrease in the degree of melt supersaturation can be
one possible factor inhibiting growth. In order to verify
this assumption, we carried out an experiment in avac-
uum with the melt which was preliminarily saturated in
Ar at a higher temperature over the time interval
exceeding the saturation time in the vacuum. This melt
was preliminarily used for the LPE of SICinArfor6h
at ahigher temperature. Asaresult, only the defect-rich
layer was found on the mirrorlike postgrowth substrate,
whereas the epilayer was grown on the substrate with
seed steps. Thus, we may assume that either the melt
supersaturation in the vacuum under these conditions
does not play a significant role in the onset of crystalli-
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Fig. 3. Concentration of uncompensated impurity Ng—Ng in

the 4H-SiC epilayer grown on (1) the mirrorlike substrate
and (2) a substrate with the preliminarily deposited seed
layer. The doping level of starting 4H-SIC substrates was

5x 1018 cmS.

zation or its critical value isindependent of the C con-
tent in the melt.

Another specific feature of the SiC epilayers grown
by LPE in avacuum is the low temperature gradient in
the growth region of the melt compared to the gradient
in Ar. This is apparently related to a weaker heat
removal from the upper substrate surface and graphite
components. The temperature gradient in the near-sub-
strate part of the melt affects the flux of material to the
substrate and the rate of the convective replenishment
of the depleted near-substrate region, and determines
the kinetics of epilayer nucleation and growth [7, 8].
A decrease in the temperature gradient may inhibit the
growth under the aforementioned conditions.

Thus, it isdemonstrated experimentally that a stable
LPE in vacuum at sufficiently low temperatures
(£1250°C) calls for the deposition of the seed layer
with characteristic growth steps on the substrate. How-
ever, the eventual establishment of the exact cause of
inhibiting the growth on smooth substrates calls for
additional investigations.

BAUMAN et al.

CONCLUSION

Based on the investigations carried out, LPE in a
vacuum was suggested for obtaining SiC layers with a
low concentration of residual impurities. The necessity
of preliminary growth of the seed SiC layer was dem-
onstrated. The growth in vacuum has its own special
features. Specifically, intense melt evaporation may
lead to acertain growth instability. In order to solvethis
problem, it seems appropriate to carry out the growth at
areduced pressure exceeding the pressure characteris-
tic of avacuum chamber. It was noted that the graphite
components might serve as theimpurity sourcein addi-
tion to the neutral atmosphere. For this reason, it is
probable that the use of graphite covered with the SiIC
layer may further reduce the concentration. Thiswill be
the subject of further investigations.
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Abstract—The distribution of growth defects of various types arising in zinc selenide crystals grown from the
melt under highly nonequilibrium conditions determines different, but interrel ated metastabl e states of samples
cut from different parts of the same ingot. The characteristic features of the dielectric response of these states,
aswell as of the states induced by an external action, are established. © 2001 MAIK “ Nauka/Interperiodica” .

Bulk crystalline zinc selenide ingots (more than
50 mm in diameter) grown from the melt under highly
nonequilibrium conditions involve various types of
growth defects generating residual stresses. They form
a complicated stressed—strained state of the crystal,
whose specific attribute isthe spectrum of elastic eigen-
modes [1]. They also lead to the initiation of new
degrees of freedom in the crystal (asin avibratory sys-
tem) owing to which the number of low-frequency elas-
tic eigenmodes in the spectrum increases with the den-
sity of growth defectsin asample [2]. These features of
the mechanical properties of these crystals make it pos-
sible to assign them to dissipative structures, which can
be found in various metastabl e states [3]. On the other
hand, identical frequencies of certain vibratory modes
and other general attributes were revealed in the spectra
of eigenmodes for samples of the same shape cut from
the same ingot. Thus, we may assume that the samples
cut from different parts of an ingot are in different, but
interrelated metastable states. However, as a rule,
anomalies of physical properties are discovered in indi-
vidual samples of the ingot. These anomalies include
the optical sensitization of new bands in the spectrum
of steady-state photoconductivity under monochro-
matic illumination from the region of excitation or
emission of photoluminescence, which is of scientific
and practical interest [4].

The mgjority of 1I-VI crystals are high-resistivity
piezoelectrics which are sensitive to various external
factors; in particular, elastic fields of growth defects
induce the dispersion region of the complex permittiv-
ity €* of therelaxation type[5] inthesecrystals. Further
investigations along this line showed that €* measured
at the frequency f,, which is inversely proportional to
the most probable relaxation time, is very sensitive to
external factors. Thus, its variations during photoexci-
tation (at a wavelength of A) or heating (a temperature
of T) plotted on the phase planein theform of £*(A\) and
€*(T) diagrams integrally represent the self-consistent
variations in interna elastic and electric fields of the

1=V crystals[6-8]. This makesit possible to consider
such a crystal as a system in which the character of
interrelations between the electric, eastic, and elec-
tronic subsystems is determined by the conditions of
the growth and the postcrystallization cooling. In this
case, thevariationsin €* at the phase plane under acer-
tain external factor F can be considered as the conse-
guence of the induced states through which a crystal
passes in the course of adapting to these factors. It is
evident that the e* (F) diagrams contain much informa-
tion about the“actua crystal” system, whose extraction
requires a systematic approach to the analysis of the
dielectric response of these crystals. In the context of
such an approach, it is of interest to determine what
attributes of dielectric response integrally represent the
metastabl e state of various zinc selenide crystals, which
is the main purpose of this study.

We investigated samples from nominally undoped
zinc selenide crystals cut from ingots, whose diameter
exceeded 50 mm, grown from the melt under high pres-
sure in argon. The growth defects were investigated by
the etch-pattern method and also by the shadow and
polarization-optical methods. On the opposite faces of
thesamplesof 10x 10 x 3and 6 x 6 x 2mm in size, the
indium—gallium contacts were deposited. The real (¢
and imaginary (€") parts of the complex permittivity
(e*) of the samples were measured in the frequency
range of 10°-10’ Hz using the capacitance method.
A set of samples cut from the same ingot was divided
into two groups. An attribute of asmall number of sam-
plesin thefirst group was the initiation of new bandsin
the spectrum of steady-state photoluminescence under
monochromatic illumination.

Typical growth defects, which generate residual
stresses in al the samples, include planar defects and
lamels of various nature. They can be seen in the
crossed Nicol prismsfor all the samples as the bands of
aternating birefringence. The elastic fields of these
defects generate a spatially nonuniform electric field in
the piezoelectric crystal. This field determines the new

1063-7826/01/3510-1135%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Families of e*(®g) diagrams for (1, 2) the samples
of the first group and also (3) the distribution of &*(®g)
points for the samples of the second group on the phase
plane. T =293 K. (a) €}, and (b) €} at 530 and 1000 nm.
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Fig. 2. Characteristic diagrams €*(A) for (1) the samples of
the second group and (2, 3) the samples of the first group.

character of interrelations between the subsystems in
the perfect crystal. For this reason, it is not surprising
that the correlation analysis of dielectric parametersfor
al the samples cut from different parts of an ingot

MIGAL’

showed that the permittivity € and dielectric-loss fac-

tor e, measured in the dark for the second group of the

samples at a frequency f, = 1 kHz correlate well with
the growth-defect density. Thus, in spite of aspread in
these parameters for the samples, the mapping points

€} corresponding to their values on the phase plane are

distributed within the sector 3 bounded by the dashed
linesin Fig. 1. As arule, in the samples of the second
group, the growth-defect density correlates with the

values of the €5 modulus. It turns out that the set of the

€} pointsrepresenting the sample statesinduced by the

monochromatic illumination was also arranged within
this sector. It is established that the metastable state for
every sample represented by the point €F in the phase-
plane sector is also characterized by the €*(A) and
£*(d,) diagrams, where @, istheintensity of the mono-
chromatic light from the region of the highest extrinsic
photosensitivity. For the samples of the given group,
these diagrams are similar. A typical €*(A\) diagram is
shown in Fig. 2 (curve 1). In these diagrams, the rela-
tionship between the lengths of arcwise sections and
the relationship between the areas enveloped by two
parts of the €*(\) diagram and corresponding to two
spectral bands of photosensitivity are similar. It is
remarkable that one part of the diagram appears to
envelop another. If the photoexcitation intensity
increases or if there is additional monochromatic illu-
mination, no significant changes are observed in the
shape of the €*(A\) diagrams. Thus, in the phase-plane

sector, each €f point represents a reasonably steady

metastable state, and their set can be assigned to the
same class of metastable states to which all the second-
group samples belong.

At first glance, the €} phase-plane points, which

correspond to samples of the first group, are arranged
less regularly. However, the family of the e*(®p) dia
grams obtained for the photoexcitation of the samples
from the region of the maxima of extrinsic photosensi-
tivity (0.53 and 1.0 um) forms two sectors (see Fig. 1,
curves 1, 2). We emphasize that the character of these
£*(dy) diagramsis similar only provided that ®, isless
than a certain critical intensity @, which isan individ-
ual characteristic of the sample. An attribute of the
€*(A\) diagramsfor these samples, whose formis shown
in Fig. 2 (curve 2), is the separation of the diagram in
the phase plane into two parts corresponding to differ-
ent photosensitivity bands. The most important feature
of the metastabl e states of the samples of thefirst group
is a change in the character of the interrelations
between the crystal subsystemsfor the excitation inten-
sity exceeding a certain critical value @, that manifests
itself in the dependence of the shape of the e*(A) dia
gramson the excitation level ®,. For example, thee* (A)
diagrams obtained for an intensity lower and higher
than the critical one are radically different (see Fig. 2,
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curves 2, 3). It should also be noted that, at high excita-
tion intensities, the €* (A) diagram acquires elements of
similarity characteristic of samples of the first group.
Furthermore, a a high excitation intensity, the €*(A)
diagrams for the samples of both groups have an over-
lapping region, which indicates that identical states can
be induced in the samples of different groups (see
Figs. 1, 2). It was established that the shape of the e* (M)
diagrams also changes if the samples of the first group
were subjected to an externa biasing electric field or to
auniaxial compression P = 25 kgf/cm? along the [111]
axis. Thus, the €*(A)r diagrams obtained under addi-
tiona F factors can also serve as attributes for the meta-
stable states of the crystal. The metastable states
formed in the samples of the first group likely represent
the states with the interrelations between certain sub-
systems “frozen” in the course of postcrystallization
cooling. In this case, the tendency of the samples of the
first group to transfer from one class of states into
another, which is observed when the photoexcitation
intensity increases, can be considered astherecovery of
these interrelations; this takes place because the sam-
ples of the first group have certain attributes of the
metastabl e states of the samples of the second group in
the induced state.

In the context of these concepts, the influence of an
intense additional monochromatic illumination from
the region of emission or excitation of the lumines-
cence (0.65 and 0.53 um) of the crystal, whoseintensity
@, > P, can be considered as the transition of the sam-
ples of the first group into new induced states. Their
attribute isthe pronounced dependence of thee* (M) dia-
grams on a wavelength of intense illumination (see
Fig. 3, curves 1, 2). We note that these states are char-
acterized by new bands appearing in the photosensitiv-
ity spectrum.

It is evident that, owing to the influence of highly
noneguilibrium growth conditionsin certain regions of
a zinc selenide crystal, specific structural formations
are generated by multifactor noneguilibrium growth
conditions. Therefore, we may assume that the metasta-
ble-state classes for the samples of the first and second
groups differ in the distribution character of the com-
plex centers responsible for photosensitivity. In the
crystals of the first group, they are distributed nonuni-
formly over the regions that differ radically in their
stressed-strained state; as a result, the character of
interrelations between crystal subsystems changes with
a self-consistent modification of internal fields under
the influence of an external factor. In particular, certain
interrelations between the subsystems are evidently
“frozen,” and there is a specific hierarchy of interrela-
tions between the crystal subsystems. In this case, the
nonequilibrium charge carriers screening the internal
electric field reestablish the character of interrelations
between the natural subsystemsfor the majority of zinc
selenide crystals. In our opinion, this indicates that the
relaxation processes are not completed during crystal

SEMICONDUCTORS  Vol. 35

No. 10 2001

1137
8”
2

8L
A, nm
7+ o 450
e 470
o 480
6 ® 490
® 500
5L © 510
o 530
® 550
41+ e 570
] o 600
3 o 650
i 8 700
® 800
2L K 900
N 1000
= 1200

1 1 1

10 14 18 12 ¢

Fig. 3. e*(A\) diagrams for the samples of the first group
under illumination with a wavelength of (1) 650 and
(2) 530 nm.

growth under highly nonequilibrium conditions and
verifies the individual character of the formation of
interrelations between the crystal subsystems in the
samples of the first group.

The above assumptions are corroborated partialy
by the results of investigating the influence of pressure
and electric field bias on the bands of the alternating
birefringence. It turnsout that only in the samples of the
first group does the reconstruction take place in the
complicated pattern of bands under the uniaxial com-
pression of the crystal to 25 kgf/cm? along the [111]
axis. In this case, we observed the following: (a) the
appearance of new bands, (b) the merging or splitting of
the bands, and (c) a decrease in the intensity of certain
bands down to their disappearance with increasing
level of compression. Using the Rayleigh compensator,
we found that certain interlayers rotate the polarization
plane; i.e., they are optically active. Using nematic lig-
uid crystals, we found that individual interlayers differ
in their resistivity. This and the €*(A) and €*(®,) dia
grams make it possible to consider the crystals of the
first group as heterogeneous systems for which a non-
additive photoconductivity is inherent.

Under a combined selective effect on various sub-
systems of the crystal, it also turned out to be possible
to induce other states, whose attributes are similar to
those observed in the samples having other photoel ec-
tric anomalies. In this case, the most efficient method
for forming radically new metastable statesisto treat a
sample acoustically using an ac electric quadrupole
field [9] in combination with intense additional illumi-
nation and heating.
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Thus, the types, the density, and the distribution of
growth defects inherited during crystal growth form
two sets of interrelated metastable states in the ingot.
These states differ in the character of dielectric
response to an external effect. It is for this reason that
the attributes suggested in this study for the states of an
“actual crystal” system makeit possible to establish the
character of interrelations between the subsystems of
the crystal and to choose optimal treatment methods.
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Abstract—The temperature dependences of the resistivity and photoconductivity spectra of polycrystalline
coarse-grained stoichiometric CdTe purified in the process of repeated recrystallization at temperatures two
times lower than melting point were studied; CdTe ingots were synthesized from starting components subjected
profound purification. It is shown that the main characteristics of polycrystals (resistivity, and the lifetime and
mobility of carriers) are determined by composite complexesformed asaresult of interaction between extended
and point defects. The values of the product of mobility multiplied by lifetime are determined. © 2001 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The application of cadmium telluride to detect ion-
ized radiation isonly worthwhileif the |leakage currents
in the devices do not exceed 10~ A in electric fields of
~1000-3000 V/cm. This meansthat the crystal resistiv-
ity for such devices hasto be ~10%-10° Q cm.

Up to now, CdTe single crystals doped with chlorine
and obtained by the method of the traveling heater are
considered asthe best material for ahigh-quality detec-
tor. The compensated crystals possess a high resistivity
(p=10%-10° Q cm) and values of lifetimes of electrons
(Te) and holes (1) unsurpassed at the present time. One
shortcoming of the method is the variation of the resis-
tivity along the ingot.

Theoretical calculations show that CdTe can be
obtained with the resistivity p = 10° Q cm without dop-
ing with donor impuritiesif a structurally perfect crys-
tal free of residual chemical impuritiesis grown. How-
ever, in practice, the resistivity of real nominally
undoped crystals, irrespective of how they were fabri-
cated, does not exceed 10°-10° Q cm [1].

Recently, the melt-growth methods for the prepara-
tion of undoped CdTe crystals with a stoichiometric
composition and p = 10°-10'° Q cm [2, 3] using high-
purity starting components have been devel oped. How-
ever, such crystals have structural imperfections and
contain background impurities at the level of 10 cm™
(at best) and have ahigh level of compensation. Usually
a set of deep electron states is present in the band gap
which actually determines the main properties of the
material (resistivity, and carrier mobilities and life-
times).

The extended defects (dislocations, subgrain bound-
aries, twins, and grain boundaries), combined with
point defects (impurity-related and native), play an
important role in the formation of structurally complex

defects and, as a consequence, produce deep electron
states in the band gap of undoped crystals. At present,
it is difficult to determine the role of all these defects.

We have attempted to obtain CdTe stoichiometric
crystalswith the lowest possible content of background
impurities at lower temperatures. To thisend, we devel -
oped methods for low-temperature synthesis with the
subsequent profound purification of the compound and
the rendering of its composition to that corresponding to
minimum pressure (the composition close to stoichio-
metric at crystallization temperatures of 600-620°C) [4].

Despite the textured structure of the polycrystals
obtained, it is possible, in our opinion, to separate the
role of the grain boundariesin the formation of adjacent
defects against the background of low amount of the
main residual impurities (<10 cm) and minimum
concentrations of the native point defects.

Previoudly, the role of extended defects in textured
polycrystalline CdTe was studied by optical methods
[5, 6]. In this study, the efforts along this line are con-
tinued using some electrical methods, in particular, by
measuring the conductivity and photoconductivity tem-
perature dependences.

2. EXPERIMENTAL

The high-purity p-CdTe samples (p = 10°-10° Q cm)
of stoichiometric composition with atextured structure
in the growth direction of the [111] single-crystal grain
were used in measurements of electrical properties. The
mean size of the single-crystal grain was no smaller
than 1.5-2.0 mm in diameter. The samples were
selected from polycrystalline ingots grown at tempera-
tures of 600-620°C in the course of the finishing puri-
fication of CdTe [7]. Samples5 x 5 x 1.5 mm in size
were prepared by mechanical grinding and lapping per-
pendicular to the growth direction in the { 111} plane.

1063-7826/01/3510-1139$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Temperature dependence of p-CdTe resistivity.

The contacts on the {111} surfaces were formed
after etching in a bromine-methanol solution by the
gold deposition method from a gold chloride solution.

The photoconductivity was measured at the temper-
ature T = 65 K in the region of intrinsic absorption
(photon energies i = 1.3-1.6 eV).

The temperature dependence of the resistivity was
measured in therange T = 65-293 K.

3. RESULTS AND DISCUSSION

The temperature dependence of the resistivity of the
p-CdTe sample cut along the growth direction of the
monograin [111] is shown in Fig. 1. The resistivity of
the sample at room temperature was p = 3 x 10° Q cm,
which corresponds to the concentration of free holes
p= 29 x 10" cm3 (for the hole mobility p, =
70cm?V-1 st [8]). As can be seen from Fig. 1, two
types of centers are present in this sample with the
energy levels, + 0.09 eV and E, + 0.26 eV.

For this set of energy levels and the total concentra-
tion of electrically active impurities of <10™ cm 3, it is
difficult to bring these parameters into agreement with
each other, since neither the calculations according to
the formulas of classical statistics [9] nor according to
the formulas of heavily compensated semiconductors

KLEVKOV et al.
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Fig. 2. p-CdTe photoconductivity spectrum.

[10] yield such values of free carrier concentrations if
only point defects are believed to be present in the sam-
ple.

To a certain extent, the contradictions can be elimi-
nated if one assumes that the material parameters are
determined by composite defects (complexes) appear-
ing as a result of the interaction of extended defects
with point ones (impurity-related and native) due to
their segregation. The main extended defects in our
materials are the grain boundaries and to alesser extent
the twins, since the dislocation density measured in the
single-crystal grain does not exceed 10° cm.

The energy levels we observed were found as far
back as 1989 [11] both in compensated and uncompen-
sated CdTe crystals obtained by the traveling-heater
method. Up to 20 types of defects forming the energy
levels in the band gap were reported by Samimi et al.
[11]. It was concluded that most of these defects are not
simple point defects or impurities but composite com-
plexes including both extended and point defects.

Actually, other centers with shallower energy levels
may be present in our samples. The spectral depen-
dence of the photoconductivity presented in Fig. 2 con-
firms this assumption. The long-wavelength threshold
of the photoconductivity corresponds to the electron
transition from the energy level E, + (0.26 = 0.02) eV

SEMICONDUCTORS  Vol. 35
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Fig. 3. Temperature dependence of p-CdTe resistivity after
annealing in Cd vapor

to the conduction band (the photoconductivity in
p-CdTe is effected by free electrons [12]). The rise of
the photoconductivity signal in the region of shorter
wavelengths is indicative of the presence of shallower
levels, which apparently make an insignificant contri-
bution to the free carrier concentration. Both the iso-
lated impurity centers and the clusters of impurity cen-
ters in the vicinity of the extended defects may be
responsible for the position of the levelsin this energy
region.

A sharp decreasein the photoconductivity signal for
the photon energies iw > 1.514 eV is caused either by
the high surface-recombination rate or by astrong exci-
tonic absorption in this energy region.

It is worthwhile noting that the estimations of the
product of the lifetime of electrons (1) by the value of
their mobility (1) on the basis of the steady-state pho-
toconductivity signal yield thevalue of 2 x 102 cm? V-2,
This value of T, is usually characteristic of CdTe:Cl
crystals of the detector quality [13].

Thetemperature dependence of theresistivity of this
sample after itsannealing in the saturated Cd vapor at a
temperature of ~650°C for 72 h is presented in Fig. 3.
The inversion of the conductivity type was not
observed. As a result of annedling, the resistivity
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Fig. 4. Photoconductivity spectrum of CdTe annealed in Cd
vapor.

increased only by two times at room temperature. The
energy level E, + 0.26 eV transformed into the level
E, + 0.35 eV. No significant changes in the free hole
concentration occurred.

This fact indicates that the redistribution of charges
over the defect, which already exists, occurred, eg.,
owing to the change of the distances between the dan-
gling bonds at the boundaries or to a partial redistribu-
tion of impurities close to them. These changes are
more pronounced in the spectrum in Fig. 4. The long-
wavel ength threshold of the photoconductivity signal in
the anneal ed sampl e shifted to shorter wavelengths and
corresponds to the electron transition from the levels
~E, +0.35¢eV and E, + 0.09 eV to the conduction band.
The energy levels observed at the rise edge of the pho-
toconductivity signal (Fig. 2) are not distinguishablein
the annealed sample.

The dip in the photoconductivity spectrum in the
region of Aw = 1.58 eV is apparently associated with
strong excitonic absorption. Similar photoconductivity
spectra have previously been observed at nearly liquid-
helium temperatures [14]. The photoconductivity in
this spectral region was not observed at higher temper-
atures[14], which can be associated with short €l ectron
lifetimes.
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Fig. 5. Resistivity temperature dependence of CdTe crystal-
lized at low temperatures.

We should note that, according to the signals of the
steady-state photoconductivity, the lifetime of free
electrons in the annealed samples increases by nearly
two times (~4 us).

The electron lifetime values obtained in the purified
CdTe polycrystals indicate that the defects introducing
thelevelsg, +0.09eV,E, + 0.26 eV, and E, + 0.35 eV
only dlightly affect the transport properties of electrons.

Theresistivity temperature dependencefor the poly-
crystalline CdTe sample cut from the ingot part crystal-
lized at lower temperatures is shown in Fig. 5. As can
be seen from Fig. 5, the sample resistivity at room tem-
perature is as low as ~10° Q cm. In addition to defects
with thelocal levelsg, + 0.09 eV and E, + 0.26 eV, a
previously unobserved defect makes itself evident in
this sample (it was possibly not seen due to alow con-
centration of such defects in the samples with higher
resistivity), with the state E,, + (0.13 + 0.02) eV being
related to this defect. The concentration of such defects
is~10" cm™ and is comparable with the concentration
of centersrelated to the level E, + 0.26 €V. We believe
that this is one of the possible centers, which actually
determines the free-electron lifetime, since wefailed to
measure the photoconductivity in this sample owing to
alow signal amplitude (the lifetime being too short). At
the same time, these are the centers which cause an
intense line of radiative recombination to appear near

KLEVKOV et al.

the grain boundaries; this line was observed in the pho-
toluminescence spectrum at 100 K [6]. We should note
that these centers made themselves evident in the sam-
ples with higher resistivity in the form of a poorly
resolved line (Aw = 1.46 V) in the photoconductivity
spectra (Fig. 2). We believe that such a center also has
a complicated structure and is formed with the partici-
pation of an extended defect and uncontrollable impu-
rity likely of donor type.

4. CONCLUSION

At the present time, the nature of many deep elec-
tronic states in CdTe associated with the various point
defects is established rather reliably. Unfortunately,
despite intense studies over a number of years in this
field, the electronic properties of extended defects in
[1-VI compounds (dislocations, twins, and grain
boundaries) remain insufficiently studied.

Schroter et al. [15] attempted to clarify the situation
using the behavior of dislocationsin silicon asan exam-
ple. The extended defects are the source of stresses and
long-range electric fields; they interact with point
defects thus introducing deep electronic states and,
consequently, substantially affect the concentration,
mobilities, and lifetimes of carriers [15]. The nature of
such defects [15], is determined both by the atomic
structure of the extended defect and by the mechanism
of interaction with the point defects.

The results of our study are completely consistent
with thisopinion. The energy levels observed with acti-
vation energies of 0.13 and 0.26 €V are consistent
within the limits of experimental accuracy with the
emission bands Y (1.47 €V) and Z (1.36 V), which
were recorded in the photol uminescence measurements
[6] in CdTe polycrystals of stoichiometric composition.
However, the results obtained do not allow us to judge
unambiguously either the electronic structure of the
extended defects, or the nature of their interaction with
the point defects. Therefore, the role of composite
defectsin the formation of crystalswith ahigh resistiv-
ity and long lifetime of mobile carriers till remains
unclear. For its clarification, more sophisticated
research methods must be used (local-structural, polar-
ization, etc.). We plan to continue our studies along
these lines.
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Abstract—The hopping conductivity and the Seebeck coefficient have been measured in Pby 755N 2, Te with
5 at. % In and supplementary donor doping with Cl. The experimental data obtained are compared with similar
results for supplementary acceptor doping with TI. At temperatures of 150 K and higher, the thermoelectric
power changes its sign from positive to negative on the introduction in sufficient amounts of either donors or
acceptors. An analysis of the dependence of the thermoel ectric power on the content of supplementary donors
and acceptors yields the density of localized indium states as a function of energy. The function is essentially
nonmonotonic, exhibiting both a density-of-states peak and a minimum between this peak and the conduction

band. © 2001 MAIK “ Nauka/lInterperiodica” .

In indium-doped Pb, _,Sn,Te solid solutions, hop-
ping conduction is observed at unusually high temper-
atures and impurity densities [1-4], with the transport
occurring by hopping between nearest neighborsin the
temperature range T = 100400 K. The activation
energy of hopping conductivity can be determined from
the temperature dependence of conductivity o [1, 2],
and an analysis of the thermoelectric power under sup-
plementary donor and acceptor doping yields the den-
sity of localized states as a function of energy € [3, 4].
Supplementary doping with impurities forming no
localized states near the chemical potential level makes
it possibleto shift the chemical potential 1 with respect
to electronic energy states and thereby to scan the
energy spectrum of localized states.

The thermoelectric power Sis used to determine the
density g of localized states using the relation obtained
by means of the effective medium theory [5],

_ _5kpEn |, 2 o ordingy

S= femr 3 Ko,
where g, is the activation energy of hopping conductiv-
ity. With g, determined from the temperature depen-
dence of conductivity, the thermoel ectric power can be
used to find the quantity

- dingy
f = Ode O, ) 2
asafunction of the electron concentration n equal to the
difference of the donor and acceptor densities (if each
electrically active atom generates or absorbs an elec-

tron, whichisthe casefor all of the dopantsused: In, Tl,
and Cl). Numerical integration over nyieldsthe density
of states g and the chemical potential p as functions of
n; i.e., it gives the dependence g(u) in parametric
form [4].

Previous studies|[3, 4] have shown that, at an In con-
tent of 3 at. %, the thermoel ectric power is negative at
any temperature and concentration of supplementary
dopants, and therefore, the density of states determined
by the method of supplementary donor and acceptor
doping grows steadily with increasing energy. In con-
trast, at an In content ashigh as5 at. %, the thermoel ec-
tric power reversed its sign both with increasing tem-
perature[2] and upon addition of aT| acceptor impurity
[4]. An analysis of the experimental curves obtained
revealed a peak of the density of localized states [4]. It
would be expected that there is a minimum in the den-
sity of states (soft gap) between this peak and the con-
duction band.

To reveal the g(1) minimum, we measured and ana-
lyzed the conductivity and the thermoel ectric power in
asolid solution with 5 at. % indium and supplementary
doping with CI, the latter impurity being a singly
charged donor in 1V-VI compounds. The obtained
experimental results are analyzed together with data on
supplementary doping with thallium [4].

The activation energy €, determined from the slope

of the straight lines representing the Ina(T) depen-
dence was nearly the same for al the samples
[(45 = 5) meV] for both Cl and TI. Therefore, supple-
mentary donor or acceptor doping at afixed In content

1063-7826/01/3510-1144%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Thermoel ectric power vs. temperature for (Pbg 7gSng 22)0.95Ng.05 Te samples with supplementary doping with Cl or TI. Ny:
(1) 0, (2 1, (3) 1.5 and (4) 2 . %; Ng: (5) (0.6-1), (6) 1, (7) 2, and (8) 2.5 at. %.

has virtually no effect on the scatter of energy levels,
determining the activation energy of hopping conduc-
tion.

Figure 1 shows temperature dependences of the
thermoel ectric power under supplementary doping with
chlorine or thallium (up to concentrations of Ng =
2.5at. % and Ny, = 2 at. %). It is noteworthy that at rel-
atively low temperatures (150 K and lower), where the
thermoelectric power is positive without supplemen-
tary doping, itssign isreversed to negative upon doping
with sufficient amounts of either acceptors or donors.
For example, at a Cl content of 2.5 at. %, the thermo-
electric power is negative over the entire temperature
range under study.

The density of localized states was calculated as a
function of energy (at 150 K) by the method mentioned

above and described in detail in [4]. The f values calcu-
lated using the experimental thermoelectric power S
and the activation energy €, obtained from the temper-
ature dependence of conductivity are given in the table
in relation to the electron concentration n. The density
of states g() is presented in Fig. 2. This dependence
shows not only a maximum, but also a minimum lying
~100 meV higher. Theresult obtained confirmsthe ear-
lier assumptions of nonmonotonic energy dependence
of the density of localized states.

The data on the density of localized states at an In
content of 3 and 5 at. %, obtained in this study and in
[4], show that the region of localized states extendsinto
the band gap as deep as at least ~100 meV, this value
noticeably exceeding the activation energy of hopping
conductivity, equal to 3545 meV. This difference can

Experimental values of thermoelectric power Sat T = 150 K and the f(n) function for (Pbg75SNng.22)0.951Ng.05Te With supple-

mentary doping with Tl and Cl

Sample no. Ny, at. % Ng, a. % S uV/K n, cm f,ev?
C6 25 —400 11.25 34.08
C5 2 44 10.50 -3.749
C3 1 17 9.00 —1.448
Cl 0 7 7.50 —0.596
T1 0 7 7.50 —0.596
T2 0.5 7 6.80 —0.596
T3 1 -12 6.00 1.022
T4 15 =35 5.30 2.982
T5 2 -58 450 4,941

SEMICONDUCTORS Vol. 35 No. 10 2001
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Fig. 2. Density of electronic locdized states in
(Pb0.78$n0.22)0‘95l n0_05Te solid solution.

be accounted for by taking into account that the activa
tion energy of hopping conductivity isthe mean energy
distance between neighboring impurity centers,

whereas the width of the localized states region can be
enhanced by large-scale heterogeneities. The assump-
tion that there exists alarge-scale random potential was
used earlier [1] to account for the dependence of the
activation energy on the content of In impurity giving
rise to the localized states under study.
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Abstract—The interference of polarized beamsin thin CdS crystals placed between crossed polarizersis con-
sidered. It is shown that in the case of incomplete polarization of the interfering beams the spectral position of
the transmission minimum near the isotropic point depends on the crystal thickness. © 2001 MAIK

“ Nauka/lInterperiodica” .

A certain time ago, an analysis of the transmission
spectra of thin CdS crystalsin polarized beams (a shift
of the transmission minimum was observed on samples
placed between crossed polarizers whose principal
transmission axes were oriented at an angle of 45° to
the crystal optical axis C) led to the conclusion that the
refractive index depends on the crystal thickness [1-5].
The effect was so strong that possible changes in the
refractive index due to structural defects, the deforma-
tion of very thin samples, the deformation associated
with optical contact between the crystal and substrate,
etc., could be disregarded and the dependence of the
refractive index on the sample thickness as a purely
geometrical factor could be considered the principal
reason for the shift of the minimum.

The thickness dependence of the spectral position of
the transmission intensity maximum was observed in
[6] with a collinear configuration of polarizers. This
effect was attributed to a change in [An| = |ny — nyf,
resulting from the dissimilarity of structural defectsin
crystals with different thicknesses (n; and n; are the
refractive indices for light polarized, respectively, per-
pendicularly and parallel to the optical axis of the crys-
tal).

On the other hand, no dependence of the refractive
index on sampl e thickness was observed in [7—11]. For
instance, the resonance positions under quantum con-
finement conditions were in good agreement with the
refractive indices in thick crystals [7], and the direct
measurements of n(A) in [8-11] for thicknesses of
0.2-1 umdid not reveal any differences (A isthe wave-
length of light in free space).

The aim of this study was to demonstrate that the
interpretation of the interference pattern presented in
[1-6] is not unambiguous: the unusually high sensitiv-
ity of the spectral position of extremanear the isotropic

point can be accounted for by specific features of inter-
ference, manifested with incomplete polarization of the
interfering beams, which, in our opinion, is always the
caseinrea optical systems.

Let us consider this issue in more detail. We denote
the ratio of intensities of the maximum and minimum
transmissions of the input polarizer by y, and the ratio
of the same quantities for the analyzer by y,. Futher-
more, let the crossing angle of the input and output
polarizers be ©, and let the angular deviation of the
optical axis of the wafer from the direction of the max-
imum transmission of the input polarizer be f3.

Using the results obtained in [12-15], we can dem-
onstrate that, at normal incidence onto the crystal sur-
face, theratio of intensities of theincident and transmit-
tedlight is

| = 0.5k k,[|To*SIF, + [T, *S;F,

—[T4l[ToSiS,(1-Ya)sin2(© - B) cos(a; — ay)],

where k, and k, are the squared amplitudes of the max-
imum transmission for, respectively, the input and out-
put polarizers;

)

S, = sinp-./y,cosB; 2)

S, = cosp +,/y,sinB; (3)

F, = sn’(©—B) +y,cos'(0 - B); @)

F, = c0s’(©—P) +y,sin"(© - B); (5)

T, = Sli ; ©)
J(1-R)?+ 4R sin’k,

o = kj+ ™

1063-7826/01/3510-1147$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Spectral position of the transmission minimum as a
function of the crystal thickness near the inversion point for
the CdS crystal (4950 A < A <5250 A) at incomplete polar-
ization of the interfering beams.

stinkj

@ = arctanl_Rj cosij; 8)
_ -7
[
kj = Znnjx; (10)

and | is the sample thickness.

We denote by subscript j = 1 the field amplitudes,
phases, and refractive indices for the polarization per-
pendicular to the crystal optical axis C, whereasj = 2
stands for the parallel polarization.

Thetabulated values of theindex n; intherangeA =
4950-5250 A [9] were used for numerical calculation
with formula (1). The following expression was
obtained using these values:

5.344 225.244

My = Ny = 231452 + T * A —4406.23°

(11)

AtthepointsA = 4950, 5100, and 5250 A, formula(11)
is in agreement with the experimental data to within
+1 x 10°5; the maximum deviation at other points of the
interval does not exceed 3.7 x 107, In plotting the
dependence of n, on wavelength A, we used the tabu-
lated values of [n; —n| from [16] for the pointsA = A; +

BROVCHENKO et al.

150 A and A = A\, — 100 A, where A, is the inversion
point:

45424 = 1777
A —4827 A —-4419°
According to [9], ny(A) = n”()\i) = 2.661.

Let us now consider formula (10) in more detail. In
thick samples, when the interference peaks with ampli-
tudes T, and T, are not resolved and the amplitudes
themselves are smooth functions of the optical thick-
nessnl of acrystal, the spectral position of thetransmis-
sion peaksisindependent of the depolarization of inter-
fering beams, with the principal minimum coinciding
with the inversion point A; and corresponding to the
zero order m = 0 of interference

n, = n, = 2.38342 + (12)

(13)

Formula (13) is not valid for thicknesses at which,
according to [13], the interference minima (maxima) T,
are resolved. Indeed, near the inversion point, at dis-
tances of about 100-150 A, the difference |n; — |
changes by about 0.01-0.03. In this case, [T,|? and [T,
differ from each other by only several percent. Setting
Ny = n;in (1) and, therefore, T, = T, =T, a; = a, = q,
we obtain in the approximation under consideration

(ng=ny)l = mA.

I(\) = [TI?P(O), (14)
where the function
P(©) = 0.5k.k,
(15)

x 008 O (1 + /y,tan®)” + y,(tan@ - /y,)’]

describes the intensity of light transmitted through the
system of two polarizers crossed at an angle @ in the
absence of acrystal.

It can readily be shown that this function has a max-
imumat © =A and aminimum at © = A + 172, where

A = arctan,fy,,. (16)
At the transmission minimum
Prin(©@ = A+ 102) = 0.5k K,y.(1+Y,) an

<P(© =12) = 0.5k k,(Ya+Y,)-

Thus, at P(®) # 0, the position of the transmission min-
imum will be determined by a condition more compli-
cated than (13), with account taken of the amplitudes T,
in the vicinity of A;. For this reason, the position of the
minimum will, generally speaking, depend on the crys-
tal thicknessand coincide with A; only for those| which
satisfy the condition for either a Fabry—Perot interfer-
ence minimum for the amplitudes T(A;)

4nl = (2m+ 1A, (18)
or amaximum
2n;l = ma;. (29
SEMICONDUCTORS Vol. 35 No. 10 2001
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Condition (13) is valid without corrections only in
theideal caseof y,=y,=0, @ =12, B = 174.

The spectral position of the transmission minimum
A(lin), calculated using (1) for different | values, ispre-
sented in Fig. 1. To simplify the calculations, the polar-
izers were assumed to be homogeneous; i.e., Y, = Y, =Y,
ky = ky = k, and k was set equal to unity. We also
assumed that, in the adjustment of the system in the
absence of acrystal, the crossing angle of the polarizers
was set to the minimum transmission (© = A + 172), and
the angle between the optical axis of the crystal and the
direction of maximum transmission of the input polar-
izer was considered to be 174. With account taken of the
depolarizing properties of the cryostat windows, the
effective minimum to maximum transmission ratio was
taken equal to 5 x 1073,

Theinterference minima coinciding with A; and sat-
isfying the condition (18) are enumerated in the figure
in correspondence with their order. The minima
Al i 1, for which the condition (19) isfulfilled, alter-
nate with the minimum points determined by (18). The
periodicity of interferencein| for both types of extrema
IsA/2n; = 958.3 A. As seen from Fig. 1, the function
A(lin 1) changes much faster near the thicknesses, sat-
isfying the condition (19), and both the rate of A(l i, 1)
variation and the total swing of wavelengths from
Amin(line D) 10 Aa(Imine 1) grow with decreasing thick-
ness. In area experimental situation, this may lead to
strongly dissimilar optical properties of different parts
of acrystal because of the presence on the sample sur-
face of growth steps one or severa lattice constants
high.

A calculation of the function (1) for other parame-
ters of the optical system—y, @, and —demonstrated
that at the same thicknesses, except those satisfying the
condition (18), the deviation of the intensity minimum
position from the inversion point A; increases
(decreases) with increasing (decreasing) y. The position
of the minimum can also be controlled by varying the
angles © and 3.

The table compares the results of our calculation
with experimental data[1, 2, 4]. The first column pre-
sents the experimental positions of the transmission
minima for sample thicknesses from the second col-
umn, and the third column gives | values calculated
using formula (1) for the experimental A(l.,,) from the
first column.

A discrepancy of 6-10% between the experimental
and calculated thicknesses for the last three samplesis
due, in our opinion, to thefollowing factors: inaccuracy
in determining A(l,;,,) from plotsin[1, 2, 4]; asubstan-
tial experimental error in determining the minimum
position because of the large band width in very thin
crystals[1]; and the higher relative error compared with
that in thick crystals in measuring the thicknesses of
thin samples. The last circumstance is related to a con-
tribution from the additional phase ¢ (8) to the optical
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Fig. 2. Transmission intensity vs. wavelength near the iso-
tropic point of the CdS crystal at incompl ete polarization of
interfering beams: (1) | =12800 A and (2) | = 5020 A..

thickness of a sample. The undesirable effect can be
eliminated by means of methods described in [17] but
not employed in [1-5].

The wavelength dependence of the transmission
intensity for crystals with | = 5020 and 12800 A, pre-
sented in Fig. 2, is in qualitative agreement with the
shape of the curvesin[2, 3]. Aninverse proportionality
of the band width to the optical thickness of the crystal,
characteristic of the extrema of the Fabry—Perot inter-
ference[13], is clearly seen.

The analysis made in this study demonstrated that,
inthe case of arefractiveindex independent of the crys-
tal thickness [7-11], the spectral position of the trans-
mission minimum near the isotropic point in an experi-
ment with incompletely polarized beams in thin CdS
crystals placed between crossed polarizers will depend
on the crystal thickness. Therefore, the results obtained
in [1-5] can be accounted for not only by the thickness
dependence of the refractive index but also by incom-

Table
M), A I, A, of thecrystal | I, A, of the crystal
(experiment) (experiment) (calculation)
5080 12900 12800
5042 8000 7880
5034 6000 6000
5015 5000 5020
4975 3600 3980
4932 2700 2940
4922 1800 1920
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plete polarization of the interfering beams, resulting
from imperfections of the optical system elements.

With collinear polarizers, the transmission maxi-
mum will exhibit a similar dependence on the crystal
thickness near the isotropic point.
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Abstract—A photoconductivity spectrum normalized to the optical absorption of compensated germanium is
simulated at low temperatures KT << W (where W denotes the energy scale of the random potential that stems
from impurity Coulomb interaction). By fitting the simul ated spectrum to the experimental data, the value of W
and the occupancy of the shallow-donor impurity band are estimated. A weak energy dependence of the mean
free path of electronsin the random potential relief isinferred. © 2001 MAIK “ Nauka/lInterperiodica” .

The photoconductivity spectrum of compensated
germanium is known to differ radically from the impu-
rity-absorption spectrum [1]. This differenceis particu-
larly pronounced at low temperatures, kT < W, where
W isthe energy scale of the random potential that isdue
to the impurity Coulomb interaction.

The objective of this study isto analyze the specific
features of conductivity over the random potential
relief by comparing the simulated and experimental
photoconductivity spectra normalized to the optical
absorption. The numerical simulation of the o(hv)
spectrum was carried out under the following assump-
tions.

1. The random potential is described by Gaussian
statistics [2]:

1 expldd UZD 1)
2w Howd!

where U isthe potential energy, P(U) isthe probability
density of the random potential U, and W is the energy
scale of the random potential.

2. Asaresult of exposure to photonswith energy hv,
electrons are excited from the energy level E¢, where
Eris the Fermi level whose position depends on the
occupancy of the shallow-level donor Ny/Ny (N, is the
concentration of the neutral shallow impurity and Ny is
the total concentration of the shallow impurity). Since
the total energy E is reckoned from the average poten-
tial energy in the conduction band, the Fermi energy is
negative, E- < 0. According to (1), we obtain

P(U) =

EF + E||:|
w

No/Ng = 0.501 + erf

where E; is the shallow-impurity ionization energy; for
antimony, E; amountsto 10 meV.

3. Following [3], the photoconductivity spectrum
a(hv) can be written as

B

o(hv) = J’[SO(E)+0(EP)6(E—EP)] dE, (2

—0o

where E is the total energy of an electron, E, is the
mobility-threshold energy (we assume that it coincides
with the percolation level), and E, is the energy level to
which electrons are excited by the signal irradiation
with photon energy hv: hv = E; — E¢. In accordance
with (2), the photoconductivity o(hv) vanishes when
Eq < E, and shows a stepwise increase to o(E,) when
E, > E, [2]. Further growth under this condition depends
on the carrier contribution S,(E) to conductivity. Let us
assume that Sy(E) is proportiona to the crystal volume
fraction V(E) available for classical motion. This
assumption evidently becomes invalid for the energies
close to the percolation level; however, these energies
correspond to relatively small volume fractions avail-
ablein the three-dimensional case. In particular, for the
normally distributed random potential, V(E,) = 0.17 and
E, =-W|[2]. Then, S(E) can be written as

S(E) = o.5gl+erf\%.

Assuming that o(E,) = 0 and E, = —o (the validity of
these assumptions will be discussed below), we obtain
a photoconductivity spectrum in the following form:

a(hv) = (hv + Ep)Sy(hv + Ep) + WP(hv + Ep).

Simulated spectra, together with the experimental
datathey arefitted to, are showninFigs. 1 and 2 for two
samples with different doping levels and compensation
degrees. Sample | contains copper in doubly and triply
charged states with respective concentrations N, and
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Fig. 1. (14) Experimental and (solid curves) simulated
photoconductivity spectra of Ge:(Cu,Sh): (1-3) for sample |

at different illumination intensities, Ng = 1.5 x 101> cm3,
Ne, =6 x 10% cm™3; (4) for sample|ll, Ng= 1.5 x 10 cm >,
Ng, = 4.3 x 10% em™S,

N3, which are roughly equal (at high temperatures). At
low temperatures, T = 4.2 K, under illumination, a par-
tial neutralization of the shallow donor occurs due to
the electrons leaving the triply charged level of copper
for the conduction band. The neutralization degree can
be varied to some extent by changing the intensity of
the externa illumination (seetable). Samplell contains
copper atoms in the triply charged state only, and the
occupancy of the shallow donor Nyo/Ny at low temperature
is approximately 0.14. Numerical values of the adjust-
able parameters W and Ny/N, employed are listed in the
table. We note that achangein the parameter Ny/N, shifts
the linear portion of the photoconductivity spectrum
(Fig. 1, hv — E; > W), while W affects the superlinear por-
tion of the spectrum (Fig. 2, -“W< hv —E; <W).

For the samples in question, the energy scale of the
random potential W can be estimated asfollows. In [4],
the quantities E, and V,, were evaluated for a compen-
sated semiconductor with singly charged impurities.
For Ny/Ng < 0.2, V,, varied within the range of 0.16—
0.18, which is close to the value it takes in the case of
the Gaussian potential [2], for which we have E, = —W.
This result can be applied to our study if the multiply
charged copper atoms are accounted for. For this pur-
pose, while estimating the extent of large-scalerelief in
the asymptotic approximation Ny/Ng < 1, one should
use Ng; = Ng + Z?Ng, [2], where Z = 2 for sample | and
Z = 3 for sample Il (for singly charged impurities,
Z =1and, therefore, Ny = 2N,). Taking into consider-
ation that, in the asymptotic limit, W is a power-law
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Fig. 2. Thesameasin Fig. 1 but on asemilog scale.

function of Ng; with the exponent 2/3 and using the fact
that, for a low concentration of screening centers, the
results obtained in [2] and [4] should coincide, we
obtain the following correction coefficients that
account for the multiple charge A, (W, = AW): A, = 1.2
and A; = 1.6 for samples | and 1, respectively. It is evi-
dent that the multiple charge of an impurity signifi-
cantly increases the energy scale of the random poten-
tial (aswell asits spatial scale). As aresult, calculated
values of W proved to be in good agreement with those
obtained by fitting (see table). Another point to empha-
size is the independence of the large-scale relief from
the illumination intensity in the asymptotic limit. This
is due to the fact that the total concentration of the
screening centers remains constant (N5 + Ny = const),
which isalso confirmed by the results of fitting (or, vice
versa, the conclusion drawn from the asymptotic con-
sideration is supported by the experiment). As can be
seen from the table, the calculated occupancy Ny/Ny is
close to the results of optical measurements.

It isworth noting that, for sample I, agood fit of the
spectrato the experiment is observed within the entire
spectral range, whereas for sample 11, the fitting devi-
ates from the experiment at hv = 10 meV. It is reason-
able to associate this deviation with the influence of the
mobility threshold E,. However, the mobility threshold
does not manifest itself in full measure in the experi-
ment (afall proportional to exp(1/KT) isnot observedin
the photoconductivity spectrum normalized to absorp-
tion). This may be caused by two experimental circum-
stances. (i) The measurements were carried out in a
fairly high electric field that distorts the “fieldless’ per-
colation process. (ii) Due to the optical charge
exchange, the electron distribution over the shallow
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impurity level located above Eg differs from the Fermi
law. The amazingly close fit to experimental spectra
attained for sample | in a low-energy range should be
considered as accidental. It is evidently a consequence
of inadequately describing the “tails’ of the probability
density of the random potential as Gaussian. For exam-
ple, within the context of the quasi-classical approach,
the highly excited states of the shallow impurity induce
the asymptotic decrease in the density of electronic
states proportional to E®?[5], which yields a consider-
ably steeper fall than the normal (Gaussian) potential
does with the same variance (defined as an average
square of potential energy for arandom-quantity distri-
bution). Due to a larger compensation degree and to a
multiple charge of the relief-forming impurities, the
large-scale components of the random potential are
more important in sample Il than in samplel; therefore,
the normal distribution more adequately describes sam-
plell, yet it leads to a discrepancy between the fitting
and experiment near the mobility threshold. The dis-
crepancy, however, follows from the approximate char-
acter of the conductivity simulation rather than from
the static properties of the relief.

The conductivity of a nonuniform material where
the scale of nonuniformity is less than or on the order
of the free path can be calculated by the Kubo—Green-
wood formula[6]. After being applied to photoconduc-
tivity spectrum (2), it yields §(E) and o(E;) in the fol-
lowing form:

2
s(e) = 49 (),

o(E,) = 9°(E,)L(E,) f(E,),

where g = ¢(E) is the average density of electronic
states in the conduction band; f(E) is the electron dis-
tribution function determined for KT < W for instance
in [5]; and L = L(E) varies as an average square of
velocity operator, which at high energies (i.e., outside
the potential relief) is in turn proportional to the free
path [6]. Within the relief (-W < E <W), the L(E) func-
tion remains unknown. In the range below E;, L(E) van-
ishes. Intheclassical potential, thisvanishing is consid-
ered to occur continuously within a narrow energy
range near the percolation level (in our case, it coin-
cides with the mobility threshold) [2]. Beyond the
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relief, when momentum is scattered by acharged impu-
rity, S((E) is energy-independent [3]. This givesrise to
the linear dependence of photoconductivity on the
energy of signal irradiation hv, which is confirmed by
experimental results. Within the relief, the L(E) func-
tion may be assumed to be nearly constant. Bearing in
mind that the density of states and the distribution func-
tion depend on energy mainly in terms of the available
volume fraction V(E) [2, 5] and presuming the conduc-
tivity at the mobility threshold o(E,) to be negligibly
small (the fitting procedure even disregards the exist-
ence of thisthreshold), we may define S(E) as aquan-
tity proportional to V(E).

Taking into account the finiteness of E; and o(E,)
would giveriseto additional termsin the expression for
the photoconductivity spectrum o(hv). These terms
would change the energy of the linear portion cutoff,
which isequivalent to an error in determining the occu-
pancy of the shallow impurity level, and would also dis-
tort the photoconductivity spectrum in the range of
photon energies corresponding to the charge carrier
excitation to almost the mobility threshold E,. In this
spectral range, however, the assumption that S(E) is
proportional to the available volume fraction is obvi-
ousdly invalid. In view of this, we did not carry out the
fitting in the spectral range specified. One more com-
ment should be made concerning the error caused by
finiteness of a(E,,) and E in determining the occupancy
of the shallow impurity. The close coincidence of the
ratio Ny/N, obtained by fitting with the results of optical
measurements validates the approach within which the
mobility threshold E,, is taken as— and o(E,) = 0.

In our opinion, agood agreement between the value
obtained for the parameter W by fitting and that derived
from calculation implies only a dight dependence of
the average squared operator of velocity in therelief on
the carrier energy. On the other hand, slightly different
scales of the potentia relief obtained for sample Il
where, aswas mentioned above, the large-scale compo-
nent of the relief is of greater importance than the
medium-scale component are indicative of a stronger
energy dependence of the average squared operator of
velocity. The observed shift of the linear portion of
a(hv) curve with theintensity of short-wavelengthillu-
mination (see Fig. 1) suggests that, under the spectro-
scopic experimental conditions, recharging of the shal-

Adjustable parameters of the samples under study: experimental, calculated, and fitted values

No/Ng No/Ng W, meV W, meV
Sample no. Ng, cm™3 Ny, cm : — —
optics fitting theory fitting
0.13 0.11
1 15x 101 6 x 101 0.2 0.16 29 3.0
0.3 0.28
2 15x 101 4.3 x10% 0.14 0.14 45 41
SEMICONDUCTORS Vol. 35 No. 10 2001
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low impurity isunimportant and the carrier distribution
over the shallow donor closely obeys the Fermi statis-
tics.

To summarize the aforesaid, a photoconductivity
spectrum normalized to the optical absorption is simu-
lated in compensated germanium at low temperature.
Fitting the adjustable parameters of the model yields
values that closely coincide with those obtained from
the experiment or are independently calculated. This
enabled us to conclude that the average squared opera-
tor of the velocity (or free path) within the relief
depends only dlightly on energy. Also of interest is the
reverse problem: with the given average squared opera-
tor of the velocity, to refine the characteristics of the
relief, for instance, its energy scale, by comparing sim-
ulated and experimental photoconductivity spectranor-
malized to absorption.
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Abstract—The photocapacitance effect at low temperaturesin a unipolar MIS capacitor with a semiconductor
electrode doped with two types of acceptor impurities characterized by different ionization energies E;, (deep-
level acceptor) and E;j, (shallow-level acceptor) is examined theoretically. It is shown that the photocapacitance
response of such a capacitor arisesin arelatively narrow range of bias voltages. The maximum of the response
at a constant bias depends on the temperature as exp(E;,/kT). An infinite increase in the photocapacitance
response is related to the singularity that appears with decreasing temperature in the bias-voltage dependence
of theionized acceptor concentration. The capacitance and photocapacitance characteristics for a structure with
asilicon electrode doped with In and B are calculated. © 2001 MAIK “ Nauka/I nterperiodica” .

1. INTRODUCTION

The photocapacitance effect in a unipolar metal—
insulator—semiconductor (M1S) capacitor with a semi-
conductor electrode doped with deep-level acceptor
and shallow-level donor impurities (MISd capacitor)
was considered previously [1].

In this paper, we examine the capacitance and pho-
tocapacitance characteristics for a capacitor with a
semiconductor electrode doped with two types of
acceptor impurities characterized by different ioniza-
tion energies (a MISa capacitor). The calculations are
carried out for the case of asilicon electrode doped with
Inand B.

2. CAPACITANCE AND PHOTOCAPACITANCE
RESPONSE OF A MIS STRUCTURE

2.1. Capacitance of a MIS Structure

Let us consider a plane capacitor with one of the
electrodes made of an extrinsic semiconductor with
unipolar conduction. When the voltage V is applied to
the capacitor, the space charge is induced in the semi-
conductor; we denote the charge per unit areaby Q(¢,).
The semiconductor surface acquires a potential ¢,
which representsthe height of the barrier induced inthe
semiconductor.

The differential electrochemical (thermodynamic)
capacitance of theinduced barrier is given by
c. - EP(%o)
> 7 AmQ(%y)’

where p(¢,) isthe space-charge density in the semicon-
ductor near the interface with the insulator [1]. It is

(D)

assumed here that there is no charge trapped at the
semiconductor—insulator interface.

The capacitance C, of the MIS structureis combined
from the barrier capacitance C, and the insulator layer
capacitance C, connected in series:

¢ - &Gy

~ Co+Cy @)

The voltage V applied to the capacitor is equal to
V = Ug+ ¢, (©)

where U, isthe voltage across the insulator layer.

Since the absolute values of the charges at the elec-
trodes are equal to each other, we have

.= 2o

It isassumed herethat C; isindependent of the voltage
Uy and the incident radiation intensity |.

2.2. Photocapacitance Effect

The radiation incident on the MIS structure induces
ionization of the neutral impurity atomsin the semicon-
ductor electrode. The photocapacitance response S is
defined astheratio of the capacitance increment dC. to
the radiation intensity increment di:

dc, 1 G

@ “hgegyr @

Sc:
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where
_dC, _ e prildp 1dQ, )

dp  4mQLpde QdgH

is the barrier photocapacitance response, | = hvgisthe
radiation intensity, @ is the photon flux density, and
hv is the photon energy.

The more detailed formul as, which facilitate the cal -
culation of C,,, C,, S,, and S, are given in the appendix.

3. CAPACITANCE AND PHOTOCAPACITANCE
CHARACTERISTICS OF A MISa STRUCTURE

Let us consider a one-dimensional model of the
MISa capacitor with a semiconductor electrode doped
with two types of acceptor impurities characterized by
ionization energies E;, and E;,. Let the corresponding
impurity densities be N, and N,,. It is assumed that the
average distribution of impurities is uniform.

In the absence of an electric field, the hole density p
under excitation by radiation with intensity | can be cal-
culated from the equation

p’+(p} + p5)p°+ (P} p5 —Nap} —Nop3)p ©)

_(Na+ Nb)pt p; = 0’

where

p1 p1+q_(P p; = p2+q—§(p,

P = (N,/g:) exp(E;/KT),

P2 = (N,/;) exp(E;p/KT);
T isthe temperature, g; and g, are the cross sections of
the photoionization of impurity atoms by radiation with
the photon energy hv, and ¢, and ¢, are the coefficients
of the nonequilibrium hole capture by ionized impurity

atoms; it is assumed that ¢, and ¢, are independent of
temperature.

Under the applied eectric field, the space charge
appearsin the semiconductor, and the charge density at
apoint with the potential ¢ is given by

P(¢) = e[p(9) —Na(9) —Ny(9)]. ()

For the case of Boltzmann distribution, p(¢) =
poexp(—ag¢), where a = e/kT and p, is the equilibrium
hole density at ¢ = 0. Then,
N, p7
p1 + Poexp(—ao)
_ Npp3 }
P> + Poexp(—ad)

The space-charge density p(¢,) in the semiconductor
near the interface with the insulator is related to the

p(9) = e[poexp(—ad»)—
®)

PENIN

charge Q(¢,) induced in the semiconductor by the
expression

Q*(¢o) = 5 Ip(¢)d¢ 9)

where ¢, is the potentia at the semiconductor surface
[1, 2]. Substituting p(¢) into (9) and performing the
integration, we obtain

sﬂ[N In PI + PoeXp(=a¢o)

Q(6o) = -

P2 + poexp(—ad,)
P> + Po

+NpylIn +(N,+Npy)ad, (10

+ poexp(—ado) — po]

Below, the C—~V and S~V characteristics will be calcu-
lated for the capacitor with a silicon electrode doped
with In and B. The following parameters are assumed:
the insulator layer capacitance C4 = 100 nF/cm?, which
corresponds to a SO, layer thickness of ~ 35 nm; In
concentration N, = 1 x 10 cm3; acceptor atom ioniza-
tion energy in S E;, = 160 meV and E;, = 45 meV for
In and B, respectively; and the coefficients of the hole
capture by In and B atomsc, = ¢, =c=5x 10 cmd/s.
The cross section for the photoionization of an In atom
in Si by radiation with wavelength A = 4 ymisq,; =
2.5 x 10716 cm?. Dueto thelarge difference between the
radiation photon energy (hv = 0.31 €V) and the B atom
ionization energy (0.045 eV), the photoionization of the
B atoms was heglected (g, = 0). Thus, in all formulas,

P; =P
Next, the capacitance and photocapacitance charac-

teristicswill be analyzed for different B concentrations
Ny, temperatures T, and radiation intensities |.

4. DISCUSSION
4.1. Dark C-V Characteristics

A set of C-V characteristics calculated for T=70 K
and various B concentrationsisshowninFig. 1. Severa
features should be noted. Without doping with B, a
minimum in the C-V characteristic (curve a) appears at
V = ¢, = 0. In this case, the barrier capacitance C, =
e/4miy,, where Ly, isthe Debye screening length. Inthe
extrinsic unipolar semiconductor doped with a single
type of impurity [3]

ekT

aP1
L, = [1 + } .
4me’ Po (py+ p0)2

(11)
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With an increase in the bias voltage, the screening
length begins to depart from the Debye length and, for
an arbitrary ¢, isgiven by the following expression [2]:

Lse(9) + Q(¢)/p(9). (12)

Under increasing negative bias, Ly, isreduced dueto
anincreasein the hole density p. Under increasing pos-
itive bias, L. is reduced due to an increase in the con-

centration of N ions. This leads to an increase in the
capacitance as the absolute value of the bias increases.

Since the bias dependences of p and N are different,

asymmetry between the positive and negative portions
of the C-V characteristic occurs. Under increasing pos-
itive bias, the capacitance increases and reaches its
maximum in the vicinity of the voltage corresponding

to N, =0.7N,. With afurther voltage increase, the C-V

characteristic assumesthe shapetypical of the Schottky
barrier under reverse bias.

Under increasing negative bias, the hole density
increases exponentially and the barrier capacitance
rises sharply, so that insulator layer capacitance begins
to limit the total structure capacitance.

With an increase in the B concentration, the mini-
mum and the maximum of the capacitance that origi-
nate from an In impurity shift to higher positive bias
voltages (see curves b-f). At low B concentrations, a
single maximum exists in the C-V curve; at higher B
concentrations, a second maximum, related to the B
impurity, appears.

4.2. C-V Characteristics in the Presence of Radiation

Under positive bias, the radiation ionizing neutral In
atoms causes a shift of the capacitance maximum to
lower voltages (see Fig. 2, curves a—). Thisis related
to the fact that the radiation increases ionized In atom
concentration and, thus, reduces the barrier width,
which leads to an increase in the structure capacitance.
As aresult, the C-V curve under illumination crosses
the dark C-V curve at a certain voltage V. Thus, radi-
ation of a given intensity causes an increase in the
capacitance at V <V, and a decrease (negative photo-
capacitance effect), at V > V.. On the other hand, under
negative bias, there is no photocapacitance effect; this
isrelated to an increase in the hole density, which leads
to a decrease in the nonequilibrium hole lifetime. For
¢o < 0and |ady| > 1, the nonequilibrium hole lifetime
T = lcpyexp(—ad); thus, eg., for ¢ =-100mV, T =
70K, and N,=1x 10% cm3, wehave1<1x 10 s,

4.3. Temperature Dependence
of the C-V Characteristics

In Figs. 3 and 4, we plot the two sets of dark C-V
characterigtics calculated for the B concentrations N, = 0
and 1 x 10% cmr3. First, let us consider the case of zero
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Fig. 1. C-V characteristics for N, = (a) 0, (b) 1 x 103,
(c) 1x 10™, (d) 1 x 105, (€) 5x 1015, and (f) 9 x 101> cm3;
N,=1x10%cm™S, T=70K, and| = 0.

C, nF/cm?
100 ¢

80
60
40 -

20

500
V,mV

0 1 1
=500 -250 0 250

Fig. 2. C-V characteristics for | = (a) 0, (b) 0.1, and
(c) 10.0W/ecm?; Ny = 1 x 10% em™3, Ny = 1 x 10% em ™3,
and T=70K.

B-impurity concentration (Fig. 3). At high tempera-
tures, the C-V characteristic is monotonic (curve g).
With decreasing temperature, a minimum occursin the
C-V characteristic a V = ¢, = 0. This decrease in the
capacitance is related to an increase in the Debye
screening length. In the extrinsic semiconductor with
no compensating or anticompensating doping and at
sufficiently low temperatures (such that p; < N,), the

hole density p= ,/N,p, . Substituting thisinto (11), we
obtain for the Debye screening length

ekT 1

gﬁ'z«/ Napll

LZ = (13
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Fig. 3. C-V characteristics at T = (a) 60, (b) 100, (c) 140,
(d) 180, (€) 220, (f) 260, and (g) 300 K; N, = 1 x 106 cm 3,
Nb =0, and| =0.
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Fig. 4. C-V characteristics at T = (a) 60, (b) 100, (c) 140,
(d) 180, (€) 220, (f) 260, and (g) 300 K; N, = 1 x 1016 cm 3,
N,=1x10%cm™S, and 1 = 0.

Consequently, at T — 0, we have Ly, — o and, thus,
C.— Cy— 0.Withanincreasein either the positive
or negative bias voltage, the C-V characteristic corre-
sponding to the lower temperature crosses the C-V
characteristic corresponding to a higher temperature.
At voltages exceeding the crossing voltage, lowering
the temperature leads to an increase in the capacitance
(rather than to a decrease). At negative bias, such that

p(do) = N, (o), the screening is effected mostly by
holes. In this case, the screening length

ekT
2me’ poexp (-0 )

L2(do) =

PENIN

Thus, at a constant negative ¢,, lowering the tempera-
ture causes a decrease in Ly and, consequently, an
increasein the barrier capacitance. Under positive bias,

when p(do) < N, (d,), the screening is effected mainly
by N, ions. However, in the vicinity of the capacitance
maximum, N, = N, and depends only dightly on the

temperature. Thus, in this voltage range, Lﬁc O,

which leads to an increase in the barrier capacitance
with decreasing temperature.

With an increase in the B concentration, the maxi-
mum and the minimum of the capacitance shift to
higher positive bias voltages (Fig. 4), which is related
to an increase in the hole density and a decrease in the
Inion concentration. In this case, lowering the temper-
ature also causes a decrease in the capacitance mini-
mum and an increase in its maximum. Apart from the
crossing of the C-V characteristics, a decrease in the
temperature also leads to an increase in the slope of the
characteristicsdC/dV (see, e.g., curvese-ainFig. 4in
the positive-bias region). An increase in the derivative
of the C-V curves at positive bias results from the sin-

gularity in the bias voltage dependence of dN,/d, at
T — 0. The dependence of N, on ¢, is given by
Nz = Nap/[p1 + poexp(—ady)]. The maximum of the
derivative dN,/d$ appears at ¢ = (KT/e)log( py/py),
where ¢ is the barrier voltage at which the Fermi level
near the semiconductor—insulator interface coincides
with the impurity level E,. The derivative maximum
equals

dN; _ e N,

do, kT 4’

thus, it increasesinfinitely at T — 0.

(14)

4.4. Photocapacitance Effect

The bias-voltage dependences of the photocapaci-
tanceresponse S a T = 70 K calculated for various B
concentrations are shown in Fig. 5. For al N,, the pho-
tocapacitance response is peaked in arelatively narrow
range of bias voltages (bias-voltage selectivity). For a
given N,, the maximum value of S; and the position of
the maximum at the voltage axis depend on the B con-
centration. The largest value of S is attained for the B
concentration N, = 1 x 10 cm3. Under an increasing
positive bias, S. increases and attains its maximum
(e.g., in curve c the maximum appearsat V = 120 meV).
With a further increase in the voltage, S, decreases,
passesthrough the zero level, and changesits sign (neg-
ative photocapacitance effect). The change in the sign
of S takes place at the bias voltage corresponding to the
maximum capacitance in the absence of the constant

SEMICONDUCTORS  Val. 35
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S, HE/W
30

201 bl| d
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0 T
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V, mV

Fig. 5. S~V characteristics of the MISa capacitor for Ny, =
(@) 0, (b) 1 x 10%2, (c) 1 x 101, (d) 1 x 10'°, and (e) 5 x
10 em™3; N, =1x 10 em™, T=70K, and | = 0.

irradiation, while the maximum in S, appears at the
voltage corresponding to the highest rate of the capaci-
tance variation. The maximum rate occurs at the bias
voltage ¢, corresponding to the condition p; =
poexp(—ady). This means that the maximum capaci-
tance variation takes place when the impurity level
crosses the Fermi level as the bias voltage is changed.
At this bias, the barrier photocapacitance response is
equal to

=~ 9 - 9 gpEd

S cp; cNVeXpEkTD'

Thus, aninfiniteincreasein §, and, consequently, in S,
with decreasing temperature isrelated to the singul arity
in the bias-voltage dependence of the concentration N

with decreasing temperature [see (14)].

(15

4.5. Influence of the Constant Irradiation
on the Photocapacitance Response

With an increase in the constant component of the
radiation intensity, the slope of the C-V curve
decreases (see Fig. 2) and, consequently, S, is reduced.
For example, for the B concentration 1 x 10'* cm and
thetemperature T = 70K, S, drops by afactor of 2when

the radiation intensity equals ~5 x 102 W/cm?.

4.6. Comparison of the Photocapacitance
Characteristics of MISd and MISa Structures

InFig.6, the S~V characteristics (at T = 70 K) of the
MISd capacitor with the electrode doped with In and
with a shallow-level donor impurity are shown. By
comparing Figs. 5 and 6, one can see that introduction
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Fig. 6. S~V characteristics of the M1Sd capacitor for the
donor concentration Ny = (a) 0, (b) 1 x 102, (c) 1 x 10,
(d) 1x 10, and () 5% 10 cm3; N, = 1 x 106 cm™3, T =
70K,and | =0.

of a shallow acceptor impurity, instead of a donor one,
radically changes the bias-voltage dependence of S.
For a MISd capacitor, the maximum of S, appears at
negative bias voltages, in contrast to the MISa capaci-
tor, where the maximum appears at positive voltages. In
a MISa capacitor, the sign reversal of the photocapaci-
tance response occursfor any concentration of B atoms.
In a MISd capacitor, S, changes its sign only at alow
concentration (or in the absence) of the donor impurity.
Note that Fig. 6 in [1] represents the absolute value of
S, so the sign reversal is not reflected there.

Another significant difference between the two
types of the structuresisthat in the M|Sa capacitor, the
hole density in the neutral region of the semiconductor
is significantly higher than that in the MISd capacitor.
This diminishesthe effect of the series resistance of the
neutral region on the frequency characteristics of a
MISacapacitor. For example, for N, = 1 x 10 cm3 the
equilibrium hole density at T=70 K is~1 x 10* cmr3,
which correspondsto the dielectric relaxation time t,,, =
1x1079%s,

5. CONCLUSION

Thus, we analyzed the capacitance and photocapac-
itance characteristics of the unipolar MI1Sa structure
with one electrode composed of a semiconductor doped
with two types of acceptor impurity characterized by
different ionization energies. It is shown that the photo-
capacitance response of such astructure arisesin anar-
row range of positive (depleting) bias voltages (voltage
selectivity). At a given concentration of the deep-level
acceptor impurity, the maximum value of the photoca-
pacitance response and the position of the maximum on
the bias-voltage axis depend on the shallow-level
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acceptor impurity concentration. With increasing posi-
tive bias, the sign of the photocapacitance response
changes and a smaller negative maximum appears.

With decreasing temperature, the maximum value
of the photocapacitance response increases as
exp(E/KT). An infinite increase of the photocapaci-
tance response is related to the singularity in the bias-
voltage dependence of the concentration of ionized
atoms of the major acceptor impurity that appears at
low temperatures. In other words, thisis related to the
appearance of the singularity in the bias-voltage depen-
dence of the screening length in the extrinsic semicon-
ductor at low temperatures.

The capacitance and photocapacitance characteris-
ticswere calculated for the structure with asilicon elec-
trode doped with In and B. A unipolar MIS capacitor
with an electrode doped with In and B, or by other sim-
ilar impurities, can be used as a photoparametric detec-
tor of modulated infrared radiation sensitivein anarrow
range of bias voltages (voltage selectivity).

APPENDIX

Calculation of Cyand §,

To simplify the calculation of C, and S,, we rear-
range formulas (1) and (5). For this purpose, we intro-
duce

N, p1
Fi = poexp(-0¢) ——
P P} + poexp(—ad)
_ Np P,
P2+ PoeXp(—ad)
and
F, = N,InPLT PoXP(00) | P2 * PoeXP(=09)

P1 + Po P2+ Po
+(Na+ Np) + poexp(—ad) — po.
In this notation,
_ &kT

p=eF, and Q° = S Fa

_ e k..
G =e BT JF,

PENIN

and
_Gp,1dF 1dFg
S = 2 %Fl dp F,del”
where
dF 0 Sp* —
T = Jep(-ap) N2
¢ p1 + poexp(—ad)
Ny P, }D
+S 1+ 0
S[ P+ Poexp(—0d) ]
dF, _ aby Spi ~ Po
do ¢ °[pf + poexp(—ad)] (pF + Po)
+S[l+ Ny P, }E
[Pz + poeXp(—ad)] (P2 + Po)!
and

_ (Na—Po) (P2 + Po) + Nyp,
3p° + 2(p} + P2)Po+ Pf P2—Napi —Nyp,
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Abstract—The thermoelectric figure of merit of a semiconductor p—n junction is calculated in terms of the
diode theory taking account of the bipolar thermal conductivity. The thermoelectric figure of merit of aBi,Te;
diodeis estimated and it is shown that the loffe criterion may be at the same level as the best modern thermo-
electric materials but cannot exceed unity. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Thermoel ectric effects with nonequilibrium carriers
in the presence of potentia barriers were first consid-
ered by Tauc and Trousil and described in a book by
Tauc [1]. They observed an anomalous temperature
dependence of the thermoelectric power at a point con-
tact of a semiconductor and a metal, attributed to the
effect of the barrier thermoelectric power, exceeding
that in the bulk by severalfold. Thermoelectric cooling
in semiconductor diodes with narrow and wide p—n
junctions has been considered by Stafeev [2]. The ther-
moel ectric power corresponding to the maximum tem-
perature drop in heat transfer by nonequilibrium carri-
ers appeared to be almost the same asthat in the case of
equilibrium carriers(a = 172 uV/K for Geat room tem-
perature). Bamush et al. calculated the thermoelectric
power of a p—n junction, a semiconductor transistor
structure [3], and a semiconductor heterojunction
[4, 5]. In [3, 6], experimental data were reported, con-
firming the authors' conclusions concerning the possi-
bility of obtaining large minority-carrier thermoelectric
power in barrier structures.

The thermoelectric power of a set of in-series con-
nected p—n and n—p junctionsis the sum of the compo-
nents. Thisfactor can be used in order to account for the
gigantic thermoelectric power in 3D superlattices in
opals[7, 8]. Theauthors of [7, 8] attributed the thermo-
electric power observed to thermionic emission
between clusters constituting the superlattice. The cal-
culation of the thermoelectric power in p—n junctions
suggests an aternative explanation of the high thermo-
electric power in opals attributed to the presence of a
p—n—p structure in links between the p-type clusters.

Thus, the use of structures with p—n junctions is
promising as regards the possibility of obtaining high
levels of thermoelectric power. Therefore, it is of inter-
est to study not only the thermoel ectric power itself but
also the figure of merit of a structure with a p—n junc-
tion.

1. THERMOELECTRIC POWER
OF A p—n JUNCTION

The technigque used to calculate the thermoelectric
power of a p—n junction is similar to that commonly
employed to calculate the barrier photo emf. A time-
independent spatial distribution of nonequilibrium
minority carriersisto be found by solving the diffusion
equation for quasi-neutral regions near the p—n junc-
tion. On calculating the electron and hole current den-
sities, the thermoel ectric power is determined from the
condition that thetotal current through the diode should
be zero. Henceforth, calculations are performed for the
case of athinjunction, i.e., interms of the diode theory.
Inaddition, it isassumed that nondegenerate carrier sta-
tisticsis applicable.

L et uswritethe diffusion equation in the presence of
atemperature gradient in the n region to the right of the
p—njunction (x> 0, see Fig. 1a). Then anonequilibrium
distribution of minority p carriers appears in the semi-
conductor, owing to both the potential difference across
the p—n junction and the presence of atemperature gra-
dient. In an extrinsic n-type semiconductor, at a small
concentration of holes, the equation for the minority
carrier current can be regarded as an approximation
including only the diffusion part:

. d
Jp = _erd_f()- (1)
where D, is the hole diffusion coefficient. It is conve-
nient to introduce instead of p the quantity Ap differing
from p by the constant p,(Ty):

Ap = p—pa(To), 2
where T, is the junction temperature and p,(T,) is the
equilibrium hole concentration at this temperature.
Then p can by replaced by Apin ().

The continuity equation can be written in the form

1dj
e — g _r, )

edx
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(2) (b)
V>0 V>0

+ - +
vT
Thot

vT
Tcold - Thot Tcold
1 1
0 X 0

Fig. 1. Thermoelectric power and minority carrier flowsin
atemperature gradient for junctions: (&) p—n and (b) n—.

where gy, and r are, respectively, the rates of thermal
generation and recombination. At a small hole density,
the recombination is linear:

- P
t = 4
where 1, isthe holelifetime. In equilibriumat T, gy, = r
and, therefore,
Pa(T)
On = —— (5)
p
and this quantity is independent of the nonequilibrium
hole concentration.
The differencein (3) can be represented as

go—r = PN _p
Tp Tp ©)
= _P=pu(To) , Po(M) = Pu(To)

T T

p p
Then the continuity eguation reads

1di, _ _Ap
e dx - = .[p +g(X), (7)

where

1 8pa(T) dT
.0 dT O, dx* ®

At a small temperature difference, compared with
the mean temperature T, across the diode we disregard
the temperature dependence of the lifetime, giving a
contribution of higher order of smallness. Then, substi-
tuting (1) and (2) into (7), we obtain a diffusion equa-
tion for holesin the form

d"Ap_4p _
dX2 I-p

a(x) =

9(x)
_—[—)—p— ) (9)

RAVICH, PSHENAI-SEVERIN

where L, = (t,D,)¥2 is the diffusion length. It is note-
worthy that Eg. (9) is similar to the corresponding
equation for the photovoltage of a p—n junction, but
with different meaning for the generation function g(x)
and the quantity Ap(x).

The boundary conditions read
eU/kqy

AP(0) = p(To) (e " - 1), (10

BDW) = (Tl - po(To) = 220 ATy 1y

o=

where U isthe voltage across the p—n Junctlon andwis
the thickness of the quasi-neutral n region. The first
condition is well known, while the second assumes an
equilibrium at the boundary of the nregion. Atw > L,
the condition at the boundary x = w has no effect on the
current through the p—n junction. Otherwise, the condi-
tion (11) corresponds to an ochmic contact.

Solving Eg. (9) with the boundary conditions (10)
and (11) yields the hole density distribution in the
n region:
sinh[(w—X)/L]

sinh(w/L )

L 9P0 dT,
DGTDT To dax’

Substituting (12) into (1) with account of (2), we obtain
the hole current in the junction cross section:

Ap = p,(To)
(12

. eD,Pn(To), eurk,T -
(0) = —PFL’( o) (T _ 1) tanh ‘A
p p (13)
op PP dT
pDaTDT TOdX

By analogy with the barrier photo emf, thefirst term
in (13) corresponds to the hole component of the ordi-
nary dark current of the photocell and the second term
replaces the photocurrent and is called, by analogy, the
thermocurrent. Since the p—n junction is narrow, the
recombination within the junction is negligible and the
hole current component in the p region is also equal to
(23). The electronic current component through the
junction is sought similarly by solving the diffusion
equation for electrons in the quasi-neutral p region. Let
us consider for simplicity the case of awide quasi-neu-
tral region w > L. Then, taking into account the elec-
tronic current in the p region, we obtain thetotal current
through the diode:

. . . U/koT .
= 0p(0)+Ja(0) = I 1) —ju,  (14)
where Jgis the saturation current,
eD,p,(T,) eD.n,(Ty)
J - pMn + n''p
s= =0T o (15)
p
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and = jP + j isthetotal thermocurrent trough the

junction, due to the electronic and hole thermocurrents.

Let us write an explicit expression for the ther-
mocurrent. We can simplify the derivative in the hole
current component, using the relation p,n, = n’, where
n; istheintrinsic density and n,, is the density of major-
ity carriersin the n region, whichisassumed to be equal

to the impurity concentration and independent of T in
the impurity depletion region:

n’ d

on, _ 1dn} _ ~
ndT o n el (n) = pnd-l—ln(n) (16)

9T ~ n,dT

Theintrinsic density is proportional to the known func-
tion of temperature

n OT*exp- ZkgTE (17)
which yields
apn - %_l_ (18)
J(D) — erpn% ngT (19)
‘h kT dx”

The second component of the thermocurrent j,,, coming
from the p region, has the opposite sign:

i = _eD Moy, € QdT
it B o (20)
The total thermocurrent equals
1dT
Jth - e(Dppn Dnnp)g3 k TETdX (21)

If the overal current through the p—n junction is
zero (j = 0), and the potential difference U is small
(U < KkyT/e), then it follows from (21) that

_ koT.
U= eam (22)
Substituting (21) and (15) into (22), we abtain
— k0 ppn |:|dT
U= eD,p./L, +D n /L Eg k0 (23)

As can be seen from (23), there is no thermoelectric
power in the completely symmetric p—n junction. The
sign of the voltage is determined both by the type of
junction asymmetry and by the sign of the temperature
gradient. The occurrence of essentially asymmetric
junctions is frequent and is of interest for obtaining a
large thermoelectric power. Let us consider a diode
with amore heavily doped p region, i.e., with p, > n,
and, therefore, p, > n,. The main contribution to the
thermocurrent comes in this case from the hole current,
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and the voltage across the junction is positive at
dT/dx > O:

_ 1, af
%. k09rDLpd >0. (24)

If the temperature T changes mainly within aregion
of size l4 near the p—n junction, then

dT _ AT

x T, (25)
The thermoelectric power a = V/AT then equals

= grer 26

= 2(3+&))a, (26)

where g5 =£/k,T, and a = L/l isthe geometric factor.

In order to obtain large a values, it is necessary to
fabricate ap—njunction with the largest a possible; i.e.,
the temperature drop must take place mainly in aregion
of size of about L, near thejunction. This meansthat the
p region must be thin or have high thermal conductivity.
The use of heterojunctions could be helpful in con-
structing asymmetric systems. For instance, if a mate-
rial with large thermal conductivity in the p region can
be chosen in the case when the p region ismore heavily
doped, this reduces the temperature drop LT across the
n region, making the thermoel ectric power higher.

If we consider a system comprising an array of in-
series connected p—n and n—p junctions, then the total
thermoelectric power is a sum of the ones for al the
junctions. Thereason isthat if we transpose the p and n
regions (see Fig. 1b), the lightly doped n region will be
on the left, where the temperature is lower and, there-

fore, thethermocurrent signsare reversed (j (P < 0).0On

the other hand, the sign at U should be reversed, since
the nregion is positive. Therefore, the sign and magni-
tude of the thermoel ectric power remain the sameinthe
cases shown in Figs. 1laand 1b, and the thermoel ectric
powers of junctions in the p—n—p—n structure add up.

The high thermoelectric power in p—n—p—n struc-
tures account for the anomalously high thermoelectric
power observed in opals with introduced GaAs clusters
[7, 8]. If the clusters constituting a 3D superlattice are
p-type and n-type regions are formed in the links, then
a p—n—p structure is formed in the links. The summa-
tion of thermoelectric powers of a large number of in-
series connected junctions can account for the high
measured thermoelectric power. Assuming that the
links have a lower carrier (electron) density than the
clusters, we obtain a positive sign of the thermoelectric
power for al the p—n junctions. This conclusion isin
agreement with the experimental data, whereas the
thermionic emission through the vacuum gap between
clusters |eads to a negative thermoel ectric power.
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2. THERMOELECTRIC FIGURE OF MERIT
OF A p—n JUNCTION

Let us now find the dimensionless thermoelectric
efficiency ZT (loffe criterion) of a sample with a p—n
junction. It is expressed in terms of the thermoelectric
power a, resistance R, and thermal conductance K of
the diode:

o’T

In order to find R, we note that the main part of the
resistance Rfallsin the depleted region. Linearizing the

current density (14) we obtain, taking into account that
the p region is doped much more heavily:

= Mu_ (28)
Lo

Here, the Einstein rel ation between the mobility and the
diffusion coefficient, D = p(k,T/€), wasused. Asaresult
we obtain the resistance per unit sample cross-section
area

R = Lp = h),
€ Pn Op

where g, is the conductivity by minority carriersin the
n region.

(29)

In calculating the thermal conductivity, account
should be taken of the fact that the barrier region does
not impede heat transfer, in contrast to the case of the
electrical resistance, since the total thermal conductiv-
ity includes the phonon component K,,. That iswhy the
main temperature drop occurs across rather wide neu-
tral regions. Both electrons and holes are to be taken
into account, since the minority carrier current cannot
be neglected in this case. Therefore, the bipolar thermal
conductivity is an important component of the total
thermal conductivity. The kinetic theory of heat trans-
port givesthe following expression for the thermal con-
ductivity:

_ 0,0, ke’ 2
Ke = Kn+Kp+0n"Tc‘;pTD_—l_D (5+rn+rp+e’5) ,(30)
where r,, and r,, are the scattering parameters equal to
-1/2 for scattering on phonons. The partial thermal
conductivities can berelated to the electrical conductiv-

ities by means of the Lorentz number. As a result, we
obtain

_ kT’ 0000 g4 k2
Ke=T [2(on+op)+0n+0p(4+sg)] (31)

The total thermal conductance K = (K, + K¢)/l«, where
l4 is, as before, the size of the region near the junction

RAVICH, PSHENAI-SEVERIN

in which the main temperature drop takes place. Substi-
tuting (29) and (31) into (27), we obtain

*12
7T = (3teg) 2 32)
(4+e) O] Kpn
+ S S, . —
1+a,/o, *2g oH " (kle)’Ta,

It follows from the inequality p, < n, that, if the elec-
tron and hole mobilities are of the same order of mag-
nitude, then o, < g, and

ZT = (3+¢5)"a

(33)
(4+8;)2+2&‘+K—p;
Op (ko/€)Ta,

If the bipolar thermal conductivity gives the main
contribution, the first term in the denominator of (33) is

dominant and ZT = 1 since e; > 1. Therefore, the ther-
moel ectric figure of merit of the system with p—n junc-
tions may compare well with that in the best modern
thermoelectric materials. Although, as seen from (33),
ZT cannot exceed unity, the statement that the thermo-
electric figure of merit of thermoelectric devices oper-
ating on minority carriers is always significantly less
than that in the case of mgjority carriers[9] is too pes-
simistic.

Let us numerically estimate the loffe criterion for a
Bi,Te; p—n junction. The energy gap of this material
€= 0.13 eV, the lattice thermal conductivity Ky, =
1.45W/(mK) [10]. Using the available data on the
temperature dependence of the effective mass, we
obtain n, = 0.9 x 108 cm2 at room temperature. The
electron mobility is higher than that of holes: u, =
1200 cm?/(V ), 4, =510 cm?/(V s); therefore, to obtain
large Z, it is desirable to have a more weakly doped
p region, in which the minority carriers are electrons.
Let p, = 3n;, n, = 0.3n;; then calculation by means of
formula (33) with transposed p and n indices gives
ZT=0.33.

CONCLUSION

Thus, the calculation shows that the loffe criterion
for a structure with a p—n junction may be about the
same as that in the best modern thermoel ectric materi-
as. It follows from the derived formul as that, to achieve
high thermoelectric figures of merit, the junction
should be essentially asymmetric and be fabricated in
such away that the main temperature drop takes place
in the region of size approximately equal to the minor-
ity carrier diffusion length near the interface in the
more weakly doped region.
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Abstract—The dependence of thefield distribution on the illumination intensity in aheavily biased high-resis-
tivity metal—semiconductor structure exposed to intrinsic-absorption monochromatic light was investigated.
The distinctions in the field distribution under illumination from the anode and cathode sides are revealed. In
the bulk, these distinctions are caused by a differencein the photocarrier mobility, whereas near the surface they
are caused by the different directions of diffusion and drift flows for more mobile electrons. It is demonstrated
that if the cathode isilluminated, the field distribution is nonuniform. In this case, the field decreasesin athin
layer with a distance from the illuminated cathode, passes through a minimum, and increases toward the anode.
With increasing illumination intensity, the quasi-neutral region in the vicinity of the field minimum expands
toward the anode and the lowest field decreases. On the other hand, near the illuminated cathode, the field
increases for low intensities and decreases for high intensities. For sufficiently high illumination intensities, the
field dependence on the coordinate in the bulk of pure crystals as afunction of the distance from the illuminated

electrode is independent of the illumination direction. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Spatial transformation of the electric field under
illumination is a fundamental physical effect used in
modern optoel ectronic devices. These include radiation
detectors and light-controlled optoelectronic devices
used in information processing and recording the sig-
nals of optical images [1]. These devices are based on
the meta—semiconductor—metal (MSM) structures
with atunneling thin insulator at the interface. In these
structures, wide-gap high-resistivity compensated crys-
tals, for example, CdTe, are used. The device operation
relies on the dependence of the properties of the optical
medium on the electric field, which variesin the crystal
bulk due to the accumulation and redistribution of the
photoinduced bulk charge of free carriers.

Thetheoretical investigation of thefield distribution
in high-resistivity MSM structures exposed to intrinsic-
absorption light revealed the dependences of field dis-
tributions on theintensity |; of the radiation entering the
semiconductor E(x, 1;) [2-5]. With increasing illumina-
tion intensity, the field decreases near the illuminated
electrode and increases near the dark electrode. The
characteristic scale of intensity

|, = 8le - ERV
* 9e 411 ed3
separates the regions of high and low intensities, and
corresponds to the screening of approximately one-half
of the field applied. Here, pu is the majority carrier
mobility, jis the current limited by a bulk charge, and

€ isthe dielectric constant. In the region of small inten-
sities|; < I thefield distribution E(x) is linear. Devia-
tions of boundary values of thefield E; 4 from the effec-
tive field E, = V/d are small: |E; 4 — E(J/E, < 1. These
deviations depend linearly on the intensity [2].

For high illumination intensities, which noticeably
exceed the upper limit of the linear mode |; = I the

field distribution substantially depends on the ratio

between the emission rate V,, , and the drift rate vy ,

especially closeto the electrodes [3, 5]. For high emis-

sion rates exceeding the drift rates V, , = vy ,, and

illumination intensities exceeding a certain characteris-
ticvauel,,,, theregion of the negative (inverse) field of
several absorption lengths thick isformed in the vicin-
ity of the anode illuminated [3]. Otherwise, for low

.. d .
emission rates V,, , < v, ,, carriers accumulate close

to the electrodes of the opposite sign, and the field in
the layer several I = KT/eE, thick adjacent to the elec-
trodesis of the same sign and rises [5]. Thus, for lumi-
nous fluxes large enough, the region of high electric
fieldsisformed in thin boundary layers adjacent to elec-
trodes, whereasthetotal screening of the external electric
field and the band straightening for MSM structures at
the illuminated surface itself are nonexistent [6].

All trendsrelated to the dependence of the field dis-
tribution in MSM structures on the illumination inten-
sity were obtained for the exposure of the structure
from the anode side [2-5]. They agreed qualitatively

1063-7826/01/3510-1166%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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with the experimental data on the field distribution in
the bulk of aheavily biased (d= 0.3 cm, V = 100-500V)
high-resistivity p-type semi-insulating structure (N, =
108-10° cm3) with a moderate concentration of deep-
level impurities (N, = 10'3 cm™) [7]. The data on the
field distribution for the cathode illuminated were
reported [7]. However, these data corresponded to the
limited range of incident radiation intensities, and no
comprehensive comparison of the field distribution
dependence on the illumination direction was carried
out. The authors of [7] restricted themselves to the
remark that the measured field distributions were fairly
Ssymmetric.

The purpose of this study, which continues and sup-
plements previous studies [2, 3], is to investigate in
detail the field dependence in a pure high-resistivity
structure on the illumination intensity for illumination
from the cathode side. The distinctionsin the field dis-
tribution depending on the illumination direction are to
be revealed.

2. RESULTS AND DISCUSSION

2.1. The mathematical formulation of the problem
coincides with that considered previously [2-5]. The
symmetric MSM structure 0 < x < d is considered,
which isbased on ap-type high-resistivity semiconduc-
tor inwhich the effective concentration of compensated
completely ionized acceptors is N,. The energy band
diagram of the structureisgivenin Fig. 1 of publication
[2]. The voltage V sufficiently exceeding the semicon-
ductor—metal contact potential difference is applied to
the structure. The point x = O islocated at the anode, so
that the external field applied E, = V/d > 0. The mono-
chromatic luminous flux is incident on the semitrans-
parent surface of the structure. The generation rate of
the pairs by the external radiation g(x) = al;exp(—ag).
If the cathodeisilluminated, then & = d —x; if the anode
isilluminated, & = x. Here, a is the optical absorption
coefficient, and |; isthe density of the photon flux enter-
ing the semiconductor. The initial set of continuity
equations to a diffusion—drift approximation and a
Poisson equation, which describe the carrier transport
and a field variation on illumination of a pure high-
resistivity structure, are given elsewhere [2].

At the metal—semiconductor interfaces x = 0 and
x=d, alowance is made for the electron and hole
exchange by the thermionic emission with the rates V,
and V,,, and a surface recombination. If there is neither
illumination nor surface recombination, then these
boundary conditions lead to the known expression for
the current density across the metal—semiconductor
reverse-biased contact [2, §].
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Fig. 1. Electric field distribution in the semiconductor bulk
E = E/E¢ for moderate illumination intensities, I; = (1) 1 x
106, (2) 2 x 10%6, (3) 4 x 106, and (4) 1 x 10%, and
(5) 1 x 10'® cm s71. Solid and dashed lines correspond to

the illumination from the cathode and anode sides respec-
tively.

Numerical values for most of the parameters coin-
cide with those used previously [2]:

d=025cm, V =400V, T = 300K,
N, = 10°cm™,
a = 10°cm™, p, = 500 cm?/(V s),
W, = 50 cm?/(V s),

V, = 85x10°cm/s, V, = 6x10° cms.

2.2. Theresults of calculations of the field distribu-
tion E (X) = E/E, (X =x/d, E,=V/d) for moderate inten-
sities|; = Ip= 3.1 x 10% cm= s are shown in Fig. 1.
The values of the parameters used correspond to the
almost uniform distribution of the field without illumi-
nation (|Eo, ¢ — 1| = 1078). With increasing intensity, the
distribution becomes more and more nonuniform. The
field decreases near the cathode illuminated and rises
near the unilluminated anode, which qualitatively coin-
cides with the case of the illuminated anode [2]. For
low intensities |; < I if the photoinduced charge den-
sity is relatively low, the field is the linear function of
the coordinate and no specific features are observed in
the distribution. For intensities |; = I athin positively
charged layer adjacent to the cathode exists (curves 4, 3).

The coordinate dependences of the field E(x) and
E.(d—x) for identical intensities (curves 1) as functions
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Fig. 2. Distribution of electron concentrations N = n/N,
(dashed lines) and holes P = p/N, (solid lines) near the cath-

odeilluminated for illumination intensities|; = (1) 1 x 10%,
(2) 5% 106, and (3) 1 x 101 cm?s7L.
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Fig. 3. Electric field distribution E = E/E, in the semicon-
ductor bulk for high illumination intensities I, = (1) 1 x
1016, (2) 1 x 107, (3) 1 x 108, (4) 2 x 10'8, (5) 5 x 1018,
and (6) 1 x 10'° cm™ s7L. The illumination from the cath-

ode and anode sides is shown by solid and dashed lines,
respectively.

of the distance from the illuminated electrode are dif-
ferent (E, . are the field distributions for the anode and
cathode illuminated). Thisis related to a difference in
mobilities u, , of carriers, which transport the chargein

REZNIKOV

the semiconductor bulk. This determines various char-

acteristic scales 13" O p, ,, which correspond to
noticeable screening of the field applied in the vicinity
of the illuminated surface. For this reason, for various
directions of the illumination and identical intensities,
the field distributions as a function of a distance from
the illuminated €electrode are different. The distribu-
tions E4(X) = EJ(d — x) in the bulk coincide only if the
ratio I/ gfor low intensities| /I ;< 1isthe samein both

cases. Thistheoretical result is supported by the numer-
ical calculation (see the comparison of solid curve 1
with dashed curve 5in Fig. 1).

A decrease in the field near the illuminated cathode
with increasing illumination intensity and an increase
near the unilluminated anode (Fig. 1) is due to the sep-
aration of photogenerated carriers by the external field,
with the potentia difference across the structure
remaining constant. Dueto adrift in thefield, electrons
form a negative spatial charge density in the bulk,
where the inequality n > p is satisfied. In contrast,
holes are kept close to the cathode by the field and
occupy alayer several generation lengths thick (~a2),
until the field of this region is weakly screened. Here,
p > n for intensities generating the photocarriers with
concentrations exceeding the dark ones, and the space
charge density is positive (Fig. 2), since the electrons
|leave the generation region dueto diffusion and drift. In
this region, the field increases toward the cathode. The
hole concentration decreases with distance from the
cathode and becomes equal to the electron concentra-
tion at the point X = X,,, Whereas the field attains the
minimum E(Xyn) = Epin. FOr X < X, the charge density
p = &(p —n) <0, and decreases rapidly with distance
from the generation region (Fig. 2), whereas the field
increases toward the anode.

For low illumination intensities I; < I the positive
charge e(p — n) near the illuminated cathode is insuffi-
cient for a noticeable field variation in the near-elec-
trode layer, whereas the quasi-neutral region is rather
narrow (Fig. 2). The field E, is equal to E,,, to a high
accuracy and decreases with increasing illumination
intensity (Fig. 1, curves 1-3). The law of variation of

the near-electrode field Eq with increasing intensity is
given by formula (37) from publication [2] (with the
substitution of d for 0).

For |; = I the difference in concentrations |p — n|

near the illuminated surface and in the bulk increases
with increasing illumination intensity. In the vicinity of
the illuminated cathode, as the field in the generation
region decreases, the region occupied by holesx,, <x<d
expands into the semiconductor bulk from the cathode
dueto diffusion (Fig. 2). Inthisintensity range, thefield
distribution displays a series of specific features
(Fig. 3). These include a decrease in the field from the
anode in the region 0 < X < X,, a wide quasi-neutral
region expanding toward the anode with increasing
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intensity, and a noticeable increase in the field in the
near-el ectrode layer adjacent to theilluminated cathode
(Fig. 4). The coordinate dependence of the field E(d —X)
in the region adjacent to the unilluminated electrode
X < Xgn issimilar to the dependence of the field distribu-
tion on the anode illumination intensity investigated
previously [3]. The fundamental distinction is in the
field behavior inthevicinity of theilluminated cathode.
The field inversion (sign change) for the illuminated
anodewas investigated previously [3, 4] (Fig. 3, dashed
curves 3, 6). In contrast with this case, the field Eg
passes through the minimum with increasing intensity
and then increases (Figs. 4, 5). This behavior of the
field is the consequence of several factors, namely, the
conservation of the potential difference across the
structure, a high density of the positive space charge
close to the cathode, and a sign-variable distribution of
the space charge density. For alow intensity, the posi-
tive space charge in the vicinity of the cathode is small
and the first factor prevails. Due to an increasing field
in the unilluminated region, the field decreases near the
cathode. For ahigher intensity, conversely, the effect of
the second local factor is dominant. The first two fac-
tors are also present if the anode is illuminated. How-
ever, in this case, the combination of diffusion and drift
electron fluxesto theilluminated electrode givesrise to
ahigher hole concentration near the anode and to a pos-
itive space charge density in the semiconductor bulk
and near theilluminated electrode. In this case, thefield
minimum is attained near the anode and the field in the
vicinity of the anode becomes negative with an unlim-
ited increase in the space charge as the illumination
intensity increases.

If the cathode is illuminated, the field counteracts
the electron diffusion toward the cathode and forces out
the electrons into the sample bulk. The charge density
ispositive near theilluminated el ectrode of the opposite
sign and negative in the bulk. This factor gives rise to
the field minimum in the bulk and to the field increase
in the vicinity of the cathode due to the local factor of
high density of the positive space charge. Similar
behavior of the field was noted previoudly [9]. In this
study, the space charge density near the illuminated
anode was hegative due to the electron trapping by deep
impurity levels.

Figure 3 demonstrates that the dependences E(d —X)
and E(x) for highillumination intensities|; > I jnearly

coincide in the bulk. They may be made coincident by
rotating the E4(X) curve around the axis X = 0.5. The
distinction is in the vicinity of illuminated electrodes
only, where E.(d — X) = |E4(X)|.

The field distributions in the near-electrode layer
adjacent to the cathode (Fig. 4) demonstrate a decrease
inthelowest field Emin with increasing illumination. In
this case, the field remains positive. In the layer ~5a~1

thick immediately adjacent to the cathode, the field Eq
increases. This behavior of thefield is the consequence
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Fig. 5. Dependences of (1) minimal electric field Epy, and
(2) the field near the illuminated cathode E4 on the illumi-
nation intensity.

of an increase in the negative space charge in the bulk
and in the positive space charge near the cathode with
increasing illumination intensity. It can be seen from

Fig. 5 that the distinctions between the fields Emin and

Eq start to manifest themselvesat |; = I In thisinten-
sity range, the field minimum decreases nearly accord-

ing to the power law (E,;, U Ii_B(") , B=1). In contrast,

the field near the electrode E, increases, and for inten-
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sities significantly exceeding the value I at which the

field E, attained the minimum, its value becomes equal
to the external field.

Notethat the considerable width of the quasi-neutral
region (Fig. 3) isrelated to a low-rate bulk recombina-
tion. As it was demonstrated previously [4], the allow-
ance made for the bulk recombination at deep impurity
levels leads to a noticeable narrowing of the width of
the quasi-neutral region.

2.3. The specific features of the field distribution
obtained for an intense illumination of purecrystalsare
also retained for the structures containing deep impu-
rity levels. Thereason is that the charge of the levelsis
restricted by the quantity [eN;]. This charge becomes
less than the charge of free electrons and holes for suf-
ficiently high intensities. The details of the field distri-
bution both in the semiconductor bulk and in the vicin-
ity of the illuminated electrode depend on the concen-
tration and parameters of the impurity level. These
include the level energy and capture cross sections for
electrons (o) and holes (o) [10]. Numerica calcula-
tions for the case of the illuminated cathode were car-
ried out. They demonstrated that the field sign for a
quasi-neutral region, the width of this region, and the
field magnitude near the unilluminated electrode
strongly depend on the ratio of cross sections for cap-
ture by an impurity. Specificaly, for o, < oy, the field
in the bulk depends on the illumination intensity rather
weakly. Inthe quasi-neutral region, thefield is negative.

3. CONCLUSION

The results of calculations make it possible to draw
the following conclusions.

(1) For high illumination intensities, no band
straightening in thevicinity of the electrodeilluminated
is observed irrespective of the illumination direction.

REZNIKOV

(2) Nonmonotonic field dependence in the semicon-
ductor bulk always appears if the sign of the space
charge adjacent to the illuminated electrode is opposite
to the sign of this electrode.

(3) Various directions of the diffusion and drift
fluxes under illumination from the anode and cathode
sides should give rise to the dependence of the current—
intensity characteristic on the illumination direction.
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Abstract—Theinfluence of the temperature of secondary annealing, stimulating the formation of optically and
electrically active centers, on the erbium ion electroluminescence (EL) at A = 1.54 pmin (111) Si:(Er,O) diodes
has been studied. The diodes were fabricated by the implantation of 2.0 and 1.6 MeV erbium ions at doses of
3 x 10 cm and oxygen ions (0.28 and 0.22 MeV, 3 x 10 cm™). At room temperature, the EL intensity in
the breakdown mode grows with the annealing temperature increasing from 700 to 950°C. At annealing tem-
peratures of 975-1100°C, no erbium EL is observed in the breakdown mode owing to the formation of micro-
plasmas. The intensity of the injection EL at 80 K decreases with the annealing temperature increasing from

700 to 1100°C. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Semiconductor structures doped with rare-earths
attract considerable interest owing to their possible
applicationsin optoelectronics. Emission from trivalent
erbium (peaked at A = 1.54 pym [1-7]) and holmium
ions (at A = 1.96 um [8, 9]) has been observed in diodes
fabricated from single-crystal silicon. Generaly, the
maximum intensity of emission from rare-earth ions at
room temperature is observed in reverse-biased diodes
in the tunneling or avalanche breakdown mode. The
intensity of the injection luminescence is substantially
lower. This is commonly attributed to differences
between the EL excitation/deexcitation mechanismsin
the forward-bias and breakdown modes [1]. Calcula
tions show, however, that in the breakdown mode also,
the concentration of emitting rare-earth ions is usually
severa orders of magnitude lower than that of rare-
earth ions introduced by implantation. As a result, the
intensity of the presently developed Si:(Er,0) and
Si:(Ho,0) light-emitting diodes (LEDs) is insufficient
for their wide application even in the case of avirtually
uniform distribution of current density over the p—n
junction area [3, 5]. The mgority of implanted rare-
earth ions are optically inactive. Furthermore, ion
implantation at high doses (D = 10* cm™) causes the
amorphization of silicon. The thus-amorphized layer is
commonly subjected to solid-phase recrystallization by
means of a postimplantation annealing at T, = 620°C,
with the introduced impurities optically activated by
annealing at ahigher temperature, T,. In virtually all of
the previous studies of Si:(Er,0) diodes, T, was 900°C.
This temperature was chosen on extending to the LED
fabrication technology the results obtained in studying

the dependence of the photoluminescence on the
annealing temperature [10-12].

Thegoal of thisstudy wasto investigate the effect of
the annealing temperature T, on the intensity of EL
from Si:(Er,0) LEDs fabricated on (111) Si at Er
implantation doses D = 3 x 10* cm™.

2. EXPERIMENTAL PROCEDURE

Erbium ionswith energiesE = 2.0 and 1.6 MeV and
oxygen ions with E = 0.28 and 0.22 MeV were
implanted at doses D = 3 x 10** and 3 x 10% cm,
respectively, into polished n-type Czochralski grown
(111) Si wafers with aresistivity of 5 Q cm. The dose
of Er implantation was chosen to be 3 x 10 cm since
the maximum intensity of the erbium ion—related EL
was achieved with the fabrication technology employed
at T, = 900°C in our previous study [6]. Boron (E =
40 keV, D = 5 x 10'® cm™) and phosphorus ions (E =
80keV, D = 1 x 10'® cm™) were implanted into the
front and back sides of the wafers, respectively, to pro-
duce heavily doped p* and n* layers. Annealing at T, =
620°C (1 h) led to the recrystalization of the amor-
phized Si:(Er,O) layer. A second isochronous (0.5 h)
annealing at T, = 700-1100°C was used to form opti-
caly and electrically active erbium-related centers.
Mesa diodes with working area S= 4.0-4.5 mm? were
fabricated by conventional technology [2—7]. More
than half of the working area of p* layers was free of
metallization. In this part of the structure, EL could be
observed in the visible spectral range. For this purpose,
the diodes were placed in the dark in the viewing field
of an MBS-9 microscope. Current—voltage (1-V) char-
acteristics were recorded at afrequency of 32 Hz, with
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Fig. 1. EL spectrain the breakdown modefor p—n structures
annealed at T»: (1) 950 and (2) 1000°C.

0.5-ms pulse duration. The EL was excited by 2- or
5-ms square pulses with a repetition frequency of
32 Hz. A system of lenses focused the light emitted by
a diode structure onto the entrance dlit of an MDR-23
monochromator, with the EL spectrum detected at the
output with an uncooled InGaAs diode (7-nm resolu-
tion in the range A = 1.0-1.65 um). Pulsed voltage in
the form of a half-wave-rectified 50 Hz sine was used
for the EL studiesin the visible range.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 1 presents the EL spectra of reverse-biased
diodes at T = 300 K. The dependences of type 1 in
Fig. 1 were observed in diodes annealed at T, = 700—
950°C, and those of type 2, in diodes annealed at T, =
975-1100°C. In the first kind of spectra, peaks at A =
1.538 pum, associated with radiative electron transitions
between the crystal-field-split 41,5, and 5, levels of
Er3* ions, are observed aong with the relatively weak
and nearly A-independent emission dueto transitions of
“hot” electrons within the conduction band of silicon
(the so-called “hot” EL [2]). The second kind of spectra
ischaracterized by the presence of virtually only the hot
EL. The peak intensity of the EL from Er®* ions grows
with increasing reverse current, tending to a constant
value l,. Figure 2 shows I, as a function of tempera-
ture T,. Theintensity I, grows with increasing temper-
ature in the range 700°C < T, < 950°C. At higher tem-
peratures (975°C < T, < 1100°C), the erbium-related
EL ispracticaly zero.

SOBOLEV et al.
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Fig. 2. Maximum intensity of the Erd*-related EL vs. the
second annealing temperature T,. A = 1.538 pm, breakdown

mode.

Figure 3 presents reverse |-V curves for severd
diodes at 300K. The breakdown voltage of a p—n junc-
tion, V,;,, was determined by extrapolating the quasi-lin-
ear portion of the | -V curve at high currentsto zero cur-
rent. The V,, varies with T, nonmonotonically: it
decreases substantially with the annealing temperature
increasing from 700 to 900°C, and rises sharply at T, =
975°C. Theincrease in Vy, is accompanied by a signifi-
cant decrease in the slope of the reverse |-V curve; i.e.,
the differential resistance of areverse-biased p— junc-
tion increases. It is noteworthy that the forward |-V
curves show no such increase in the differentia resis-
tance on raising the annealing temperature to above
950°C. Inthediodesannealed at T, < 950°C, the break-
down voltage does not exceed 5V, which is typical of
the tunneling breakdown mechanism. At T, = 975°C,
the breakdown voltage is no lessthan 7V, which corre-
sponds to the voltage range typical of the avalanche
breakdown. No emission could be observed visualy in
the breakdown mode and at current densities of up to
10 A/cm? from structures annealed at T, < 950°C and
placed in the dark in the viewing field of a microscope.
At annealing temperature T, = 975°C, the glow of sep-
arate microplasmas was observed in the breakdown
from that part of the p—n junction working area which
was free of metal coating. Therefore, the virtual
absence of an erbium-related EL signal from diodes
annealed at T, = 975°C can presumably be attributed to
the appearance of a significant nonuniformity of the
reverse current distribution over the p—n junction area
and the resulting substantial reduction in the number of
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Fig. 3. Reverse | -V characteristics of diodes subjected to a
second annealing at different temperatures T.

optically active ions excited within the space-charge
region of the p— junction.

No room-temperature EL from erbiumionscould be
observed in any of the structures studied under forward-
bias, at least at current densities of up to ~10 A/cm?.
Figure 4 presents EL spectra for several samples
annealed at different T,, recorded at a forward current
density of ~10 A/cn?, at T = 80 K. Along with the
erbium-related EL peak at A = 1.54 um, an exciton
emission peak at A = 1.13 um and a defect emission
band are observed. The spectrain Fig. 4 were recorded
at currents corresponding to the maximum intensity of
the A = 1.54 um EL. With increasing annealing temper-
ature T,, the intensity of the EL from erbium ions
decreases (seeFig. 4and curve 1inFig. 5),and at T, =
1100°C the emission at A = 1.54 um is mainly due to
EL from defects. The dependence 1 in Fig. 5 differs
fundamentally from previously reported curves of this
kind [10-12]. This difference is due to the use in the
present study of higher erbium and oxygen implanta-
tion doses (leading to silicon amorphization) and sili-
con wafers of another orientation, which leads to
another spectrum of the forming structural defects and,
presumably, of the electrically and optically active cen-
ters. Theintensity of the excitonic line at afixed current
density of 10 A/cm? varies nonmonotonically with T,
(see curve 2 in Fig. 5): it decreases in the temperature
range from 700 to 950°C and increases sharply at T, >
950°C. As stated above, microplasmas were observed
in the breakdown mode at T, > 950°C.

According to modern concepts, the excitation of for-
ward EL and photoluminescence from erbium ions
SEMICONDUCTORS  Vol. 35
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Fig. 4. EL spectraof diodes subjected to asecond annealing
at different temperatures T,. Forward current density

~10A/cm?, T=80K.

requires that optically and electrically active centers
should be formed in silicon. These centers contain
trivalent Er®* ions and give rise to levels in the energy
gap of silicon, favoring energy transfer from free carri-
ers to rare-earth ions. In the p—n junction breakdown
mode, hot carriers appear in the erbium-doped space-
charge region, capable of exciting erbium ions via the

EL intensity, arb. units
10~

O T T
700 800 900 1000 1100
T2,°C

Fig. 5. EL intensity vs. the second annealing temperature
T,. Forward current density ~10 A/cm?, T=80K. (1) A =
154 pmand (2) A = 1.13 um.
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impact mechanism. In this case, an excitation of the
electronic subsystem of the crystal is transferred to an
Er®* ion directly in a collision of a hot carrier with a
rare-earth ion. Correspondingly, the mechanisms of de-
excitation of Er®* ions are also different for the forward
and reverse current modes. It is the difference in the
excitation and de-excitation mechanisms of Er* ions
that can account for the different dependences of the
intensity of erbium ion—related EL on T, under forward
biasat T = 80 K and in the breakdown mode at T =
300 K.

4. CONCLUSION

Theintensity of EL from erbiumionsat 300K inthe
p—n junction breakdown mode grows steadily with the
second annealing temperature T, increasing from 700
to 950°C for the implantation modes of erbium, oxy-
gen, phosphorus, and boron, employed in the present
study. At higher T, (975-1100°C), no EL from erbium
ions is observed in the breakdown mode owing to the
appearance of microplasmas causing a substantial non-
uniformity of the reverse current distribution over the
diode area. Under forward bias, theintensity of erbium-
related EL at 80 K decreases with increasing annealing
temperature T,. The results obtained indicate that the
intensity of room temperature EL from erbiumions EL
in (111) Si:(Er,0) diodes can be raised further by ele-
vating the annealing temperatureto T, = 975°C if it is
possible to prevent the formation of microplasmas.
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Abstract—The electron emission from and capture by quantum dots in InGaAs/GaAs p— heterostructures
were studied using deep-level transient spectroscopy in relation to the conditions of isochronous annealing with
a switched-on or -off bias voltage (U,, < 0 or U,, = 0). The results indicate that, as a result of annealing with
U, <0, adipolethat consists of charge carrierslocalized in the quantum dots and the ionized lattice defectsis
formed. The electrostatic potential of this dipole reduces the barrier for the electron emission from and capture
by aquantum dot. If the annealing is performed at U,, = 0, no dipoleisformed and the band offset is controlled
by the conditions of heteroboundary formation during the structure growth. The dependence of the barrier
height on the filling-pulse duration was also observed; this dependence is related to the manifestation of the
Coulomb blockade for the electron capture by the ground and excited states of a quantum dot. The structures
with quantum dots studied were grown by gaseous-phase epitaxy from metal-organic compounds using self-
organization effects. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Quantum dots (QDs) obtained as aresult of the self-
organized growth of heteroepitaxia strained layers are
finding more and more applications as lasers [1]. How-
ever, it is not often that the characteristics of the lasers
with QDs can be improved appreciably; this may be
caused, in particular, by the presence of a potential bar-
rier to the charge-carrier capture by QDs. This barrier
can aso profoundly affect the operation of the one-
electron transistors and memory elements [2, 3]. The
possibility of a potential barrier existing at the
InAs/GaAs interface, which restricts the charge-carrier
capture by QDs, has been considered previously [4, 5]
when calculating the voltage distribution around a
pyramidal InAs QD. Studies of the QD-containing
INAS/GaAs layers using a scanning transmission elec-
tron microscope [6] showed that the boundary between
a QD and the GaAs matrix is not abrupt and that there
isaconfining InGa, _,As layer, in which the potential
changes dlightly. Recently [6], deep-level transient
spectroscopy (DLTS) has been used to determine the
cross sections of thermal charge-carrier capture and the
activation energies for capture by self-organized
InGaAs/GaAs QDs. It has been shown that the charge
carriers have to overcome a potential barrier before
being captured by aQD; it isargued [7] that thisbarrier
is caused by abuilt-in voltage of the self-organized sys-
tem, which givesriseto apeak at the INnAs-GaAsinter-
facein the plane of the carrier-confining potential along

T Deceased.

the growth direction. Previously [8-13], DLTS has
been used to detect Coulomb interaction between the
charge carrierslocalized in QDs and the ionized lattice
defects located in the immediate vicinity of a QD.
These defects appear in the course of the In(GaAs) QD
formation and the GaAs epilayer growth. It has been
shown that an electrostatic dipoleisformed as aresult;
the built-in potential of this dipole affects the height of
the potential barrier to the charge-carrier emission from
aQD. Thefeatures of the dipoleformation depended on
the conditions of the isochronous thermal treatment
with reverse-bias voltage either being applied or not
and on exposure to white light. Thermal treatment
induced changes in the positions of the DLTS peaks
related to the emission of charge carriersfrom the states
of the QDs. It seemsof interest to use DLTSto study the
barrier height in relation to the conditions of isochro-
nous heat treatments.

In this paper, we report the results of DLTS studies
of the electron emission from and capture by the states
of INnGaAs/GaAs QDs in relation to the conditions of
isochronous heat treatments with and without reverse-
bias voltage being applied (U,, < 0 or U,, = 0). We stud-
ied the effect of the built-in electrostatic potential of a
dipole on the height of the barrier to the capture of elec-
trons by a QD in relation to the conditions of isochro-
nous heat treatment; this dipoleisformed by the charge
carriers localized in a QD and the ionized lattice
defects. We assessed the effect of the Coulomb block-
ade on the electron capture by the ground and excited
states. The structures we studied were grown by gas-
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eous-phase epitaxy from metal—organic compounds
(GPE-MOC); the self-organization effects were used.

2. EXPERIMENTAL

The InGaAs/GaAs heterostructure under investiga-
tion was obtained by MOC-GPE using a horizontal
low-pressure (76 Torr) reactor. Trimethylgallium, trim-
ethylaluminum, ethyldimethylindium, and arsine were
used as sources of the main components and Cp,Mg
was used for the p-type doping of GaAs. The tempera-
ture of structure growth was 480°C. An undoped GaAs
layer (n =3 x 10% cm3) 0.5 um thick was grown on the
n*-GaAs substrate. Thereafter, an InGaAs layer was
deposited with interruption subsequent to the growth of
alayer of InGaAs QDs. A thin GaAs layer 50 A thick
was then deposited on QDs with a subsequent increase
in the temperature to 600°C and heat treatment in situ
for 10 min. Later, an n-GaAs layer (n = 3 x 10* cm3)
0.5 um thick was deposited at a temperature of 480°C.
In order to form a p— junction, we coated the n-GaAs
layer with a0.1-um-thick layer of doped p*-GaAsat the
same temperature. The in situ heat treatment of the
InGaAs layer in the INGaAs/GaAs heterostructures is
conducive (as was first reported in our previous publi-
cations [12-14]) to producing dislocation-free QDs; in
addition, this heat treatment results in the disappear-
ance of the EL2 and EL3 defects related to dislocation
formation and reduces the concentrations of other point
defects that act as nonradiative-recombination centers
by more than an order of magnitude. The deep-level
traps in the heterostructures were studied by DLTS
using a DL4600 BIO-RAD spectrometer, which oper-
ated in the mode of two-window integration. Capaci-
tance was measured with a Boonton-72B bridge, which
operated at afrequency of 1 MHz. The sensitivity of the
experimental setup was equal to AC/C, = 10™. Prelimi-
narily, nonrectifying contacts were thermally deposited
onto the n*-GaAs substrate and the p*-GaAslayer. Prior
to each DLTS measurement, the sample was annealed
isochronously for 1 min at a fixed temperature; during
annealing, either a reverse-bias voltage (U, < 0) was
applied to the sample or the voltage was not applied
(U, = 0). Prior to annealing, the sample was heated to

Parameters of deep levels of defects and the states of quan-
tum dots and of a quantum well

Designations| Energy | Capture cross | Identification
of levels E,, meV |sectionc,, cm?| of levels
ED1 122 23x 107
ED1# 156 1.8x 10713
ED2 347 45x 10716
ED2# 369 7.2x1076
ED3 667 7.4x 107 E4 [15]
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450 K, kept at this temperature for 1 min without any
voltage applied to the sample (U,, = 0) if the annealing
was to be performed at U,, < 0, and then cooled to the
annealing temperature. If the annealing was to be per-
formed at U,, = 0, the sample was preliminarily kept at
450 K with the reverse bias applied (U,, < 0). The
annealing temperatures were varied in the range of
80-450 K. After all the above heat treatments, the sam-
plewas cooledto T=80K at either U ,<0or U,,=0,
and we then performed the DLTS measurementsin the
dark (unless otherwise specified) or under exposure to
whitelight. In order to determine the carrier concentra-
tion profile in the heterostructure, we measured the
capacitance-voltage (C-V) characteristics. The results
of these measurements (and also the results of studying
the photoluminescent and structural properties for this
structure), which made it possible to determine the
region of the spatial localization of QDs and the condi-
tions of their observation in the DLTS spectra, have
been reported previoudy [12, 13] and, therefore, are not
presented in this paper. The thermal-activation energies
E, and the cross sections of electron capture o, by the
traps were determined using the rate window in the
conventiona DLTS measurements, unless otherwise
stated.

3. RESULTS

In. Fig. 1, we show the DLTS spectra measured in
the dark under different conditions of preliminary iso-
chronous heat treatment (U,,=0or U,,<0) (curves 1, 2).
We observed three clearly discernible peaksin all the
measured spectra. The parameters of the levels corre-
sponding to the DLTS peaks are listed in the table. The
peak ED3, for which the thermal-activation energy is
E, = 667 meV and the electron-capture cross section is
0, = 7.4 x 1074 cm?, has almost the same parameters
(as has been shown previously [12, 13]) as those of the
defect E4 [15]. This defect is formed in GaAs under
irradiation, is related to a cluster composed of arsenic
vacancies V, ¢ and an antisite defect Asg,, and residesin
the immediate vicinity of a QD. The peaks ED2 and
ED2#, as has been established recently [12, 13], are
related to the ground state of a QD. As for the DLTS
peaks ED1 and ED2#, they can be related either to the
excited state of a QD or to a state of the quantum well
in the wetting layer. Positions of the DLTS peaks ED1
(ED1#) and ED2 (ED2#) depend on the conditions of
the preliminary anneaing. If the samples were
annealed under the conditions of U,, < 0, the thermal-
activation energy and the cross sections of electron cap-
ture by the levels related to the peaks ED1 and ED2
were equal to E, = 122 meV and o, = 2.3 x 1015 cm?
(ED1) and E, = 347 meV and o, = 4.5 x 10% cm?
(ED2). An annealing with U, = O resulted in the DLTS
peaks shifting to higher temperatures. These new posi-
tions of the DLTS peaks corresponded to the levels des-
ignated as ED1# and ED2#; for these levels, we
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Fig. 1. The DLTS spectra of a p—n InGaAsGaAs hetero-
structure with quantum dots; the spectra were measured
using areverse-bias pulse of U, = 0.5V and thefilling-pulse

amplitude of U, = O following isochronous heat treatment
at T, = 450 K. Cooling after heat treatment was performed
under the conditions of (1) U,; =0 and (2) U,, < 0. All the
spectra were obtained using the emission-rate window of
200 st and the filling-pulse duration of 25 ps.

obtained E, = 156 meV and g,,= 1.8 x 10" cm? (ED1#)
and E, = 369 meV and 6, = 7.2 x 10716 cm? (ED2#). If
the DLTS spectra were measured with different rate
windows, we observed variations in the amplitudes of
the ED1 (ED1#) and ED2 (ED2#) peaks in addition to
the shifts of the temperatures corresponding to their
positions. Asit has been shown previously [7, 16], these
variations in the amplitudes of the DLTS peaks occur if
the carrier-capture cross section depends heavily on
temperature; furthermore, they are related to the occu-
pancy of the traps. Special methods of DLTS measure-
ment and signal processing have been suggested
[7, 16]; these methods make it possible to determinethe
parameters of thermal capture by a trap (the thermal
cross section of capture o and its activation energy E,
calculated from the capture cross section) and are also
applicableto highly nonexponential processes of relax-
ation. In order to determine g, we measured the depen-
dence of the height of DLTS peaks on the filling-pulse
width t. In these circumstances, the capture kineticsis
described by the relation [7, 16]

S(tp) = Sall-exp(=caty)l, )
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1 - S(tp)/ssal

0.03

!
0.05

t,, ms

| | |
0 0.01 0.02 0.04

Fig. 2. The amplitude of the normalized DLTS signal as a
function of the filling-pulse duration at temperatures of
(1) 252.7, (2) 241.6, (3) 238.7, and (4) 222.7 K after isoch-
ronous heat treatment under the conditions of U, = 0.

where §t,) is the height of the DLTS peak; S is the
DLTS-peak height when the traps are completely filled
with charge carriers; and ¢, isthe capture rate related to
the thermal-capture cross section o, thermal velocity
V4, and the free-carrier concentration n by the expres-
sion ¢, = avn. We assumed that n is approximately
equal tothe dopant concentration. The curves (1 -S(t,)/Sy)
vs. t,,, derived from the heights of DLTS peaks ED2 and
ED2#, which were measured under different conditions
of preliminary heat treatment (U,,=0and U,,<0), are
shown in Figs. 2 and 3, respectively. Experimental
curves feature two exponential portions; one of them
has asteepincline (in therange of t, = 1-5 us), whereas
the other has a gentler slope (in the range of 5-100 ps).
The temperature dependences of the capture cross sec-
tion o were determined by varying the rate windows.
The temperature ranges, within which the capture cross
sectionswere determined, were equal to 224.7-256.3 K
and 229.5-260.5 K for the levels ED2 and ED2#,
respectively. Assuming that, within narrow temperature
ranges corresponding to the determination of the cap-
ture cross section g, the quantitiesn and S; are temper-
ature-independent and the thermal velocity v, depends
on temperature as TV2, we obtain the following expres-
sion for the temperature dependence of the thermal-
capture cross section:

0 = 0,eXp(—E/kgT). 2
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1 - S(tp)/Ssat

0.1+
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0.02 0.03 0.04 0.05

t,, ms
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Fig. 3. The amplitude of the normalized DLTS signd as a
function of the filling-pulse duration at temperatures of
(1) 256.6, (2) 245.7, (3) 242.0, and (4) 227.0 K after isoch-
ronous heat treatment under the conditions of U,, < 0.

Here, 0, is the cross section of carrier capture by the
trap at avery high temperature, and kg isthe Boltzmann
constant. We used the Arrhenius plots (Fig. 4) to deter-
mine the cross section o, and the barrier height for
electron capture E;. For the steep portion measured
after a preliminary isochronous annealing with U, < 0O,
we obtained E;; = 27 meV and 0.s = 1.7 x 10% cm?,
for the gently sloping portion, we have E;; = 77 meV
and 0,,; = 4.4 x 10716 cm?. After apreliminary heat treat-

ment with U,,= 0, we obtained E3; =48 meV and 0, =
6.7 x 10716 cm? for the steep portion (the fast compo-

nent) and E;; =104 meV and G,,; = 2.5 x 10725 cm? for

the gently sloping portion (the slow component). It is
noteworthy that the accuracy of determining o, (Fig. 4)
is low due to the narrow temperature range within
which variations in the DLTS-peak heights are deter-
mined. This specia feature related to the accuracy of
determination of ., has been noted previously [7, 16].
For the peaks ED1 and ED 1#, the range of temperature
variation was even more narrow and the spread in the
values of g, for different rate windows was apprecia-
ble, which precluded the determination of the corre-
sponding thermal-capture parameters. However, we
still managed to find that experimental plots of (1 —
St,)/Sy) vs. t, are indicative of the presence of only
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Fig. 4. Temperature dependence of a cross section for elec-
tron capture by a quantum dot after isochronous heat treat-
ment at (1, 3) U,;=0and (2, 4) U;,< 0. Curves 1 and 2 cor-
respond to the filling-pulse widths of t, = 1-5 ps, and
curves 3and 4 arefor t, > 5 s,

one exponential portion (intherange of t, = 1-5 ps); for
t, > 5 us, leveling-off was observed.

4. DISCUSSION

The observed variations in the peak ED2 in the
DLTS spectra (Fig. 1) as a result of isochronous heat
treatment are caused (as has been discovered recently
[12, 13]) by an electrostatic dipole that exhibits Cou-
lomb interaction and isformed from electronslocalized
in aQD and ionized deep donor levels of defects. After
heat treatment at a temperature of 450 K and subse-
guent cooling to 80 K at U, < 0, the deep donor levels
and the states of the QDs remain ionized. As aresult of
afilling pulse applied to the structure at low tempera-
tures in the course of DLTS measurements, electrons
are captured by the states of QDs. At the sametime, the
deep donor levels of defectsin the self-trapping config-
uration [17] remain ionized because the el ectron energy
is insufficient at a low temperature to overcome the
potential configuration barrier and to trap the electron
at thislevel. A dipoleisformed from the closely spaced
charged deep-level donor defects and electrons local-
ized at the QD; the electric field of the dipoleisoriented
along the same direction as the p—n-junction field. The
thermal-activation energy for electron emission from
the quantum state decreases as a result of the field
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effect. After aheat treatment at atemperature of 450 K
with subsequent cooling at U,, = 0, free electronsin the
conduction band possess sufficient energy to overcome
the barrier and to be captured by deep-level donor traps.
However, this energy may be insufficient for the elec-
tron emission from the trap. As aresult, the donor traps
become partially occupied and neutral, the electrostatic
dipole field decreases, and, correspondingly, the ther-
mal-activation energy for electron emission from the
state of the QD increases. A shift of the ED2# peak to
higher temperatures is observed in the DLTS spectra
(Fig. 1). Similar changes after isochronous heat treat-
ment with subsequent cooling at U,,<0or U,,=0 are
also observed for the DLTS peaks ED1 and ED1#
(Fig. 1). In order to draw certain interesting inferences
from our experimental results, we perform the simplest
arithmetical calculations. The difference between the
energies of thermal electron emission determined for
two conditions of the heat treatment (U,,=0and U,,<0)
is equal to AE, = ED2# — ED2 = 369 — 347 meV =
22 meV. The differences between the electron thermal-
capture energies determined for the heat treatments

withU,,=0and U, <O0areequa to AEy = E}; —E =
48 — 27 meV = 21 meV for the fast process and to
AE,, = B}, —E; =104 — 77 meV = 27 meV for the

slow process. It can be seen that the change in the heat-
treatment conditionsfrom U, < 0to U,, = 0 results both
in an increase in the thermal-emission energy and in
heightening of the barrier for the thermal electron cap-
ture by a QD; these changes in the energy and the bar-
rier height are amost the same in magnitude
(21-27 meV) irrespective of the filling-pulse duration.
At the same time, the differences between the barrier
heights for the fast- and slow-capture processes for the
heat treatments with U,, < 0 and U,, = 0 are also close
to each other and are equal to AEy; = E;; — Ei =

56 meV and AE};; = E5; — EX = 61 meV. These
resultsindicate that the same mechanism isresponsible
for the observed decrease in the energy of electron cap-
ture by QDs for both the fast and slow processes when
the heat-treatment conditions are changed from U,, = 0
to U,, < 0. This mechanism is related to the formation
of an electrostatic dipole composed of QD electrons
and charged defects. Thisdipoleisformed asaresult of
heat treatment at U,, < O; the built-in electrostatic
potential of the dipole reduces the band offset at the
interface and lowersthe barrier to the electron emission
from and capture by a QD. If U, = 0 in the course of
heat treatment, no dipole emerges and the band-offset
magnitude is controlled by the conditions of forming
the heterointerface during the structure growth. How-
ever, the formation of the dipole in the case of heat
treatment with U,, < 0 does not lead to a complete dis-
appearance of the barrier to electron capture; the barrier
height for the filling-pulse widths t, < 5 us remains
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equal to E;; = 27 meV. In this situation, the presence of
the barrier to electron capture may be related either to
the fact that the built-in field of the electrostatic dipole
is insufficient to completely smooth out the barrier to
the capture or to amanifestation of the Coulomb block-
ade [18, 19] for the capture of the second electron by
the QD ground state. For the filling-pulse widths of t, <
1 us, the QD ground state has apparently time to cap-
ture only a single electron. It is conceivable that the
capture of the second electron by the QD ground s state
may become probable if t, increases from 1 to 5 ps. In
order to overcome the Coulomb blockade formed by
the first electron in the QD ground s state [18, 19], the
second electron should possess additional energy. The
energy of the Coulomb charge (E.) necessary for the
accommodation of an additional electron with charge q
in an InGaAs QD, which is embedded in GaAs and is
disk-shaped with a diameter d, can be estimated as
0%/2C, where C = 4eg,d is the inherent capacitance of a
QD. For the structure we studied, the typical lateral QD
size measured using the transmission electron micros-
copy was equa to d = 13 nm. The Coulomb charge
energy estimated using the above expression was found
to be equal to E, = 27 meV and, thus, is consistent with
the experimentally measured value of E; = 27 meV.
For the filling-pulse widths of t, > 5 s, we found that
the capture-barrier height increased approximately
twofold irrespective of the conditions of isochronous
heat treatment, which may be related to the capture of
the third electron by the p state of aQD. The third elec-
tron must have an energy equal to 2E. = 54 eV in order
to overcome the Coulomb blockade induced by two
electrons. Itisnotablethat, inthe DLTS spectrastudied,
we did not observe either an appreciable temperature
shift of the DLTS peaks ED2 and ED2# or a changein
their shapewith variationsin to, which would have been
induced by the effect of the Coulomb charge. The
absence of these changes may be related to the consid-
erable spread of the QD sizes in the structure under
consideration. The measured spectral width of the pho-
toluminescence peak was almost twofold larger than
the width accounted for by the effect of the Coulomb
charge energy and was equa to about 100 meV
[12, 13]. In &addition, in the DLTS measurements, the
signals from the QDs and defects became intermixed,
which resulted in the QD DLTS spectrum leveling off.
However, the effect of the Coulomb blockade in the
DLTS spectrafor the ED2 and ED2# peaks manifested
itself in special features in the dependences of the
heights of these peaks on the filling-pulse duration
[St,)] (Figs. 2, 3). Fort,< 1.2 s, the DLTS signal was
controlled (as was mentioned above) by the emission of
the first electron from the QD ground state and, for t, =
1.2 s, was equal to 160 fF for the ED2 peak. For t, >
1.2 us, two €electrons were involved in the process of
capture by the QD ground state. For t, = 5.0 s, the peak
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was higher by afactor of 2 and became equal to 320 fF.
Ast, increased further for t, > 5 us, three electronswere
already involved in the capture process. The depen-
dence S(t,) leveled off for t, > 50.0 ps. In this situation,
the peak ED2 was as high as 510 fF, which was about
three times higher than for t, = 1.2 us.

We now discuss the results that concern the DLTS
peaks ED1 and ED1#. The behavior of these peaks in
relation to the conditions of isochronous heat treatment
was similar to that observed for the DLTS peaks ED2
and ED2# (Fig. 1). Thus, there is reason to believe that
the peaks ED1 (ED1#) and ED2 (ED2#) have almost
the same origin; therefore, we may relate the specifici-
tiesin the behavior of the DLTS peaks ED1 and ED1#
to the formation of an electrostatic dipole at the
INnGaAs/GaAs heterointerface. However, in contrast to
the ED2 (ED2#) peaks, the curves (1 — S(t,)/Sy = f(t,)
for the peaks ED1 and ED1# include only a single
exponential portion; the latter corresponds to the range
of the filling-pulse widths of t, = 1-5 ps. Furthermore,
wefound that the thermal-activation energy for electron
emission from the states ED1 and ED1# is lower than
the corresponding energy for the states ED2 and ED2#
(see table). These results indicate that the peaks ED1
and ED1# cannot be related to the excited states of a
QD; rather, these peaks are formed as a result of elec-
tron emission from the quantum well of the wetting
layer.

Thus, we detected the effect of Coulomb interaction
between electrons localized in QDs and ionized deep-
level defects; this effect gives rise to a bistable electric
dipole, the built-in potential of which affects the height
of the potential barrier for the electron emission from
and capture by aQD, and, in our opinion, is not only of
pure scientific interest but also of practical importance.
Recently, the feasibility of using heterostructures with
QDs to develop high-density memory elements has
been actively discussed. It has been suggested to imple-
ment such an element using a field-effect transistor
with an optical gate[3]. Our studies show that the com-
plexes composed of point defects and QDs may serve
as the memory elements; in this case, a point defect
(rather than a two-dimensional electron gas) may be
used as atrap for erasing the data. The use of such sys-
temsasthe mediafor the reversible recording of optical
and electrical data may be conducive to the develop-
ment of memory elements with high spatial resolution
(10%°-10% bit/cm?).

5. CONCLUSION

We performed detailed DLTS studies of the electron
emission from and capture by the states of quantum
dots; we also studied the effect of electrostatic interac-
tion between the charge carriers localized in the quan-
tum dots and the ionized lattice defects on the above
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emission and capture processes in INGaAs/GaAs semi-
conductor heterostructures. The structures with quan-
tum dots studied were grown by gaseous-phase epitaxy
from metal—organic compounds using self-organiza-
tion effects. The DLTS studies showed that charge car-
riers had to overcome a potential barrier, the height of
which depends on the conditions of isochronous heat
treatment with applied (U,, < 0) or switched off (U,,=0)
bias voltage and a so on thefilling-pul se duration. Dur-
ing heat treatment at U,, < O, a dipole is formed; the
built-in el ectrostatic potential of this dipole reducesthe
band offset at the heterointerface and lowers the barrier
for the electron emission from and capture by a quan-
tum dot. During heat treatment under the conditions of
U,, =0, thedipoleis not formed. The band-offset mag-
nitude is now controlled by the conditions of forming
the heteroboundary during the structure growth and
varies from 48 to 105 meV depending on the filling-
pulse duration t,. As a result of heat treatment with
U,, <0, the barrier to the electron capture does not dis-
appear completely. The height of this barrier remains
equal to E;; = 27 meV for the filling-pulse widths of
t, <5 usand isrelated to the manifestation of the Cou-
lomb blockade for capturing the second electron by the
ground state of a quantum dot. For the filling-pulse
widths of t, > 5 s, the barrier height increases by
~56 meV, which is related to the manifestation of the
Coulomb blockade for the capture of electrons by the
excited state of the quantum dot.
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Abstract—Twenty-five kiloelectronvolt Si* ions with doses of (1-4) x 10 cm= and 13-keV N* ions with
doses of (0.2-2) x 10'® cm? wereimplanted into SiO, layers, which were then annealed at 900-1100°C to form
luminescent silicon nanoprecipitates. The effect of nitrogen on this process was deduced from the behavior of
the photoluminescence spectra. It was found, for acertain ratio between the concentrations of implanted silicon
and nitrogen, that the photoluminescence intensity increases significantly, and its peak shifts to shorter wave-
lengths. It is concluded that the number of precipitation nuclei increases owing to the interaction of nitrogen
with excess silicon. Eventually, this results in an increase in the number of nanocrystals and in a decrease in
their average sizes. In spite of introducing additional precipitation nuclei, the minimal concentrations of excess
Si on the order of 10°* cm™ and heat treatments at temperatures higher than 1000°C were still required for the
formation of nanocrystals. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The persistent decrease in the device sizesin micro-
electronics and the discovery of intense visible lumi-
nescence of quantum-confinement Si crystals have
stimulated interest in the formation mechanisms and
properties of silicon nanocrystals. The implantation of
S ions into SIO, with subsequent high-temperature
annealing is one of the most promising methods for
obtaining Si nanocrystals [1-3]. These are formed as a
result of the decomposition of a supersaturated solid
solution of Si in SIO,; it is notable that the required
sizes and properties of the crystallites are attained in
fairly narrow ranges of supersaturation (~10 at. %) and
annealing temperatures (900°C < T, < 1200°C). The
latter circumstance restricts the feasibility of control-
ling the properties of nanocrystals by varying the syn-
thesis conditions. At the same time, methods for modi-
fying the properties of silicon nanostructures are abso-
lutely necessary; a search for these methods is being
carried out along diverse avenues. The potentialities of
an additional introduction of impurities [4-9], pulsed
annealing [3, 10], annealing under pressure [11], and
radiation treatment have been and are being investi-
gated.

The introduction of elements capable of affecting
the decomposition kinetics into supersaturated solid
solutionsis one method for controlling the properties of
synthesized nanostructures. For example, it is well
known that precipitation is aided significantly if addi-
tional nuclel are introduced. It has been noted previ-

ously that the decomposition of a supersaturated solid
solution of Si in SIO, is significantly affected by the
presence of nitrogen [14-19]. In particular, nitrogen
was found to be conducive to forming the centers of
photoluminescence (PL) in the wavelength range of A =
300600 nm [14-17]. By contrast, it has been aso
argued [14, 15, 18, 19] that nitrogen moderates the seg-
regation of excess Si from SO, and the growth of sili-
con precipitates. We note that Si nanocrystals with a
characteristic intense PL in the wavelength region of
A = 700 nm have not been obtained in any of the previ-
ous studies [14-19]. Thus, the issue concerning the
effect of nitrogen on the formation of light-emitting Si
nanocrystals remains in fact unresolved. The objective
of this study wasto gain insight into this effect.

2. EXPERIMENTAL

The 75-nm-thick SiO, layers were formed on the S
substrates using thermal oxidation. The 25-keV Si*ions
were implanted into the layers with three doses: low
(1 x 10 cm™), medium (2 x 10% cm™2), and high (4 x
10% cm™). This dose range was chosen because it is
within this range that the concentrations of implanted
Si are optimal for the formation of Si nanocrystals. The
13-keV N* ions were then implanted into the same
layer. According to computations based on the TRIM-95
program, the projected ranges of N* and Si* ionsarethe
same in the case under consideration and are equal to

1063-7826/01/3510-1182$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Photoluminescence spectra of SiO, layers implanted with Si* and N* ions and then anneadled at T, = 900°C. The doses of
N* ions were equal to () 2 x 101 and (b) 2 x 101® cm™?; the doses of Si* ions were (1) 2 x 1016 and (2) 4 x 1016 cm™2.

~35 nm. For each Si* dose, three doses of N* ions were
also used: 2 x 10%5, 6 x 10', and 2 x 10% cm™. The
implanted samples were annealed in a nitrogen atmo-
sphere for 30 min at temperatures of T, = 900, 1000,
and 1100°C. The PL of implanted and annealed sam-
ples was studied at a temperature of T = 20°C under
pulsed excitation, with (pulse duration being T = 7 ns)
laser radiation with A = 337 nm. The layers implanted
only with 25-keV Si*ions at doses of (3-5) x 106 cm™
were used as reference samples. The PL spectra were
normalized taking into account the spectrometer sensi-
tivity; the scales on the vertical axesin the figures give
an insight into the changes of emission intensities at
different annealing stages.

3. RESULTS

Theinitial annealing for 30 min at 900°C of al the
samples studied was found to be insufficient for obtain-
ing the intense PL band characteristic of Si nanocrys-
tals. For the sample implanted with a low dose of Si*
ions, the PL signal amplitude was comparable to the
noise. In Fig. 1, we show the PL spectra observed for
the samples implanted with medium and high doses of
Si*. Low-intensity PL wasobserved intheentirevisible
region of the spectrum, without any pronounced peaks.
An additional implantation of N* ions affectsthe PL in
two ways. In the samples with a high concentration of
implanted Si, an increase in the nitrogen concentration
leads to intensification of PL, predominantly in the
long-wavelength region. If the samples were implanted
with amedium dose of Si* ions, anincreasein the nitro-
gen concentration reduced the PL intensity, again
2001
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mostly in the long-wavelength region of the spectrum.
In the wavelength region in the vicinity of A = 550 nm,
evidence of the emergence of a new broad emission
band can be detected.

In the samples subjected to postimplantation
annealing for 30 min at 1000°C, the introduction of
nitrogen at first intensified the PL as compared to the
samplesimplanted with S* ions alone (Fig. 2). Intensi-
fication was mostly observed for the wavelengths A >
700 nm; this spectral region is characteristic of emis-
sion from Si nanocrystals. However, the increase in the
dose of nitrogen ions from 2 x 10'® to 2 x 10 cm™
guenched this emission and led to the formation of a
broad low-intensity band with the peak | ocated between
A =650 and 700 nm. It is also noteworthy that anneal-
ing at T, = 1000°C was still found to be insufficient for
complete activation of the long-wavelength PL related
to emission from Si nanocrystals. This can be seen from
acomparison with the spectrum of the reference sample
(without nitrogen implantation) annealed at a higher
temperature (1100°C) (Fig. 2). For this sample, the
intensity of the band peaked at about A = 800 nm and
related to the Si nanocrystals is close to the largest
value attained for the reference samples.

Figure 3illustrates the results of annealing the sam-
ples at T, = 1100°C. As was mentioned above, the
annealing led to a significant enhancement of the PL
with the emergence of a high-intensity long-wave-
length band, which was indicative of the large-scale
formation of Si nanocrystals. We at once note two fea-
tures. First, the optimal dose of Si* ionsdoesfall within
the selected dose range and is approximately equal to
2 x 10'® cm™. Second, asthe Si* dose decreases, the PL
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Fig. 2. Photoluminescence spectra of SiO, layersimplanted
with Si* and N, ions and then annealed at T, = 1000°C. The
dose of Si* ions was 4 x 101 cm™2 the doses of N, ions
were (1) 2 x 10'® and (2) 2 x 101® cm™. The lines represent
the photoluminescence spectra of the reference samples

(implanted only with Si* ions) after heat treatment at T, =
1000°C (dashed line) and 1100°C (solid line).

peak shiftsto shorter wavelengths, which indicates that
the average size of Si nanocrystals decreases. Asfor the
effect of nitrogen, its presence in the layers that had a
large excess of S and were implanted with 5 x
10% cm™ of N* led to a higher intensity of PL com-
pared to that in the reference samples (Fig. 3a). How-
ever, afurther increasein nitrogen concentration results
in a rapid decrease in the intensity of the long-wave-
length band in the samples implanted with a medium
dose of Si* ions; for the samples implanted with alow
dose of Si* ions, this band was completely quenched
(Figs. 3b, 3c). It is only when the dose of Si* ions was
high that the PL intensity was invariably higher thanin
the reference sampl es, although thisintensity decreased
as the dose of N* ions increased. We note that a
decrease in the PL intensity was accompanied with a
shift of its peak to shorter wavelengths (from ~760 to
~720 nm, see Figs. 3a-3c).

KACHURIN et al.

4. DISCUSSION

The above data on the effect of nitrogen on the for-
mation of PL centersin SiO, supersaturated with sili-
con can be interpreted in the following way. In al situ-
ations, nitrogen is conducive to an increase in the num-
ber of precipitates with an accompanying inevitable
decrease in their average sizes. If the degree of super-
saturation with silicon was high, the precipitate sizes
remained sufficiently large for the formation of Si
nanocrystals during annealing at T, = 1100°C, notwith-
standing the fact that the number of precipitates
increased. As aresult, the PL related to Si nanocrystals
is intensified (Fig. 3). Preliminary experiments with
measuring the PL decay time showed that this time is
approximately the samein reference samplesand in the
samples implanted with N* ions and is as long as hun-
dreds of microseconds. This may serve as an argument
in support of the assumption that an increase in the PL
intensity is caused by an increase in the number of S
nanocrystals rather than by an increase in the radiative-
recombination rate (for example, due to doping). If the
amount of excess Si issmall, an increase in the number
of the precipitation nuclei (caused by the introduction
of N) results in a decrease in the average sizes of pre-
cipitates to the level a which the silicon crystal lattice
becomes unstable. According to Veprek et al. [20], the
smallest sizes of the stable Si crystallites are in the
range of 2-3 nm. In such situation, even the high-tem-
perature heat treatments do not result in the emergence
of Si nanocrystals, correspondingly, the long-wave-
length PL band becomes quenched. The fact that, asthe
nitrogen concentration increases, the PL peak shifts to
shorter wavelengths can be considered as evidence of a
decrease in the average sizes of Si nanocrystals.

Theresults of PL studies after heat treatment at T, =
900 and 1000°C are also consistent with the suggested
interpretation of the role of nitrogen. An increasein the
nitrogen concentration leads (after postimplantation
annealing at T, = 900°C) to a decrease in the intensity
of long-wavelength PL and to the emergence of a band
peaked in the vicinity of 550 nm (Fig. 1). A similar
effect is also observed after heat treatment at T, =
1000°C; however, the PL band stimulated by the nitro-
gen implantation becomes more intense and its peak
shifts to A = 650-700 nm (Fig. 2). A yellow-orange
emission with relatively low intensity has been previ-
ously observed by many researchers in insufficiently
annealed samples and has been typically attributed to
the PL of noncrystaline silicon precipitates. The
guenching of the PL band peaked at A = 800 nm and the
emergence of the yellow-orange emission as the N*
doseincreases (Fig. 2) can be explained by the fact that
the nitrogen-stimulated increase in the number of pre-
cipitation nuclei results ultimately in the growth of the
predominantly noncrystalline Si precipitates owing to a
decreaseintheir sizes. Obviously, asthe annealing tem-
perature isincreased from 900 to 1000°C, the sizes and
the number of light-emitting precipitates increase,
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Fig. 3. Photoluminescence spectra of SiO, layersimplanted with Si* and N, ions and then annealed at T, = 1100°C. The doses of
N, ions were (a) 2 x 1015, (b) 6 x 1012, and (c) 2 x 106 cm™. The doses of Si* ionswere (1) 1 x 1016, (2) 2 x 106, and (3) 4 x
106 cm™2. The dashed line corresponds to the photoluminescence-intensity level of the reference sample (implanted only with Si*

ions).

which accounts for the distinctions between the spectra
inFigs. 1and 2.

It is also necessary to discuss the mechanism of the
effect of nitrogen on the decomposition of a S-S O,
solid solution. According to Ehara and Machida [18],
the Si-N bonds are fairly strong; i.e., they can serve as
the initiation centers for silicon nuclei at elevated tem-
peratures. In our experiments, the nitrogen concentra-
tion was~10%* cm~3, which ismuch higher than the typ-
ically observed concentrations of ~10*® cm™ for Si
nanocrystals. At atemperature of 1100°C, the diffusion
length of S atomsin SO, isas large as ~4 nm [21]. If
the formation of Si nanocrystal's proceeds according to
the mechanism of diffusion-controlled growth, we can
hardly expect the observed abrupt decrease in the PL
intensity when the dose of Si* ions decreases merely by
a factor of 2 (from medium dose to low dose, see
Fig. 3). Nevertheless, both with and without N* implan-
tation, the Si concentration on the order of ~10%* cm3
is found to be the lowest for which the formation of
crystalline precipitates is still possible. Apparently, a
critical factor for the formation of Si nanocrystals
remainsthe possibility of direct interaction between the
nearest-neighbor Si atoms in the situation when the
average distance between Si atomsis reduced to ~1 nm
[22], which is the case for the concentrations of excess
Si on the order of ~10%' cm=3. Owing to the Si—N inter-
action, the role of nitrogen amountsto the formation of
increased concentration of competing stable precipita-

SEMICONDUCTORS  Vol. 35

No. 10 2001

tion centers. If the degree of supersaturation with sili-
con is high, the above effect increases the number of S
nanocrystals, prevents them from coalescing, and
results in an increase in the PL intensity. However, if
the degree of supersaturation is lowered, a nitrogen-
stimulated increase in the PL intensity gives way to a
decrease in intensity caused by the fact that the Si con-
centration isinsufficient for the precipitatesto attain the
critical sizesfor their crystallization.

We note in conclusion that, after the introduction of
N, thereis evidence of heterogeneous decomposition of
aSi solid solution in SIO,. In addition, the highest con-
tent of nitrogenin SIO, was about 10 at. % in our exper-
iments. Nevertheless, even under these conditions, the
Si* dose range for the formation of Si nanoprecipitates,
the characteristic temperature of their crystallization
(=1000°C), and the typical spectral range of emission
from the S nanocrystals remained unchanged. The
long lifetime of excited charge carriers was also pre-
served. The importance of the quality of the S-SIO,
interface for PL observation has been emphasized in
many publications. If we take into account that even a
single dangling bond in a nanocrystal composed of
10°-10* atoms is sufficient for quenching the PL
[12, 23], then we may conclude that interfaces between
S nanocrystals and SIO, remained of quite a high
quality.
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5. CONCLUSION

During the decomposition of a supersaturated solid
solution of Si in SO, nitrogen atoms appreciably
affect the formation of luminescent nanoprecipitates.
Variations in the intensity of PL bands observed after
heat treatments are indicative of changesin the number
of emitting centers, whereas the shifts of PL peaks to
shorter wavelengthsindicate that the sizes of these cen-
tersdecrease. Anincreasein the number of nanoprecip-
itates and a decrease in their average sizes as aresult of
the introduction of N is probably related to an increase
in the number of precipitation nuclei due to the interac-
tion of N with excess Si. In spite of the introduction of
additional precipitation centers, the Si concentrations
higher than 10?* cm2 and the annealing temperatures
higher than 1000°C were still found to be necessary for
the formation of Si nanocrystals. The degree of super-
saturation with silicon necessary for the precipitates to
attain the sizesfor which the crystal latticeis still stable
isaprerequisiteto theformation of Si nanocrystals dur-
ing heat treatment of the layers with implanted nitro-
gen.
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Abstract—Nanostructured Si films differing in hydrogen content, in the forms of Si—H bonds, and in certain
characteristics of Si inclusionsin an amorphous matrix (volume fraction, size, and structure) were studied. The
behavior common to all the studied films, i.e., an increase in the defect density and nonmonotonic enhancement
of photoconductivity at the “red wing” of the spectral characteristic compared to a-Si:H, was assessed. At the
same time, there are films with either enhanced or reduced photoconductivity compared to a-Si:H. © 2001

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Nanostructured hydrogenated silicon containing
nanoinclusions of Si in an amorphous matrix of thefilm
(ns-Si:H) isattracting considerabl e attention in connec-
tion with the possibility of obtaining the material with
photoconductivity (0,,) much higher than oy, observed
in conventional a-Si:H and measured under identical
conditions [1, 2]. However, the reasons for this
enhancement of o, remain unknown, which impedes
the control and optimization of the grown-film proper-
ties. Therefore, the need for further investigations of
ns-Si:H is obvious.

The objective of thisinvestigation was to determine
the effect of nanoinclusions on the results of studying
the ns-Si:H films by the constant-photocurrent method
(CPM) and by measuring the spectral characteristics of
Oph- TO thisend, we intentionally selected the films that
had different sizes, contents, and structures of nanoin-
clusions and also had different S—H bonds and hydro-
gen contents.

When analyzing the experimental results, we used
data obtained previously for certain similar films using
optical modulation spectroscopy (OMS) at the Univer-
sity of Leuven (Belgium).

2. EXPERIMENT, RESULTS, AND DISCUSSION

The ns-Si:H films were deposited using two meth-
ods: radio-frequency plasma-enhanced chemical vapor
deposition (rf-PECV D) based on silane (SiH,) decom-
position [1] and dc magnetron-assisted SiH, decompo-
sition (dc-MASD) [3]. Inwhat follows, the correspond-
ing filmswill be referred to as the PECVD and MASD
films, respectively. The deposition temperature was
380°C in both cases, but the films differed significantly
in hydrogen content C,: we had C,, = 4-5 at. % in the
MASD films, whereas C,, was larger by approximately

afactor of 2 inthe PECVD films. In addition, the films
also had different types of Si—H bond. The MASD films
contained monohydride (SiH) and dihydride (SiH,)
bonds, which formed clusters at the surface of nanoin-
clusions; the value of the microstructure parameter R
varied from 0.65 to 1. The PECVD films included
monohydride bonds and, in addition (judging from the
presence of the band at 2034 cm inthe IR spectra), sil-
icon-hydrogen clusters aso referred to as plateletlike
SiH groups and well known for hydrogen present in
crystalline silicon [4].

The bands at 516-517 cmr characteristic of nanocrys-
taline Si inclusions were observed in the Raman spec-
tra of the ns-Si:H films for which the value of R was
close to unity. The size of the nanocrystals was dg =
4-5nm, and the volume crystal fraction X, was no
larger than 20%. These bands were not observed in the
Raman spectraof all the other films; apparently, theval-
ues of dg and/or X, were much smaller for these films.
However, we should note that the high-intensity LA-
phonon bands peaked at 300 cm were observed in the
Raman spectra of PECVD films. This has been inter-
preted [5] as an indication of the formation of ordered
inclusions in the form of Si nanoclusters. It is possible
that such films simultaneously contain nanocrystals and
nanoclusters or nanoclusters alone.

We emphasize that the electrical conductivity is
effected over the amorphous matrix in al the films,
whereas the nanoinclusions play the role of the struc-
ture modifier, which ultimately controls the photoel ec-
tric properties of the material under consideration.

InFig. 1, we show the quantity 6,,/o}y, asafunction of
the dark-conductivity activation energy AE = (€ — €:)1-¢
for anumber of films. Here, o, and oy, are the photo-

conductivities of ns-Si:H and conventiona a-Si:H,
respectively, measured for AE = const at T = 300 K

1063-7826/01/3510-1187$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Dependences of crph/cr,?f1 on the activation energy

for the dark conductivity for (1) the PECVD films, (2) the
MASD films with R = 0.65 and 0.75, and (3) the MASD
filmswithR= 1.
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Fig. 2. The defect density Np as afunction of the activation
energy for the dark electrical conductivity AE for (curve 1)
a conventional a-Si:H film and (curve 2) an ns-Si:H film.
The symbols used are the same asin Fig. 1.

under identical conditions (with an optical quantum
energy of 2 eV and a photocarrier generation rate of
10 cm3 s1); g isthe conduction-band bottom; and €
isthe Fermi level.

It can be seen from Fig. 1 that the photoconductivity
Opn Of PECVED films is much higher than in conven-
tional a-Si:H; however, g,, of the MASD films is

smaller than 0;‘1, especidly for the films with R = 1.

The curves are presented in order to facilitate the con-
sideration of experimental data.

We now direct our attention to the results of deter-
mining the defect density N using the CPM. It follows
from Fig. 2 that, for a constant position of & relative to
€., the defect density Ny is higher in the ns-Si:H films
than in a-Si:H; this effect is especially pronounced for
the MASD films. Curve 1 represents the universal
dependence of N on the Fermi level for conventional
a-Si:H [6]. Curve 2 is of course not universal because,
aswas mentioned above, thens-Si:H filmsdiffer widely
from each other in structure and composition. This
curveisshown inorder to clearly illustrate the trend for
anincreasein Ny in ns-Si:H compared to a-Si:H. How-
ever, as can be seen from Fig. 1, an increase in the
defect density affects the photoconductivity in the
PECVD and MASD filmsin opposite ways.

If weattribute anincreasein Ny to additional defects
at the surfaces of nanoinclusions and assume that, as a
result, the number of recombination centers for photo-
generated charge carriers is larger than in a-Si:H, the
decrease in the photoconductivity of the MASD films
becomes understandable.

At the same time, there is a clear contradiction
between the behavior of Ny and that of oy, for the
PECVD films. This contradiction motivated us to
reconsider the OMS data obtained previoudly for the
same films.

Without going into details, the OMS method con-
sists in the following [7]. Two optical beams are
directed onto the film: a probing monochromatic beam
and a pump beam. The nonequilibrium charge carriers
generated by the pumping (an Ar* laser with a power
density of 30 mW/cm?) change the occupancy of local-
ized states, which, in turn, affects the transitions of
charge carriers between these states and the band states.
The experimentally measured quantity is the ratio
—AT*/T*, where T* isthe transmission (without pump-
ing) of the probing beam generated by an incandescent
lamp and passed through amonochromator and —-AT* is
achangein the transmission of the probing beam in the
presence of pumping. The quantity —-AT*/T* is propor-
tional to N, for E= 1 eV.

In Fig. 3, we show the OMS spectra for three
PECVD films; one of them is a film of conventional
a-Si:H, which featuresAE = 0.8 eV, Np = 106 cm3 (see
Fig. 2),and 0, = 10° Q* cm™. The other two films are
those of ns-Si:H with g, increased by more than two

SEMICONDUCTORS Vol. 35 No. 10 2001



SPECIAL FEATURES OF PHOTOELECTRIC PROPERTIES

—AT*/T* x 1073

24

20F

16

12

04 06 08 10 12 14 16 18 20
E, eV

Fig. 3. The transmission spectra obtained using optical
modulation spectroscopy for (1) conventional a-Si:H with
AE =0.8¢eV and (2, 3) ns-Si:H with AE = 0.95 and 0.92 eV,
respectively.

orders of magnitude compared to a-Si:H (seeFig. 1). If
—AT*/T* ~ Np, anew contradiction between the values
of o, and Ny, is evident: all three films have almost the
same values of Ny, according to the OMS data (Fig. 3).
However, therelation —-AT*/T* ~ N becomesinvalid if
an increased recombination rate of the photogenerated
charge carriers is characteristic of some of the defects
compared to other defects. Therefore, small values of
—AT*/T* may be observed for this reason rather than
dueto alow defect density in the films.:

Onthisbasis, we may assumethat the PECVD films
modified by nanoinclusions contain defects of two
types, which feature widely different recombination
rates due to a sharp distinction between the cross sec-
tions for the capture of photogenerated charge carriers.

If the photoconductivity of ns-Si:H PECVD filmsis
controlled by recombination at the defects that feature
the capture cross section s smaller than s of defectsin
a-Si:H by orders of magnitude, the increase in oy, (in
spite of an increase in Np) becomes understandable
(Figs. 1, 2).

For the MASD ns-Si:H films, the relation between
Opn ad Np, as was emphasized above, is the opposite.
The causes of thisarestill unclear. We may only assume
that these causes should be related to distinctionsin the
film structure, which were mentioned above. However,
in all the cases, the results obtained by the CPM
(increased values of Np) may be considered as a verifi-
cation of the existence of nanoinclusionsin the films.

1 G.J. Adriaenssens (private communication).
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Fig. 4. Thered wing in the spectral characteristic of photo-
conductivity for (1) an a-Si:H film (AE = 0.85 eV), (2) a
PECVD film (AE = 0.95 eV), and (3, 4) the MASD films
with AE = 0.9 and 0.78 eV, respectively.
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Fig. 5. The absorption coefficient of the films according to
the constant-photocurrent method. The numbers at the
curves correspond to thosein Fig. 4.

We now consider the special features of the “red
wing” in the spectral characteristics of photoconductiv-
ity (A = 850-600 nm) obtained under the conditions of
aconstant luminousflux. In Fig. 4, these characteristics
are shown for a number of the PECVD and MASD
films.

Starting with E = 1.4 eV (A = 860 nm), the photo-
conductivity of ns-Si:H films increases with increasing
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E as aresult of electron transitions from the tail of the
density of states of the valence band to the conduction
band; however, for E larger than about 1.7 eV (A =
720 nm), thisincrease in o, becomes significantly less
steep for al films. For E> 1.82 eV (A <680 nm), al the
experimental points fall satisfactorily on a common
straight line obtained for afilm of conventional intrinsic
a-Si:H (AE =0.85 eV); thelatter material has, asiswell
known, the most ordered structure.

Previoudly, a less sharp increase in the absorption
coefficient for E > 1.7 eV in some of the a-Si:H films
has been observed; this effect has been related to the
existence of an additional valence-band tail that was
attributed to fluctuations of the top of this band as a
result of a certain unordering of the film structure.
Obviousdly, thistail islocated at higher energiesthan the
Urbach tail [8, 9]. We may assume that the fluctuations
of the valence-band top are more important for ns-Si:H,
especidly if the distribution of nanoinclusions in the
filmsisnonuniform. Therefore, the existence of aslow-
increase portion in the spectral characteristics of photo-
conductivity in the ns-Si:H films (Fig. 4) may be attrib-
uted to the formation of an additional valence-band tail.
In Fig. 4, the common curve was drawn through all the
points related to such films.

The data on the absorption coefficient obtained by
the CPM for a number of ns-Si:H films support the
above assumption (Fig. 5).

3. CONCLUSION

Studies of the ns-Si:H films by the constant-photo-
current method showed that, for € — & = const, the
density of defectsin this material is higher than in con-
ventiona a-Si:H. Notwithstanding this fact, the
PECVD filmsfeature amuch higher photoconductivity,
whereas the photoconductivity of MASD filmsislower
than in a-Si:H. This indicates that the nanoinclusions
modify the amorphous matrix differently in the
PECVD and MASD films.

Theresults obtained for the PECV D films compel us
to assume that the defects with a cross section of elec-
tron capture orders of magnitude smaller thanina-Si:H
are formed in these films, whereas we may not con-
clude the same for the MASD films.

Undoubtedly, distinctions between photoconductiv-
itiesin the PECVD and MASD films are caused by dif-

GOLIKOVA, KAZANIN

ferences between the structure of these two types of
films, athough the available data are insufficient to
decide which differences are most important. However,
in our opinion, only the resolution of thisissue can give
insight into the origin of the defects present in the
PECVD films and responsible for the enhancement of
photoconductivity.

It should be noted that the results obtained by the
constant-photocurrent method and by studying the fea-
tures of the red wing in the spectral characteristic of
photoconductivity may be considered as comparatively
simpletestsfor detecting the nanoinclusions both inthe
PECVD and MASD films.
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Abstract—Temperature dependences of photoconductivity in p-type a-Si:H were calculated numerically. The
calculations were performed in terms of a simple recombination model in which the tunneling recombination
of electrons captured by the statesin the conduction-band tail and holestrapped at the states of the valence-band
tail is accounted for at low temperatures. The results of calculations are consistent with experimental data,
according to which the photoconductivity of p-type a-Si:H depends only dlightly on the Fermi level position
and on the total concentration of dangling bonds. The computer-assisted numerical simulation suggeststhat the
possible cause of thisweak dependence may consist in the differing extent of the valence- and conduction-band
tails. It is shown that the statistics of occupancy of the states in the mobility gap in a-Si:H under illumination
differs vastly from that in the state of equilibrium. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The study of temperature dependences of photocon-
ductivity in a-Si:H gives a deeper insight into recombi-
nation processes in this unordered semiconductor. Sci-
entists are unanimous in their opinion that the main
recombination channel at high temperaturesisfree-car-
rier recombination via the dangling bonds (the D cen-
ters) [1-3]. However, in spite of alarge number of stud-
ies concerned with a-Si:H properties, the most impor-
tant recombination channels at medium and low
temperatures remain unclear. Basically, the following
models of recombination are used in order to interpret
the temperature dependence of photoconductivity in
the above temperature ranges.

(i) The “band-to-tail” recombination model [4-6]
according to which recombination occurs by capturing
anonequilibrium charge carrier from the free band by a
state in the tail of the opposite band, which captured a
charge carrier of the opposite sign beforehand. The
number of tail states acting as recombination centers
increases as the spacing between the quasi-Fermi levels
increases with decreasing temperature.

(i) The “tail-to-(dangling bond)” recombination
model [7, 8]; here, tunneling of charge carriers captured
by the states in the band tails to the dangling-bond
states occurs.

(iii) The “tail-to-tail” recombination model; here,
we have the tunneling recombination of electrons cap-
tured by the states in the tail of the conduction band
with holes captured by the states in the tal of the
valence band.

Each of these models accounts for certain, but not
al, experimental data. For example, temperature
dependences of photoconductivity calculated in the

terms of the “band-to-tail” model for the Fermi level
position in the vicinity of the mobility midgap demon-
strate athermal quenching of photoconductivity, which
is consistent with experimental data. However, the cal-
culated slope of the activated portion in the temperature
dependence of photoconductivity at low temperatures
issmaller than the experimental value by afactor of two.
In contrast, the “tail-to-(dangling bond)” model repro-
duces this slope but does not ensure the manifestation
of the thermal quenching of photoconductivity [11]. It
is noteworthy that the role of the “tail-to-(dangling
bond)” recombination becomes evidently more impor-
tant asthe D-center concentration increases. For a-Si:H
films with alow concentration of defects, the “tail-to-
tail” recombination should be taken into account
[10, 12]. By analyzing the limited applicability of the
above models, we may conclude that it isin fact neces-
sary to take into account all the possible recombination
mechanisms and separate from them the most impor-
tant one, depending on the special features of the spec-
trum of the density of states within the mobility gap
(the type and concentration of defects, and so on) and
on the experimental conditions (temperature, illumina-
tion intensity, and so on). Asarule, both the experimen-
tal studies and numerical calculations are concerned
with either undoped a-Si:H or n-type a-Si:H. The pho-
toconductivity of p-type a-Si:H has been studied to a
much lesser extent. Recent experimental data[13] indi-
cate that the photoconductivity of B-doped a-Si:H films
depends only dlightly on the doping level and the
D-center concentration in the range of moderate tem-
peratures. These data make it possible to suggest a
recombination model in a-Si:H; this model attributes
the origin of distinctions between the recombination
processesin a-Si:H of then- and p-typesto the different

1063-7826/01/3510-1191$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Ec the D centers (the fluxes U, U,, Us, and Ug) and the
Usy [Uio tunneling recombination of electrons captured by the
E states in the conduction-band tail with the holes cap-
Uy tured by the states in the valence-band tail (the flux
U Up| |Us p7| | Ep+Ey  y). For anonequilibrium steady state, the following
kinetic equations can be written:
> D* D° q
Ep d—?=G—Ul—U2+U3+U4—Ug+U10=0,
U6 U13
d
U, Us| |Usg kg d—ltj = G-Us—-Ug+U;+Ug—Uy + Uy, = 0,
U11 U12 dn
Ey d_tt = Ug—Uyp—-Uy =0, (1)
Fig. 1. Schematic representation of electron transitions in dp,
the simplified model of the density of states in the mobility i Up—-Up-Ui =0,
gap.
d[Npf’]
: . = Uz;+U;—-U,-U,; = 0.
extent of the valence- and conduction-band tails. dt Us+Us=U,=U; = 0

According to this model, illumination of the p-type
a-Si:H films affects profoundly the occupancy of states
inthe mobility gap. Furthermore, the D°-center concen-
tration is equal to the concentration of holes captured
by the statesin the valence-band tail and isindependent
of the Fermi level position. It is assumed that the pho-
toconductivity in the activated portion of its tempera-
ture dependence in the p-type a-Si:H filmsis controlled
by the direct capture of holes by the D° centers. In order
to verify this model of recombination, we performed a
numerical calculation for the temperature dependence
of photoconductivity in ap-type a-Si:H film.

2. MODEL

We performed the calculations in terms of a simpli-
fied model of the density of states in the mobility gap;
four discrete states in the gap were considered (Fig. 1):
Eqp Ep, Ep + Ey, and Ey,,. The levels Ey, and Ey, with the
densities of statesfor N, and N, are the effective levels
in the valence- and conduction-band tails, respectively.
ThelevelsEp and Ej + Ej are the energy levels of pos-
itively correlated states induced by dangling bonds. As
arule, the band-tail states may be considered as shal-
low-level traps that are in thermodynamic equilibrium
with the nearest band. Henceforth, werefer to thelevels
Ey and Ey, as “hole traps’ and “electron traps,” respec-
tively. Such asimplified representation of the density of
states in the mobility gap does not significantly affect
the results of calculation as has been shown previously
[2]. In addition, the introduction of the simple model
for the density of states reduces the number of parame-
tersused in the cal culations, which makesit possible to
determine the role of each parameter more clearly. Fig-
ure 1 illustrates the recombination and emission fluxes
taken into consideration in the cal culations. Two possi-
ble recombination channels were considered in this
study: the direct capture of free electrons and holes by

The relations between the fluxes, on the one hand,
and the concentrations of charge carriers and recombi-
nation centers, on the other hand, are written on the
basis of the Shockley—Read formalism [2, 14] as

U; = nNpfcy, Us = Npfpe),

Ug = NN, (1-f)c,,
U, = nNpfch, Ug = Npfpc,,

Ui = N finins @
Uy = Npfle, U; = Npfe;,

Uy = PNy fpCp,
U, = Npfe, Ug = Npfoe,
Up = Nyp(1-Tfip)e,.

Henceforth, the following notation is used: f*, f°,
and f ~are the probabilities of finding the D center in the
states D*, D, and D, respectively; f, fo,and g are
the corresponding probabilities in the thermal equilib-
rium; ¢, and cﬂ are the electron-capture coefficients

for the D* and D° states; ¢, and ¢, arethe hole-capture

coefficients for the D° and D~ states; eﬂ and e, arethe
coefficients of thermal electron emission from the D°

and D~ states; e; and ef, are the coefficients of thermal
hole emission from the D* and D° tates; f,, and f,, are
the probabilities of the traps being occupied by elec-
tronsand holes, respectively; fg, and fy, arethe corre-
sponding probabilities in the thermal equilibrium; ¢,
and ¢, are the coefficients of the electron and hole cap-
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turefor the relevant traps; e, and e, are the coefficients
of thermal electron emission from relevant traps; Ny is
the D-center concentration; and G is the optical-gener-
ation rate. It is convenient to introduce the following
additional designations: n, = Ny, fi, and p, = Ny, fp,, where
n, and p, are the concentrations of electrons and holes
captured by the relevant traps; a so, let ng and p,, bethe
corresponding concentrations under the thermal-equi-
librium conditions. It isworth noting that “equilibrium”
and “equilibrium conditions’ refer to the state of a-Si:H
films in the dark, in which case the occupancies of all
the states are governed by the Fermi—Dirac statistics.
The statistics of occupancy of the states is nonequilib-
rium if there is optical generation. In this paper, only
the steady-state nonequilibrium occupancies of the
statesin the bands and the mobility gap are considered.

According to Dunstan [15] and Cleve and Thomas
[11], the tunneling-recombination rate U,; can be writ-
ten as

U13 = ntptTnp’ (3)

where T, stands for the “tail-to-tail” tunneling-recom-
bination coefficient. Using the detailed balancing prin-
ciple, we can obtain the expressions for the emission
coefficients in terms of the capture coefficients and the

occupancy probabilities fg, fg, and fy [2]. In turn,

fo, fg, and f, aredefined by the values of Eg, Ep, and
Ey [16, 17]. Since the D centers can be found in three

charge states, the following obvious equality can be
written:

fr+ 0+ 7 = 1. 4)

The condition for electroneutrality of the a-Si:H
films in the dark and under illumination can be
expressed as [ 2, 5]

N+ Ny Fio + Np f == Ny Fon = Np 5 -
=p+ thftp+ NDf+_ pO_thf?p_Nng'

Thus, we have a system of seven linearly indepen-
dent equations for seven unknowns: n, p, fy,, fy, £+, fo,
and f~. This system of equations can be solved numeri-
cally using acompuiter.

3. CHOICE OF PARAMETERS

We chose the most widely accepted values of the
parameters that appear in the theoretical model under
consideration [4, 6, 9]. The value of 10?* cm was used
for the effective density of statesin the conduction and
valence bands. The mobility gap was assumed to be
equal to 1.8 eV; the mobilities of electrons and holes
were assumed to be equal to 10 and 1 cn? V= s,
respectively. The Fermi level position E—E,, was var-
ied from 0.4 to 1.6 eV. The photogeneration rate G was
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Fig. 2. Dependences of the dark conductivity (o4) and pho-
toconductivity (Op,) on the Fermi level position Ep - Ey, .
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Fig. 3. Dependences of the D°-center concentration (Np f %)
on Eg — Ey, inthe dark (the solid lines) and under illumina-
tion (the dotted lines). The values of Np used in the calcula-

tions and indicated by the arrows are expressed in cm™3.

assumed to be equal to 10*° cm=2 s, Thefollowing val-
ues were used for the dangling-bond parameters:

E, = 096V, E, = 036V,

¢ =cp=3x10"em?,

2

¢ =c,=15x10 " cm™

+
n
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Fig. 4. Temperature dependences of photoconductivity for
Er—Ey =0.75eV and several values of Np indicated at the

symbols and expressed in cm™. The arrows indicate the
temperatures characteristic of the dependence o,,(U/T) for

Np = 10%7 cm S,

Thevaue of N, was varied from 10 to 5 x 10%" cnr3,
The parameters of effective traps were assumed to be
equal to

Ec—Ey = 016V, E,—E, = 03eV,

1 — _q _
Ny = Ny = 10°em™, ¢, = ¢, = 10° em™.

4. RESULTS OF THE NUMERICAL
CALCULATION AND DISCUSSION

We solved numerically the system of eguations (1),
(4), and (5) and obtained the temperature dependences
of n, p, fyn, fip, £+, £, and f~. First of all, we consider the
dependence of photoconductivity

0-ph = eyyn+ e|-'lpp (6)

on the Fermi level position (see Fig. 2). The depen-
dence of dark conductivity (o4) on the Fermi level posi-
tion is also shown in Fig. 2. The values of 6, and g4
were calculated for T =250 K and N = 10% cm3. This
temperature, according to experimental data [13], is

KUZNETSOV

better suited than T = 300 K for studies in the range of
so-caled “intermediate” (medium) temperatures,
within which photoconductivity increases exponen-
tialy with temperature [9, 13]. According to Fig. 2, the
dependence of oy, on Ex — Ey is highly asymmetric in
contrast to the dependence o4(E-— Ey). Notably, o, is
independent of the Fermi level position in the range of
E-— E, = 0.5-0.75 eV, which corresponds to p-type
a-Si:H with low or medium doping levels. In contrast to
p-type a-Si:H, an increase in the doping level of n-type
a-Si:H induces an increase in o, for Er — E, =
1.15-1.45 eV. However, in both cases, heavy doping
leads to a decrease in photoconductivity. It is notewor-
thy that the calculated dependence of o, on Er—E, is
consistent with experimental data[13, 17, 18].

Since the main recombination states for holes in
p-type a-Si:H are those of the D° centers, the depen-
dence of N f° on E-—E, isof particular interest. Such
dependences calculated for two values of Ny and for
T =250 K are shown in Fig. 3. As can be seen, these
dependences are pronouncedly asymmetric if the sam-
pleisilluminated and demonstrate the following three
important special features for the range of Er— E, =
0.5-0.75¢eV:

(i) The nonequilibrium concentration of D centers
N, f © differs significantly from the equilibrium one.

(ii) Np 2 isindependent of Np.

(iii) Np f® isindependent of E-—E,,.

The above specia features are valid for the range of
moderate (“intermediate”) temperatures.

In order to facilitate considering the effects of tem-
perature and Ny, on a,,,, the temperature dependences of
photoconductivity calculated for E—E,, =0.75¢eV and
several values of Ny are shown in Fig. 4. The tempera-
ture demarcation lines between the characteristic tem-
perature conditions for the temperature dependence of
photoconductivity for Ny = 10" cm™ are denoted as
Trax T @nd Ty As can be seen from Fig. 4, al the
dependences o,,(1/T) coincidein theregion of medium
temperatures; in this region, oy, obeys the Arrhenius
equation with the activation energy of E,; = 0.15 eV,
which isequal to the halved energy position of electron
traps, i.e., 0.5(E, — Ey). Furthermore, oy, is indepen-
dent of Ny in thistemperature region. Contrastingly, the
photoconductivity is inversely proportional to Ny at
lower and higher temperatures. For Np < 10" cm3, the
calculated dependences 0,,,(1/T) demonstrate the ther-
mal quenching of photoconductivity. The activation
energy of oy, at low temperatures (T < Tg) is equal to
E,, = 0.08-0.09 eV, which amost coincides with E- —
E,= 0.1 eV. Conventionally, the value of E,, is related
to the position of the effective level of thetrapsfor elec-
trons [7, 9]. This convention is based on two assump-
tions concerning the electronic properties of undoped
or acceptor-doped a-Si:H at low temperatures T. It is
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Rp/R,

108

106

10*

102

10°

1
2 4 6 8 10
103/T, K!

1072

Fig. 5. Temperature dependence of the ratio Rp/R; for
Er — Ey = 0.75 eV and several values of Np expressed in

cm 3,

assumed that, first, the conduction band is in thermal
equilibrium with electron traps, i.e.,

n = N(Nc/Ni) exp[(Een — Ec)/KT],

and, second, the tunneling recombination is dominant
(i.e., n, istemperature-independent).

A numerical calculation of the “band-to-(D center)”
(Rp) and “tail-to-tail” (R,) recombination rates verifies
the assumptionthat R > Ry at T < T (Fig. 5). Ascan be
seen from Fig. 5, the low-temperature photoconductiv-
ity peak (see Fig. 4) corresponds to a change in the
recombination type. At medium temperatures, we have
R > R; consequently, in the p-type a-Si:H, the recom-
bination of free charge carriersat the D centers governs
the activation behavior of temperature dependence of
photoconductivity.

In order to analyze the temperature dependences of
photoconductivity (see Fig. 4) in more detail, we turn
our attention to Fig. 6, where the temperature depen-
dences of seven quantities corresponding to calcula
tionsfor Np = 10" cm~2 are shown. According to Fig. 6,
p; = Npf? at medium temperatures. This relation pro-
vides akey to understanding the special features of the
temperature dependence of photoconductivity in p-type
2001
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Fig. 6. Temperature dependences of concentrations of the

D*, DY and D™ states, and also of concentrations of free
charge carriers (n and p) and of the carrierslocalized at the

traps (n; and py) for Np = 1017 cm3. The characteristic tem-
peratures Tax, Tmin, and Tg areindicated.

a-Si:H. As has been shown previously [13], the above
relation can be derived from the electroneutrality con-
dition for p-type a-Si:H as a consequence of the fact
that the valence-band tail is larger than the conduction-
band tail. On the one hand, this relation signifies that
the nonequilibrium positive charge is localized in the
valence-band tail in p-type a-Si:H at medium and low
temperatures, whereas the nonequilibrium negative
chargeislocalized at the dangling bonds. On the other
hand, it follows from therelation p, = Np 0 that N5 f%is
controlled only by the value of p;, which, in turn, is
defined by the parameters E, and N, (the same values
of p, and Np, f° correspond to the same values of E,, and
Ny,). Assuming that the main recombination channel is
represented by transitions from the band to the D cen-
ter, we arrive at the conclusion that o, is independent
of both E- — E, and Ny, which was observed experi-
mentally [13]. Ascan be seenfrom Fig. 6, the high-tem-
perature peak of photoconductivity corresponds to a
minimumin N f°, whereasadecreasein gy, at T> Ty
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is related to an increase in N f°, as follows from the
equilibrium statistics. According to Fig. 4, an increase
in Np results in a lowering of the peaks in the
Opn(UT) curve at T =Ty and T = T and in their shift
to lower temperatures. However, ,,, is independent of
Np a medium temperatures. This is consistent with
experimental dataon the effect of preliminary illumina-
tion on the temperature dependence of photoconductiv-
ity [13].

5. CONCLUSION

Thus, the numerical calculation performed for the
temperature dependence of photoconductivity in p-type
a-Si:H showed that (I) photoconductivity is indepen-
dent of the doping level and the concentration of
defects in a wide range of variations in these parame-
ters, (1) the occupancy of the D centers differs signifi-
cantly from that at equilibrium, and (111) the activation
behavior of the temperature dependence of photocon-
ductivity at intermediate temperatures is not related to
the tunneling recombination.

The results of this study suggest that the indepen-
dence of photoconductivity in p-type a-Si:H from the
doping level and the concentration of dangling bonds
represents an inherent property of this material and is
brought about by distinctions in the extents of the band
tails and by asymmetry of the D° and D~ statesin refer-
ence to the mobility midgap.
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Abstract—The effect of nitrogen doping on the electrical and electroluminescence properties of amorphous
hydrogenated silicon films doped with erbium has been studied. The parameters of the material, the character-
istics of structures on its base, and the efficiency of Er electroluminescence (A = 1.54 um) are determined by
the excess of the nitrogen doping level over the background value depending on the Er concentration. It is
shown that effectively luminescing structures can be obtained by reducing the background concentration, with
nitrogen doping remaining at the level of ~10%! cm3. A possible mechanism is proposed, accounting for this
effect in terms of two possible forms of nitrogen incorporation into an Er-doped a-Si:H structure: with either

an Er—N complex or a NaZ —Si,; charged defect pair formed. In this case, the electroluminescence efficiency is
determined by the number of these pairs. © 2001 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The recent intensive studies of the erbium photo-
and electroluminescence in amorphous hydrogenated
silicon, a-Si:H(Er) have been stimulated by the coinci-
dence of the luminescence wavelength A = 1.54 pym
with the absorption minimum in optical quartz fibers,
by the weak thermal quenching of the luminescence,
and by the simplicity of erbium introduction by magne-
tron sputtering [1-5].

An analysis of the current—voltage (I-V) character-
istics of Al/a-Si:H(Er)/c-Si electroluminescent struc-
tures[6] suggested that the Er el ectroluminescence effi-
ciency can beimproved by optimizing the D-center (sil-
icon dangling bonds) concentration and the Fermi level
position by n-type doping, so that the D centers befilled
with electrons even in equilibrium conditions.

Doping is known to affect and, to a great extent,
determine both the Fermi level position and the dan-
gling bond concentration in a-Si:H. Phosphorus is a
common dopant, although arsenic, nitrogen, oxygen,
etc., arealso used (see, e.q., [7]).

We chose nitrogen as adopant for the following rea-
sons.

(i) Nitrogen, along with oxygen and carbon, belongs
to the so-called “uncontrolled” impurities; a certain
amount of these impurities is always present in amor-
phous silicon and affects its optoelectronic properties
and device characteristics [8]. Even modern vacuum
pumping techniquesfail to reduce the nitrogen concen-
tration in an a-Si:H film to below 5 x 10 cm3, and
without taking special measures (e.g., the use of a hot-
wall reactor), the nitrogen content in a film may be
higher by more than two orders of magnitude [9].

(if) Similarly to phosphorus, nitrogen behaves as a
donor in amorphous silicon, increasing the dark con-
ductivity and reducing its activation energy, although
the efficiency of doping with nitrogen is substantially
lower than that with phosphorus[10, 11].

In this study, we investigated the effect of nitrogen
doping on the electrical properties of Er-doped amor-
phous hydrogenated silicon and the electrolumines-
cence of structures based on this material.

2. EXPERIMENTAL TECHNIQUE

Amorphous hydrogenated silicon films doped with
erbium and nitrogen, a-Si:H(Er,N), were produced by
magnetron sputtering of erbium metal in a silane-con-
taining atmosphere (magnetron-assisted silane decom-
position, MASD) [12]. The technological parameters
were as follows: initial gas mixture, 12.5% SiH, +
37.5% H, + 50% Ar; magnetic field, 80 mT; anode volt-
age, 600 V; discharge power concentration, 0.2 W/cm?;
and total pressure of the gas mixture, 4 x 10~ Torr.
Erbium metal of 99.99% purity was used for doping in
the form of afoil. For nitrogen doping, the initial gas
mixture was modified by adding 1% N, + 99% Ar mix-
ture from a separate feed line. Films 0.3-0.6 um thick
were deposited onto n-type crystalline silicon sub-
strates to fabricate Al/a-Si:H(Er)/c-Si electrolumines-
cent structures and to study the composition; polished
quartz substrates were used for conductivity and
absorption coefficient measurements. Aluminum con-
tacts were deposited by thermal evaporation. The con-
ductivity was measured in planar configuration at a
fixed voltage of 10 V. The photoconductivity was mea-
sured under illumination with a quartz lamp and passed
through a system of filters to separate the A = 630 nm

1063-7826/01/3510-1197$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Nitrogen concentration in a-Si:H(Er,N) filmsvs. the
gas phase doping level, r, at Er concentrations: (1) (2-4) x
10% and (2) (6 x 10%°-1.3 x 10%Y) cm™; the same for
Figs. 2and 3. (a) Point for an erbium- and nitrogen-freefilm
and (b) that for an erbium-free film.

wavelength, with a photon flux of 10> cm™ s, The
optical band gap E, was determined by extrapolating
the experimental dependence of the absorption coeffi-
cient a on the photon energy %w to the abscissa axis,
according to the relation (afw)'? = B(hw — Ey). It is
necessary to note at once that E, was about 1.7-1.8 eV
and varied only slightly with nitrogen doping in the
concentration range studied. The concentrations of
erbium, oxygen, and nitrogen in the film were deter-
mined by Rutherford backscattering and nuclear reac-
tions with deuterons 600 and **N*N. The erbium
content in the films, determined from the Rutherford
backscattering spectra, was (2—4) x 10%° and 6 x 10%°—
1.3 x 10% cm@ for the two cases under study. The
erbium concentration profile was nearly uniform across
the film thickness within the mentioned limits. The
oxygen and nitrogen contents were determined from
the spectra of nuclear reaction products.

The electroluminescence (EL) was observed in the
transmission mode through a crystalline silicon sub-
strate at room temperature. A double-grating spectrom-
eter and cooled germanium photodetector were used to
analyze the EL spectra. |-V characteristics were
recorded in pulse mode at a repetition frequency of
47 Hz. The polarity of the applied voltage, the contact
to the amorphous silicon being negative, corresponded
to that exciting the erbium EL.

3. EXPERIMENTAL RESULTS

Figure 1 showsthe dependences of the nitrogen con-
tent in a-Si:H(Er,N) films, both with and without Er, on
the gas-phase doping level r. This parameter was
defined as the ratio of molar concentrations of nitrogen

KON’KOV et al.

and silanein the employed gas mixture, r =[N,]/[SiH,].
The nitrogen concentrations are shown for a pure
erbium-free film nominaly undoped with nitrogen
(point a, 1.3 x 10° cm3) and an erbium-free a-Si:H
film doped with nitrogen to r = 1.3 x 103 (point b, 7 x
10%° cm3). The following specific features can be seen
from the figure.

(i) The background nitrogen concentration in the
erbium-free film not doped additionally with nitrogen
is rather high, ~1.3 x 10%°° cm3, in agreement with the
value known from the literature for a-Si:H obtained
without special precautions[9].

(i) Theintroduction of Er raises the background nitro-
gen concentration dramatically, to (7-9) x 10?° cnr3for an
Er concentration of (2—4) x 10%° cm™ and to 9 x 10%°—
1.4 x 10 cm3for 6 x 10°-1.3 x 10°t cm3 of Er. Inthis
case, No excess nitrogen content over the background
valueisobserved at r < 103, The sharp risein thenitro-
gen content of an a-Si:H film upon the introduction of
erbium is accompanied by a substantial increase in the
oxygen content, from (1-2) x 10°* cm=3 in an Er-free
filmto 6 x 10?*-1.2 x 10?2 cm2 in afilm with Er, irre-
spective of r. Thisbehavior of oxygen (and, in our opin-
ion, of nitrogen too) is due to the gettering action of
erbium, which binds impurities. The gettering proper-
ties of erbium in crystalline and amorphous silicon
were discussed in [13, 14]. Apparently, the gettering
activity of erbium must be especially pronounced if
erbium is deposited under constant in-leakage of air,
i.e., the conditions under which our MASD technique
for a-Si:H film fabrication operates.

(iii) Atr = 1073, the nitrogen content in afilmis pro-
portional to the gas phase doping level. In this case, the
gas-phase doping efficiency defined as the ratio of
[N]/[Si] in the film to [N,]/[SiH,] in the gas, A =
(INJ/[SID/(IN,]/[SiH,]), is ~0.06 under the assumption
that the Si content in an a-Si:H film is 4 x 10% cm,
The obtained A is in agreement with the value of 0.1,
obtained in nitrogen doping of amorphous silicon by rf
silane decomposition [10].

Figure 2 shows the dark conductivity oy vs. the gas
phase doping level r for Er concentrations in a film of
(2—4) x 10?° and 6 x 10%°-1.3 x 107 cm3. At r = 1073,
the dark conductivity is nearly independent of r, being
equal to (24) x 10° Q- cm. At higher r, the conduc-
tivity falls steeply to about 3 x 108 Q1 cm™.

The temperature dependence of the dark conductiv-
ity obeys the activation law for all of the samples stud-
ied. The behavior of the activation energy of dark con-
ductivity E, correlates with that of oy, so that E, is
nearly constant (0.48-0.50 eV) and independent of the
Er concentration at r < 1073, increasing to 0.7-0.8 eV
at higher r. Since Ey isindependent of r, it isthe E, vari-
ation that in al probability determines the behavior of
o4 At high nitrogen concentrations (over 10%* cm3),
04 and E, were observed to behave similarly [10, 11,
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15, 16], which can be ascribed to an alternative mecha-
nism by which nitrogen is incorporated in the a-Si:H
structure at its higher concentrations.

The fact that o4 and E, are independent of the gas
phase composition at r < 107 is quite naturaly
accounted for by the constant nitrogen concentration in
amorphous silicon films produced in this range of gas
phase compositions, as can be seen from Fig. 1. For
comparison, we measured the dark conductivity o4 and
the activation energy E, in amorphous silicon films
containing no erbium: o4 =3 x 10 Q1 ecm™, E, =
0.8 eV in an erbium-free nitrogen-undoped a-Si:H film
and o, =8 x 10° Q! cm™, and E, = 0.68 €V in an
erbium-free a-Si:H film doped with nitrogen to r =
1.4 x 1073 (the nitrogen concentration in the film being
~8 x 10%° cm3).

Figure 3 presentsthe photosensitivity (defined asthe
photoconductivity to the dark conductivity ratio) vs. r
for the two Er concentrations studied. The behavior of
the photosensitivity is quite similar to that of the dark
conductivity; namely, the photosensitivity is practically
independent of the gas phase doping level at r < 1073,
and increases at higher r. The only remarkable feature
is the minimum in the curve at r = (7-9) x 107 for the
Er concentration of (2—4) x 10?° cm3. Photosensitivity
was reported to behave similarly under a-Si:H doping
with nitrogen [17].

Figure 4 shows |-V curves for severd
Al/a-Si:H(Er)/c-Si structures with Er concentration in
the amorphous silicon layer of 6 x 107°-1.3 x 10! cm3,
and different levels of gas-phase doping with nitrogen,
r. The measurements were taken at room temperature.
An analysis of the curves|eadsto the following conclu-
sions. Atr = 2 x 1073, the | -V curves are distinguished
by small currents and slope relatively gently over the
entire range of voltages under study. At lower r, the cur-
rentsincrease. In addition, portions with asteeprisein
current | with voltage V are observed, which can be
approximated by power-law dependences of the| O V"
type with the exponent n exceeding 3. A portion with
n= 7 isobserved in the |-V curve for a structure with
an amorphous silicon layer grown at r = 1.3 x 103,

According to [6], adramatic increase in the slope of
the 1 -V curve indicates the occurrence of erbium EL in
Al/a-Si:H(Er)/c-Si structures. Indeed, the structure
with r = 1.3 x 1073, which corresponds to a nitrogen
concentrationinthefilm of ~2 x 10?* cm3, isluminescing.
Its EL spectrum obtained at a voltage of up to 50 V
applied across the structure and a current of ~40 mA is
represented by curve 1 in Fig. 5. Both erbium (A =
154 um) and defect (A = 1.3 um) EL bands are
observed [1, 12]. For structures with the same Er con-
centration (6 x 10%°-1.3 x 10°* cm3), but with other
nitrogen concentrations, only a broad defect EL band
was observed, without any noticeable Er luminescence.
An EL spectrum of a structure with nearly the same
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Fig. 2. Dark conductivity of a-Si:H(Er,N) films vs. the gas
phase doping level r for Er concentrations of (1) (2-4) x

10%° and (2) (6 x 10%°-1.3 x 10%1) cm™3.

nitrogen concentration of 1.4 x 10% cm= in the amor-
phous silicon layer, but with lower Er concentration,
(2-4) x 10%° cm3, is presented in the same figure. The
Er EL from this sample is nearly twice as strong, the
experimental conditions being the same.

4. DISCUSSION

It is necessary to note that the nitrogen concentra-
tion of ~10°* cm=3in a-Si:H(Er,N) filmisacertain sin-
gular point. Independently of the method by which this
concentration is created (whether it be the background
level determined by gas leakage and the gettering prop-
erties of Er or that intentionally produced by introduc-
ing an additional nitrogen flow into the gas mixture),
the mechanism of the incorporation of nitrogen atoms
into the amorphous silicon, in al probability, changes
above this point; the very structure of a-Si:H is trans-
formed and a transition to amorphous silicon nitride
a-Si:N:H occurs [10, 18, 19]. This transition is fol-
lowed by a decrease in the dark conductivity, arise in
its activation energy, and a fall of the photoconductiv-
ity, which is observed in the present study (see
Figs. 1-3) and has been reported elsewhere [10, 11,
15-17]. Inthis case, the efficiency of erbium EL fallsto
such an extent that wefailed to observethe EL signa in
any of the obtained and investigated structures with the
nitrogen concentration in the a-Si:H(Er,N) layer
exceeding 2 x 10?1 cm3,

The results obtained indicate that it isimpossible to
make the activation energy of the dark conductivity
lower than 0.48-0.5 eV, irrespective of the Er concen-
tration. The comparison of Figs. 1 and 2 showsthat this
is due to the high background concentration of nitrogen
in the film, ~10%* cm3: the shift of the Fermi level is
impossible until the concentration of intentionally
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Fig. 3. Photosensitivity of a-Si:H(Er,N) filmsvs. the gas phase
doping level r for the same Er concentrationsasin Fig. 2.

introduced nitrogen exceeds this background value. On
the other hand, E, increases at nitrogen concentrations
exceeding ~10%* c¢cm™3, in contradiction with our
requirement that the activation energy should be
reduced to obtain structures with efficient EL. We may
concludethat E, = 0.48-0.5 eV isthelimiting minimum
value that can be obtained in doping amorphous silicon
with nitrogen in the presence of erbium at nitrogen con-
centrations of ~10° cm=3. This conclusion is confirmed
by published data, according to which the minimum E,
valuein nitrogen-doped a-Si:H is0.51 eV [11], 0.5 eV
at a nitrogen concentration of ~10* cm= [10], and
0.65eV at ~2 x 102 cm2 [17].

Lowering the nitrogen concentration in the a-Si:-H
film to <10 cm3, with no other impurities present
(i.e., without Er in our case), leads to a dependence of
the dark conductivity, activation energy, and other
parameters characteristic of doping to give n-type, sim-
ilarly to doping with phosphorus but with a lower effi-
ciency [10, 11, 17]. The results obtained in the present
study are also in agreement with this assertion. For an
Er-free a-Si:H film with a nitrogen concentration of
~1.3x10% cm3, 04=3x10°Qcm™, E,=0.8¢V;
for an erbium-free a-Si:H film doped with nitrogen to
~8x 10 cm3, 0,=8%x10°Q cm™?, E,=0.68 eV.

Similar effects are observed on reducing the back-
ground nitrogen concentration in erbium-doped amor-
phous silicon film. A maximum in the gy vs. r curve
(Fig. 2, curve 1) and a minimum in the dependence of
the photosensitivity onr (Fig. 3, curve 1) were observed
at a background nitrogen concentration ~10%* cm= in
a-Si:H films with an erbium concentration of (2—4) x
10%° cm[10, 11, 15-17]. In addition, several specific
features were observed in filmswith anitrogen concen-
tration of ~10%' cm3, at r = 1073, corresponding to the
minimum activation energy E, = 0.48 eV:

KON’KOV et al.
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Fig. 4. 1-V characteristics of Al/a-Si:H(Er,N)/c-Si struc-
tures at different gas phase doping levelsr: (1) O, (2) 5.8 x
1073, (3) 3.1 x 1073, (4) 1.3 x 1073, and (5) 6.6 x 1074,
Erbium concentration 6 x 10°°—1.3 x 10%% cm™3.

(i) A sharp break is observed in the |-V curve for a
structure grown at r = 1.3 x 1073 (Fig. 4, curve 4), cor-
responding to “complete trap filling” in terms of the
space-charge-limited currents and typical of structures
exhibiting EL [6].

(ii) An erbium EL signal appears. Figure 5 shows
EL spectra of structures in which amorphous silicon
was grown with Er concentrations of (2—4) x 10%° cm™3
(curve 2) and 6 x 10%°-1.3 x 10?* cm3 (curve 1) and an
overall nitrogen concentration of ~2 x 102 cm3, corre-
sponding to excess (over the background level) nitro-
gen concentrations of 1.6 x 10?* and 1 x 10%* cm,
respectively. As can be seen in the figure, a higher
intensity of the A = 1.54 um erbium EL signal corre-
sponds to a higher excess concentration of nitrogen.

All the above results lead to the conclusion that the
efficiency of erbium EL in the structures studied is
directly determined by the excess of the nitrogen con-
centration over its background value. To account for
this effect, we propose the following model.

Nitrogen is incorporated into erbium-doped amor-
phous hydrogenated silicon in two forms.

The first of these is the background nitrogen cap-
tured by an atom (or cluster) of erbium during film dep-
osition owing to the gettering effect mentioned above.
This nitrogen in acomplex with Er creates, similarly to
the erbium—oxygen complex (in all probability, Er-O—
N complexes are formed), donor statesin the forbidden
band of amorphous silicon and, simultaneously, dan-
gling bond states, i.e., D centers. D centers are accep-
tors and can exist in two charge states, D, and D~. The
concentrations of the donor and acceptor states are
equal, as suggested in [5] and confirmed by calcula-
tions based on the experimental |-V characteristics in
[6]. Furthermore, as follows from Fig. 1, the Er and
background nitrogen concentrations correlate in the
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a-Si:H(Er,N) film, being close to each other, which
confirmsthe probability of formation of the Er—N com-
plex.

The energy level of acharged dangling bond D-lies
a (0.9 £ 0.1) eV below the conduction band edge, the
effective correlation energy being positive; the level of
aneutra dangling bond D° lies at (1.0 + 0.1) €V below
the conduction band edge [7]. The mechanism of exci-
tation of the erbium EL in the case of thisband structure
was discussed in detail in[1, 5].

The second form of nitrogen incorporation into an
a-Si:H(Er,N) structure isrelated to the excess nitrogen,
whose concentration is defined as the excess over the
background value. This nitrogen forms no complexes
with erbium, and in our opinion, its behavior is
described by the model proposed for erbium-free amor-
phous silicon [17, 20-22], which is as follows. Nitro-

gen atomsin the a-Si:H matrix exist in the form of N},

(4-coordinated positively charged N, atoms), form

donor states, and contribute to the increase in the dark
conductivity, Fermi level shift, etc. At the same time,

the electroneutrality condition demandsthat N; should
produce Si; (a negatively charged 3-coordinated sili-

con atom). The bound N —Si; atoms form a complex

named the charged defect pair, or, in terms of [23], a
close pair. A remarkable property of this mechanism of
nitrogen incorporation is the existence of negatively

charged silicon dangling bonds Si;, whose number is

strictly determined by the number of nitrogen atoms,
and, in our case, by the nitrogen excess over the back-

ground level. Presumably, acharged Si; defect can also

be involved in the erbium EL via the mechanism pro-
posedin[1, 5].

Our results show that the erbium EL intensity isonly
determined by the concentration of excess nitrogen,
i.e., nitrogen incorporated into the a-Si:H structure by
the second mechanism proposed in this study and form-
ing no complexes with erbium, and, therefore, by the

concentration of silicon dangling bonds Si; in the

N, —Si; charged defect pair configuration. It is not

improbable that the excess nitrogen simply stimulates
the extent of excitation of erbium atoms, as was
assumed in [24].

Our assumption should be verified as follows: all
other conditions being the same, lowering the back-
ground nitrogen concentration must enhance the
erbium EL intensity. Since erbium behaves as a getter
of nitrogen and determines its background concentra-
tion, lowering the erbium concentration isthe only pos-
sibleway to reduce the nitrogen background concentra-
tion with our a-Si:H growth facilities.
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Fig. 5. EL spectra of Al/a-Si:H(Er,N)/c-Si structures with
Er concentration in the amorphous silicon layer: (1) (6 x

102°-1.3 x 1021, (2) (2—4) x 10%, and (3) (5 x 101°-1 x
10%%) cm3. Nitrogen concentration (1-2) x 10?2 cm™.

Curve 3 in Fig. 5 represents an EL spectrum of an
a-Si:H(Er,N) structure with the following impurity
concentrations: [Er] = 5 x 10%°-1 x 10%° cm3, which,
correspondingly, determines the background nitrogen
concentration of (1-6) x 10 cm3, and the total nitro-
gen concentration of (1-2) x 10% cm3, corresponding
to the optimal point mentioned above. Thefigure shows
a clearly pronounced signal of erbium EL at A =
1.54 um (spectrum 3), with the intensity exceeding that
in the spectra from structures with higher nitrogen
background concentrations (curves 1 and 2). At the
same time, according to [14], the erbium EL intensity
falls by nearly an order of magnitude with the Er con-
centration decreasing from 6 x 10%° to 6 x 10%° cm,
which corresponds to the concentration variation in our
experiment.

This experimental result confirms our assumptions
concerning the model of nitrogen incorporation into the
a-Si:H(Er,N) structure and the key role of nitrogen dop-
ing for increasing the intensity of erbium EL in amor-
phous silicon. It is likely that similar effects can be
observed in doping a-Si:H(Er) with impurities other
than nitrogen, e.g., phosphorus.

5. CONCLUSION

The effect of nitrogen doping on the electrical and
electroluminescence properties of amorphous hydroge-
nated silicon films doped with erbium hasbeen studied. At
high concentrations of introduced nitrogen, =10% cmr3,
the dark conductivity decreases to ~10° Q1 cm, the
activation energy increases to 0.7-0.8 €V, and no
erbium EL isobserved. At low nitrogen concentrations,
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<10?* cm3, nitrogen behaves as a donor and the char-
acteristics of the material can be modified, with gy
increasing to ~10% Q' cm™ and E, decreasing to 0.48—
0.5 eV. In this case, the parameters of the material, the
characteristics of the structures on its base, and the
erbium EL efficiency are determined by the excess of
the nitrogen doping level over the background value
depending on the Er concentration.

It is shown that efficient luminescing structures can
be fabricated by lowering the background concentra-
tion of nitrogen, with its overall concentration remain-
ing at the level of ~10?* cm3. A possible mechanism of
nitrogen incorporation into Er-doped a-Si:H is pro-
posed, with the formation of either Er—N complexes or

N,—Si; charged defect pairs. The EL efficiency is
determined by the number of these pairs.
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Abstract—The nonlinear generation of a difference mode in an injection laser is considered. A new design
based on the InGaP/GaAsInGaAs heterostructure is suggested in order to generate two laser modes with a
wavelength of about 1 um and a difference mode at awavel ength of about 10 um. In lasers with a 100-um-wide
waveguide, the power output of the difference mode can be ashigh as~10 mW at ~10 W in the short-wavel ength

modes. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The electric field of an optical wave excited inside
an injection laser may be as high as 10°~10° VV/cm. Fur-
thermore, in GaAs, the second-order permittivity of the
lattice is also comparatively large (170 x 10 cm/V
[1]). It is thereby evident that, in GaAs-based lasers,
additional modes can be generated due to nonlinear
effects. Thus, the possibility of second harmonic gener-
ation in injection lasers has been discussed for some
time [2]. Recently, the second harmonic at a frequency
withinthevisible range was generated in vertical cavity
lasers[1, 2]. The possibility of difference mode gener-
ation in alaser producing two short-wavel ength modes
is considered in [3]. Unlike this paper, where we sug-
gest employing the nonlinear properties of GaAs, study
[3] is based on the idea of employing the electronic
nonlinearity in a quantum well (QW) containing three
levels. Under these conditions, however, phase match-
ing may present difficulties and, therefore, effective
generation of the difference harmonic is unlikely.

In this paper, we discuss the feasibility of a differ-
ence mode generation due to the lattice nonlinearity in
QW injection lasers producing two short-wavelength
modes in the near infrared (IR) range. A special con-
struction of the dielectric-waveguide injection lasersis
suggested permitting, first, the generation of two high-
frequency modes and, second, the fulfillment of the
phase-matching condition necessary for their effective
mixing. We show that, under the phase-matching con-
dition, mixing the two high-frequency modes with A
close to 1 um and the power of 10 W in each mode
yields the difference mode with a wavelength close to
8.66 um and a power of about 100 mW. The devices
similar to that suggested can be used, along with cas-

cade and fountain lasers, as sources of intermediate and
far IR radiation.

DIFFERENCE MODE GENERATION
IN A DIELECTRIC-WAVEGUIDE LASER

Let usconsider the difference mode generationin an
injection laser using a laser based on
In,Ga, _ ,ASGaAsInGaP heterostructure (see, e.g., [4])
as an example. The dielectric waveguide of aninjection
laser is conventionally three-layered. Made of GaAs,
the guiding layer includes one or severa In,Ga, _,As
QWsand hasahigher refractive index than the adjacent
confining layers of InGaP. In laser designs of thistype,
QWs are typically located near the midplane of the
GaAs layer. The layer thicknesses are chosen from the
condition for minimum loss of the main waveguide
mode. The configuration outlined, together with the
selection rules for radiative electron transitions (the
dipole transitions from the conduction band into the
heavy-hole band are allowed for the electric field com-
ponents lying in the QW plane only), usually resultsin
the excitation of the main TE mode. The phase velocity
of this mode is close to the phase velocity of light in
galium arsenide (it is dlightly higher than the phase
velocity in GaAs but is lower than that in InGaP). This
design is unsuitable for difference mode generation
since phase matching isruled out by the frequency dis-
persion of the refractive index in GaAs. In fact, the
expression for the effective refractive index of the
extraneous current wave with the difference frequency
can be written as

ck C(Kix—Kay) _ Mi(1—w,n,/wyn,)

E ((.k)l - (.02) - 1 - wzlwl ' (1)

n =

1063-7826/01/3510-1203%$21.00 © 2001 MAIK “Nauka/Interperiodica’



1204

E,, 10*V/cm
4L
3L
2L
1 L
0
1k
2L
-3 GaAs
InGaP 1.32 um InGaP
-4 1 e S——— 1 1
-2 -1 0 1 2
Z, um

Fig. 1. The electric-field distribution in the two high-fre-
quency modes with (solid curve) A; = 0.95 um and (dashed

curve) A, = 1.067 um. The radiation power in each mode is
assumed to be 10 W, the waveguide width is 100 pum.

where w, and k;, are the frequency and the x component
of the wave vector of the jth high-frequency mode,
respectively; the x axisis oriented along the direction of
the wave propagation; c is the speed of light; and n; =
ck/w isthe effective refractive index for the jth mode.
Subscripts 1 and 2 specify the quantities corresponding
to the two high-frequency modes, with the higher and
lower frequency, respectively. The quantities corre-
sponding to the difference mode will be written without
indices. For arough estimation, the effective refractive
index for the main waveguide mode can be assumed
equal to the refractive index in GaAs. Since this index
increases with frequency in therange A = 1-30 um [5],
it follows from (1) that n > n, and phase matching is
impossible. Recall that the phase-matching conditionis
met if n coincides with the effective refractiveindex for
the waveguide mode with the difference frequency. The
conclusion drawn from the rough estimation is entirely
confirmed by the corresponding exact calculation.
Thus, if we choose the wavelengths A; = 0.95 pm and
A, = 1.067 um; assume that the refractive indices of
GaAs and InGaP are equal to Ng W) = 3.56,
Ngaas(W2) = 348, Nipgp(wy) = 3.26, and Nygp(0,) =
3.18; and use these parameters in a conventional calcu-
lation of the effective refractive indices of a structure
containing a GaAs waveguide with thickness dgas =
1.32 um, then we obtain n; = 3.568, n, = 3.507, and n =
3.854 (A = 8.66 um).

Inaddition, in alaser of thisdesign, excitation of the
mode at frequency w, is hindered because of strong
absorption in the QWs generating the mode at fre-
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guency w,. This difficulty can of course be overcome,
for example, by asmall increase in the number of QWs
generating the mode at the frequency w, in relation to
the number of those generating the mode at the fre-
guency w,. However, the difference mode generation
will still be ineffective because the phase-matching
condition is not met. The simulation of lasing in a dou-
ble-frequency laser based on an asymmetric hetero-
structure suggests that, when a mode with a shorter
wavelength is absorbed in the QWs that produce the
mode at alonger wavelength, the lasing conditions are
unstable and a self-sustained pulsation of radiation
results [6]. However, when choosing the parameters of
the barrier layer, which lies between the QWs and
ensures their nonuniform excitation, it is possible to
make pulses with both frequencies partially overlap in
time. If thewavelength separation isnot too large or the
cavity lossis sufficiently high, then thelasing is contin-
uous [7].

In order to meet the phase-matching condition, we
suggest using the main mode of the dielectric
waveguide to obtain awave at the frequency w,, while
radiation at the frequency w; should coincide with that
of a higher mode, for instance, of the second-order
mode. Phase vel ocity of ahigher modeis aways higher
than that of the main mode at the same freguency, and
itseffectiverefractiveindex is correspondingly smaller.
Therefore, by using a higher waveguide mode for the
wave at the frequency w;, one can compensate for the
dispersion of therefractiveindex in GaAs. Moreover, in
this case, we would eliminate the considerable absorp-
tion of the mode in the QWs producing the light at w,
by locating the wells at higher mode nodes. Figure 1
presents distribution of the electric field in the main
mode (w,, A, = 1.067 um) and in the second-order
mode (w;, A; = 0.95 um) in the direction perpendicular
to the waveguide layers of the heterostructure (z axis).
Here, the GaAs layer thickness dgas = 1.32 um. With
the parameters specified, n = 3.244.

In order to excite the second-order mode at the fre-
quency w, and the main mode at the frequency w,, we
suggest the following. The QW generating at w, should
be located in the midplane of the GaAs layer, and the
QW generating at w,, close to the w;-mode node
(Fig. 1). Thisarrangement ensuresthe minimum lossin
the second-order mode with frequency w;; therefore, it
is this mode that will be excited. The main mode and
the first-order mode with frequency w, will suffer sig-
nificant losses due to absorption in the QW generating
at frequency w,. The main mode is the most favorable
for lasing at frequency w, sinceit hasthe minimum loss
and maximum coefficient of optica confinement.
Remember that the coefficient of optical confinement is
defined as the power fraction of the wave propagating
in a QW. Thus, for the waveguide structure described
above, the ratio between coefficients of optical confine-
ment of the main mode and the first-order mode with
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the frequency w, is 2.88. The relationship between the
coefficients of the optical confinement of the main
mode and the second-order mode is similar at 544.

Let us now calculate the power output of the differ-
ence mode. We will assume that the laser structure is
grown on the (001) plane and that the cavity mirrorsare

formed by the (110) or (110) faces. For materials with
the zinc blende structure, the nonzero components of
the second-order nonlinear-permittivity tensor have
three different indices and are equal to each other [8],

£, = €2 (in the system of the coordinate with X, y,

and z axes along the [100], [010], and [001] crystallo-
graphic directions, respectively). All the other compo-
nents are zero. In this system of axes, the electric-field
vectors of the high-frequency modes has nonzero x and

y components: |[Ey| = |[Ejy| = B/ /2. Consequently, the
electric-induction vector associated with the nonlinear
interaction of wavesis directed along the z axis:
DY = 26®(Eyy + Ex) (Eyy + Eyy) .
= 5(2)(E1 + Ez)z-

The difference mode should then be TM-polarized. On
the assumption that

Ei(x,z1t)

3

= Aj(2){ exp(ikjx—iw;t) + exp(—ik;x +iw;t)} , ®)
the y component of the magnetic field is defined by the
following equation (in the coordinate system where the
x axis coincides with the direction of the wave propaga-
tion):

1 ez w)Hy ok
sa(z,(;))Dg(z’w)DHy Z o 2 c (@

x A1(2) Ay (2){ exp(ik, X —iwt) + exp(—ik X +iwt)},

where g(z, w) stands for permittivity. The solution to
Eq. (4) can be evidently presented asadoubled real part
of the solution to the equation similar to (4) but with
only one exponential term in its right-hand side:

H, (X,  t) = 2Re[H,(X, z, t)]. Assuming that H,(x, z, t) =
H,(2) exp(ikx —iwt), we obtain the following equation
for Hy(2):

d 1 dH(2)  [e(z w)w® 2
{29 Gz o) dz +[ 2 _kx}Hy(Z)

(5)
= —2e<2>kXT°°Al(z)A2(z).

At the boundaries between the layerswith different per-
mittivities, the values H(2) and (1/€)(dH,/dz) are con-
tinuous. To determine the right-hand side of Eq. (5), the
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Fig. 2. Schematic representation of the laser structure and z
dependence of the real part of the refractive index and the
squared magnetic field in the difference mode. The lateral
GaAs layers are 0.81 um thick, which corresponds to the
peak of the dashed curvein Fig. 3. Theimaginary part of the

refractive index n'= 1073,

values of A should be found from the equation

2 2
e [S(Z' 2 —k?x}Aj(z) =0 ®

At the boundaries between layers with different refrac-
tive indices, the continuous quantities are Aj(z) and the
dA(2)/dz. Boundary conditions for the waveguide
modes are represented by the requirements A(z) — 0
at z— +oo. If the z axis originates from the midplane
of the GaAs layer, then the solutions to Eq. (6) for the
main and the second-order modes can be written as

Ai(2)
[B;cos(k;,2), 12 <dgams/2,
= [1B;cos(K; Agans/2) eXP{ FX;(Z F dgans/ 2}
Zl > dgad/2,

(7)

where

2
(0, w;) W e
CZ

K, =

2

Xj = q/kax—s(dGaASIZJro’ wi)w’?.
C

The values of k;, are defined by the condition that the
derivative of Ai(2) is continuous at z = dgad2. The
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Fig. 3. The difference-mode power output versus the lateral
GaAs layers thickness for two values of imaginary part of

refractive index: n' = (solid curve) 10 and (dashed curve)
1073,

quantities B; can be expressed in terms of the jth mode
power P; from the equation

00

IAjz(z)dz, (8)

- Lyczij
I 2ny

where L, isthey size of the waveguide.

To satisfy the phase-matching condition, we suggest
the design illustrated in Fig. 2. The additional (lateral)
GaAs layers are required to better confine the differ-
ence mode in space. The layer thickness d can be con-
sidered as an adjustable parameter to meet the phase-
matching condition. In what follows, we will assume
that the two lateral layers of GaAs are equal in thick-
ness.

To estimate the difference-mode power output, it
now remains to solve Eq. (5). The refractive index for
the difference harmonic in InGaP layers will be
assumed to be smaller than that in GaAs by 0.3, as it
was for the short-wavelength modes. Upon numerically
integrating Eq. (5), we obtain the lasing power of the
difference harmonic versus the lateral GaAs layer
thicknesses for two concentrations of carriers (Fig. 3).
We also used the expression

— CLym *
P = 5 [Re(H,EN)dz (9)
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where the electric field component E, is to be deter-
mined from the expression

k 2
E, = _s(z,lw)[%(Hy(Z) + 2¢' )Al(z)Az(Z)}, (10)

which follows from the Maxwell equation containing
the magnetic field curl. The lasing power in both short-
wavelength modes was assumed to be equal to 10 W,
L, =100 um. The solid curve corresponds to the carrier
concentration of 10*” cm3; here, the imaginary part of
the refractive index at frequency wisn' = 10 [5]. The
real part of the refractive index for the difference mode
was taken to be equal to 3.42 in GaAs[5] and 3.12 in
InGaP. The dashed curve is plotted for the carrier con-
centration of 10'® cm and the imaginary part of the
refractive index of 1073, It can clearly be seen from Fig. 3
that the dependence of the harmonic power on the lat-
eral layer thickness peaks at d = 0.81 pum. This peak
corresponds to the phase-matching condition. With an
increasein absorption (the imaginary part of the refrac-
tive index), this peak broadens and decreases in height.
With the parameters specified as above, the maximum
attainable power of the difference mode is as high as
~10 mW for n'= 10 and ~100 pW for n' = 103, To
ensure a sufficiently high Q factor of the difference
mode, the external InGaP layers should be no less than
5 and 3.5 um thick in the former and the latter case,
respectively.

Figure 2 shows z dependences of the H; and thereal

part of refractive index for the difference mode. As can
be seen, the difference mode being excited is the main
one. Notethat, if the modes employed for the excitation
of the difference mode were the main mode with the
frequency w, and the first-order mode with the fre-
guency wy, the extraneous current at the difference fre-
guency would be an antisymmetric function of z. In that
event, only an odd-order difference mode could be
excited.

In conclusion, the design of injection laser sug-
gested alows one to obtain the power output of
~10 mW in the wavelength region of A = 10 pm. It is
interesting to note that the threshold current can be low-
ered and the efficiency increased by applying a multi-
layer dielectric coating to the end mirrors to enhance
the reflection of the short-wavel ength modes.
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Abstract—InGaAsSbh(Gd)/INAsSbP double heterostructure lasers (A = 3.3 um, T = 77 K) yield a multimode
power of 1.56 W in pulsed operation (pulse width 30 ps, repetition frequency f = 500 Hz) and 160 mW in the
continuous-wave (CW) case. In the single-mode CW operation, the power is 18.7 mW. It is shown that heating
of the active region isresponsible for sublinear light—current characteristicsin “long-cavity” lasers, whereasin
“short-cavity” (L = 140-300 um) lasers the power is mainly limited by internal losses. © 2001 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The intensity of absorption bands of formaldehyde
(H,CO), methane (CH,), and other hydrocarbonsin the
spectral range A = 34 um exceedsthe intensity of their
harmonics in the near-IR range, commonly used to
detect gases, by 1-2 orders of magnitude. Therefore,
intensive research has been aimed to create high-power
diode lasers for the mid-IR range, based both on quan-
tum well (QW) and quantum-cascade structures and
on conventional double heterostructures (DHS) (see,
e.g., a review of LPE-grown InAsSh/InAsSbP DHS
lasers [1]).

Continuous-wave (CW) emission power of up to
215 mwW per face has been obtained from
INAsSh/InAlASSh strained-QW lasers (emission wave-
length A = 3.4 um, operation temperature T =77 K) [2].
INAS/GalnSh/INAS/AIGaAsSh QW lasers (A =
3.03um, T = 78 K, operation current | = 4 A) yield a
CW power of 140 mW, limited by active region heating
[3]. Among the quantum-cascade lasers, the shortest
wavelength (A = 3.49 um, T = 10 K) has been obtained
with InGaAg/AlInAs layers [4]. Lasers with a cavity
width of 10-14 um operate in pulse mode (pulse width
T =50 ns, repetition frequency f = 4.5 kHz) at tempera-
tures of up to 280 K, but the maximum working temper-
ature in the CW mode was 50 K, with emission power
no higher than 20 mW (I = 1.7 A). The highest output
power and differential quantum efficiency were
obtained in [5, 6]. The maximum power of 0.85 W in
pulse mode (1 = 47 ps, f = 200 Hz) was achieved for a
single InAsSbP/INAsSh/INAs DHS laser (A = 3.2 um,

T=77K) [5]. InInAsSh/InAs strained-QW lasers (A =
3.65 um, T = 90 K), the output power is 1 W, and the
differential quantum efficiency, 70% [6].

The laser structures listed above were grown on
(100) substrates. It is known, however, that the growth
rate of 111-V materialsisthe lowest for the [111] direc-
tion [7]; therefore, high-quality heterojunctions and
better morphology of the epilayer surface can be
expected for epilayers grown on (111) substrates.

The properties of InGaAsSh/InNAsSbP DHS diode
lasers on (111)A n-InAs substrates (A = 3.0-3.6 um,
T =77K)wereanayzedin our previousstudies[8-11].
Asshownin[8], either type-I or type-11 heterojunctions
can be abtained, depending on the composition of the
active region and the confining layers. The heterojunc-
tion type defines the specific features of radiative
recombination, temperature dependences of energy,
and the emission polarization. The fact that the band
gap and the spin—orbit splitting energy are close in
these materials results in the principal mechanism of
internal losses being intraband absorption by holeswith
their transition into the spin—orbit-split band [9], which
leads, among other things, to current tuning of the las-
ing mode to the short-wavelength range [10]. As shown
in [11], the optimal doping of the growth solution with
Gd, reducing the concentrations of defects and free car-
riersin the crystallizing solid phase, alows the fabrica-
tion of single-mode A = 3.2-3.3 um lasers with thresh-
old currents I3, < 10 mA. Singleemode lasing was
obtained in short-cavity lasers (L < 150 um) for cur-
rents | < 61, with a side-mode suppression ratio of up
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to ~30 dB, arate of current tuning of the wave number
of 210 cm™/A, and single-mode tuning range wider
than 10 cm.

This study is devoted to InGaAsSh(Gd)/InAsSbP
DHS high-power lasers. We studied the emission power
in wide-contact (w = 200 pum) lasers (multimode oper-
ation) and the single-mode emission power in mesa-
stripe lasers with the stripe width w = 20 pm.

2. OBJECTS OF STUDY AND EXPERIMENTAL
METHODS

LPE-grown DHS consisted of an undoped (111)A
n-InAs substrate with electron concentration n =
(1-2) x 10 cm2 and three epilayers: (i) a near-sub-
strate wide-gap n-InAs, _,_,So,R, (0.05<x<0.09,0.09<
y < 0.18) confinement layer, (ii) an-In,_,Ga,As, _, b,
(v< 0.07, w < 0.07) laser active region, and (iii) a
p(Zn)-InAs; _,_,Sb,P, (0.05<x<0.09,0.09<y<0.18)
wide-gap emitter. A gadolinium-containing melt with

Gd content X¢, = 0.004-0.005 at. % was used to grow

the active region. According to [12], this gives the low-
est content of residual impurities and defects in the
In,_ ,GaAs, _,Sh,, solid solution and the highest free
carrier mobility. The wide-gap layers were 3-5 um
thick, the thickness of the active layer was 1 um, and
the substrate was thinned to 100 pm from the initial
350 um. “Epi-side-down” gtripe lasers with the stripe
width w =200 um and mesa-stripe laserswith w =20 um
and cavity length L = 100700 pum were studied. The
structures were cleaved into chips which were soldered
onto a copper heat sink with the p-layer facing down.

The electroluminescence and the emission power
were measured in CW and pulse (T =30 s, f = 500 Hz)
modes at T = 77 K. The power was measured with a
Nova Laser Power/Energy Monitor equipped with an
Ophir Optronics 2A-SH bolometric sensor, with
account taken of the pulse on—off ratio and the fraction
of radiation collected by the mirror.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

3.1. Threshold Current Density, Differential Quantum
Efficiency

The threshold current density and the differential
guantum efficiency of stripe lasers with w = 200 um
and mesa-stripe devices with w = 20 um are virtually
the same. This indicates that the behavior of alaser is
mainly determined by the bulk of its active region. Fig-
ure lashowstheinverse differential quantum efficiency

Np as afunction of the cavity length L. The r]_D1 values
are 50 and 70% for laserswith cavity lengths of 640 and
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140 pm, respectively. An approximation of the depen-
dence presented in Fig. 1a by the function

No = N (1+a/L7InR™),

where n); is the internal quantum efficiency, q; is the
internal loss, LInR? is the reflection loss, and R =
0.31, yieldsaninternal quantum efficiency of n; = 74%,
which virtually coincides with the internal quantum
efficiency limited by Auger recombination [13]. The
internal loss a; = 5 cm™ is typical of the best lasers
operating in this spectral range.

Curve 1 in Figure 1b shows the threshold current
density as a function of the inverse cavity length;
curve 2 represents our previous data[9]. The minimum
threshold current density is j;, = 130 A/lcm? (L =
630 um), which is half the values reported in [9]; we
ascribe this circumstance to the optimal doping of the
active region with gadolinium. A remarkable featureis
that the dependence at high current densities (curve 2)
is superlinear. We believe that this fact reflects the situ-
ation when the increase in the threshold concentration
is due not only to higher emission losses but also to
increased internal losses for intraband absorption.
Hence, it follows that the intraband absorption is stron-
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ger in lasers with “high” threshold currents (Fig. 1b,
curve 2), compared with “low-threshold” lasers
(Fig. 1b, curve 1).

3.2. Multimode Emission Power

Figure 2a shows the light—current dependences for
lasers operating in pulse mode, with the stripe width

AYDARALIEV et al.

w= 200 um and cavity lengths of 140, 340, and
630 um. The maximum emission power P from two
facesis 1.6 W at acurrent of | = 9.5 A. A CW light—
power characteristic of alaser with L = 630 umis pre-
sented in Fig. 2b. The emission power from two facesis
160 mW at | = 1 A. At currents exceeding (4-5)1,,, the
observed CW characteristic slightly deviates from the
“pulse” curve, indicating device heating by dc current.
Therefore, this laser was not tested at higher currents.

The emission spectrawere of single-mode type near
the lasing threshold and of multimode type (with the
envelope half-width AA = 0.02 um) at currents exceed-
ing the threshold value by 20-50 mA (see the insert of
Fig. 3). At T = 77 K, the envelopes of the spectra of
laserswith L = 140 and 640 um shifted to longer wave-
lengths (dhv/dl = 0.5 and 0.3 meV/A) with increasing
current, which allowed the estimation of the overheat-
ing of the laser active regions to be AT = 15 and 30 K
for | =3 and 10 A, respectively (see Fig. 3).

An analysis of the light—current characteristic

P(1) = no(MI = 1n(M],

with account taken of the temperature dependences of
the differential efficiency np and threshold current and
the above estimates of the active region overhesating,
demonstrated that the sublinearity of the light—current
curveinthe“long” (L = 640 um) laser isvirtually com-
pletely determined by the active region overheating,
i.e.,, by a decrease in the internal quantum efficiency
and an increase in the threshold current. We attribute
this circumstance to an increase in the Auger recombi-
nation rate with temperature. In the “short” (L =
140 um) laser, the contribution of the active region
overhesating is not the key factor, since it accounts for
only 50% of the experimentally observed sublinearity.
In short-cavity lasers, the increase in the threshold con-
centration because of the enhanced output loss gives
rise to a nonthermal mechanism of internal losses—
intraband absorption in the valence band. As shown in
our previous studies [9], this effect reduces the differ-
ential quantum efficiency and results in this parameter
becoming not only temperature- but also current-
dependent.

3.3. Single-Mode Emission Power

Single-mode lasing is easily achieved in short-cav-
ity lasers owing to the large intermode distance. There-
fore, we restricted our study to alaser with L = 140 um
and w =20 pm, in which single- and quasi-single-mode
lasing was obtained at currents | = 171(77 K) and | =
6l,, (100 K). Figure 4 shows the CW emission power
and the “ spectral purity,” characterized by the dominant
mode power to total emission power ratio, as functions
of current at T = 77 and 100 K. At these temperatures,
the maximum emission power was as high as 19.7 and
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Fig. 4. Light—current characteristic and dependence of the spectral purity on laser currentin CW operation. w =20 um, L = 140 um.

9.3 mW, with a spectral purity of 0.95 and 1, respec-
tively. The spectra modes shifted with current to
shorter wavelengths, as described in [11].

The heating of the active region shifts the gain con-
tour to longer wavelengths. On the other hand, the
proximity of the band gap and spin—orbit splitting ener-
gies leads to enhanced internal loss above the genera-
tion threshold [9], with the corresponding upwards shift
of the Fermi level and a shift of the gain contour to
shorter wavelengths. The shift to shorter wavelengths,
constituting lessthan ~10 cm™ (1.2 meV) [9], isusually
smaller than the shift to longer wavelengths, induced by
heating. Therefore, with increasing current, generation
hopping occurs over the intermode distance to alonger-
wavelength mode. This process affects the dependence
of the spectral purity on the current at T = 77 K: the
spectrum is of the single-mode type with spectral purity
equa to unity at | = (1-6)l;, consists of two main
modes at | = (6-13)l,, and is dominated by the long-
wavelength mode at | = (13-17)l, with the spectral
purity again approaching unity.

The light—current characteristic P(I) is similar to
that of awide-contact laser with the same cavity length:
the curve levels off at | = 201, In contrast to the wide-
contact laser, the laserswith w = 20 um show better sta-
bility in the CW mode, owing to the lower operation
current and the correspondingly better heat removal
conditions.

4. CONCLUSION

The use of InGaAsSb/InAsSbP DHS grown by LPE
on (111) n-InAs substrates and the Gd doping of the
active region allowed the fabrication of lasers with a
multimode emission power of 1.6 W in pulse operation
2001

SEMICONDUCTORS Vol. 35 No. 10

(I=95A, 1=30ps, f=500 Hz) and 160 mW in the
CW case (I = 1A, 77 K). The maximum power of sin-
gle-mode lasing is as high as 18.7 and 9.3 mW (at 77
and 100 K); to the authors' knowledge, these are record
values for lasers operating in the A = 3 um spectral
range. The internal quantum efficiency is 74%, which
coincides with the theoretical value limited by Auger
recombination. The light—current characteristics of
long-cavity lasers are sublinear owing to the active
region heating, whereas in short-cavity lasers (L =
140-300 pum) the power is mainly limited by internal
losses.
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Abstract—Fabry—Perot microcavities tuned to a wavelength of 1.5 um have been fabricated by means of
plasma-enhanced chemical-vapor deposition on the basis of a-Si:H and a-SiO,:H. Distributed Bragg reflectors
(DBRs) and the active layer were grown in asingle technological cycle. The half-wave active layer was doped
with erbium in the course of growth from a metal-organic compound. The high optical contrast enabled a high
microcavity quality factor (Q = 355) with only three DBR periods. The intensity of erbium photoluminescence
(PL) from the microcavity is two orders of magnitude higher than that of erbium emission from an identical
a-Si:H layer without DBR. Transmission, reflection, and PL spectra are analyzed. It is found that the spectral
shape of the line of erbium PL (transition 41,5, — “l;5,,) from the microcavity virtually coincides with the
shape of the resonance pesk of its transmission spectrum. Theoretical calculations have been performed providing
a comprehensive description of the observed experimental spectra. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Hydrogenated amorphous silicon (a-Si:H) iswidely
used in semiconductor electronics [1]. There exists a
low-cost well-developed technology of fabrication of
multilayer thin-film structures of intrinsic and doped
a-Si:H. The possibility has been demonstrated of creat-
ing light-emitting diodes (LEDs) that are based on
a-Si:H and other materials of this kind (a-Si:C:H,
a-Si:N:H, a-Si:O:H, and a-C:H) and operate in the vis-
ible range [2, 3]. However, the brightness achieved in
these devices is insufficient for their wide practical
application. Of interest, therefore, is the use of a-Si:H
in light-emitting devices with a Fabry—Perot microcav-
ity, which could substantially raise the emission inten-
sity [4]. In addition, the properties of a-Si:H make this
material promising for creating high-efficiency micro-
cavities (MC) for the infrared region of the spectrum.
The optical contrast (ratio of refractive indices) of
a-Si:H and hydrogenated amorphous silicon saturated
with oxygen (a-SiO,:H) greatly exceeds that in I11-V
semiconductors widely used for creating microcavity
structures [4]. This allows the fabrication of mirrors
(distributed Bragg reflectors, DBR) having a high
reflectance for a much smaller number of layersin the
periodic structure of each mirror. A DBR based on
a-Si:H and a-SiO,:H comprises several pairs of layers
(a-Si:H/a-SiO:H), each having an optical thickness
equal to a quarter of the resonance wavelength. These
mirrors have a much wider stop band (photonic gap)
than similar 111-V mirrors. The high reflectance makes
readily achievable the fabrication of MCs with a high

quality factor, exhibiting a substantial gain of the spon-
taneous emission and narrow transmission band at the
resonance frequency. The high difference of the refrac-
tive indices opens up the possibility of tuning the reso-
nance frequency of ana-Si:H/a-SiO,:H MC over awide
range (over the entire photonic gap) by only varying the
active layer thickness, with the DBR layer thicknesses
remaining unchanged.

The optical properties of thin-film S/SIO, MCs
with an active layer of SiO, doped with Er by ion
implantation were studied in [5-7]. The trivalent
erbium ion Er* was chosen as an emitting center, since
the radiative optical transition in the inner 4f shell
(*113, — *l15) gives rise to a narrow luminescence
band at A = 1.53 um, corresponding to minimum atten-
uation and dispersion in quartz light guides. The strong
interaction of Ers* ions with the resonance mode in a
Si/SIO, microcavity with an Er,O5 active layer was
considered in [8, 9]. In this study, the active |layer mate-
riadl is a-Si:H. The optical properties of the
a-Si:H/a-SiO,:H M C enable ahigh gain of spontaneous
emission. In Er-doped a-Si:H, the intensity of room
temperature photoluminescence (PL) at A = 1.53 umis
higher, the temperature quenching of PL isweaker, and
the radiative lifetime of excited Er®* ionsis shorter than
that in crystaline silicon [10, 11]. Room-temperature
electroluminescence has also been observed in barrier
(Schottky) structures based on Er-doped a-Si:H [12].
Thetechnology of a-Si:H layer deposition also enables
the growth of active p—n and p—i—n structures necessary

1063-7826/01/3510-1213%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Schematic diagram of an a-Si:H/a-SiO,:H microcav-
ity comprising two quarter-wave DBRs (each with 3 peri-
ods)—the (A) left- and (B) right-hand, and (C) a half-wave
active layer in between; Sisthe substrate. An infinitely thin
layer of singular currentsisshown at z=¢ (0 < z< L), emit-
ting two plane waves with amplitudes EZ_O and EZ+O,
which have, on being reflected from the DBR, the ampli-

tudes EZ_O and E . p and s denote the polarization of
light; ¢ isthe angle of light emergence.

for creating LEDs. The compatibility of the technology
of deposition of thin a-Si:H layers with the conven-
tional silicon integrated-circuit technology is one more
reason for studying the possibility of using a-Si:H in
light-emitting microcavity structures. The preliminary
results of the present study were reported in [13].

2. EXPERIMENT

Several MCswith different numbers of layersin the
DBR and active layer thicknesses were fabricated. The
DBR and the active layer were grown in an automated
installation for plasma-enhanced chemical-vapor depo-
sition (PECVD) in asingle technological cycle without
exposure to air between successive stages of growth of
separate layers constituting a structure [3, 14]. a-Si:H
layers were deposited from a 10% mixture of silane
with argon. To deposit a-SiO,:H, oxygen was added to
the gas mixture (up to 10%). Other parameters of the
PECVD process were as follows: working pressure
0.1-0.2 Torr, rf power 0.03-0.1 W/cnv?, substrate tem-
perature 200°C, gas mixture flow rate 5-10 sccm. The
average rate of MC-layer growth was no higher than
0.2 nm/s. The thickness, optical properties, and growth
rate of a film were directly monitored by means of
insitu interferometry. In the course of growth, the
a-Si:H active layer was doped with Er from a specially
synthesized fluorine-contai ning metal -organic complex
Er(HFA); - DME (HFA = CF,C(O)CHC(O)CF;, DME =
CH;OCH,CH,0OCHy,) [15, 16]. This volatile and rather
thermally stable compound has alow sublimation tem-
perature and shows a noticeable vapor pressure at
90-100°Cinaforevacuum. Its saturated vapor pressure

GOLUBEV et al.

is 124 Pa at 127°C. This alows this compound to be
used for doping with Er in standard low-temperature
(<300°C) PECVD. A powdered organometallic com-
pound was placed in a stainless steel container near the
glow discharge region. Therate of sublimation could be
varied by heating the powder in the temperature range
20-100°C. This doping method allows control over the
Er concentration profile across the active layer thick-
ness. In the present study, the Er distribution across the
a-Si:H active layer thickness was uniform. The Er con-
centration was found by secondary-ion mass spectrom-
etry to be 10*° cm 3.

The microcavities were fabricated in such away that
the resonance wavelength coincided with the emission
wavelength A = 1.53 um corresponding to thetransition
130 — 445, in Er¥* ions in a-Si:H. All MCs were
symmetric; i.e., the number of layers in the left- and
right-hand DBRs were the same. The structure of an
MC is shown schematically in Fig. 1. The left- (A) and
right-hand (B) reflectors each comprise three pairs
(periods) of quarter-wave a-Si:H and a-SiO:H layers
(a-Si:H: AM/4n; = 110 nm; a-SIO,:H: A/4n, = 260 nm;
respective refractive indices at A = 1.53 um: n; = 3.46
and n, = 1.46). The half-wave active layer of Er-doped
a-Si:H, a-Si(Er):H isA/2n; = 220 nm thick. The refrac-
tive index of a-SiO:H was found by interferometry
during film growth and verified independently by ellip-
sometry. The microcavities were fabricated with varied
active layer thickness to ensure emission wavelength
tuning within the natural spectrum of erbium emission
ina-Si:H.

The transmission, reflection, and PL spectra were
measured with a computerized grating monochromator
equipped with a Hamamatsu InGaAs photodiode as a
radiation detector. The PL of Er®* ions was excited by
the emission line of the Kr* laser with wavelength A, =
647.1 nm (<40 mW). The use of aKr* laser minimized
the energy loss for bandgap absorption in a-Si:H DBR
layers at the excitation wavelength.

3. RESULTS AND DISCUSSION

3.1. Transmission and Reflection Spectra
of Microcavities

Figure 2 shows the reflection and transmission spec-
traof an MC with 3 periods in DBR, measured under a
normal incidence of light. The stop band at wavelengths
A > 1270 nm corresponds to the photonic gap. The low-
wavelength edge of the spectrum is limited by the sen-
sitivity of the InGaAs photodiode. The sharp peaks of
transmission and reflection at A = 1.53 um correspond
to the resonance mode of MC. It should be noted that
the sum of transmittance and reflectance is close to
unity in the photonic band gap. This indicates that dif-
fuse scattering of light in the structure is negligible. As
can be seen from the figure (inset), the maximum and
minimum, respectively, of the resonance transmission
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and reflection peaks lie a the same wavelength A =
1534 nm. In the range of the resonance peaks, the sum
of reflectance and transmittance is also approximately
unity, indicating the absence of significant absorption
by the material of the active layer and DBR at this
wavelength.

To analyze the experimental data obtained, the
reflection and transmission spectra of MCs were calcu-
lated theoretically using the Airy formulas [17]. This
approach is equivalent to the commonly employed
transfer matrix method but prevents round-off error
accumulation. Describing each DBR by asingle matrix
of transmission and reflection coefficients, we can
derive the following formulas for the amplitude trans-
mission and reflection coefficients for the entire MC:

where D = 1 - , rg®? is the interference denominator;

I, and rg are the amplitude reflection coefficients for

light incident from the active layer side for, respec-
tively, DBRsA and B (Fig. 1); ta, and tgg are the ampli-
tude transmission coefficients of DBRs A and B for
light incident on the microcavity surface; tg, is the
amplitude transmission coefficient of the boundary
between the substrate and the ambience with dielectric

constant €,; and tas is the amplitude transmission
coefficient of DBR A for light emerging from the active
layer. ® = exp(ikyn,L) defines an increase in the phase
and a decrease in the amplitude of the light wave pass-
ing through an active layer of thicknessL; ky=w/c, n, =

Je—nZ, n, = Je sind; ¢ is the radiation emergence
angle; and € isthe dielectric constant of the activelayer.
The tilde indicates that light propagates in a direction
opposite to the z-axis.

Formulas (1) and (2) have clear physical meaning.
When the light wave passes through an MC, it first
passes through DBR A (t,,) and the active layer (phase
factor @), then being reflected from DBR B. Owing to
the multiple transmission through the active layer and
reflection from the DBR, the denominator D appears
describing the interference in this layer. Light emerges
from the active layer through DBR B (tgg) and then
passes through the interface between the substrate and
the ambient (tg,). Formula (2) can be considered in a
similar way. The reflected light is constituted by light
reflected directly from DBR A (first term r,) and light
that passes into the MC and is reflected from DBR B
(second term). In the second case, light first passes
through DBR A (ta,) and then through the active layer
(phase factor @), is reflected from DBR B (rg), and
again passes through the active layer (). The interfer-
encein the active layer givesrise to the denominator D.
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Fig. 2. Transmittance (solid line) and reflectance (dotted
line) spectrafor a-Si:H/a-SiO,:H microcavity with 3-period
DBR. Inset: resonance peaks.

The light reemerges from the active layer through
DBRA (tan).

In the photonic gap region, the reflection energy
coefficient for the DBR is virtually constant, but the
phase varies nearly linearly with frequency 7, =

£ Ry explioia(0— @, )], s =  /Re expliotg(w — )]
[18]. Here, R, and Ry are the reflection energy coeffi-
cients; o, and o g are coefficientsin the linear frequency
dependence of the phase in reflection from the DBR;
and @, and Wy are the center frequencies of the pho-
tonic gap for DBR A and B, respectively. The phase
changeinreflectionfromaDBR isdueto thelight wave
penetrating into the DBR to a certain depth, with the
active layer thickness effectively increasing on the side
of thisDBR by | = ac/2./e (o = a,, og; ¢ is the speed
of light in vacuum). The penetration depth is inversely
proportional to the difference of the refractive indices
I = Ann/4(n . —ny)e (N >Ny, ¢ =0, A =21c/®) [19].
The reflection phase at the center frequency of the pho-
tonic gap is zero if the active layer has alarger refrac-
tiveindex /& = n; (asin the given case) and Tt if the
active layer is characterized by smaller refractive index

Je = n, [18]. The shape and position of resonance
peaks is mainly determined by the denominator D.
Therefore, the transmission and reflection lines have a
Lorentzian shape with extrema at the resonance fre-

quency
wl’

3
= (2nN+aAC)A+aBG)B)/[2|E‘Re(nZ)+0(A+0(B} ®)

and full width at half-maximum (FWHM)
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Fig. 3. Transmittance spectra of a microcavity in the region
of the resonance peak and beyond the short-wavelength
edge of the photonic band gap (A < 1270 nm). Each DBRin
the microcavity has 3 periods. (1) Experimental spectrum,
(2) spectrum calculated theoretically, and (3) theoretical
spectrum for a microcavity in which the DBR layer thick-
nesses are chosen so that the interference pattern beyond the
short-wavelength edge of the photonic gap is as close as
possible to the interference pattern of the experimental
spectrum.

r = (1= /RiReF?)2
4RaRgF V'

wherey =, + ag + 2LRe(n)/c, and F = |P(w,)| isthe
factor characterizing the attenuation of the wave ampli-
tude after asingle transmission through the active layer.
This factor accounts for the background absorption at
the resonance frequency within the active layer, pro-
vided that F'LIm(ny)/c < 1, which is virtually always
the case. The condition for applicability of formulas (3)
and (4) is that the quantity (1 — R) for the DBR varies
only dlightly across the resonance peak and the product
lNyissmall (I"'y < 1isthe condition for the Lorentzian
shape of the ling). The experimental resonance trans-
mission spectra are close to those calculated theoreti-
caly (Fig. 3).

It should be noted that the phenomena of propaga-
tion and emission of light in a periodic structure of
Fabry—Perot MC with DBR are actually related to prop-
erties of a one-dimensional (1D) photonic crystal con-
taining a planar defect. In this case, the eigenmodes of
the MC are photonic modes localized by the defect. By
the example of such a 1D photonic crystal, we can gain
an understanding of the most general, fundamental
properties of photonic crystals, also valid for 3D peri-
odic structures with a period on the order of the light
wavelength. In contrast to 2D and 3D photonic crystals,
the system considered in this study is much simpler and

(4)
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more controllable as regards both the adequate theoret-
ical description and practical application.

Let us now consider the spectral region outside the
photonic gap. Beyond its short-wavelength edge (A <
1270 nm), acomplex interference pattern appearsin the
MC reflection and transmission spectra(Figs. 2, 3). The
transmission and reflection spectra of the DBR aso
have a complex structure with multiple peaks outside
the photonic gap. The interference pattern in the reflec-
tion spectrum is amirror reflection of the pattern in the
transmission spectrum (Fig. 2) since the absorption of
a-Si:H islow in this spectral region (only avery strong
absorption in the DBR layers could disturb thissimilar-
ity). A spectrum calculated theoretically for an ideal
MC (Fig. 3, curve 2) has a peak structurein thisregion
markedly different from that in the experimental spec-
trum (curve 1). In addition, one more minor peak is
observed in the experimental spectrum at A = 1240 nm
at the edge of the photonic gap.

During growth, layer thicknesses deviate from the
prescribed values. By varying within anarrow range the
thicknesses of the DBR layers and the active layer in
performing the cal culation, we could achieve a satisfac-
tory agreement between the theoretical and experimen-
tal spectra (Fig. 3, curves 1 and 3), including the gen-
eral appearance of the interference pattern, and the
positions of the photonic gap and the resonance peak.
Fitting the calculated curves to the experimental data
can give information about the scatter of layer thick-
nesses in the DBR. This scatter affects the resonance
peak only dlightly, leading to only a minor decrease in
the DBR reflectance and a slight change in the phase of
the reflected signal, with the mean frequency of the
photonic gap shifted. As aresult, the resonance peak is
shifted as awhole and is broadened somewhat. There-
fore, despite the significant change in the shape of the
interference bands, compared with the case of an ideal
MC, the width of the transmission peak increases by no
more than 16%. A minor peak at A = 1240 nm (Fig. 3)
a the photonic gap edge is not a second resonance
peak, but the result of the shift of gap edges for two
DBRs with respect to each other. It corresponds to the
first transmission maximum beyond the edge of the
photonic gap for asingle DBR, lying within the photo-
nic gap of the other DBR. Thus, the deviation of DBR
layer thicknesses exerts a very strong influence on the
spectrum shape beyond the photonic gap edge and arel-
atively weak influence on the resonance peak. In con-
trast, a change in the active layer thickness shifts the
resonance peak very strongly and affects only dightly
the interference pattern beyond the photonic gap edge.
This occurs because the phase of the wave reflected
from the DBR varies with frequency outside the photo-

nic gap more rapidly than the phase change arg( @)
does across the active layer thickness.

Thus, our theoretical consideration allows a com-
prehensive description of the MC transmission and
reflection spectra observed.
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The analysis of the resonance peaks can yield the
MC quality factor

= N aTer Vo (5)

Formula (5) also accounts, through the parameter v, for
the spectral change in the DBR reflectance phase and
shows that the correction for the phase shift may mark-
edly increase the calculated quality factor. In the case
under study, this accounts for the experimentally
observed MC quadlity factors. For an MC with each
DBR having two periods, the maximum experimentally
observed quality factor Q = 97. The quality factor cal-
culated taking into account the phase shifts (5), Q =
113, which is 1.7 times that found without account of
the shifts (Q = 68).

To demonstrate the possibility of achieving a high
quality factor in a-Si:H/a-SiO,:H MCs, several samples
with different numbers of DBR periods were fabri-
cated. Figure 4 comparesthe results of atheoretical cal-
culation of the quality factor (points 1) and experimen-
tal values for different samples (points 2). The quality
factor was determined experimentally from the FWHM
(AA) of the resonance peak in the transmission spec-
trumasQ=A/AA (A, isthe resonance wavelength). The
theoretical quality factor of an a-Si:H/a-SIO,;H MC
grows exponentially with an increasing number of peri-
ods. Theincreasein the quality factor lowersthethresh-
old gain of the active medium, necessary for the onset
of lasing. Owing to the high optical contrast, it is possi-
ble to obtain the rather high quality factor (Q ~ 1000),
necessary for vertical cavity surface-emitting lasers,
even at a small number of periods. Thus, we could
markedly improve the MC quality factor by selecting
materials and optimizing the layer growth technol ogy.

Theinset in Fig. 4 presents the experimental (solid
line) and atheoretical (dashed line) transmission spec-
traof an a-Si:H/a-SiO,:H MC with DBRs having three
periods each. The transmission peak width in the exper-
imental spectrum is 4.3 nm, which gives an estimate
Q = 355 for the quality factor of the grown structure.

For comparison, the same figure presents a theoreti-
cally calculated quality factor for a GaAgAlAs MC
(points 3). The refractive indices of the constituents of
this MC at A = 886 nm are as follows: n; = 3.55 for
GaAsand n, = 3.01 for AlAs. Owing to the higher opti-
cal contrast at the same number of periodsin the DBR,
the quality factor of an a-Si:H/a-SiIO,;:H MC exceeds
by 1-2 orders of magnitude that of a GaAs/AlAs MC,
and this difference becomes more pronounced with
increasing number of periods. An identical reflectance
isachieved at anumber of a-Si:H/a-SiO,;:H DBR periods
five times smaler than that in the GaAgAlAs DBR.
Therefore, with the use of a-Si:H/a-SIO,:H, it iseasier to
fabricate the DBR with a high reflectance of ~99.8% nec-
essary for creating vertical cavity surface-emitting lasers;
with the smaller thickness of the a-Si:H/a-SiO,:H DBR
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Fig. 4. Quality factor of a symmetrical microcavity vs. the
number of periods in the DBR. (1) Theoretical calculation
for ana-Si:H/a-SiO,:H MC, (2) experimental valuesfor dif-
ferent a-Si:H/a-SiO,:H MCs, and (3) theoretical calculation
for a GaAs/AIAs MC. The theoretical points are connected
by linesfor clarity. Inset: Experimental (solid line) and the-
oretically calculated (dashed line) resonance peaksin trans-
mission spectra of an a-Si:H/a-SiO,:H microcavity with
3-period DBRs.

leading to lower diffraction loss. Another major advan-
tage of the a-Si:H/a-SiO,:H MC is the wider photonic
gap, determined only by the optical contrast and inde-
pendent of the number of layersin the DBR [20]. The
relative width of the photonic gap, equal to the ratio of
the gap width (A®) to the center frequency (@), is0.5
for the a-Si:H/a-SO,,H DBR and 0.1 for the
GaAgAlAs DBR. The large width of the photonic gap
leads to a wide angular range in which the reflectance
at the mean frequency is close to unity and a narrower
region with low reflectance, through which the useless
leakage of radiation from the MC occurs. Therefore, it
is advantageous to use a-Si:H/a-SIO,:H for creating
MC LEDs.

One more advantage of the a-Si:H/a-SIO,;H MC is
that the resonance wavelength shows a much stronger
dependence on the active layer thickness [as follows
from formula (3)]. As aresult, the resonance frequency
is readily tuned over the entire wide photonic gap by
varying the active layer thickness.

3.2. PL Spectra

To demonstrate the possibility of tuning the emis-
sion from Er¥* ionsin a MC, severa MCs were fabri-
cated with different active layer thicknesses. Figure 5
shows spectra of the erbium PL from these MCs (the
peaks are enumerated). In each microcavity, the DBRs
have three periods. All the spectra were measured at
room temperature in an experimental arrangement with
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Fig. 5. Erbium PL spectraat room temperature. Peaks (1-5)
are the spectra of a-Si:H/a-SiO,:H microcavities (3-period
DBRs) with different a-Si(Er):H active layer thicknesses.
Dashed line represents PL spectrum of a-Si(Er):H film on
quartz substrate (magnification 45).

emission propagating normal to the sample surface. For
comparison, a PL spectrum of an Er-doped a-Si:H film
is presented of thickness approximately equal to that of
the active layer in the MC. Changing the active layer
thickness shifts the resonance PL peak. The spectral
position of the emission peak can be used to calculate
the active layer thickness for each MC, varying
between 204 and 228 nm. When the peak is shifted, its
amplitude changes in such away that, on the whole, it
reproduces the shape of the Er3* emission spectrum in
a-Si:H. Owing to the resonance effect, the PL intensity
increases by 2 orders of magnitude, with the FWHM of
the line decreasing three- to fourfold. The PL line
becomes simple and symmetrical, compared with the
complex (Stark) inhomogeneously broadened Er emis-
sion line in a-Si:H, showing two peaks. The externa
quantum efficiency of PL from MC, found by compar-
ison with the emission of a commercial InGaAs struc-
ture with known efficiency under the same excitation
conditions, was no less than 0.1%.

Changes in the spontaneous emission from Er®* ions
in MCs are entirely effected by the interaction of the
ionsin the resonance optical mode of the MC. We cal-
culated the PL spectra of MCs by the previously devel-
oped method [21]. In doing so, we used the classical
theory of the electromagnetic field, yielding for sponta-
neous emission results completely coinciding with
those obtained by means of the quantum theory [22].
Figure 1 shows schematically the propagation of waves
inthe active layer of an MC. Aninfinitely thin layer sit-
uated at z = ¢ inside the active layer (0 < z < L) emits

two outgoing plane waves with amplitudes E; , and

GOLUBEV et al.

EZ +0, related viathe boundary conditionsto the ampli-

tudes E; _, and Ez . o of two incoming waves reflected

from the DBR [21]. Direct integration of the Maxwell
equations alows the amplitude of the field at the outer
boundary of the left-hand DBR A to be expressed in
terms of induced singular polarization currents. The
integration of the bilinear combination of amplitudes
over the active layer thickness and the statistical aver-
aging of the integration result over an ensemble of real-
izations of arandom current yield the following expres-
sion for the intensity | of emission in the externa
medium (formulafor the p polarization is given):

I (w) O |o(w)‘—Df€Aé‘§; v i

(6)
x{(InJ2+nd) (1 +[rg’1y) + 2(In)* = nd)|rgl1 3,

where |5(w) isthe internal spectral density of emission
in an infinite medium with dielectric constant € of the
active layer, |, = [exp(kL) —1]/k, I, = [1 —exp(—KL)]/K,
I3 =sin(gL)cos(Ag + gL)/g, Ag = argrg, K = 2kyIm(n,),
and g = kyRe(n,). |, is determined by the contribution
of waves E; _, emitted by the random currents directly

toward the DBR A. I, accounts for waves E; , o, which

were originally emitted toward DBR B and then
changed their propagation direction after a single
reflection from the DBR. |5 characterizes the mutual

interference of waves E* and E-. The remaining quan-
tities were defined previously. The shape and position
of the resonance PL peak are mainly determined by the
resonance denominator D if the internal spectral emis-
sion density 15(w) varies only dlightly across the reso-
nance peak width. In our experiment, this condition
was satisfied (as can be seen from Fig. 5). In this case,
the resonance PL line aso has a purely Lorentzian
shape with resonance frequency (3) and width (4), and
its shape virtually coincides with that of the transmis-
sion peak. In contrast to the amplitudes of the transmis-
sion and reflection peaks, that of the emission peak
grows exponentially with increasing reflectance of the
mirrors. Mathematically, this follows from the fact that
the numerator of formula (6) for the emission intensity
contains asingle small parameter (ta ), and formula (1)
for the transmission, two small parameters (taa and tgg).
Figures 6a and 6b compare the shapes of resonance
transmission and PL peaks, measured experimentally
(solid lines) and cal cul ated theoretically (dashed lines).
The PL spectra are normalized to the same maximum
value; the transmission spectra are given in absolute
values. An MC with a two-period DBR with a small
quality factor (Q = 97) and arelatively broad resonance
line (AA = 15.7 nm) wastaken for comparison. Thiswas
done to reduce the relative line broadening because of
the finite aperture of spectral measurements and layer
thickness scatter. The resonance peaks of transmission
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and PL, found in the experiment, are somewhat broader
than those cal culated theoretically, which can be attrib-
uted to variation of the active layer thicknessin theillu-
minated part of the sample. However, the positions and
shapes of the PL and transmission lines are, on the
whole, close, as follows from the theoretical analysis.
Thus, spontaneous emission in the MC is totally con-
trolled by the resonance optical mode.

3.3. Gain of Spontaneous Emission

It should be noted that formula (6) in fact definesthe
spectral gain of spontaneous emission from the active
layer of MC as compared with the internal spectral den-
sity of emission |y(w). The maximum gain of the spon-
taneous emission is observed at the resonance fre-
guency. For emission emerging along the normal to the
surface, let us introduce a coefficient Gy, characteriz-
ing the emission intensity gain at the resonance fre-
guency wy, defined asthe intensity ratio of the emission
from MC to the emission from the active layer con-
fined, instead of by DBRs, between two semi-infinite
mediawith refractiveindices coinciding with that of the
active layer:

21+ RsF’ +2./RgYyc

Gyc = fAA 7
o (1~ JR.ReF?)’ 0

where
o= 2LK(w,)sin(v/2)cos(u/2) )

(L-F %) (2N -v)
N is an integer approximately equal to the number of

half-waves at the resonance frequency w, = 21/A, fit-
ting into the active layer thickness, N = 2L Re(n)/A,, v =
W (0 + dp) — (AAWA + ApWg); and P = W (0p — Op) —
(a0, —0gWg ). Ifay=ag=aand W, = Wg =W, then
v = 1 = 0. At negligibly small absorption in the DBR
and the active layer, [tas B = (1 - Ry)Re e /Re, ey .

In practice, it is convenient to compare PL from an
MC and afilm with thickness equal to that of the active
layer, deposited onto the same substrate as the MC
structure. A film with a high refractive index acts as a
low-quality-factor MC. By analogy with definition (7),
the intensity gain of emission from a film having a
thickness equal to that of the active layer iswritten as

2 1+ RF* + 2. /Ry Y ©)
1 - JRRFY)’ + 2, /R R,FX(1 — cosv)

where t; is the amplitude transmission coefficient of
the outer boundary of the film for a wave propagating
into the ambient and R; and R, are the reflection energy
coefficients for the outer and inner boundaries of the
film, respectively, readily calculated analytically by
means of Fresnel’s formulas,

Gfijm = ﬁl
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LK (w,)sinv
(2N =V)(1-F?)

(10)

film —

At negligibly small absorption in the film, [t P = (1 -
R)Re./s/Re, ey .

The fact that formula (9) has a form different from
that of (7) is due to the different phase shiftsin reflec-
tion from the film boundaries, compared with that from
the DBR. The experimentally measured intensity gain
of the PL from the MC, compared with that from the
film, is equal to the ratio of gains for the MC and the
film: Gyc/Gijm.-

For our samples, the theoretically calculated gain of
the PL from an MC (in which each DBR has three peri-
ods), related to that of the film, Gyo/Gsim = 150 (peak
width AN = 2.3 nm), is of the same order of magnitude
asthat found in the experiment, Gy /Gy, = 100 (AA =
5.7 nm). The difference can be attributed to the broad-
ening of the PL peak and a decrease in its amplitude
because of the heterogeneity of the active layer and the
finite PL spectrum measurement aperture. In addition,
the excitation efficiencies of the emission spectra may
differ somewhat because of the dissimilar conditions of
transmission of the exciting light through the outer sur-
face of the film and the outer DBR.
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In contrast to the formulas reported in [6, 23], valid
only for point emitters or sheets of oriented dipoles,
formulas (6) and (7) describe the emission from the
entire active layer with a uniform distribution of emit-
ters across the thickness and an average isotropic emis-
sion of an ensemble of sourcesin abulk material with-
out DBR. It follows from formula (7) that for an ideal
MC, in which the resonance frequency and center fre-
guencies of the photonic gaps of the DBRs coincide,

W, = W, = Wy, and in which there is no absorption in

the active layer or the DBR, the condition N = 2L ./e /A,
isdtrictly fulfilled and

_ |e(1-R)(1+Rs)

MC — .
& (1-./RuRg)’

In this case, the maximum gain at the resonance fre-
guency, Gyc, is independent of the active layer thick-
ness or phase change in reflection from a DBR. For
such an MC, we have, provided that the DBRs have the

same reflectance (R, = Rg), Q = Yo} /Gyc(ey/€) — 1/4.

If Gf,lc > 1, thenthe gainisdirectly proportional to the

quality factor. Thus, the high quality factor, readily
achievable in a-Si:H/a-SiO,:H MCs with a small hum-
ber of layersin the DBR owing to the high optical con-
trast, directly leadsto ahigh gain necessary for creating
high-efficiency emitting devices.

It should be noted that, because of the high optical
contrast, the penetration depth of the electromagnetic
wave into the a-Si:H/a-SiO,;:H DBR is many times
smaller than that in the case of the GaAs/AlAs DBR.
This leads to an effective decrease in the photon path
length in the a-Si:H/a-SiO,:H MC between successive
reflections in the DBR. The effective decrease in the
MC length leads to shorter photon lifetime and reso-
nance line broadening. Therefore, at equal DBR reflec-
tances, the resonance peak width in the
a-Si:H/a-SiO,;H MC is several times that in the
GaAg/AlAsMC, and, consequently, the frequency band
of signal modulation is broader and the data transfer
rate is higher. The gain of the spontaneous emission in
an ideal MC depends only on the DBR reflectance.
Therefore, for the same gain, the spectral band inwhich
the a-Si:H/a-SiO:H exhibits amplification will aso be
several times broader.

(11)

4. CONCLUSION

The PECVD technique was applied to grow in asin-
gle technological cycle planar a-Si:H/a-SiO,:H Fabry—
Perot microcavities. The half-wave a-Si:H active layer
was doped with erbium from a metal-organic com-
pound in the course of growth. The DBRs comprised
aternating quarter-wave layersof a-Si:H and a-SiO,:H.
Symmetrical microcavities with two- and three-period
DBRs were tuned to the resonance wavelength of

GOLUBEV et al.

1.53 um corresponding to the intracenter (*l,5, —
“115) emission from Er¥* ionsin a-Si:H. Owing to the
high optical contrast between a-Si:H and a-SIO,:H (the
ratio of the refractive indices is 2.40), a high quality
factor of the microcavity was achieved (Q = 355) even
with three-period DBRs, and the erbium PL was
enhanced by two orders of magnitude as compared with
afilm of erbium-doped a-Si:H on a quartz substrate.

The transmission and reflection spectra of the
microcavities were studied experimentally and ana
lyzed theoretically. A theoretical calculation allowed a
comprehensive description of the experimental trans-
mission and reflection spectra, including the resonance
peak, photonic gap, and interference peaks beyond its
edge. It was found that the interference pattern beyond
the photonic band-gap edges is mainly determined by
the DBR layer thicknesses and depends only slightly on
the active layer thickness. An analysis of the interfer-
ence pattern beyond the short-wavelength edge of the
photonic gap enabled an estimate of the scatter of DBR
layer thicknesses to be made.

The method of amplitudes of the field created by
stochastic pol arization currentswas applied to calcul ate
the spectrum of PL from Er3* ionsin the active layer of
the microcavity. It is shown theoretically and confirmed
experimentally that the shape of the resonance PL peak
iscompletely determined by the shape of the resonance
peak in the transmission spectrum.
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