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The concept of quasi-average introduced by N. N. Bogoliubov for describing the states of many-
particle systems with spontaneously broken symmetuperfluid liquids, superconductors,

crystals, etq.is generalized so that the fields introduced into the initial Hamiltonian for breaking
its symmetry are not presumed to be given from outside, but are determined by the

properties of the physical object itself and can be found by solving the system of equations in
the self-consistent field approximation. €97 American Institute of Physics.
[S1063-777X97)00109-6

1. INTRODUCTION consisting of many interacting particles on the basis of the
>;ﬂicroscopic approach. This problem cannot be solved by

Bogoliubov? from an analysis of many-particle systems assuming that the fields breaking the symmetry are given

with a degenerate statistical equilibrium state. Such a state %xternally. The inclusion of auxiliary fields can violate any

inherent in various physical objects such as liquid helium inSYmMmetry of the system arbitrarily, but not all of the possible

the superfluid phase, metals in the superconducting Statgpmbinations are admiss_ible. It would be_more_natural if the
magnets in the ferromagnetic state, crystals and many oth&yP€ of symmetry breaking were determingas is usually
systems consisting of a large number of interacting particledN® casgnot by external fields defined in a certain way or by
The states that can be described only by introducing the cordditional boundary condition selecting the required symme-
cept of quasi-average are characterized by observables whiéy in some other way, but by the many-particle system itself
cannot be calculated on the basis of conventional averagingd the symmetry of interactions between particles. Natu-
since the corresponding mean values vanish in view of théally, the symmetry of the state of a system in real external
symmetry properties of the Hamiltonian. In order of obtainfields is also determined by the symmetry of these fields.
nonzero values of observables, Bogoliubov proposed that the For these reasons, it is natural to supplement the concept
initial Hamiltonian should be supplemented with a Hamil- ©f quasi-average so that it would be possible to find all ad-
tonian (with a small coefficient) containing external fields Missible phases with spontaneously broken symmetry for
breaking the symmetry responsible for zero mean valuegliven thermodynamic parameters, which permits the con-
Subsequent averaging should be carried out with the newtruction of the phase diagram of the system. It will be
Hamiltonian, going over to the limit— 0 after the thermo- Proved here that this can be done by assuming that the
dynamic limiting transitionV—o (V is the volume of the ~Symmetry-breaking fields must be determined self-
system. The mean values obtained in this way are callegconsistently as a result of solution of equations describing
quasi-average values and can differ from zero in a certaithe many-particle system in a certain approximation. The
range of thermodynamic parameters. The states with nonzefgquirement of simplicity imposed on the Hamiltonian and
quasi-averages are known as states with spontaneously brige assumption that it should not contain terms whose order
ken symmetry. in field operators is higher than second virtually necessitate
The concept of quasi-average introduced by Bogoliubowthe self-consistent field approximation for determining the
is useful for studying phase transitions accompanied by &pe and symmetry of this Hamiltonian. This specifies an
change in the symmetry of the static equilibrium state. How-exact algorithm for constructing a correction to the initial
ever, a number of important interconnected factors are ndtlamiltonian that would break any of its symmetries in all
touched upon when the concept of quasi-average is used &dmissible ways.
its present form. For example, the fact that the symmetry of ~ Since the symmetry of states of a many-particle system
the phase into which the system goes over from the symmets determined by its typéin particular, the statistics of the
ric state must be known beforehand is not quite convenienparticle3 and by the symmetry of interactions between par-
The type of spontaneously broken symmetry cannot be ddicles as well as by the interaction with external fielthsit
termined by using the concept of quasi-average alone. ot by the intensity of interaction between partiglewe
would be helpful if the concept of quasi-average included éhave every reason to believe that all possible states of the
method providing(at least in principlg information on the system with spontaneously broken symmetry can be obtained
states with spontaneously broken symmetry, that are possiblven in the self-consistent field approximation. Additional
for given values of thermodynamic parameters. This wouldnclusion of correlation interactions that are not contained in
permit the construction of the phase diagram of a systenthe mean field approximation changes the parameters of the

The concept of quasi-average was introduced b
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system, but does not lead to the formation of phases with a

new symmetry. f dq'Ty(a,9")Tx(q',9")=8(9—q"). 5
In Sec. 2 of this paper, it is shown how selection rules ) )

for ordinary average values follow from the symmetry con-in View of the unitary property of the transformation. If the

ditions for the Hamiltonian. The existence of such rules doe§onditions

not permit the employment of ordinary average values for

describing states with spontaneously broken symmetry anj dqdq'H(q,q")Tx (9,91 Ty (q',d2) =H(d1,92), (6)

necessitates the introduction of quasi-average values. In of-

der to define quasi-average self-consistently, we introduce i , - . ,

Sec. 3 an auxiliary Hamiltonian of general form containing | 9449 U(X.x")TX(4,91)Tx(a",92)Tx(a",A3) Ta (0. 0a)

fields that determine the symmetry broken by the given

Hamiltonian. The equations for these fields are obtained in = Y(X1,X2) (42— 03) (A1~ 0a), @)

the self-consistent field approximation. The problem of con-gre satisfied for the one-particle Hamiltonié?) and for the

structing the phase diagram for a many-particle system oRarticle interaction potential, the Hamiltoniéh) is invariant
the basis of the microscopic approach is considered brieflyto unitary transformations, :

2. SYMMETRY OF HAMILTONIAN AND SELECTION RULES T\HTY =H. ®)
Hamiltonian ditions (6)—(8) are satisfied form the symmetry group of the
Hamiltonian(1). The observed characteristics of the system
H :f dadd ¢ (q)H(q.q’ / can be calculated by averaging Hermitian operators ex-
add v (a)H(a.a")v(a’) pressed in terms of field operators with the statistical opera-
1 tor
_ /Lt + ’ ! ’
+5 qudq (@ (aHUX")e(q") g(a), p=eflOH), ©)

(D) where 8= 1/T is the reciprocal temperature atthe ther-

where modynamic potential determined by the normalization con-
) ) , dition Tr p=1.
H(a,9")=Ho(a,9") —ud(a—q’), @ In order to consider the averages of the products of field
22 operators, we introduce the new notation for these operators:
I — 2 o~ o~
Ho(,9") =~ 5 V5 8(a—=a")+Uo(x)8(a—q’"). y )_{ wa), a=1, o
In formula(1), ¢ (q) andy(q) are the operators of creation <4 yH(q), a=2

and annihilation of a particle with coordinateg, and

X ) e ) _In this notation, relatior{4) can be presented in the form
U(x,x") is the potential of many-particle interaction, which

does not depend on spin variables. It should be notedHhat +_f ) () , ,
contains the term with the chemical potentialIn the one- (T = | do'T"(g.a")¢a(a"), 1D
particle Hamiltonian(2), m is the mass of the particle and where

Uo(x) the external potentigfor electrons in a solid, this can

be 'the periodic potentllal of the IattD:eHamHtomgn(l) de- T(q,9)=T?"(q,0")=T\(9.9").

scribes both the Fermi and Bose particles, the field operators

obeying the anticommutation and commutation relations, reTaking into account the symmetry of operat®, we can
spectively. For Fermi particlesj=(x,o), wherex={r} is  Write the average of the product offield operators in the
the spatial coordinater the spin component, and the inte- form

gration symbol indicates integration with respect to spatial =TI eP@H)
coordinates and summation over a discrete variable; in addlk—gal(%)' +Ean(An) =T €ay(A1) £, ()]

t@on, 5((1—q’)=5(x—x’)5w,. In the case of Bose par- :Tr[Txeﬁ(Q_H)TIE%(CIl)---§an(qn)]
ticles,g=x.

Let us consider unitary transformations of field opera- =T e? T &, (A1) &0 (An)T)]
tors:

NN &) =f daj ... da; T, (a7,00) ..
whereh=(\y,...,\p) is a set of continuous or discrete pa- w(an), 1 , ,
rameters. We assume that the new operators can be ex- xXTy (qn’qﬂ)<§a1(Q1)“'§an(qﬂ)>'

pressed linearly in terms of the old operators: Thus, the invariance of the Hamiltonian leads to the follow-

. ing selection rules for average values:
@ = [ daT@a)ua), @

- | daj...agyota-ap...aa,-ap
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a)*, an); 1 3. SELF-CONSISTENT DEFINITION OF QUASI-AVERAGE
-7 (af.00)-. T (ap.a0)} °
, b Bogoliubo? proposed that, in order to describe the
><<§C'l(qﬂ'"gan(q“»_o' (12 states of many-particle systems with spontaneously broken
Green's functions are linear forms of average values, anaymmet_ryz thg average values ShOUId. t?‘? calcule}ted .by break-
ing preliminarily the symmetry of the initial Hamiltoniai)

hence the same selection rules are also valid for them. with the helo of an additional Hamiltonian. This anproach
The state of the system in which only the observables P ' bp

that can be expressed in terms of average values allowed gan be used if we know_ beforeha_md the symmetry that must
the selection ruleg12) differ from zero is known as the e broken an(_j the way in Wh'(.:h it should be done. .It would

high-symmetry(or simply symmetrig state. be more con5|stent_, however, |f_ the concept of quasi-average
Let us consider transformatiortd) that depend on con- permltteq to establish the possmle form of symmetry .break—
tinuous parametens chosen so that ing for given thermodynamp parametc_—zrs. In order to imple-
ment such a program following Bogoliubov’'s approach, we

Ty-o(9,9")=46(q—q"). supplement Hamiltoniaft) with a certain additional Hamil-
tonian without specifying beforehand the symmetry of the
In the vicinity of A =0, we have the expansion initial Hamiltonian that must be broken. We assume, for sim-

0 plicity, that this additional Hamiltonian contains terms of not
o N , higher than second order in field operators. In this case, the
T(a.a")=6(q-q H'gl ONaGa(a.9"), additional Hamiltonian has the form
){/iv(?nere the generators of the transformation satisfy the condi- Hr:j da[F(q) ¥t (q)+F*(q) (q)]

Ga(a,9')=G3(a’,a) (13 +f dgdq| ¢ (q)W(q,q")¥(q’)
in view of (5). 1
Continuous linear symmetry transformations can be put Z ot Nt (al
+5 ¢ (@A@.a)yT (@)

in correspondence to Hermitian operators in the representa-
tion of second quantization:

1
+5 ¢(@)A™ (@, a)¥(a) . (15)

G=fdd’+ G,(g.9’ M. 14
a ada’y(a)Ga(a.9")¥(a) a4 The HamiltonianH’ contains the so far unknown fields

These operators are integrals of motion for transforma-':(q)’ W(a,q7). A(q,q.) Whoge fgrm Just deter'njl'nes the
. Lo . o3 symmetry broken by this Hamiltonian. The hermiticitytof
tions that leave Hamiltoniafil) invariant: o
: . . ._leads to the conditions
In zero external fields and for the interaction potential
depending on the magnitude of the difference in coordinates, W(q,q’)=W*(q’,q), A(q,9")=FA(q’,q) (16
Hamiltonian(1) is invariant to translations over an arbitrary . . :
the minus sign corresponds to Fermi systems and the plus

vector, to rotations in the coordinate space and independently . .
. . . ign to Bose systemsThe terms linear in field operators
in the spin space through arbitrary angles, and to phase trans: . . Ry
formations appear in(15) only for Bose systems, whilE(q)=0 in the

. . case of Fermi systems. Hamiltonighb) is invariant to uni-
Selection rules for average values also appear in the ca:

<) )
when the Hamiltonian is invariant to transformations charac?ary transformationd,

terized by a discrete set of parametarin (2) Let us sup- T\H'Ty =H’, (17
pose, for example, that the Hamiltonigh) is invariant to

translations over the crystal lattice vectors if the fields satisfy the following conditions:

dg'F(g")T¥(q',9)=F(q), 18

=3 ngt, J a'F(a")TX(a",a)=F(q) (183
i

in the presence of a periodic fieldo(x), wheret; are basic f dg"dq”T¥(q",q)T,(9",9")W(Q",.9")=W(q,q’),

vectors of the lattice, and; are integersj=1,2,3. In this (18b

case, we obtain fromil2) the condition of invariance of av-

erage values relative to translations over vectotdowever, f dog’dg”TX(q", ) T* (q”,q")A(q",q")=A(q,q’).

the law of conservation of a certain quantity does not operate 18

here as in the case of continuous transformations. It can be (180

seen from the above analysis that Gibbs’ statistical mechan- We introduce the new Hamiltonian

ics based on the distributiof®) describes only the high- Ho—H+ pH’ (19

symmetry state and fails to describe the states with sponta-
neously broken symmetry, and hence phase transition& is a small real-valued paramektend the statistical opera-
between states with different symmetries. tor
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p,=el B H) Ty =1, (20)  tion, we arrive at the system of equations for the coefficients

5 ) ) _ ~of canonical transformation, which have the meaning of one-
All arguments? concerning the necessity of introduction particle wave functions of quasiparticfes

of the HamiltonianH , for describing states with spontane-
ously broken symmetry remain completely applicable in this

ﬁZ
R v _ . _ ' '
case also. The quasi-average of the operatiwr defined by 2m Vxui(@)+[Uo0) = p]ui(a) f dg U(xx’)

the formula , , o
X[p(a,9")ui(a")—p(q’,q")ui(q)

a)y=Ilim Ilim Tr(p,a). (21 , ,

@ 0 Vs —7(q,9")vi(q")]=¢&ui(q), (259
In addition to Bogoliubov’s definitiori21), we assume that h? ) , )
the fieldsF(q), W(q.,q’), A(q.,q’) in (15) cannot be defined = o Vi@ F[Uo(x) —pJui(q) = | dg’U(x,x")
arbitrarily, and their symmetry and values are completely . ) ) .
determined by the state of the system itself. If the symmetry X[p*(a,q")vi(q")—p(q",q")vi(q)

of t_he flelds_m(lg) is such that the Ham|l_ton|ahl is in- —*(q,9)u(g)]=—&0i(q). (25b)
variant relative to the same transformations as the initial

Hamiltonian(1), we are dealing with the situation when the where the one-particle density matrices are defined as
symmetry is not broken spontaneously. In this case, average , .,

values can be calculated by using the statistical opeyator P(9,a")=(¢7(a")%(a))o

(9). If, however, the symmetry of Hamiltoniad'’ is lower

than that ofH, we are dealing with a state with spontane- =2i [u(@)ui (@) fi+of (@vi(q)(1-f)],
ously broken symmetry, and nonzero quasi-average values
are the order parameters of such a state. (269

The set of all possible states of a many-particle system N ,
with different symmetries is determined by the type of the 7(9.0")={(Q")¥(d))o
system, the symmetry of potential of interaction between

particles, and the symmetry of applied fieldssuch fields :Ei [ui(avf (@) fi+of (ui(q")(1-1)],
exish rather than by the intensity of the interaction between
the particles. Consequently, it is natural to assume that the (26b

fields F(g), W(a,9'), A(q,9’), determining the symmetry
of the phase can be obtained by using the self-consistent field, ¢ characterizing the state of a quasiparticle andhe

approximation. _ _ _ quasiparticle energy. The averaging (@6) is carried out
In order to go over to the self-consistent field approxi-,.ih the statistical operator

mation, we represent the initial Hamiltonidh) as the sum
of two terms: po=eP oMo, (27)

f.=f(e;)=[exp(Bs)+1]"L, i being the set of quantum num-

H=Hy+H,, (22)  where the parametél, is defined by the condition Tgy=1

and is the thermodynamic potential of the system in the self-

onsistent field approximation with an appropriate choice of

the parameteE, in (23). The symmetry of Hamiltoniaf
coincides with the symmetry df’ so that all the states with

H0=f dgdq " (q)H(9,q")¥(q")+H'+Eq (23)  spontaneously broken symmetry, which are obtained by us-
ing the statistical operatqgr, (20), can be obtained by aver-

where the first term is the Hamiltonian in the self-consisten
field approximatiorf,

(Eq is a constant and the second term aging withpq (27).

1 The fields appearing i’ are connected with the den-

HC:E f dadq ¢ (q) ¢t (aq)UXX)¥(q") ¥ (q) sity matrices(26) through the following relatiod<:
W(g,9")=—-U(x,x")p(q,q")+8(q—q")

CH—E,. (24 a.9 rld.q a—q
is the Hamiltonian taking into account the correlations of Xf dq"U(x,x")p(q",q"), (289
particles that were ignored in the self-consistent field ap-
proximation. The method of self-consistent field was gener-  A(q,q’)=U(x,x')7(q,q’). (28b)
alized to Fermi systems with broken phase invariance by ) ) ) ) ]
Bogoliubov® One-particle density matrices satisfy the system of equations

Untill now, all relations were valid both for Fermi and Which can be obtained, taking into accou@6) and (27),

. . 6.
Bose systems. In further analysis, we shall consider only thf0m the system of self-consistent equati¢@s)™
systems of Fermi particles. In this case, we must put

F(g)=0 inH’, and then the HamiltoniaH,, which is qua- f dq"[H(g9,9")p(q",9")—p(9,9")H(9",q")
dratic in field operators, can be diagonalized through the Bo-
goliubov u—v transformatiorf. As a result of diagonaliza- +W(q,9")p(q",9")—p(9,9")W(Q",q")
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_A(qaq,,)T*(q,,’q,)+ T(q,q”)A*(q",q,)]:O, Tr{eXQﬁ(Qv)\o_ Hv)\o)]Hv)\O}

@9 —Tr{ex B(Q,—H,)H,},
f dg’[H(g,9") 7(q",q')+ 7(9,9")H* (9",q") where (), =Q,. Thus, the statistical equilibrium state is
degenerate in the parameters. The HamiItonianH;o can
+W(g,9")7(q",9")+ 7(9,9")W*(q",q") be obtained fron(15) if we carry out the following substi-
" y o " w o tution inH’:
—A(9,9")p*(9",0") —p(d,.9")A(G",q")]
+A(q,q,):O. (30) W(qaq )—>W>\o(q,q )

Thus, in addition ta20) and(21), the self-consistent defini- _ * /
tion of quasi-average includes the system of equatia8s _f da1ddp T3 (2,Q)Th(d2,0")W(A1.G2),
(30) which allows us to find the fields breaking the symmetry (349
of the initial Hamiltonian(1) and determining the symmetry
of Hamiltonian(19). A(9,9")—Ay(a.9")

Obviously, the systen9), (30) has solutions for which
p(q,9’)#0 and7(q,q')=0 (accordingly,W(q,q’)#0 and :j * * ,
A(q,q’)=0). For such solutions, the Hamiltoni&h, is in- 4002 T5,(A1. D Tx(G2,0)A(d1.92)-
variant to phase transformations, and the anomalous average (34b
values containing different numbers of creation and annihi- . . )
lation operators are equal to zero according to the selectioh'® One-particle density matriceg (q,9') and 7, (a.q’)
rules (12). These solutions describe norm@onsupercon- defined in analogy witt{34a and(34b) are connected with
ducting and nonsuperfluidsystems for which certain sym- Wy (d,0") andA, (9,9") through relation$28) and satisfy
metries(magnetically ordered, spatially inhomogeneous, ancequations29) and(30). When we use quasi-average values
anisotropic statgscan be broken depending on the form of in practice, we must fix the set of paramet®gswhich cor-
p(d,q9'). Another, more general type of solutions of the sys-responds to a certain choice of the quantization axis in the
tem (29), (30) with p(g,q’)#0 and 7(g,q’)#0 (accord- case of degeneracy relative to rotations in the spin or coor-
ingly, W(g,q’)#0 andA(q,q’)#0) describes states with dinate space, the choice of the reference point in the case of
broken phase invariance. Such states are characterized by tlegeneracy relative to translations, and the choice of a cer-
presence of anomalous average values with different nuntain phase in the case of degeneracy relative to phase trans-
bers of creation and annihilation operators. In this case, théormations.
system possesses superfluidifgr superconductivity for Let us consider briefly the procedure of constructing the
charged particles A transition to the superfluid phase can phase diagram for a many- particle system on the basis of the
also be accompanied by breaking of other symmetries suckelf-consistent determination of quasi-average values. Since
as symmetries relative to rotations in the coordinate and/owe are using a large canonical ensemble, it is natural to
spin spaces. Thus, superfluid phases with various symmetriehioose the chemical potential and temperatur@ as ther-
can exist as in the case tifle.” Superconducting transitions modynamic variables. The solutions of self- consistent equa-
in crystalline conductors can be accompanied with the breakions differing in the type of symmetry breaking exist in
ing of spatial symmetry in the electron distribution in addi- certain regions of the phase diagram. These regions can co-
tion to the violation of phase invarianée. incide or overlap so that a given point on the phase diagram

It is well known that states with spontaneously brokenusually corresponds to a large number of phases with differ-
symmetry are degeneraté.Let us show how this circum- ent symmetries. From all the phases possible for givemd
stance is manifested in the case of the self-consistent defini-, the phase corresponding to the minimum thermodynamic
tion of quasi-average. LeT, be a unitary transformation potential is realized. If the regions of existence of two or

relative to which the Hamiltoniai (8) is invariant, while =~ more phases with spontaneously broken symmetry overlap,

H' is not invariant, i.e., the thermodynamic potential minimum of the first phase can
, — , be observed in some part of the overlapping region and that
HAOZTAOH TA(,#H . (31 of the second phase can be observed in another part. The

curve of phase transition between these phases is determined
from the condition of the equality of the thermodynamic po-
Hox =T H vTIOZ H+ VH),\O , (320  tentials of the two phases and is a first-order transition curve
since the order parameters of these phases have finite values
which depends on the choice of the parametgys Using  on this curve.
this expression, we can introduce the statistical operator It should be noted that the phase diagram of the system
Prg= exq,B(Q,,M— H MO)], (33 qf particles_ calculatgd in the self- consistent field approxima—
tion can differ considerably from the actual phase diagram.
which can be applied, as well #80), for calculating quasi- Although the inclusion of the correlation Hamiltoni&®4)
average values. The values of energy calculated with statistoes not lead to the formation of phases with a new symme-
tical operatorg,, and Purg coincide since try, it can modify considerably the form of the phase diagram

We define the Hamiltonian
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since phases unstable in the mean self-consistent field agarded as an additional consequence of the Gibbs statistical
proximation can become stable if we take into account thenechanics since the ordinary Gibbs distribution contains no
correlation interaction. This situation was encountered in ainformation about the states whose symmetry is lower than
analysis of the stability of superfluid phases’b. Itiswell  the symmetry of the Hamiltonian, and the approach to an
known' that the B-phase has the thermodynamic potentialanalysis of such states is not indicatede, for example, Sec.
minimum in the entire range of superfluidity in liquitHe 2 of this articlg. In view of this incompleteness, the standard
according to calculations based on the mean-field approxistatistical mechanics is suitable only for studying high-
mation, but this contradicts the observations. The inclusiorsymmetry states and cannot be used for describing states
of interactions which were disregarded in the mean-field apwith spontaneously broken symmetry, and hence phase tran-
proximation leads to the stabilization of thephase in a sitions between such states. This circumstance inspired Bo-
certain region of thermodynamic parameters, which is in acgoliubov to seek new approaches for a correct description of
cord with the experimental results. As mentioned above, aystems of many interacting particles with spontaneously
first-order transition takes place at the boundary between thieroken symmetry on the basis of statistical mechanics, which
A andB phases. led to the formulation of the concept of quasi-average.

4. CONCLUSIONS
. o “E-mail: kfti@kfti.kharkov.ua
The self-consistent generalization of the concept of

guasi-average proposed here is based on the assumption that—

the type of symmetry breaking in the statistical equilibrium IN. N. Bogoliubov, Physic26S 1 (1960.

state of a many-particle system is determined by its intrinsic?N. N. Bogoliubov, inStatistical Physics and Quantum Field Thediy
properties. For this reason, the fields appearing in the addi;RUssiah Nauka, Moscow(1973. . .

. . . . . A. I. Akhiezer and S. V. PeletninskiMethods of Statistical PhysicRer-
tional Hamiltonian must be determined from the solution of gamon, oxford, 1981.

the system of equations obtained in the self-consistent field"Yu. M. Poluektov, Fiz. Nizk. Temp22, 402(1996 [Low Temp. Phys22,
approximation. In fact, the self- consistent determination of 313(1996].

quasi-average values is based on the assumption that all posgbmégfgoggg?‘l’éggf' Akad. Nauk SSSRL, 2241958 [Sov. Phys.
sible phases with spontaneously broken symmetry can beyy. wm. poluektov, Czech. J. Phyds, S2, 955(1996.

obtained even in the self-consistent field approximation, al-’A. J. Leggett, Rev. Mod. Phy47, 331(1975.
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LOW-TEMPERATURE MAGNETISM

Peculiarities of domain walls with vertical Bloch lines at low temperatures
V. T. Dovgij, A. A. Kalkin, T. G. Astaf'eva, F. G. Bar'yakhtar, and G. I. Yampolskaya

A. Galkin Donetsk Physical and Technical Institute, National Academy of Sciences of the Ukraine, 340114,
Donetsk, Ukrain&
(Submitted February 29, 1996; revised January 30, 1997

Fiz. Nizk. Temp.23, 923-926(September 1997

The results of experimental studies of the vertical Bloch [MBL) generation and stability in

the epitaxial iron-garnet film&EIGF) with different compounds, anisotropy, implantation,

and compensation temperatures are presented. It is shown that the critical fields of the VBL
generation and annihilation in the stripe domé®b) walls increase and that its values

differ considerably(the VBL stability region increasesvith decreasing temperature. The domain
period increases as a result of magnetic inhomogeneities of the domain walls. The magnetic
profile and the energy potential barrier account for the existence of the metastable domain
structures with different periods. It is established that the VBL existence domains are

limited by the region near the detemperaturdy, and the compensation point temperatiige

(in films with T;,). © 1997 American Institute of Physids$1063-777X97)00209-0

1. The static and dynamic properties of the VBL in do- pulse amplitude was minimally possible in order for the ad-
main walls have been studied extensiv&dge, for example, ditional VBL not to be generated.
Refs. 1-4. Most of these studies were carried out at room 3. The typicalH-T diagram of the VBL stability for the
temperature and some of them in the range from room temY SmLUC33(FeGgs0;, film (film 1 in Table 1, which has a
perature to the N temperature. The VBL stability in do- small tilt of the magnetization easy axis, and the orthorhom-
main walls at low temperatures has been virtually ignored irPic anisotropy are presented on Fig. 1. Lihés the limit of
all studies. the region of the VBL “static” stability(or the line of the
Our main goal was to investigate thé T diagrams of VBL annihilation). The shaded region corresponds to the
generation and stability of the VBL at the SD boundaries andt@ble VBL existence in the SD boundaries. For determina-
the effect of the easy magnetization axis tilt, orthorhombiction of this line after spontaneous demagnetization of the

anisotropy, compensation point, and the magnetic profildiiM: the SD structure was influenced by the planar quasi-
(nonuniformity of the film magnetic propertiesn the re- static fieldH,, which was perpendicular to magnetization

ions of the VBL stability and generation at low tempera- €8Sy axis and parallel to the film plane. The VBL existence
tgures y g P was then determined by the dispersing of the bubble domain
2. The investigation of the VBL creation and stability in collapse field. It is shown that the critical fiekdk, (the VBL

. ) : . annihilation field, above which the hard bubble domain is
the SD boundaries was carried out in the EIGF obtained b . d . .
- . L . ot created, increases with decreasing temperature. Thus,
the liquid-phase epitaxy on gadolinium-gallium garnet sub- .
. . ; . each temperature has the corresponding value of the planar
strata with(111) orientation. The magnetic parameters of the

film h b d by th hod 4in R fcritical field H,, (when the VBL are not creatgdand the
lim have been measured by the metnods suggested in Relg;iq temperature exists when tlé., vanishes. The con-

5_7_ and are presented n Tqble 1', The |pvest|gat|ons Wel&derable increase i, with decreasing temperature results
carried out using magnetooptic devices with the Faraday efprimarily from the uniaxial anisotropy increase.

fect. The creation of straightforward domain walls with the Line 2 in Fig. 1 corresponds to the limit of the VBL

VBL was carried out by spontaneous demagnetization Of‘dynamic” stability (or the VBL creation ling In order to
films at the current pulse in the current logwo parallel  determine this line, the quasistatic planar fielg must in-
applications with 3Qum diameter, the distance between con-flyence EIGF during its spontaneous demagnetization. After
ductors is 300um). The current pulse in the loop with the that the VBL presence in the SD boundaries was determined.
amplitude isla=12 A, the pulse time is;=0.2—10us,  Line 2 corresponds to the planar field value higher than the
and the front slope of the increase and decay pulse up to spontaneous which takes place without the VBL creation.
=50 ns was created by the pulse magnetic field with ampliThe touched region corresponds to the stable VBL creation
tude H,,,=200 Oe directed along the easy magnetizatiornregion.

axis of the sample and is essential for film saturation. In this |t is shown that the critical planar field of the VBL an-
way the stripe structure with domains perpendicular to thenihilation in stripe domains is essentially higher than the
conductors was created. The wall hardness was defined hyitical planar field that prevents the VBL creation. The
the collapse field of the bubble domains obtained by the SD'static” region of the VBL stable existence is essentially
cutting by means of the bias current short p§isSehe im-  greater then the “dynamic” region. The experimental values
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TABLE |. The compounds and parameters of epitaxial iron-garnet films:the sample thicknes®,, is the SD period at zero field,M is the saturation
magnetizationH, is the uniaxial anisotropy field, anl is the constant of inhomogeneous exchange interaction.

Compound h, um Py, um 47M, Gs H,, Oe A-1077, erg/cm
1 (YSMLUC84(FeG8s0,, 6.8 13.8 183 1840 2.0
2 (YSmCa,(FeGe50;, 6.8 9.9 203 1420 4.0
3 (YBi)3(FeG8501, 6.9 8.5 233 4300 2.7
4 (YGATm)s(FeGas0,, 9.0 18.4 161 1580 2.9

of the static and dynamic critical fields,, exceed the theo- Bloch-type domain wall, and is the distance between the
retical value 8. Such great difference can be explained byVBLs. The VBL density in domain walls on spontaneous
the existence of magnetic profile in the fithiThe profile =~ demagnetization can be determined by means of a theory
causes the existence of the high potential barrier, which prewhich assuming that liné corresponds to the domain struc-
vents the VBL annihilation. ture without VBL.

The SD period-vs-temperature curves for various meth-  Line 1 in Fig. 3 is the dependence of the VBL density
ods of the SD creation and the hysteresis of the SD perioffom temperature and lin@ characterizes the temperature
dependence from planar field value for the same film acdependence of the dispersion of the bubble domain collapse
knowledge the existence of the profile and the metastabléields. Experiment shows that the domain walls have the high
states. In Fig. 2 lind characterizes the temperature depen-density of the VBL through spontaneous demagnetization. It
dence of the SD structure period created in the directleads to an increase in the domain structure period. The in-
displacement field with the alternating field. Cureorre- ~ vestigation of domain structures formed by the direct and
sponds to the SD system created with the EIGF spontaneo@ternating displacement fields has shown that the domain
demagnetization. Curv8 corresponds to the SD structure Walls have very low density of Bloch lindsee linel in Fig.
formed by the quasistatic planar field. Lidedescribes the 2). As can be seen from Fig. 2, the period of the domain
equilibrium structure, because domain structures 2 and Structures formed by the quasistatic plane magnetic field is
were transformed into first one after the influence of thedlmost independent of temperature. But it is always smaller
pulse or alternating displacement field. We see that cRige  than the equilibrium domain structure period and this differ-
situated above lind and their difference increases with the ence increases with decreasing temperature. The decrease of
temperature decrease. The equilibrium SD structure arisd§e domain structure period can be explained by the potential
with the period determined by the dynamic energy of thebarrier between the most equilibrium state of the boundary
domain boundaries and the demagnetization fields becaug&d other metastable states, as well as by the influence of the
the spontaneous demagnetization takes place without the eRlane field. It is know?’ that the energy of domain wall
ternal magnetic fieldprocess develops after the end of cur- decreases more quickly with increasing field than the demag-
rent pulsé. Thus, we can assume that the SD period increasgeétization energy. It leads to a decrease in the domain struc-
is conditioned by the domain structure energy increase. Thisire period. The domain structure is frozen in one of the

Bloch lines are one of the sources of this increase. metastable states by a decrease in the plane field. The tem-
The density of the mean energy of the domain structur@erature is lower, the energy barrier is higher, and the differ-
with the VBL can be determined by the expres%ion ence in the periods from the equilibrium value is greater. The
_ 5 112 SD period-vs.-plane field dependence is shown in Fig. 4. The
o=0oo[1+(mho/5)"+(2Q) "1™ direction of the plane field change is indicated by the arrows.

where K, is the uniaxial anisotropy constantQ  The period-vs.-plane field dependence was measured at the
=H/4mM; is the quality factor;wAy=m(A/K )Y o
=4(AK,)*? are the thickness and the energy density of the

10
1800+ Q £
! 2 3
® / 2, o
O 1000} oo
- 3 // !
vy f 1 1 1
(POOARY v // / 4
200 ":!.\':‘?\‘@:‘:‘\‘t‘&\‘ﬂ(/y,//_ 2 150 200 T K 250 300
200 300 '
T, K FIG. 2. Temperature dependence of the SD period for different generation

methods in EIGF. Lines correspond tb—The method of the displacement
FIG. 1. The “static” and “dynamic” H-T diagrams of the VBL stability ~ field with low-frequency modulation;2—spontaneous demagnetization
in the SD boundarieghe VBL annihilation and generatidd—T diagran). method;3—method of the quasi-static plane field.
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FIG. 3. Temperature dependences of the VBL density and the bubble dg=|G, 5. Temperature dependence of the SD period for different generation
main collapse fields. methods in implanting EIGF. Line, 2, and3 are the same as those in
Fig. 2.

fixed temperature of 133 K. The upper curve contains the

large VBL quantity and corresponds to ligen Fig. 2. The  that the critical field of the VBL generation decreases with
lower curve contains the small VBL quantity and corre- decreasing temperature, in contrast with bhe T diagrams
sponds to line3 in Fig. 2. Thus, the magnetic microprofile iy Fig. 1 and thedH/d T derivative is different for in-plane
and the energy potential barrier account for the existence &fim hard axis and easy-axis. Thus, the increase of the easy
the metastable states with different dimensions at the SaMis tilt and orthorhombic anisotropy leads to a Change in the

temperature. VBL generation and existence domain as the temperature is
4. The same dependences of the SD period as a functiogered.

of temperature for different methods of creation was mea-  The presence of the compensation poigtin the film
sured in an implantetY SmC33(FeGasO,, film (see Fig. . |eads to cutting of the VBL existence domain near The

In this film the collapse field dispersiakH is not revealed. The VBL generation and existence domain is shown in Fig. 7
This fact can be explained in the following way. During for the (YGATm)5(FeGaL0;, film with T.=210 K. This ef-
spontaneous demagnetization of EIGF the Bloch lines ofect is connected with the magnetization decrease on ap-
loops are generating in the SD walls. They change the dyproaching the compensation temperature and with the de-
namic energy of the domain walls and increase the SD pecrease in the demagnetizing field by the EIGF spontaneous
riod. After termination of the film demagnetization the inho- demagnetizatioia small quantity of the VBL is generated
mogeneities disappear because they are unstable in the statigr investigating EIGF withT. the domain of the VBL
state and the SD period does not change because of the higiaple existence is limited by the “BletemperatureTy
potential barrier which prevents the domain generation agnd the compensation temperattifg with some deviation

low temperatures. AT from these critical points. UsuallyAT is in the range
Thus, the Bloch line generation and existence lead to app—_30 K.

increase in the domain structure period at low temperatures. 6, Thus, the increase of the plane critical fields of the
The magnetic profile and the energy potential barrier lead t§/B|. generation and annihilation in the SD boundaries, as

the existence of metastable domain structures with differenje|| as the considerable difference in its values takes place at
periods and increase the VBL generation and stability region

with decreasing temperature.

5. The influence of the easy-axis tilt and orthorhombic
anisotropy is illustrated in Fig. 6 for th€l10 orientation
(YBI)3(FeGas0,, film as the temperature is lowered. We see

FIG. 6. TheH-T diagram of the VBL stability in the SD boundaries of the
FIG. 4. The hysteresis of dependence of the SD period from the plane fieldYBi);(FeGegs0;, film. Line 1 corresponds to the easy axis; li@ecorre-
value. sponds to the hard axis.
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The model of a quasi-one-dimensional metal having antiferromagnetic order is considered. It is
shown that the electron spectrum undergoes dielectrization in the ground state,

accompanied by the emergence of a magnetic superstructure, i.e., spin densityS@¥8sIn

contrast to the triplet SDW observed in paramagnetic metals, the order parameter of SDW

in this case is singlet-type. The dependence of the dielectric gap in the one-electron spectrum and
the shape of the magnetic spiral on the commensurability parameter in a SDW is obtained. It is
shown that, upon a transition to the SDW state, the rearrangement of the system occurs in such a
way that its total magnetic moment remains equal to zero.1997 American Institute of
Physics[S1063-777X97)00309-3

1. INTRODUCTION ing transition. All these circumstances make SDW an ex-

It is well known that a decrease in temperature of quasi_trer_nely m_terestmg _ObJeCt _for theor_etlc_al myestlgatlons
hich are indeed being carried out quite intensiviely.

one-dimensional metals leads to second-order phase trand. h ditional h h bl i< based
tion to the insulating phase characterized by a complex order The tra 't,'ona approach to the SDW problem Is base
an analysis of the Hubbard model, using the mean field

parameter. The magnitude of the order parameter is the g : _
; oo pproach:?*°Such an approach provides a satisfactory de-
in the spectrum of one- electron excitations, and the phas '

fluctuations determine, among other things, the response fc'iPtion of the SDW formation in a paramagnetic metal.
the low-frequency range. The SDW order parameter in this case is a triplet and is

The metallic state of quasi-one-dimensional conductor@roPortional to the mean Fourier component of electron den-
is generally unstable. This instability is caused either by théy With momenta= 2kg . The lattice site spin of the mag-
interaction of conduction electrons with phonons having d'etic Spiral is determined by the difference in order param-
momentum= 2ke (Peierls instability, or electron—electron €t€rs with opposite electron spins. However, such a model
interaction with scattering processes involving a momentunfl0€S not exhaust all possible types of SDW since it does not
variation by +2ke [formation of spin density waves p_rowde_ any mformatlo_n about the stability of quasi-one-
(SDW)]. In both cases, the instability of the metal phasedlmenspnal_ metals which already possess a m_agneuc order.
results from nesting of plane segments of the Fermi surface Earlier, it was shown by Jstha'; a decrease in the tem-
upon a translation by the vectar2ke . The Fourier compo- Perature of a quasi-one- dimensional ferromagnetic metal
nents of the response function with vectar@k, diverge also leads to transition to the msulgtmg phase accompanied
logarithmically, thus pointing towards a spontaneous breakPy the formation of a spiral magnetic structure. A new sym-
ing of symmetry and the emergence of a new ground state. |etry of the SDW order parameter is formed in this case: the
the case of Peierls instability, the polarization operator comorder parameter is a singlet and proportiona{ag a_y, )
ponent diverges and the insulator emerges against the backherea,,, is the creation operator for an electron with mo-
ground of a lattice superstructure with a periotks . Inthe  mentumk and spingo.
case of SDW instability, the RKKY-exchange component In this article, we report on the first results of investiga-
diverges, and dielectrization is accompanied by the formation of SDW formed in a one- dimensional antiferromagnetic
tion of a magnetic spiral with the same peritgke the re- (AFM) metal. Apart from the purely theoretical interest, this
views in Refs. 1 and )2 approach is also interesting in view of the experimental

Recent years have been marked by a growing interestatd'? according to which a number of organic quasi-one-
towards the analysis of SDW in different materials, particu-dimensional metals possess AFM order above the point of
larly in quasi-one-dimensional organic salts with chargetransition to the insulating SDW phase. It can also be con-
transfer, such as(TMTSF,X (X=CIO,, PF etc), strued that, in the compounds considered in Ref. 3, one-
(MDTTF),X and (DMET),X [ X=Au(CN),],?>as well as in  dimensional SDW are formed in the metallic AFM matrix.

a number of HTS cuprates in which one-dimensional HTS  The identical nature of the origin of spin- and charge
chains are formed for certain dopant concentratibns. density waves suggests that the formation of SDW in an

An interesting feature of quasi-one-dimensional organicAFM metal can be analyzed by using a scheme close to the
metals is that they display nonlinear collective conductivityone used for the Peierls problem, which would trace the non-
in the SDW state, caused by topological excitations of therivial role of the umklapp processes that is usually masked
order parametérand by their nontrivial phase diagram in a in the Hubbard model. For this purpose, we shall use the
strong magnetic field*® It is assumed that one-dimensional Vonsovskii modél in which the electron—magnon interac-
SDW chains in the cuprate matrix obstruct the superconduction is introduced explicitly. It is found that the structure of
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the SDW order parameter is reminiscent of the one obtained . .
earlier for a ferromagnetic metal. In other words, the dielec-  a,,=— {W,(n)&*F"3+V (n)e kenal 2
tric state of SDW is due to electron umklapp processes in- 2

volving a spin flip and emission/absorption of magnons withyhereWw andV are smooth functions of the coordinata.
momenta+ 2k . The approach followed by us is also ad- The electron energy— momentum relation is linearized in the
vantageous in the sense that it can be used to formulate ﬂ?ﬁ?cinity of *ke, which corresponds to a replacement of the
field theory model of SDW suitable for subsequent investi-nite differencesw(n+1)—W(n), emerging in the second
gation of inhomogeneous, soliton, and polaron states of thgyym of Eq.(1) upon a substitution of formulag), by the
order parameter which probably play the major PSlim ex- derivativesdW(n)/d(an). In the following, we shall assume
plaining the experimental results presented in Ref. 3. that the atomic chain along which the electrons move is di-

The approach described above is used here to study th@cted along ther-axis, and hence carry out the substitution
ground state of a quasi-one- dimensional AFM metal. Wey .«

shall show that the one-electron spectrum in this state under- |, the averaging of Eq(1) over rapid oscillations, an

netic superstructure, viz., the SDW. The dependence of thgatisfied for metals and which assumes the following form

system parameters will be obtained for various commensu-
rabilities. It is found that the rearrangement in the system 2a8ke=m/My, (M >1). ()]

during a transition to the SDW state occurs in such a wayrhis condition differs somewhat from the analogous rela-
that its total magnetic moment remains equal to zero. tions used in the Peierls problem and in the problem of SDW
in a one-dimensional ferromagnetic metaf,since the unit
cell of a one-dimensional antiferromagnet contains two mag-
netic atoms. Formulé&3) can be represented in the form

In order to construct the theory of an SDW in a quasi- 2kp/Pg=1/Mj. @
one-dimensional AFM metal at low temperatures, we proHerePg= n/a is the size of the Brillouin zone of an antifer-
ceed from the traditional Hamiltonian in the Vonsovskii romagnetic chain. IfM; is a rational number, i.e., if

2. CONTINUAL MODEL OF A QUASI-ONE-DIMENSIONAL
ANTIFERROMAGNETIC METAL. SDW LAGRANGIANS

modef: Mi=M/M,, whereM andM, are integers 1 >M,), Eq.
(4) expresses the condition of commensurability of the SDW
H=—=A X (5S)eeamar +BY (a5ani1s phase in analogy with the Peierls pha&@n irrational M
n,o

oo’ corresponds to the noncommensurate case which will not be
considered here. In the commensurate case, we can consider

+h.c)=12> (Sh Shea), (1)  three possibilites M=2, M=3 and M>3 having

: Lagrangians of different structures corresponding to them in

wherea, anda,, are the operators of creation and annihi- the continual limit.
lation of an electron with spin projection at thenth site of Assuming thatS>1 (S is the spin of a magnetic atgm
the chains andsS, are the electron and atomic spin operatorswe present the atomic spin operators in Goldstein—Primakov
respectively) <0 is the integral of direct exchange betweenform, for which we introduce two sublatticesandd corre-
adjacent spins in the chaiB<0 the Bloch transport inte- sponding to even site® and odd site$ in the chain:

gral, andA the integral of exchange interaction between the - + b - .
spins of conduction electrons and magnetic atoms. Sn=S~CmCm,  Sn= V2San, S = \/Z_SCm '

For A=0, the model(1) describes a conventional one- z_ + +_ - _
. . . =—-S+d," d,, =y2Sd", =.2Sd. 5
dimensional metal with the electron energy—momentum re- S d S > d ©

lation w= —2|B|cosak (k is the electron momentum arad  HereS*=S*+iSY, while c,, ,c,, andd,” ,d, are magnon op-

is the separation between atomasnd a magnetic atom chain erators in each sublattice. In the ground state, the spins at
that does not interact with electrons and whose ground stateven sites are parallel, and at odd sites, antiparallel, to the
is assumed to be of the Betype. The onset of interaction z-axis.

between the electron and magnetic subsystems results in The specific nature of the one-dimensional problem en-
their mutual rearrangement, which can be studied expedables us to confine the analysis to magnons with momenta
ently in the continual model by averaging the microscopic= 2kg, since such magnons lead to a logarithmic singularity
Hamiltonian (1) over rapid oscillations with a period in the effective indirect exchange integfadnalogous to the
(ken) 1.7 A distinguishing feature of this procedure is that Cohn singularity in a one-dimensional electron—phonon sys-
characteristic scales much larger thar k;l over which tem. This explains the inapplicability of the RKKY
components of the order parameter change are formed belotlveory**~3for low-dimensional magnetic metals.

a certain temperaturéspyw<Ty. Hence the systerll) can According to the principles of the self-consistent field
naturally be defined in terms of large-scale fields attheory, we introduce the quasimeans of magnon operators,
T<Tspw- which are order parameters of SDW:

Following the procedure described by us earlfere . "
can represent the electron operators in the form (Coke) = V2INAET',  (c_z )= V2Npe”,
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(Do) =V2INA'e ™', (d_p)=\2INp'e",  (6)

whereN is the number of atoms in a chain, while the Fourier
components of magnon operators are defined by formulas

Cq=V2IND, €93mc, dq=\/2/N2| g iaaly, |
m

Cm=\/2/N§q: g damg, | d|=\/2/NEq dald,, (7

whereq is the magnon momentum. It follows from E.)
that formulag6) and(7) lead to anomalous means of deriva-
tives of electron operatoﬁa;gakﬂkF o), 1.e. to the singlet

order parameter of SDW. Retaining in Eqg) terms with
g= =2k, we obtain in terms of paramete(®) the expres-
sion

Cm=A exp(—2ikpam—ig)+p exp2ikpam+ig),
di=A’" exp(2ikpal—i¢’)+p’ exp(—2ikpal+if").

Form=2g andl=2g+1, it leads to the following expres-
sions for the lattice site spin components

S5y=S—A%—p?—2Ap cog8krag+e+6),
S3y= V29[ A coq4krag+ @)+ p cogdkeag+ 6)],
She=— 25 sin(4keag+ ) —p sin(4keag+6)],
Sgr1=—S+A'2+p'?+2Ap’ coddake(2g+1)
—¢'=0'],
S5g+1=V2S{A’ cog2ake(2g+1)—¢']
+p’ co§2ake(2g+1)—0'1},
SYg1= — V2S{A’ sin2ake(2g+1) - ¢']
—p' sinf2ak:(2g+1)—6']}.

As a result of the above transformations, the Hamiltortign

)

+p' expiT,0")] x—hg,
(10)

A
,y:Z (A/2+p12_A2_p2)’

hG:|||S{A2+p2+AI2+p,2+2 cos %.k,:[AA'

Xcoge+¢')+pp' cog6+0')]};

+ A— .
Lu=s=Lm>st 4 d{dp7, exflir(e+ )] A'p' 7,

, A
xexg —ir(e'+0")]}x— 7 x{Ap7,
Xexgit(e+0)]=A'p'1,

xXexd —ir(¢'+0") ]} (11

Here, L is the Lagrangian densityh, is the Heisenberg
Hamiltonian densityp = 2a|B|sinak:, 7 are the Pauli ma-
trices, ¢ and y are spinors formed by components of the

operatorsa, (y=¢" 7, x=x"7y):
1 (WT 1 (Wl)

i v AT a
While writing formula (9), we took into account the condi-
dsz:w/aI —deF, which gives
CZkF:C,ZKF, dsz: _dfsz for kF: 7T/4a(M = 2), or, if we
take into account Egs. (6), A=p, A'=-p’,
0=—¢b0' =—¢'.

The upper sign in formul&l1) corresponds to the case
ke= 7/6a and the lower one to the cake= 7/3a. It can be
seen from formula¢ll) that forM =3 the Lagrangian has a
more complicated structut@ondiagonal in spinorg and y)
than for other commensurabilities. This constitutes a separate
problem which we shall not discuss here since the main laws
governing the transformation to the SDW phase have been
studied extensively foM =2 andM>3. The Lagrangians

(12

tion  Cok+ m1a= Cak,s

in the continual limit has Lagrangians that can be represente®) and (10) for these commensurabilities correspond to the

in the following form for various commensurabilities
(h=1):

Lu—2= i 70+ (vedy—iy) 7+ AVSI2
X[A exp—it,p)+A" explit,e') ]}
+x1{i x0T (VEdy+iy) 7y
+AVIZA exp(i )
—A" exp(—i0") ]} x—hg,
y=A(A'2—A?), hg=4|I|S(A%+A"?);

9

i ) A
LM>3:E{ITX(91+(UF&X_I‘Y) Tyt > VSI2[A

lﬂ+jl 'Txﬁt

A
+(vedgtiy) Tyt > VS p exp(—i7,0)

Xexp —iT,p)+A" explite’)]
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well-known model of the type o) (1)®U(1) chiral model

in the Gross—Navier quantum field thedfyThe following
sections of the present work will be devoted to the investi-
gation of SDW ground state in the systems described by
them.

3. ELECTRON SPECTRUM AND GROUND STATE ENERGY
OF SDW

In the ground state, the quantitie\, A’, p,
p', e, ¢, 6,0 in (9 and(10) are independent of the co-
ordinate, and the equations of motiofL/d¢y=0 and
dL/dxy=0 assume the following form:

for M=2
i g+ {AVSIZ[(A cosp+A’ cose') 7+ (A’ sin e’
—A sin@) 7 | +iTpEdyt+ yT =0,
i gy +{AVSIZ[ (A cose—A’ cose’)r+ (A’ sing’
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+A sin@) 7 ] +iTupdy— y74x=0; (13
igp+{(AI2)VSI2[ (A cose+A’ cose’ )7y
+(A" sing'—A sin @) 7 ] +iTved+ y7,} =0,
i 9 +{(AI12)\SI2[p cos 6+ p’ cos b’ )+ (p’ sin 6’
—p sin )7, ] +iTped— y7}x=0 (14

for M>3.

Representing the Fourier transformation for electronic

operators in the form

1 2 —ikan
e Ak

ana':\/_ﬁ -

1 . .
— E e i(k= k,:)aneflk,:ana;

N= 7

+ E e i(k+kp)ang kFanakU
k<0

(19

and comparing the expressiofib) and(2), we obtain

W, (n)=+2IN D>, e iQang,
k<0
(16)

V,(n)=2IN kE g iQang,
>0

whereQ=Kk+kg for k<0 andQ=k—kg for k>0. Express-
ing formulas(13) and(14) in terms of the component46),

we obtain expressions for four lower branches of the electron

spectrum for the time-independent problem:

wk>0d:] —V(eQ+y)?+ By,

Wy<0,1 =

(17)
Wy ; =
wkjglz]—«va—wzwz.
Here, forM =2
(k=¢+¢' ,k'=0+0")
A%S
Bio=— (A%+A'?+2AA’ cosk) (18
(k=¢+¢' ,k'=0+80")
and forM >3
A’S )
Bl:?(A +A’2+2AA’ cosk),
(19

AZS 2 12 ’ ’
Ba=—g (p™+p'"+2pp’ COSK').

Since the conditionwy-.q,= wx<o, Of joining of branches
must be satisfied fok=0, we can write3,= 8,= 8. Conse-
quently, spectrun{17) contains only one gap,=+/3 as
shown schematically in Fig. 1.

FIG. 1. Electron spectrum of the systdf) in the SDW state fory>0.

Na

W= 5 (et Vet Bt (o= )

< (e 777 B+ 6 n al,
a=p \(or T 97T B or 7]
X[V(ep—y)°+B+er— 7],

wheree-=uvkg is the electron Fermi energy. Expansion of
(20) in small parametera?/S<1 andASer<1 gives in the
lowest approximation the following expression for the total

energy of the syster(l) (81=8,=/):

(20

Na 4g2
E=W+Nheg=~—— s§+§ 1+|n7F)

TF 21

~F he|. @1

In the case of double commensurabiliti E2), the
joining condition for formulag18) has the form

AA' cosk=0, (22

while the energy21) becomes a function of only the param-
etersA and A’. The necessary conditiondE/9A=0 and
JE/JA" =0 lead to the following relations:

A(In Ailzz—Z)\>=O, A’(In 41%—2)\)20, (23
B B
where
8mvg|l]
- (24)

The total energy of the electron subsystem is determined
by integrating formulag17) over the spectrum, and has the In all three cases following from the joining conditig@2)
form (A=0, A’'=0, cosk=0), the solution of Eqs(23) gives the
698 Low Temp. Phys. 23 (9), September 1997
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same value oB=4s§ exp 2. Hence the energ§21) is also

the same for the three cases and has the value

Na
E=—
TUE

eZ(1+2e M), (25)

The spin configurationé8) corresponding to the energy ]
(25) are different for the cases mentioned above. This degerﬁzg) for A

eracy is removed by taking into account the terma®/S?

in (1). This leads to the following correction to the Lagrang-

ian (9):
SL=— AV2/S[{y(A3e 179+ A3 T¢ ") y+ Y (A3 T2
_A/3 —iTZ<p/ —5h ,
e )x} G (26)
shg=161|A2A"2.

This leads to the solution

8¢2 8ep )2 3
A2=—F e—ZX[l—( SF) (2x——)e—2X . (32)

AZS ‘AS 2

Using formulas(31) and (32), we can express the energy
=0 in the form

E =— 1+2e 2 —(2\—1) Ber Ze*4X
Ar=0 AS '

(33

a 2
— &f
TUE

For A=0, we can easily obtain in the same way an ex-
pression for the energi,—_o which coincides exactly with
EA’IO'

For cosk=0 (A,A’#0), Egs. (30) will be compatible
only if A2=A'?, i.e., y=0 [see formula9)]. This leads to

The introduction of the correctiof26) leads to the same o following relations:

form of the expressiofl7) for the electron spectrum, but to

different values of3; and 3,:

A%S
Bro=— (A*+A'2£2AA" cosk)—2A[ A%+ A"

+AA'(A%+A'?)cos k]. (27

It follows from this expression that the joining conditi(2R)
remains the same and gives
= + ”
B=pBot B 28)
A2S
BOZT (A24+A'2), B'=—2A%(A*+A'%).

The total energy of the system can be represented to withi

terms of the order oA%/S? in the form

Bot ' Aot

Na
—_— n R
2 Bo

TUE

g2+ Y2+ Bol2+

TUE
- T (hg+dhg)|. (29

Taking into account formulag®), (26) and(28), we can
present the necessary conditions for the minimum of energy

(29) in the form

A A2 8ef 3A%—-A*
(S_S )nAZS(A2+A12)+4 A2+A72
—2>\(S—4A’2)}=0,
(30)
8s2 3A74—A*
A'[ (S—8A'?)In

ATS(AZIA?) Y ATFA?

=0.

—2\(S—4A?)

For A’ =0, the above expression assumes the form

I SE 2 487 4N—3 31
N azspz =Mt g (A3 (D
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2 2
N2 ontat (2n-1)
AZSA? S :

2
A2:48F e 2

48|: 2 N
1—(E) (2r—1)e

Using the expression&4) and (28), we can write the
energy(29) in the following form forA,A’ #0:

2
1+2e 2~ A (SSF) e““}
5 .

_ 2
Eaarz0=— €F AS

UF
(35

A comparison of formulas(33) and (35 shows that
EA:(): Ea—0>Eaar+0, Since A>1. Consequently, the
ground state of the systett) for M =2 has a corresponding
SDW with energy(35) and with a value ofA?=A"? deter-
mined by formula(34). The gap in the electron spectrum is
defined by

AOZ \/E: 28|:e7>\ 1—X\

2
%) e”}. (36)

For other commensurabilities, it is sufficient to consider
the energy to within terms of the order af/S in order to
obtain the ground state of the systdft). To simplify the
problem, we observe that formu(@) gives

+ _ At + _qt
Cok Cok, = C ok C-2k. @Nd dy dp =d 5 d_py,

whence we obtaih?=p? andA’?=p’2. Together with the
joining condition, this leads to the following expressions for
M >3 [see formulag10) and(19)]:

A%S
B=—45" (A2+A"2+2AA’ cOSk),
he=2|1|S(A%+A’2+2AA" cosk cos 2kg), (37)
AA’ cosk=pp’' cosk’.

Thus, the energy21) becomes a function of three variables
A, A’ and «. This leads to the following necessary condi-
tions for the energy minimum:
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2
48;:_

B

2
48,:_

B

2
48F

B

where \ is defined by formula24). The last of Eqs(38)
leads to three case&=0, A’=0, and sirk=0 (the case
In 48,2:/[3:47\ cos Aake does not satisfy the first two equa-
tions in(38) for A, A’ #0).

For A=0, we obtain the following solutions fror(88)
by using(37):

(A+A’ cosk)ln AN(A+ A’ cosk cos Akg)=0,

(39

(A"+A cosk)ln AN(A'+ A cosk cos Akp)=0,

AA’ sink|In 4\ cos Aakg | =0,

z
A
Using (37) and(39), we can represent the ener(@l) in the
form

cosk=0, A'?= (39

— Na 2 — 4N
Er—o= p— er(1+2e ™). (40

Considering the casé’ =0 in an analogous manner, we
f|nd thatEAr:O: EA:O'

For sink=0[cosk=(—1)", p being an integdr elimi-
nation of the first two equations i(88) givesA’'=A(—1)P.
Using this relation and formula&7), we arrive at the fol-
lowing solutions of Eqs(38):

8 2
EF
A"=gzs

Using this relation, we can present the ener@l) for
sin k=0 in the form

—4\ cod ak,:_ (41)

Na
Eginx=0=— 71-_1)': 8,2:(1+ 2a 4 cod ak,:)_

(42

It follows from a comparison of expressio)) and(42) for
energy thatEg,,—o<Er-o=Ea/—¢- In other words, the
ground state of the systeth) for M >3 has a corresponding
SDW with energy(42) and an electron spectrum gap

A0:28F972A CO§ akF. (43)

\ /)
1\2/34‘)6/7;(

FIG. 2. Spin structure of the SDW ground state fbr=2.

Y

Sigs1=+2V2SA(-1)9" " cos g,

yi1=F22SA(-1)9" " sin o.

Here we have considered the fact that according to the results
presented in Sec. 3A'=*A and ¢'=-—¢+(7/2)

X (2 f+1) (f is an integerin the ground state of the system
with a double commensurability. The quantityin (44) is
defined by formulg34), while the phase remains arbitrary
and is fixed only in the presence of anisotropy in ¥
plane. The staté44) corresponds to the enerd85) and is
presented schematically in Fig. 2.

For M>3, the following relations are satisfied in the
ground state of the systenfl): A’=A(—1)P, cosk
=(—1)P, p?=p'?=A"%2=A? (see Sec. B Together with the
joining condition(37), this gives

p'=p(—1), (45)

Using these expressions, the spin compong8)jtsan be rep-
resented foM >3 in the form

St=2SA[cog 2kran+ @) = cog 2kgan+ 6)],
S!=— \2SA[sin(2kcan+ ¢) ¥ sin(2kean+ 6)],
Si=(—1)"{S—2Aq1+cog4ksan+o+6)]}.  (46)

Here, the quantity\ is defined by formula41l), while the
upper and lower signs correspond to the casesA and
p=—A, respectively, If desired, the relation betwegmnd

p=*A, cosk'=(—1)".

Sincey=0 for all commensurabilities considered above, thed in (46) can be obtained from the condition of minimum

spectral branches for electrons with opposite spins shown ilcommensurability energy” which is a phase-dependent
Fig. 1 collapse and the magnetic momentum of the electrogorrection to the energy21) arising when the magnon an-

subsystem in the ground state of the SDW remains equal tbarmonisms are taken into account in the Hamiltor(ian

zero like in the initial metallic state.

4. SPIN STRUCTURE OF THE SDW GROUND STATE

In the ground state of the systefh), the spin compo-
nents defined by formula®) assume the following form for
M=2:

§=(~1)"(S-442),
S5y=2\2SA(—1)9 cose,

sgg:—zJZ—SA(—l)g sin ¢, (44)

700 Low Temp. Phys. 23 (9), September 1997

However, as in the caskl =2, one of the phases still re-
mains undetermined in the absence of anisotropy in the
XY-plane.

Thus, for all the commensurabilities considered here, the
ground state of SDW corresponds to the spiral struct{#és
and(46) emerging in the magnetic subsystem. The period of
these spirals is determined frof6) asIl= n/kg or, if we
take(3) into consideration, al =2Ma/M,. Forkg= w/4a,
the period is equal toa& as shown in Fig. 2.

It also follows from(44) and(46) that all components of
the total spin of the magnetic subsystem vanish in the ground
state of the SDW for the approximation of averaging over
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rapid oscillations with a periodkgn) ~1. Together with the  *E-mail: rozhavsky@ilt. kharkov.ua

results obtained in Sec. 3 for the electron subsystem, this
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The conductivity of metallic magnetic multilaye(8IML ) in which the thickness of the
ferromagnetic component exceeds the Larmor radia charge carrier trajectory in the field of
spontaneous magnetic inducti@n but is smaller than their mean free paths studied

theoretically. It is shown that, if the electron scattering at the boundaries is negligible, the MML
conductivity o, at right angles to the fiel® depends significantly on the probabili§y of

tunneling of charge carriers from layer to layer, as well as on the ratio of radinsl thickness

d of the nonmagnetic metal layers. A considerable decrease in the value whon a

transition from antiferromagnetic to ferromagnetic ordering of spontaneous magnetic moments is
predicted if the probability@>d/l, r/l. The trajectory effects change the anisotropy of the
conducting properties of MML in the plane parallel to the boundary. 1997 American Institute

of Physics[S1063-777X97)00409-X|

1. INTRODUCTION the well-known fact that the cross-sections of scattering of
charge carriers with different by impurities are differeritin

Conducting multilayers, which are periodic systemsview of the dependence of the density of electron states at
formed by alternating layers of different metals or semiconthe Fermi surface on-.*
ductors, are widely used as elements of modern microelec- A comparison of theoretical calculatichs with the ex-
tronic devices. This accounts for the growing interest to-perimental results shows that GMR can be described quite
wards the investigation of their electrical properties. Theaccurately by using Boltzmann's kinetic equation for semi-
main feature of electron transport in multilayers distinguish-classical electron distribution functions with boundary con-
ing them from bulk conductors is the interaction of chargeditions in which the probability of scattering of charge car-
carriers with the internal boundaries, which affects signifi-riers at the layer boundaries depends on spin. It should be
cantly the dependence of the kinetic coefficients on layepbserved that the theoretical workmentioned above are a
thickness and external fields. Magnetic multilayé&vML ) generalization of the Fuchs—Sondheimer theory of thin-film
whose periodic structure contains a ferromagnet as an eleonductivity®!! to the case of MML, and do not take into
ment(see the review in Ref.)Wdisplay especially interesting account the spontaneous magnetizatibyof a ferromagnet,
properties. Giant magnetoresistan@BMR), involving a  which is responsible for magnetoresistance in an internal
sharp decrease in the sample resistaisometimes exceed- magnetic fieldB=47M; (see, for example, Refs. 12, )13
ing 100%) in a quite weak magnetic field is without doubt Such an approximation is fully justified for quite thin
among the most striking and significant effects displayed byF-layers whose thicknes is much smaller than the char-
MML. GMR was observetifor the first time in the MML  acteristic radius of the charge carrier trajectory in a field
Fe/Cr, and investigated subsequently for quite different comi r is comparable with the thicknesd; (for example,
binations of ferromagnetic and nonmagnetic metals. B=2.5 T for Fe at room temperature, ands of the order of

As a rule, the MML having an antiferromagnetic struc- 10~ 4—10"2 c¢m) but smaller than the electron mean free path
ture (spontaneous magnetic momeMs in adjacent ferro- |, we must take into account the “intrinsic” magnetoresis-
magnetic(F) layers separated by a nonmagné€hig layer are  tance of MML.
antiparalle] display GMR. This structure is determined by In this work, we describe the results of theoretical inves-
the thicknessl of the N-layer and is formed as a result of tigations of the effect of internal magnetic fiedon electron
indirect RKKY interaction between the F-layers. The appli-trajectories, which is manifested in the conductivity of
cation of a magnetic fiel@, parallel to the boundaries of an ferromagnet-based MML. This effect may be due to a sig-
MML leads to an alignment of magnetic momeri; in nificant variation of the dynamics of charge carriers colliding
F-layers along the vectd,. At the same time, the sample with the boundary in a field, just like the emergence of
resistance decreases significantly. The most well-foundestatic skin effect in thin films caused by electrons “hopping”
hypothesis about the origin of GMR can be the assumptiomver the surface under the action of a magnetic fiéfd®
about the dominating role of electron scattering at the interThese ballistic effects, which are extremely sensitive to the
nal boundaries which depends on the spih? It is based on  mutual orientation of the electric curreivand magnetization
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A

Ms, may be manifested as anisotropy of GMR. We shallin a ferromagnet. . _
show that the experimental investigation of the MML for ~ The general solution of Ed2) is the function
various angles between the vectdrsand Mg can provide ¢ .
information about the probability of tunneling of charge car- wi(")(X,p)ZFi(”)[X—Xi(t)]eXF{ _ )+f dt'vi(t")
riers through the boundaries. To A
A consideration of such trajectory effects in ferromag- vt
nets with a domain structute™® made it possible to explain % E[X_Xi(t)ﬂi(tr)]exp( ) ®)
the negative magnetoresistance observed in them. T

o

in which the quantity\ <t has the meaning of the moment of
the last interaction of an electron with the boundaryxs,
and\ is the root of the equation

Let us consider an infinite periodic system consisting of
alternating layers of ferromagnetic and nonmagnetic metals.
The boundary between the layers will be simulated by an

ideal plane(in real systems, the width of the transition layer

does not exceed 10A as a rulén electron having spinr  Cl0sest tot. The values of the functiorEi(.”_) should be de-
colliding with this plane has a probabiliQ, of tunneling ~ fined with the help of the boundary cond|t|8r3r§_cor_1necpng
into the adjoining metal without scattering, or a probability the distribution functiony{?) ., of electrons falling in théth
P, of specular reflection. The thicknesskandd; of the N-  layer on the interfac&=x, with the distribution functions of
and F-layers are assumed to be much larger than the de Broharge carriers incident on the boundary from the same layer
glie wavelength of electrons. Combined with the fact thaty(2")_; or the adjacent layep(", ) .
magnetic quantization of the energy spectrum of electrons in " on
a ferromagnet can be o_Iisrega_rded for real values _of sponta- (/,m) —o(X,p) = Pgrglfi(f;ILo(x,p’)+Qgrr<//f<‘,’:)>o(x,p”),
neous magnetic inductioB, this allows us to confine the " " " (5)
analysis to the semiclassical approximation while calculating
the conductivity of MML. Analyzing the role of trajectory whereuv;, , is the projection of the velocity; on the inward
effects, let us consider the case when the widthof the  normal to the boundary of théth layer. The momenta
F-layer is much larger than the characteristic Larmor radius p, p’, p” are connected through the conditions of conserva-
of electron trajectories in the fiel (r<d¢<I). The induc- tion of energy and their tangential component relative to the
tion By of the external magnetic field required for transfer-plane x=x,. In the case of MML with antiferromagnetic
ring the system from the antiferromagnetic to ferromagnetiorder of spontaneous magnetic momets, the conditions
state is assumed to be quite low. Consequengbr, |, and o=0'=—0¢" ando=— ¢’ =0¢" must be satisfied for elec-
its effect on the orbits of charge carriers can be disregardettons flying into the F-layer and for charge carriers falling
(ro=cpg/eBy, pr being the Fermi momentumFor ex- into the N-layer, respectively. If the momemds, are parallel
ample,B=2.5 T for Fe, while GMR is observed in the Fe/Cr (ferromagnetic order in MM), we should pur=0'=0".
system in fieldsBy=0.1 T. For “bulk” electrons in F-layers, the value df{”) is

In order to compute the electric current in MML for a obtained by requiring the periodicity of the function
given potential difference across the endfaces of the samplg(?)(t)= y{*)(t+T,,) (T, is the Larmor periog
(y,z—), we must solve the kinetic equation for the elec-  The boundary conditio5) is valid if there is no diffu-
tron distribution function linearized with respect to the elec-sjve scattering of electrons at the boundaries, i.e.,

2. MAGNETIC MULTILAYER MODEL AND COMPLETE
SYSTEM OF EQUATIONS OF THE PROBLEM

X=Xj(1) =Xs—=X{(N); xi(t)=jtdt’vxi(t’). (4)

tric field E: P,+Q,=1. If scattering does take place, the right-hand side
Jf of Eq. (5) acquires terms associated with the normalization
fD(x,p)=fo(g)) — — ¥ (x,p). (1) of the chemical potential of reflected and tunneling
oei electrons’! Consideration of the weak diffusivity of the
This equation has the following form in theapproximation boundary P,+Q,=1-p,,p,<r/1<1), which violates
for the collision integral in the bulk of the sample: the ballistic motion of electrons causes just a slight decrease
PRC T in the trajectorial contribution to the conductivity of MML.
—+ —ev-E (2)  Note that the real boundary effectively scatters charge carri-
ot To ers colliding with it at fairly large angles, while the reflection
Here, e is the electron charges;, p andv; are its energy, ©f electrons at small incidence angles is nearly specalar.
quasimomentum, and velocity in thgh layer, fo(e;) the The electric fielde= —V ¢ is obtained from the electro-

Fermi distribution function, the-axis is at right angle to the heutrality condition

interface, andr, is the mean free time of electrons with spin d

o. As usual® we have introduced in Eq2) the timet of > f 9% %7 (x,p)=0, (6)
motion along the trajectory, defined &sx/v, in @ nonmag- Ui

netic metal and . .
where dSp is an area element at the Fermi surface, and

t—c/eB | do.s vi=|v;|. Itis obvious that in view of the homogeneity of the
—cie Px/Vyi problem in the boundary plane, the potential
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FIG. 1. Electron trajectory for ferromagnefia) and antiferromagnetito) structure of multilayer.

@(r)=—yE,—zE,+ ¢1(x), and Eq.(6) can be used for de- \{) and\{ are two successive instants{{! <\ {’) of col-
termining the field componeri,(x) at right angles to the lision of an electron with the sameé k) or different (

boundaries. #k) boundaries. The quantitiea!?) and ¢{” have the
meaning of the probability of an electron moving without

3. SOLUTION OF THE KINETIC EQUATION AND GENERAL scattering in the bulk over the corresponding segment of the

EXPRESSION FOR ELECTRIC CURRENT IN MML trajectory and the energy acquired by this electron in an elec-

] ] ] tric field over this segment. For charge carriers moving in
For ferromagnetic and antiferromagnetic structure of¢josed Larmor trajectories in the bulk of the ferromagnet, we
MML, which is preserved along the characteris#¢ of EQ.  ghoyld put\ = — o in formula (3). Their contribution to the
(2), the functionF{*) assumesfor a giveno) four values  ¢yrrent can be calculated easily by using the well known
Fi¢) (i,k=1,2), each corresponding to the motion along amagnetic conductivity tensor for an infinite metal.
certain segment of the trajectofyee Fig. 1a and)bSubsti- The current produced by electrons colliding with two

tuting the solution in the forn§3) into the boundary condi- adjacent MML boundaries can be presented in the form
tions (5), we arrive at a system of eight algebraic equations,

whose solution can be written in the form l,=219+1%, a=y, z (14

F{=D Yol [P,GY +(Q2-P2) ol oy AL wherel; is the current passing in the boundary region of
) . , , width 2r (r =cpg/eB) in the F-layer:
oAyl A 50,

) 6382 Jd fT”’de \ fTHdt
+Q,Q, 07 al ) i#k; 7 L= 7R < Pz 0 vy (M) 0

I
t t
[
A

for parts of trajectory lying in the F-layer, and

A
xe(t—x)vai(t){Fg‘? exp(

Pl =D Hol6L1Q, + ol 1AL A" z

+oll 'GAIY+ Qe Jald AT i #k. Xvi(t')-E ex;{t _t)} (15

(8) g
for parts of the trajectory lying in the N-layer. andl; is the current in the N-layer:
Here, (@ 2e22 J ds, o ) [ —

o’ o [ o’ o’ o). = — —Uyj)Vail V- o iTo
DZGE( )Gi( )_ai(k)a(ki )AE( )Ai( )' (9) 27/ - v Uxi)Uai) Vi ET UxiT
G=1-P,al"; (10 d

, X|1l—ex — (vi-ET,—Fq) 1, (16
AD=P, +(Q%2-P2)al”; (1 xiTo
NUENG wherep, is the momentum projection on the direction of the
ai(lf):eXP( t "2 ); (120  magnetic fieldB. While writing the expressiofi5), we used
To Eq. (4) to go over from integration over the coordinateo

® N integration over the collision instants Formula(16) de-
GDi(lf): ﬁ_z dt’'v(t')-E exp( 2 ); (13) scribes the doubled electron current with negative velocity
¢ T viy . It can easily be verified that, in view of the symmetry of

o
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FIG. 2. Electron trajectory in the momentum space for ferromagiatiand antiferromagnetito) order of spontaneous magnetic moments. Pdirdad 2
correspond to the motion at a constant velocity in the nonmagnetic layer.

the problem, the contributions from charge carriers withis the cyclotron frequency, and* is the effective mass. For

vix>0 andv,<0 to the conductivity of the N-layer are the instant=0, we chose a point on the Fermi surface cor-

identical. responding to charge carriers moving parallel to the bound-
Formulas(15) and (16) are valid for any form of the aries(Fig. 2). In this reference system, the “instantﬁ"li,)2 of

Fermi surface of charge carriers. While calculating the curcollisions are defined as

rent in the MML in the following analysis, we shall use the W ( @ @

frequently employed model of a compensated metal with A1 =—A AT =A7=A0 A=Ty—A;

identical quadratic isotropic energy—momentum relations for )

electrons and holes. Naturally, such a simple model does not (Tu=27/Q); (18)

take into consideration a whole range of very fine effectsor the ferromagnetic structure of MML, and

associated with the existence of a contact potential difference

at the boundaries, peculiarities of electron tunneling dueto a  A{P=AP'=—x; A\HM=2@=\. (19

difference in the Fermi surfaces in magnetic and nonmag- . .

netic metals, etc. However, this model makes it possible 60" the antiferromagnetic structure. _

find the explicit form of the dependence of current on the L€t us first consider the current flowing at right angles to

thicknesses! andd; and the magnetic inductioB, and pro- the vectorB and present it in the following form by using

vides a qualitative description of the conductivity of an formula(14):

MML with an arbitrary closed Fermi surface just as in the _ (F) (N)

case of a bulk conductor. The condition of compensation y=l4oyy T+ oy, dIEy, (20

(equality of concentrations; of electrons andh, of holes  whereo{) is the conductivity of the boundary region of the

allows us to neglect the Hall components of the MML con-F-layer, ands{) the conductivity of the N-layer. In order to

ductivity and to disregard Ed5) for the fieldE, which can  pay special attention to the effect of the boundaries on the

be solved only numerically. Note that the strict equality conductivity of MML, we can present the expression for

ny=n; which is quite normal for nonmagnetic metals is not 5(*:N) for the case when the bulk relaxation frequencies in
satisfied for pure ferromagnets. However, it was shown bythe layer are identical,= 7,/ = 7,»= 7):

Kaganov and PeschangRythat so far as the galvanomag-

netic properties are concerned, a metal for which the inequal—(p)_gﬂ 0o 309 ¥ E f”d .

ity |n,—n,|/(ny+ny)<r/l is satisfied behaves like a com- 7YY ~ 64 1+ 42 " Tor 1+92 < [, % sine
pensated metal. Such a situation can be expected, for

. . 1
example, in 4-ferromagnetic metals. XJ du(l—u2)3’2D‘1[a11 COS @+ Y(2—ay)
-1

4. MML CONDUCTIVITY PARALLEL TO THE BOUNDARIES : . '
xsin ¢]{sin ¢[2Q,A5"+Q, (2= Q,a5))
In the model of spherical constant energy surfaces, we

obtain the following expressions for the components of elec- +(2a;,-a3,)(2—3Q,)AY ' 7 Q,Q, (1—ay,)
tron (hole) velocities:

(hole) X (2~ a5) ]+ c0S 9721Q,

vy=—v, SinQt; wvy=v, cosQt; v,=p,/m*, (o) (")

(17 X[2A)7 '+ Qgrazn—a Ay 1} (21
where 1
oN =g +i&2 "de sin @ cos du(l
v, =(Um*)(pF—p)"%  Q=(le|B)/m*c I - I Ak A B
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—u2)¥2D~1a .y sin @[Qo(Z—au)A(z” ) magnetic metal, but still the ballistic motion of electrons
does not lead to a connection between F-layers because of a

FQ,(1—a)(2—ay)Al”] large thickness of the N-layer:
ril 1
- 72 COS(P[QUQU’(a11+ a22) + (Qa’+ Qo” U;';):UoT (Q— + Q—>, o*a’ (273)
—3Q,Q,/)a82— er’a12a22A§LU)]}1 (22 ) 3r
where Iyy =%\ 1~ 54 279
D:Qo-allA(2(r,)+Q(r’a22Ag_o)+erQ(r'allaZZ_(2a12 3. Q,>r/l,d/l. In this case, the boundary is practlcglly
transparent to charge carriers, and the dominating role in the
- aiz)A(l‘T)A(z"') : conductivity of MML is played by periodic trajectories inter-
secting two F-layers. The nature of these trajectories depends
A7=Q,+(1-2Q)a;i; y=Qr, on the direction of the magnetic fieBl in F-layers because
. B ) —.. of which the asymptotic forms of the conductlwtleé;,y
ai=1—exp(—(d/l) sin y1-u%); are found to be quite different for different types of magnetic
I=per/m*; oo=(ny+ny)e?r/m* order in MML.
is the conductivity of the bulk metal. For an MML with Tr;e _ferromagnetlc structure of MML is characterized by the
ferromagnetic structure, we should choose the upper sign jffiations
formulas(21) and(22) and putoc=o"':
oy, =70,
ap=l—exp—2¢ly); axp=l—exp—2(m—¢)ly). o
@3 r 3 rd
The antiferromagnet structure of MML corresponds to the 53 (17Q0) 7+ 75 83Qs—=2) 1z d>r,(289
lower sign ando#o': X
3 (1-Q,)r der- (28b)
ay1=az=1-exp(—2¢/y). (24) % qQ, I %"
The condition of strong magnetic field=1/r>1 allows us 3r
to expanda;; up to the first nonvanishing term, and we shall 1- 3d" ds>r, (293
treat these quantities to be small and of the ordey of. oV~
. . e - . yy 0 3d | (1_Q(r) r
In spite of a number of simplifying assumptions, the ™ _ d<r (290
expressions(21) and (22) remain quite cumbersome. We mr d Q, I’ ’
shall present below their asymptotic forms for the most "Nwhile for the antiferromagnetic structure of MML we can
teresting cases. write
1. Q,<r/l. For such a low tunneling probability, there are .
practically no electron trajectories passing through two 1_21 dsr (308
F-layers, and the conductivitiegy,") are independent of the (Fle g 10d’ ’
mutual orientation of magnetic momeri: Tyy =790} 9
=g, d<r, (30b)
. 3 L 32
3_Zg_§(Qa'+Q(r’)7921 . 3r
o Fl=gd Q,<dll, o#*do’ (253 1-5q 9n (319
vy 0 (N
9 1 d _ Gy =90) 4d (1) 1
k:g_zg_ﬂggl, Q(r>d/|: (25b) \;FIH(H +;gl, d<r. (31b)
(3 | 92 It is well known that the bulk conductivityr, , of a
1- 176(Q Q) /[ 1- 5], in a direct i
16 d 2 (263 compensated metal in a direction perpendicular to the mag-
oN=gol Q,<dll, o#o’ netic fieldB is given by®
3 Q +Q A\ d | 2
22 =) Znl = sd/l: 26b r
2 ( Q,Q. ) | '”(d>’ Q>dil; (26D m:cro(l—) for r<l. (32
whelre Hence, for thicknessa$<| of the F-layer, the main contri-
_ ; : . _ai ) bution to the MML conductivity comes from the N-layers
=—[3Si(m)—Si(3m)]; =Si(2); .
g 4[ (m=Si@m];  g1=Si(2m) and the boundary region of the ferromagnet.
3 _ Using formulas(15) and (16) to calculate the current
g2=7 [Ci(m)—Ci3m]+In 3) flowing along the vectoB in an MML, it can be easily

verified that
2. r/1<Q, <d/l. These inequalities mean that charge carri- N

ers freely penetrate the nonmagnetic metal from the ferro- 02z =02z =00 (33
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for any value of the tunneling probabili,, . the boundaries for which=I. Conversely, the conductivity

of the F-layer even becomes slightly higher since almost all

of the 6n=(1/r)Qn electrons tunneled through it return, and

the difference between(") and o is associated with a de-
Let us now discuss the analytic results for conductivitiescrease in their effective mean free path by their gi@ in

o,V (formulas (25)—(31)) obtained with the help of the the N-layer[see(25b)]:

exact formulas(21), (22) (within the limits of the modsl d

using the concepts about the effective number of charge car- U(jgao( 1— _), d/l<Q<r/l. (38)

riers ngs and their mean free pathi. Such an approach, r

which allows a qualitative description of transport phenom-conyersely, ifr /I <Q<d/I, the charge carriers in the ferro-

ena in conductors, is used frequently in the physics of normahagnet go over to the N-layer after covering a path

metals® It is based on the extremely simple assumption thaj_—r/Q«I along the boundary, and the conductivity associ-

the conductivity of a complex system can be describetyieq with them(see(273) is of the order of
roughly by the simple Drude—Lorentz relation containing the

5. DISCUSSION OF THE RESULTS

relative numben. of electrons participating in the conduc- (F) r
. N =09 =7, r/<Q<d/l. 39
tion, and the length.4 characterizing the energys =eEly« L =7 Ql Q (39
acquired during the mean free time The conductivity of the N-layer in the main approximation in
neﬁezleﬁ_ Neitl off the small parametet/|Q coincides with the conductivity of
T (34 a thin plate with mirror boundarid¥™ (i.e., equal taro). Its

o o decrease is determined by the effective mean free path
In the .I|m|t Q—0 _(for simplicity, we shall assume that l«=1—r/Q for n=(1/d)Qn electrons entering the F-layer
the tunneling probabilityQ does not depend on spjnthe (see(27h)):

electrons interacting with the boundaries perform indepen-

dent periodic motion in the N-laydalong a trajectory bro- (N) _
ken by mirror reflectionsand in the F-layefalong a “hop- 7L _0(’(
ping” trajectory). The path traversed by them along the
electric field is defined ak=I, and the contribution to the

1 r
d
For a highly transparent bounda@>r/I, d/l, a con-

nection between F-layers is established due to trajectorial

conductivity is of the order of the conductivity, of the bulk motion of electrons, and the conductivity of MML depends
sample. ForQ# 0, however,Q<r/l,d/I, and most of the . . P
on the mutual orientation of magnetic field in them.

electrons fail to tunnel to the adjoining metal. However, as a For the ferromagnetic structure of MML, electrons in

result of each collision with the boundar@n charge carri- . S : .
: different F-layers move in directions opposite to the electric
ers are left out from the conduction process and go over t

another layer. The total number of such -carriers is(ﬁeld' In the limit Q—1,d—0, the magnetic field in the

on=n—nk=MQn, where M is the number of collisions sample is “”‘fofm’ and the condgct_ivibf) coincides with
with the boundary during a time (M=I/r for the F-layer ]Ehe (;:(i)rrespondéng valuedfpr afn |nf|rr11|te conductﬁﬂi) de- h
andM ~1/d for the N-layej. Accordingly, the conductivities ';}e by Eq.(3 1): Proce:- 'Eg rom t e concepts a out the
o and ¢! of the boundary regions of F- and N-layers effective mean free path, the quantiy , can be estimated

perpendicular to the magnetic fiflsee Eqs(259 and(263] as follows. The d'lsplacement of an electron along the v.ect'or
E over a period is equal to zero on account of its periodic
are found to be of the order of

motion, i.e.,l.#=0 in the main approximation in/l. How-

, rl<Q=d/l. (40

) Ql _ ever, taking into consideration the collisions and the fact that
oy ~op| 1= T Q<r/l, d/l; (39 lengthsl; andl, of trajectory segments along and against the
I field E are different {I;—1,|=r), we obtain the following
O'S_N)mo'o( 1- %) Q<r/l, dil. (36)  ©stimate fofleq:
Iy L\ r?
For Q>d/l the electrons tunnel freely from N-layer to the  le™=T ex;{ - I_) —exr{ - I_) =1 forr<l, (4]

F-layer, but their return during the mean free time is unlikely

in view of the inequalityQ<r/I. The situation arising in the Which corresponds to formuk82). ForQ#1,d+0 (but for
N-layer is analogous to that in a thin plate with charge carQ=>r/1,d/l), the difference between the quantitie$’ and
riers scattered diffusely at the surfa@élwhenl; is of the  o.p is due to two reasons. First, as a result of reflection at
order of its thicknessl, which leads to a decrease in the the boundariesnes=(1-Q)n electrons have displacements
conductivity by a factot/d. Before tunneling, the electrons in opposite directions, differing by a quantity of the order of

manage to cover a distankg~d/Q in the N-layer, making a |g1f2~r. Second, bulk scattering at trajectory segments lying
contribution in the N-layer leads, as in a bulk metal, to a nonzero effective
mean free path

d I
"iN)z"OE'”(H)’ d/1<Q<r/l. (37) , Iy l,+2d rd
I =rlexp — | —exp ———||= T
to the conductivity{see(26b)]. As usual, Inl/d) reflects the
contribution tOO'(lN) from electrons flying nearly parallel to for I>d>r. (42
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The above processes define two contributions to the condute the vectorB depends significantly on the probability of

tivity a(f) of the F-layer(see(2839): tunneling of electrons through the boundary, and also on the
. dr mutual orientation of the magnetic moments for quite large
o'P=(1-Q)oy T tog—, Q>r/l,d/l. (43  Vvalues ofQ. The anisotropy of the MML resistance defined

' by these trajectory effects may well exceed the contribution

In the case under consideration, the N-layer conductivity als@merging from a consideration of the anisotropy of matrix
contains two terms, one of which coincides with the firste|ement8 of spin-orbit interaction in a ferromagnet, which is
term in (46) and has the same origin. The second term igisually of the order of a few pe_rce’nT.Thus, the experimen-
associated with the energy acquired by an electron direcﬂy ||Hi| investigation of the Iongltudlnal and transverse resistance
a nonmagnetic metal over a |engUﬁsz’ whereM is the (relative to the intrinsic magnetic fieldor different types of

number of collisions with the boundary over a perindror ~ magnetic order in a multilayer can provide information about
transmission probabilities close to unityi=1/(d+r). the nature of interaction of charge carriers with the bound-

Hence the total conductivitg{\) [see Eq.(29)] can be pre- aries between layers.

sented in the form In conclusion, the authors are grateful to V. G. Peschan-

) d r sky for fruitful discussion of the results.
o} =0g m'F(l—Q)O'O T Q>rl/l, d/l. (44)

If the MML has an antiferromagnetic structure,
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The splitting of magnetization jumps in the metamagnetic phase of compounds based on iron
phosphide in a magnetic field is obtained as a result of analysis of two models with the

Landau potential with different degrees of complexity. The conditions for realization of transitions
between the paramagnetic, metamagnetic, and ferromagnetic phases are established.

© 1997 American Institute of Physid$$1063-777X97)00509-4

INTRODUCTION ary in the magnetic field were not analyzed in this case. The
present publication is devoted to an analysis of these aspects.
The expansion of the Landau potential in the complete
rational basis of invarianttCRBI)! is expedient for describ- NONSYMMETRIC MODEL (F2,L5)
ing the behavior of the magnetic order parameters depending
on external conditions. Nine such invariants existing for lar structure consists of nine invariants. six of which are
crystals with the triangular arrangement of atoms permit 1 uixeds iue ude enzlsosn thr;_e (;rt\j/erl arsér:Z(lE%WJrl
physical state$.In order to describe a specific state, we need" o 1€, dep P ST S
. . i . +55; Li=5+5—25;3; L3=v3(s,— ), whereF is the fer-
to consider only a few of CRBI invariants. An analysis of the . , .
; : romagnetic andl ; andL , are antiferromagnetic vectors, and
behavior of the ferromagnetic order parameter of structures

. . . . 5 (i=1,2,3) is the spin moment of thi¢h ion. Among pos-
with the triangular arrangement of magnetic atoms in a mag-. . ) . .
ible states, we single out a configuration for which

netic field on the bas?s of the Landau pheno.menologicaE”Ll(L2:0)_ Such a choice is based on the results of analy-
theory was carried out in Ref. 3, where we took into accoun is carried our in Ref. 3. In order to explain the nontrivial

Fhach q[f thle mlxled_ Invariants, one bg on_teﬁ -tr:]]e result§ of t? ehavior of the ferromagnetic order parameter as a function
eoretical analysis were compared wi € EXPermentays 1y we retain in the Landau potential only two out of six

data for compounds baseg 04n iron phosphingFe/vhich mixed invariants and write it in the form
have the symmetry groups,,.” Iron phosphide has a hex-
agonal crystalline structure whose unit cell contains six Fe 1,11 s 2 4
atoms lying in two triply degenerate, crystallographically in- P=3 AP 5 biLo 7 bl bl P vy L
equivalent positions K&) and F¢2),° which differ in that 3
they lie in basal planes alternating along thaxis. In each +vFL"—FH, @)
plane, these atoms form a triangular lattice. where H is the external magnetic field strength, and
When the stoichiometric composition deviates towardsa,, by, b,, bs, v, v, are phenomenological coefficients
deficiency of iron atoms (ke P), or when the composition of exchange origin, of which all bw#; andb; can be func-
changes due to the substitution of Mn for Fe intions of external conditions. It should be noted that potential
(Fe,_cMn¢),P, theT vs. P, ¢, and C diagrams reveal a (1) is too simplified and hence cannot be used for describing
certain metamagnetic phase MMs under the effect of ex- the ferromagneti¢FM) state. For this reason, we consider
ternal pressufe(this phase differs from the phase MMb-  only peculiarities in the behavior of the metamagnetic MM
served forP,&,C=0),” which exhibits the metamagnetic be- state in the field as well as the phase transiti®m) between
havior in a field. For a certain critical value of the fidit] , the MM, and the paramagneti®M) phases. The disregard
the MM, phase of the compounds (FeMnc),P and of four mixed invariants leading to a change in the symmetry
Fe,_.P is characterized by a jump on the field dependence off the problem is admissible since the chosen structure
magnetization. An increase in external pressure as well as iR[|L,(L,=0) corresponds to the triangular configuration of
the paramete€ leads to the splitting of this jump into twh. magnetic atom$while their inclusion leads to mismatching
Such a behavior of the ferromagnetic order parameter in af the experimental and theoretical field dependences of the
field can be obtained by selecting an appropriate state frormagnetization of the MM state. It can be easily established
15 physically admissible states and by retaining the requireffom the relevant equations of state that the following rela-
invariants in the expansion of the Landau potential into &ion holds for the MM phase:
power series in CRBI. It was found that the magnetization H—p,L3
jumps in a field can take place if we choose the state F=
F|L1(L,=0) for describing the magnetic structure of the
MM, phase and include the terfA?L* into the Landau whereL is the solution of a 12th degree equation. According
potential®> However, the splitting of the magnetization jump to (2), the quantities andL have opposite signs fdi =0,
into two in a magnetic field upon a change of external con4.e., (F-L)<0. TheF(H) curve obtained as a result of nu-
ditions (T,P,C) as well as the behavior of the phase bound-merical solution of the corresponding system of equations

It is well knowr? that the CRBI of a crystal with trian-

@)

a;+2v, LY
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) FIG. 2. Field dependence of magnetizatignfor »,=0 (curvel) and v,
FIG. 1. Field dependences of branches of the ferromagnetic order parameterg (curve 2).

F for v,#0. Branchl corresponds to positive values bfand branci? to
negative values df. The inset shows the field dependence of the ferromag-

netic order parametd¥ for v,=0.
P vz +L58Vlalb2+ L4(_10V1V2H)+L3al(4alb3

—3v3)+L%(a’b,+4v,H?) +3v,a,H]=0.

for v,=0 is shown in the inset to Fig. 1. It can be seen thatin zero field H=0), if 4a1b3—3v§>0 (a;>0b,>0), the

an S-shaped kink appears in the vicinity of the critical field only possible solution i&=0, i.e., we have a second-order
H¢. It should be noted that for,= 0, one curve=(H) cor-  PT, andb,=0 in this case. For a1b3—3y§<0, two sign
responds to two symmetric curvesL (H). The inclusion of  reversal are observed in the set of coefficients. In the equa-
the invariantFL® into (1) leads to the emergence of two tion of state, such a change of sign in the set of coefficients
branches of the solutiorfs;, F, andLy, L, which are sym-  is associated with the coefficiemt,. Consequently, a non-
metric in zero field, and the splitting is proportional to the zero solution of systeni3) can appear fob;>0 (T>Ty,
coefficientr,. This means that fod =0, the crystal consists whereT, is the Nel temperaturg i.e., we are dealing with

of two domains so tha;, T |Ly, FoT|L,, Fy andF; being  a first-order PT between the PM and MMhases. A situa-
also antiparallel. As a result, the magnetization is equal tion leading to the sign reversal of the coefficientdfin (3)

zero forH=0. In this case, each of thé(H) curves has (j.e., to a first-order P)Tcan also emerge under the action of
S-shaped segments displaced relative to each other and hayressure or upon a change in concentration. It should be

ing different hystereseésee Fig. 1 The magnetizatioM  noted that a first-order PT ifd=0 is also observed for
can be obtained by summing up the values of the branches gf,<0.

F(H). The displacement of th8-shaped segments leads to An interesting singularity is observed  for
splitting of a magnetization jump into two in the field. which 4a1b3—3v§>0 (b,>0). When the field is applied, the co-

is actually observed in experiments with,Peunder the ac-  efficient of L* in the brackets iff3) is nonzero and negative,
tion of pressuré® or upon a change in the concentratior’ e the solutior #0 appears for a certain value of the field,
Hence, it follows that the coefficient, depends consider- and the second-order PT Changes to a first-orde(triti-

ably onP or C. As the value ofv, increases, the magneti- cal point on theT—H pland. The change in the type of
zation jumps are displaced relative to each other upon amagnetic PT in the absence of structural distortions was pre-
increase or decreaseliy the rate of this displacement being dicted in the exchange-striction mod&lin which pressure
different. This leads to different values of hysteresis for theserved as the external parameter_ This effect is also possib|e

first and second jump§ig. 2. when the concentratioB changes (Mp_TicAs).™ In our

In order to determine the stability boundary of the MM case, the role of external parameter is played by the magnetic
phase, we have two equations field.

P

T L[L*412bs+ L% 12b,+ LO(—6v31,) NONSYMMETRIC MODEL (F*,L6)

8 6 ) The minimum complication of the model is associated
+L 4vy(arbg+ viby) +L°2vy(2a,bp+ 205 with the addition of a fourth-order term # to the potential.
+3w,H)+L5(—312a,) + L4(a2by+ 4ayb, In this case, we have

1 1 1 1 1
_8V1V2H) + Lz(a§b2+4V1H2+3y2Hal) b= 5 a1F2+ Z a2F4+ E blL2+ Z b2|_4+ g b3|_6
2
—+ =
a;b,]=0, @ + v F2L4+ p,FL3—FH. @
D Here all the coefficients exce db be f i f
i e 2 96 2 7 2 ab andb, can be functions o
aL? LIL"16vibs + L78v1b, L 78v, (22105 27) external conditions. Potenti&#}) describes a more realistic
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b;=0. This means that the PT from the MMo the PM
phase is of first order. An interesting situation occurs when a
magnetic field is applied. In this cassee Fig. 1, one of the
solutions of F(H) changes sign for a certain value of the
field. This means that no sign reversal is observed in strong
fields in the equations determining the stability curve, and
the only possible solution =L =0. Consequently, for this
solution we have a second-order PT from the PM to the
MM, phase, while for the other branch this is a first-order
transition.

It should be emphasized that splitting similar to that con-
sidered above also takes place for the invarfabf. How-
ever, this case should be analyzed by taking into account
terms with a power higher than sixth in the power expansion

) ) of the Landau potential.
FIG. 3. Field dependences of the branches of ferromagnetic order parameter

F for the nonsymmetric modeFR*L®), L<0 (curvel) andL>0 (curve2).

CONCLUSIONS

In our earlier publicatiorf,we proposed that the MM
hase can be described by the structefe,(L,=0). Pro-
%eding from this assumption, we analyzed successively two

models with Landau potentials of different complexities. The
analysis leads to the following conclusions.

model as compared td) since it permits the ferromagnetic
state also. The solutions of the system of equations of stat
were found numerically. For small values of the coefficient
a,, the dependencds(H) andL(H) are similar to those in
Fig. 1. An increase im, first leads to gradual smoothing of
the branch ofF(H) corresponding to negative values of (1) In the nonsymmetric modelFCL®), the conditions un-

L(H) (Fig. 3. Upon a further increase ia,, the S-shaped
region disappears on the second branch also.

Let us consider the PT between the MMnd FM
phases. The stability curve of the FM phase can be described
by a fifth-degree determinant, which can be easily evaluated
and gives

27a,H?
-

According to the stability condition for the metamagnetic

)

ad=

5

der which the PM—MM transition in iron phosphide is
of first order are determined, and the splitting of the
F(H) curve into two branches is obtained. This is re-
flected in the formation of an additional step on the mag-
netization curve as a function of field in experiments on
the samples of (Re cMn¢),P or FeP under pressure.

In the nonsymmetric modeF(L®), the conditions for a
first-order PT between PM and MjMphases are estab-
lished. It is found that in this approximation only one of
the two domains experiences a transition from the MM

to the FM phase. The problem on the transition of the
second domain into the FM phase can probably be
solved by using the symmetric moddt§L®).

phase, the relation
al+2V1L4

FZ_
3ay

= (6)
must be satisfied on the stability boundary. This equality,
necessitates the fulfilment of the conditiona;>2v,L%.
Consequently, the stability curves of the FM and MM
phases do not _c0|nC|de,_ and the PT between .them is of f'rSIYu. M. Gufan,Structural Phase Transitiorf$n Russian, Nauka, Moscow
order. A numerical solution of Ed6) together with the sys-  (1982.
tem of equations of state fail #0 shows that the tempera- 2A. V. Vedyashkin and Yu. M Gufan, Fiz. Tverd. Teat. Petersbung34,
ture with increasing field difference determined fr¢&) and 3\7(%;4 %%2\};‘;‘&:\/“3;; dS(L’“dl S&i‘ﬁ% zz\zlélgéf]'Tekh . D41
(6) increases in magnitude, i.e., the stability curves in the 199 o o L s P
field do not intersect. Hence it follows that the PT between“J. B. Goodenough, J. Solid State Chefn428(1973.
FM and MM, is of the first order irrespective of the magni- °R. Wappling, L. Haggstrom, and T. Ericsson, J. Solid State C1&1258
tude of the field. 41979, _ _
. L. I. Medvedeva and S. I. Khartsev, Fiz. Tverd. Tél&ningrad 31, 78

Let us consujer the PT between the PM and .MM (1989 [Sov. Phys. Solid Stat8l, 43 (1989)].
phases. A numerical analysis of the system of equations of€E. A. zavadskii, L. I. Medvedeva, and A. E. Filippov, IMMKB, 54
state shows that the solutioR§0) andL(0) have opposite (1984.
signs and the quantityF-L) is negative. This leads to a H. Kadomatsu, M. Isoda, K. Tohmat al, J. Phys. Soc. Jprb4, 2690
change in sign in the set of coefficients in the equations ofs| | medvedeva and S. I. Khartsev, Fiz. Tekh. Vys. Da4, 27 (1990.
state and in the stability condition fdr, > 0. It then follows  °C. P. Bean and I. S. Rodbell, Phys. R&26, 104 (1967).
that, owing to the inclusion of the invariaﬁﬂ_3, we have a 1E, G._Galkina, E. A Z_avadskii_, V. I. Kamenev, and D. A. Yablonskii,
solution withL 0 for b1>0 (T>TN). At the same time, the Preprint Donetsk Physicotechnical Inst. No. 8§83, Donetsk(1983.

stability curve for the PM phaseL&O) corresponds to  Translated by R. S. Wadhwa
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Point-contact-spectroscopy evidence of quasi-particle interactions
in RNi,B,C (R=Ho, Y)
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The point-contactPC) d?V/dI%-spectra of HoNiB,C and YNLB,C reveal structure at applied
voltages corresponding to the phonon frequencies. At about 4 meV a maximum is observed

in the phonon density of states by analogy to the soft-phonon structure in neutron scattering
experiments for LUNB,C [P. Dervenagast al, Phys. Rev. B52, R983@.995 Jand

YNI,B,C [H. Kawanoet al, Czech. J. Phys. 46, S2-825996, Phys. Rev. Lett77, 4628

(1996)]. In the Ho compound the low-energy phonon peak is suppressed by an applied magnetic
field in an anisotropic way, pointing to an interaction between the phonons and the magnetic
systems. Surprisingly, in the nonmagnetic Y compound the 4-meV peak is also suppressed by a
magnetic field. In the Ho-compound contacts which show{th&si-thermalbehavior, the

detailed magnetic-field and temperature dependences of PC spectra suggest that the magnetic order
is destroyed due to the coupled phonon-magnon subsystem which is driven out of equilibrium

by electrons that pass through the contact, by analogy with the nonequilibrium phonon-

induced destruction of the superconducting state in point conthdfs Yansonet al, JETP

Lett. 45, 543(1987]. The PC electron-phonon interacti@BPl) spectral functions are

reconstructed and the estimates for thparameter yield the values of the order of 0.1.
Comparison with PC EPI spectra of nonsuperconducting and nonmagnetigBL@Ni[l. K.
Yansonet al,, Phys. Rev. Lett78, 935(1997], as well as the comparative study of PC

EPI and Andreev-reflection spectra for various contacts with superconducting Ho and Y
compounds suggest that the low-energy part of the electron-quasi-particle interaction spectral
function is responsible for the Cooper pairing in these materials1987 American

Institute of Physicd.S1063-777X97)00609-9

1. INTRODUCTION tunneling junction, an ideal point contact has no interfaces.
In the case of a junction made of dissimilar electrodes, PCS

The recently discovered intermetallic compourids has the advantage that the material is probed into the depth

(RNi;B,C(R=rare earth, Y, Sc, Th) show a very rich in- of the current spreading region, which is of the order of the

terplay between superconductivity and magnetism withconstriction size. On one side, this size may be large enough

higher superconducting and magnetic critical temperature®> make a negligible contribution of the spoiled interface

compared with the rare-earth rhodium borides and molysultayers to the point-contact spectrum; on the other side it may

fides (selenidesmagnetic superconductot§ hese materials be not too large with respect to the condition of the spectro-

are now being studied intensively by various experimentakcopic regime of current flow,

technique$-1° However, there are only a few reports con-

cerning the application of the tunneling spectroscopy  d<min(l;,,\Ile), (1)

method!'~1* All of them deal with the nonmagnetic com-

pounds. This circumstance is probably attributable to the difwherel, is the elastic scattering mean free path.

ficulties in preserving the fine balance between intra- and The voltage dependence of the differential resistance of

inter-layer magnetic interactions at the tunnel junction inter-a ballistic point contact reflects the energy-dependence of the

faces with the magnetic compounds. scattering cross section of the conduction electrons, such that
The point-contact spectroscofi?C9 involves studies the point-contact spectfa®Vv/d12(V) dependencdsare pro-

of the nonlinearities of current-voltage characteristics of mejportional to the electron-phonon-interacti¢BPI) spectral

tallic constrictions with characteristic sizesmaller than the function. In the case of point contacts between different met-

inelastic electron mean free patth.'®>° In contrast with a  als with strongly different Fermi velocities, only the spec-
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temperatures. In this case a maximum on th&ddl curve
and a sharp N"-type feature on the second derivative
d?Vv/d1? (Fig. 1d appears at aboaWV,,=3.6%gT).’

Similar peculiarities in the P@2V/d|? spectra of super-
conductors appear if the average concentration of quasi-
particle excitations exceeds a critical value, destroying the
superconducting order parameter in the contact region. It was
found'® that the voltage positions of thes&l”-type features
tend to coincide with the characteristic energies of slow
phonons in a superconductor. These slow phonons are accu-
mulated in the contact region, breaking effectively the Coo-
v - per pairs. This effect strongly enhances the intensity of the

0 1 2 0 1 2 phonon spectral lines, which simultaneously modifies their
eV/haw, ev/3.63 kgl shape. It is especially effective in the dirty contagdts<d),
where the intensity of the conventional phonon-induced
FIG. 1. Schematic diagrams of the R€V/dI2-spectra for an Einstein-type backscattering processes are suppressed by the factor

phonon spectrum for the spectroscof@iher ballistic or diffusive (a) and ~|e/d, and the slow phonon rate is further decreased by
thermal(b) regimes of current flow. TheoreticdfV/d12(V) dependencéd) diffusion

calculated in the thermal limit for thp,(T) dependendg (c); p, is the . .
residual resistivity of a metal. " ° We will show below that in the HONB,C contacts a

similar effect on the phonon-structure occurs due to the de-
struction of the magnetic order by nonequilibrium phonons.
trum of the material with the smaller Fermi velocity is  To distinguish this nonequilibrium effect from the true ther-
seen® mal limit we shall call it the “quasi-thermal” limit. In this
dInR 4 ed regime the nonequilibrium conduction electrons remain
—— (V)= +— gpc(w) ; (T=0). (2 “cold”, i.e., the Fermi distribution is smeared only by the
dv 3 fLUF \YJ . .
environmental temperatiffewith an excess energy con-
The function gpc(w)=a3F(w) is similar to the trolled by bias voltage.
Eliashberg function. Here3(w) is the averaged EPI ma- In the present PCS study, we attempt to determine which
trix element with kinematic restrictions imposed by the con-interactions are the most efficient in the scattering of the
tact geometry, anf () is the phonon density of states. The conduction electrons in RBB,C. They are most likely the
contact diameted is determined by the normal-state resis- candidates to serve as mediators in the superconducting pair-
tance at zero biaR, via the Sharvin expressidfiln the case ing mechanism. Although it was proposed that these materi-
of copperd=30//Ro[ Q] nm, which we shall use for further als fall into the class of common phonon-mediated
estimates. superconductors, there is disagreement as to which
In the spectroscopic regini&qg. (1)] no heating of the phonons play a major role. Mattheiss, Siegrist, and &ava
contact area occurs. However, if the contact size is largemphasize the role of high energfi =106 meV) boron
compared with the electron energy-relaxation length  Ajq vibrations, while Pickett and Singhestimate the char-
=min(l;,,Iirle), then there is a local heating of the contactacteristic Debye energy to be rather Igabout 300 K and
with a maximum temperaturg, at the center of the contact point out the importance of low-energy phonon branches.
given by the Kohlrausch relation The first point of view finds confirmation in the observation
V2= 4L(T2-T2) 3 of an appreciable boron-isotope effect in ¥B}C,2* while
0 the second is consistent with the recent findings of phonon
for an applied voltagd/ across the contact at the bath tem- softening in LuN}B,C.?® The controversy can be continued
peratureT. This relation transforms inteV=3.6%gT, or by mentioning the temperature dependence of the heat ca-
1-mV applied voltage corresponds to 3.20-K temperature inpacity of the nonmagnetic compound Y;BjC driven to the
crease at the contact for the standard Lorentz nuniber normal state by magnetic fields, which shows an apparent
=2.4410"8 V¥K? (assumingT=0). In the thermal regime lattice stiffening?® Moreover, the recent comparative study
the PCS-spectrum of an Einstein oscillatan, looks like a  of the normal-state transport and magnetic properties of non-
smeared step with a shallow maximumeat=1.0% w,.1"*®  superconducting LaMB,C and superconducting YpB,C
In Figs. 1a and 1b the point-contact spectra of the electroand HoNpB,C (Ref. 27 have questioned the phonon-
interaction with an Einstein phonon-mode are shown schemediated superconducting pairing mechanism.
matically for, respectively, the spectroscopaither ballistic We have found reproducible peaks in @//d1? spec-
or diffusive) and the thermal regimes. tra of Ag(Cu)—RNi,B,C (R=Ho, Y) point-contacts situated
The thermal feature in the PC spectra can be quite shargt energies of about 4—20 meV. The positions of these fea-
if a phase transition occurs at a particular temperaiyyfe  tures on the voltage axis correlate well with the characteristic
which leads to the jump-like increase of the temperatureenergies of slow phonons found in the neutron measurements
dependent contributiop,,(T) to the resistivity(see Fig. 1. on LuNi,B,C (Ref. 25 and YNiL,B,C (Ref. 28. The intensity
Such a situation holds, for example, for the ferromagnetiof the soft phonon peaks in the PC EPI spectra of HBMT
metals(Ni, Fe) at the voltages corresponding to the Curiecan be suppressed by temperature and magnetic field, show-
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ing the anisotropy expected from the magnetic phase
diagram® In nominally nonmagnetic YNB,C the intensity
of the soft phonon mode also depends on the magnetic field.
The linear background in the PC spectra of both compounds
corresponds to a quadratic energy dependence of the contact
resistance and could originate from electron-electron or
electron-magnoigparamagnonscattering.

The high energy part of the PC spectrum of the Ho and
Y compounds is dominated for most contacts by a back-
ground signal. The saturation of this background signal at
about eV=100 meV coincides with the high-frequency
boron-vibration energy and points to an appreciable EPI at
this energy, as predicted by thedd/Nonetheless, compar-
ing the PC spectra of Ho and YMH,C contacts, which re-
veal different superconducting properties, and taking into ac-
count the results of our PCS study of nonsuperconducting
LaNi,B,C (Ref. 29, we conclude that the low-energy part of
the EPI spectra is mainly responsible for the Cooper pairing
in these compounds.

2. METHODICAL DETAILS

The contacts are made by pressing together directly in -10 -5 0 5 10

the cryostat the sharp edge of a sm_all sﬂ(@;ppei bar to Voltage, mV

the ab-plane edge of HONB,C or YNi,B,C single crystals,

which were prepared via the M flux-growth method de- FiG. 2. Andreev reflection spectra in reduced units Ht=0 for

veloped at Aims Laboratorif’. During one run, many con- YNi,B,C-Cu (a) and HoN}B,C-Ag (b) point contactsRs and R, are the

tacts with different contact resistancés the range from dV/dI(V) characteristics in the superconducting and normal states, respec-
: : tively. The contact parameters and measurement conditions(areR,

several tenths to several tens of an andlfferent sites of 21660, T—154K, T—4.2K: (b) Ry=0.770, T,—85K, T—1.6 K

the crystal surface could be 'CreatEd- Typical contact I€SISthe solid curves represent the BTKD fits with the following paramete

tances chosen for the extensive temperature- and magnetiexy: (s A,=2.1meV, I'=0.6meV, Z=05 SF1.19; (b) A,

field-dependent measurements are abod, Wwhich corre-  =1.05meV,I'=1.35meV,Z=0.595, SF0.58.

sponds to a contact sizd of about 30 nm. This is of the

same order of magnitude as the electron mean free path in

the starting material at low temperatures. Thus, one may exioted that actually the BTKD fitting procedure involves a
pect the spectroscopic regime of current flow not to be viofourth parameter, the scaling fact@F. This parameter
lated in the best contacts studied. Such contacts were chosenales the amplitude of the change in th¢/dl with a factor
among many trials by looking at the Andreev reflectié®)  of order unity and may be due either to the nonhomogeneity
spectradV/dI(V) at T<T,., which for the selected junctions of the boro-carbide compound in the contact region or to the
reveal critical temperatures and superconducting energy gapsymmetry of the junction geometry.

close to the following typical valuesf,=15.4K, A=2.4 Although for both compounds in Fig. 2 the barrier pa-
+0.07 meV andl.=8.5 K, A=1.04+0.06 meV for, respec- rametersZ do not differ much and the reduced temperatures
tively, the Y- and Ho-based compounts. T/T, are both<1, the distance betweatV/dl minima for

In Figs. 2a and 2b typical examples of the AR spectra fothe Ho compound (2.,,=1.48 meV) differs noticeably
contacts with the Y and Ho compounds are shown, alondrom the energy gap,=1.05 meV of the fitting curve due
with the fitting curves calculated according to the Blonder—to extremely the large value of ti&parameter. Hence, one
Tinkham—Klapwijk—DynegBTKD) model3? The matching should be careful in identifying the energy gap parameter
of the smearing parametér(beyond the energy gap, and  2A, with 2V, in the case of a largE.
barrier parameteZ) is essential in order to obtain a good fit The contact axis which determines the preferred direc-
for the two materials. The relatively lardé values for the tion of current flow is nominally parallel to theb-plane. Its
Ho compound are evidently connected with the magnetisnorientation with respect to the(b)-crystallographic axis re-
in the superconducting state. Even for the nominally nonimains uncertain. A magnetic field up to T0can be applied
magnetic Y-compound point contacts the BTKD-fit often either along theab-plane or perpendicular to it. In the first
does not follow the experimental points at energies greatetase both parallell{H) and perpendicularl(_H) orienta-
than about 4 meV, as can be seen in Fig. 2a and Fig. 12c. Afons, with respect to the contact axis, have been investigated
will be shown below, this energy corresponds to a maximunwith not much difference in the results. Many different con-
in the PC electron-phonon interaction spectral function fortacts were investigated and for the selected contacts a num-
both YNi,B,C and HoNjB,C. In HONL,B,C point-contacts ber of different characteristics were measured. Among them
similar kinks on theR(V) curves are often more smeared dueare temperature and magnetic field variationglefdI(V),
to the largef” values, as is the case in Fig. 2b. It should beAR spectra, zero-bias magnetoresistance curves at different
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temperatures, point-contact spectra in the normal state T T T T T
[d2V/d12(V) characteristickat various fields and tempera- 1
tures.

In all the graphs we plot the second harmonic signal
V,oe(V), which is directly measured in experiments and
which is connected with thal?V/d12(V) characteristics
through the expressioh.

d2VIdI2(V) = 2VZR?V,e (V)/V2, (4)

where V.. and R=dV/dI are, respectively, the effective
value of the modulation voltage and the differential contact
resistance. The experimental data are scanned frofyqx

to + Vhax VOltage bias to show the reproducibility of spectral
features. The voltage polarity in all graphs corresponds to the
polarity of the normal metal electrod€u,Ag). For plotting R SR SR TR TR TR
the EPI spectral functiogpc(w) we use the odd part of the -30 -20 -10 O t0O 20 30
spectraF o4 V) =1/ F(+V)—F(—V)], which contains the Voltage , mV

spectral information that does not depend on the voltage po- '
larity and in most cases nearly coincides with the originalr|g. 3. Normal state point-contact spectra of HgC-Ag contacts aff
curve. The modulation voltag¥,,,,q and the temperatur€ =1.6 K. The contact resistand®, the magnetic fieldH, the modulation

determine the smearing of an infinitely narrow spectral peak’OltageVmod, and the double-arrow bar for the calibration of the vertical

f axis are for each spectrum as follows: @7 1.5 T, 0.7 mV, 0.21uV (1);
accordlng to the standard formdl%. 0.53Q,1T,0.9mV, 0.55V (2); and 0.82), 0.7 T, 0.35 mV, 0.3V (3).

SV= \/(5‘44<B-|—/e)2+ (1.72\/m0d)2_ (5) Orientations of the contact axi$)(and magnetic field are for contacts 1 and
2 (ILH)Lc, for contact 3 (IIH)L c. The arrows mark the positions of the

The results presented are representative of more thagpectral bands common to all contacts. Dotted straight lines stand for the

several hundred junctions that we have measured. Wh”g\ear backgrounds/,¢ is the second harmonic signal which is proportional
. L . . . to the second derivative?V/dI? of the 1(V) characteristic$Eq. (4)]. For

comparing our fln_dlng_s with the properties of bulk material ., CUNVeV,.=0 atV=0. Judging from the peak shapes the regimes of
one should keep in mind that the PC method probes a smadlirent flow can be classified as changing from spectrosdepittact ) to
volume with linear dimensions of the order af=10  quasi-thermalcontact 3.
—100 nm, located at the crystal surface. Due to the extreme
sensitivity of the material properties to small variations of

" .33 RYA . . .
the compositioff"** some contacts show no superconductiv .of contact 3, resembles the quasi-thermal lineshape shown in

ity at all. Those contacts are discarded. Those which remaqgig_ 1d. Similar negative overshooting is seen at about 20
after application of the selection criteria based on the A eV in the spectrum of contact 2

spectra, sl preserve some dlsper_smn n composmpn an Despite these variations in lineshape, there are structures
structura_l perfection of f[he_ material in the contac_t region, as, ihe spectra of Fig. 3 at about 4-5 and 14—15 mV, which
well as _rando_m deV|_at|ons of the contact axis from the re common to all curves and which are marked by arrows.
nomma_l orientation, whmh are probably the main cause o he lower energy is in striking correspondence with the
the variety of characteristics observed. characteristic energy of soft phonons, while the upper energy
marks another characteristic phonon energy at which
3. EXPERIMENTAL RESULTS dwldq=0 on the phonon dispersion curves of LyBiC.%®
In some spectra the wide low-energy peak at about 6 mV is
further resolved into bands at 4 and 8 mV, which nicely fit in
Phonon structure for different regimes of current flow. more detail the neutron dataee below. These observations
In Fig. 3 we present the PC spectra for differentsupport the recent neutron findifgsand prove that soft
HoNi,B,C-Ag contacts in the normal state at fields greaterphonons are involved in the spectral structure of the EPI in
thanH,(0)=0.55T but less than 1-2 T at which, judging these compounds.
from the magnetization measuremenfs’the magnetic or- The fine structure of the low-energy part of the
der is not yet completely destroyed. There are some variadoNi,B,C EPI spectra is shown in Fig. 4 for two more con-
tions in the spectral line shapes which are due to the unconacts, which presumably corresponds to the spectroscopic
trolled variations of the contact shape, the orientation of theonditions of the current flow. Besides demonstrating that
probed crystallite, and the value of the elastic electron meathe spectral features do not depend on the contact resistance
free path in the contact region, which leads to the differen{size), these curves are evidence of the independence of the
regimes of current flow. Judging from the width of the spec-spectra on the material of the counter electrode. The posi-
tral lines compared with the expected smeafigg. (5)), one tions of the maxima in the PC EPI spectra marked by arrows
can tentatively assume the regime of current flow in contaclie close to the characteristitw/dq=0 phonon energies of
1 to be close to spectroscopic. On the other hand, the shathe low-temperature phonon dispersion curves of LBMNC
“N”-type feature around=5mV, with a negative over- inthe[¢,0,0] direction?® which are 4, 8.5, 14, and 19 meV at
shooting with respect to the background in the PC spectruriO K. If the dispersion curves for other directions would be

3.1. HoNi,B,C
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FIG. 4. Comparison of the phonon structure in the PC spectra of fBoNi
with Ag (1) and Cu(2) counter electrodes a@t=4.2 K, H=1T. The pa-
rameters are: )IR=0.85Q, V.,,=0.6 mV; 2 R=12Q, V=1 mV.
llab, Hllc. The arrows mark the approximate peak positions common to
both spectra.
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: : : IG. 5. The magnetic field dependence of the PC spectra for a
known, a more detailed comparison with the total phonor{!oNizBZC-Ag contact, which shows the strong suppression of the 4-meV

density of states could be made. We emphasizedh@C  peak for the spectroscopic regime of the current flow. The curves are shifted
EPI spectra of HONB,C contain the soft phonon maximum vertically. For each curve/,=0 at V=0. Hli(ab). R=2.66€, V4
at about 4 meV. =0.7mV, andT=1.65K.

Magnetic field dependence of phonon spectral peaks.
Turning to the magnetic field dependence of the spectra, we
first note that due to the preferential orientation of the Hotains two maxima similar in shape, intensity, and energy po-
magnetic moments parallel to tlad-plane there is a strong sition to those in Fig. 6.
anisotropy in magnetic properties of HoBLC.53**°Bear- The contacts with HONB,C showed very often a sup-
ing this in mind, we first describe the influence of the mag-pression of the phonon structures by an applied magnetic
netic fieldH parallel to the direction of easy magnetization, field along the &b)-plane. For this field orientation, the
i.e., Hll(ab). magnetic order is destroyed above about 1-°# Therefore,

A magnetic fieldHll(ab) strongly influences the spectral we conclude that our data show a strong interaction between
features at low energies. For typical junctions we have obthe magnon and phonon branches of the excitation spectra,
served a suppression of the 4-meV peak by magnetic fieldwhich enhances the electron-phonon interaction with low-
of the order of several tesla. This behavior is illustrated inenergy phonons in HobB,C, and which is suppressed by
Fig. 5, where the peak positions are marked by an arrow. Wenagnetic fields that destroy magnetic order in this com-
disregard the zero-bias peak in the differential resistancgound.
which does not show a systematic behavior in magnetic field For Hllc the magnetic structure of HopB,C is much
and has no relevance for the electron-phonon interactiormore robust and does not experience strong changes in the
The magnetic-field range of the soft-phonon-peak depressiorange of magnetic fields studied. The upper superconducting
increases to 10 T. In Fig. 6 we show a contact with only acritical magnetic fieldH.,(0) in lic direction is about the
small influence of the field on th@?V/dI?-spectrum, where same as foH.L c.3* Therefore, the superconductivity can be
most of the phonon suppression occurs in fields up to abowuppressed byllic without influencing the magnetic order
2 T. Again, we regard the zero-bias anomaly as being nonand without perturbing the phonon-magnon interaction. Two
essential for the phenomena considered here. Figure 7 showd#ferent junctions in Fig. 8 illustrate this behavior. The
a very strong magnetic field dependence for a contact with ahape of the soft phonon feature at 3—5 mV remains almost
spectrum similar to the one of contact 2 in Fig. 3, whichunchanged in fields upto 7 T.
clearly exhibits at 0.5 T the quasi-thermal-likeN"-type Temperature dependence of PC EPI spectae most
feature at 19 mV. It follows from Fig. 7 that fields up to trivial effect of the temperature on the PC spectra is related
abou 2 T strongly suppress the intensity of phonon lines,to the thermal smearing of spectral features according to ex-
modifying their shape and position on the voltage scale. Ompression(5). For increasing temperatures, this effect should
the other hand, fields greater than Zahd up to 9 Jdo not lead to an increase of the peak width and a decrease of its
change dramatically the PC spectrum in Fig. 7, which conintensity in such a way that the area under the peak remains
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FIG. 6. The magnetic field dependence of the PC spectra for theFIG' 7. The magnetic field dependence for a HEC-Ag point contact,

. . . . which shows the “quasi-thermal” negative over-shooting beneath the linear
HON'.ZBEC Ag point Sonta_ct Lin Fig. 3, which iorrespond_s 0 the spectro background at fields of 0.5 and 1 R=0.5(, V.= 0.8 mV. The charac-
scopic(“nonthermal”) regime of current flowR=0.7Q, T=1.6 K, Voq . . L

. . ' teristics of this contact are very close to contact 2 in Fig. 3. The dotted
=0.7mV. The curves are shifted vertically for clarity. For each curve

- - - ) traight lines represent the assumed backgrounds. For each\Gurv® at
V2r=0 atV=0 and the assumed linear background is shown by the dottetizo_ Note the change of the phonon lineshape and the intensity the fields
line. Mutual orientation of the contact axis, the magnetic field, and the

crystallographic basal plane correspondslitoH)llab. =2T. (ILH)lab, T=4.2K.

. . .ture dependence of the 4-meV peak in neutron-scattering
approximately constant. The position of the spectroscopl%ata on YNjB,C. %
. . . 2 .
struE:rtI:Jre ShOlild remfam Exed og X‘e ;]/oltage aX|s|. tted | Since the position of a true spectral peak should not
€ spectrum of a Hobi,C-Ag has been plotted in depend on the temperature, we can conclude that the tem-

Fig. 9 for temperatures from 4.2 to 13 K. With rising tem- perature dependence of the lowest energy peak in Fig. 9
gggu\rshrﬁ ii:[rztiltlu::?oztea?om:it-nes_c?\;?;/cgr)i\gi tgolfc,zvﬁro\gtborresponds to an intermediate regime of the current flow. At

. - ... low temperatures the regime is quasi-theriwatiere there is
energy of 3—4 meV. The !nset in Fig. 9 shows the posmona noticeable dependence of the peak positigron the bath
V, of the low-energy maximum on thé,-(V) curves as a

. . . . ) . temperaturgand for higher temperatures it gradually trans-
function of temperature. The intensity of this maximum d's'_forms into a spectral regiméwhere the peak position is

appears suddenly between 11 and 12 K. Such an abrupt d'ﬁi(ed) due to the suppression of the magnetic order at higher

appearance of the spectral peak In a narrow tempergture '?'mperatures and the disappearance of the nonequilibrium
terval cannot be attributed to a simple temperature-induce ffects. Such transformations of the regimes of current flow

broadening. This points to a transitionTg}~ 12 K, whichis .
: : . in the strongly coupled electron-phonon-magnon system are
either a first- or very steep second-order transition. At higher gy P P 9 Y

temperatures, only a very wide and shallow PCS maximunl?rObably due to the peculiar temperature dependences of the

. o . ) nonequilibrium phonon and magnon escape and relaxation
at about 15 meV is seen, which is not surprising since the d P g P

; . fates in a contact.
spectral smearinfsee Eq.(5)] is rather large at these tem- Unfortunately, we were not able to study the point con-
peratures. Note also the change in the shape and the incree}a%t '

in the intensity of the soft phonon spectral peak while pass. s which satisfy the spectroscopic conditions in the whole
ing from the curve taken aT=8K and H=1T to T temperature range and which are stable enough to survive the

. . whole series of temperature-dependent measurements.
=8.4 K andH=0, which corresponds to the partial restora- P P

tion of the magnetic order. Such behavior definitely proves _

that magnetism is involved in the observation of the electron-2 YNI2B2C

phonon interaction at low energies. Phonon structure at low energies and its magnetic field
The observed shift of the lowest energy-peak at about 8lependenceThe PC spectra for the nonmagnetic Y com-

meV to higher energies, while lowering the temperaturepound reveal a broad phonon peak at about 12 meV, which

contradicts the softening of the phonon energy observed idoes not depend on the magnetic fighdgs. 10a, and 10b

neutron-scattering experiments for the case of LBMC at Because the same phonon structure is observed in

low temperature&® However, it corresponds to the tempera- Cu-YNi,B,C point contacts(Fig. 10D, it is not due to a
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FIG. 9. The temperature dependence of the PC spectra for,BgBHAQ,
which is similar to contact 2 in Fig. 3, and that shown in Fig.R.
=0.62Q, V;,,c=0.95mV (for the uppermost curveV,,;=1.0 mV).
(ILH)llab. The temperatures and fields are indicated. The dotted straight
lines mark the assumed backgrounds. The curves are shifted vertically for
clarity. For each curvé/,r=0 atV=0. The dashed lines are intended to
follow the temperature dependence of the low-energy peak positias a

4 guide to the eydsee the insgt
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tion. A possible origin for the observed magnetic field de-
FIG. 8. The magnetic field dependences of the HBML PC spectra for ~ Pendence of this structure at low voltages could lay in the
Hilc with Ag (a) and Cu(b) counter electrodes. The contact parameters andmagnetic interactions which would then even exist in the
the measurement conditions aréa) Ro=1.51(, Vn=0.5mV, T npominally nonmagneti¢/Ni,B,C. Comparing the intensity
=42K; (b) Ry=2.30, Vinog=0.7 mV, T=2.5K. Contactb) is the same ¢ tha 4-meV peak in YNB,C and HoNjB,C PC spectra,
as in the lower panel of Fig. 13. For each culg=0 atV=0. L. .
one should note that to destroy superconductivity in
YNi,B,C one has to apply a much higher field than that in
the case of HONB,C. The applied fields, for YNB,C be-

phonon contribution from the Ag electrode of the jng in the normal state could already suppress the observed
Ag-YNi,B,C contact. The absence of a Cu phonon band at,cture at 4 meV.

16—20 mV in the Cu-YNB,C contacts and the similarity of
the PC spectra for the Cu-Hof,C and Ag-HONB,C con- jjjstrate the difference in the regimes of current flow corre-

tacts in Fig. 4 prove that the contribution of the noble metalsponding to the contacts of different resistan(szes. The

electr.odes tp the spgctra is strong.ly reduced, becquse trlmgpid suppression of the low-energy phonon péaarked
Fermi velocity in YN,B,C and HONB,C is substantially py the arrowy in Fig. 10a and its shift to lower biases with

smaller than in C(Ag), as predicted by band structure jcreasing field resembles an analogous behavior of

23
calculations’ _ HoNi,B,C contacts(see Fig. 7 in the quasi-thermal regime

In the YNi,B,C contacts a weaker structure at about 4¢ the cyrrent flow. The smaller conta@ig. 108 evidently
meV, indicated by the arrows in Figs. 10a and 10b is alsqg cjoser to the spectroscopic regime and, although the low-

observed. In order to study the normal state properties Ofnergy peak reveals a peculiar nonmonotonic dependence on
these contacts, the applied magnetic field was alldye  he magnetic field, its position on the voltage scale remains
=5-6T in order to suppress the superconductivity ingyaq

YNi,B,C. In the spectrum of Fig. 10a a suppression of the

low-energy phonon structure with a slight shift of the voltage _ _ o
position to lower values is observed in the limited field range3'3' Evidence for high-frequency boron vibration mode
from H¢, to 10 T. The spectrum in Fig. 10b shows a non-  To cover the energy range including thggAoron vi-
monotonic dependence on the magnetic field for the peakration mode with a characteristic frequency corresponding
intensity, although without any change in the voltage posito 106 meV(Ref. 23, we have to extend our point-contact

The spectra of the YNB,C contacts shown in Fig. 10
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FIG. 11. The PC spectra where the boron vibrations\&=100 mV take

over at large biases, which presumably correspond to the thermal regime of
the current flow. For the HobB,C-Cu contactRg=1.91Q, V,,(V=0)
=0.55mV, andH(llc)=0.6 T; for the YNiyB,C-Cu contactRy,=1.2Q),

Vimod V=0)=0.86 mV, andH(Lc)=6T. T=4.2K,

depend on the counter electro@eu, Ag). Its position on the
voltage scale is independent of the magnetic field and tem-
perature, provided their origin can be classified as “spectro-
scopic”, i.e., satisfying the conditions of PGSee Eq.(1)]
without noticeable contact heating or nonequilibrium effects
(see below.

We can prove in several ways that the maxima in the PC
spectra at 4—5 and 10—15 meV correspond to the low-energy
phononsin RNi,B,C. First, they are situated at the charac-

FIG. 10. The low energy parts of the PC spectra of dC with Ag (a) teristic phonon energies found in LuB,C (Ref. 23 and

and Cu(b) counter electrodes at different magnetic fields and4.2 K, YNi,B,C (Ref. 28 via neutron Scatter_ing e_xperimeqts. Sec-
which show the magnetic field evolution of the 4-meV phonon structure.ondly, they are also observed at high fields, which com-
The parameters arda) R=1.8(), Vino¢=0.6 mV; (b) R=16.6Q, Viog  pletely destroy the magnetic ordéFigs. 6 and ¥ which
=1.1mV. In paneka) the structure at ;ero-blas Ht=6 and 7 T is due to ﬁxcludes any magnetic origin of the observed StrUC(fﬂE

the not fully suppressed superconducting state. The dashed lines through the . )

spectral maxima serve as a guide to the eye. For each save0 atV instance, directly related to electron-magnon scattgring

=0. The dotted straight lines indicate the assumed backgrounds. The contact Although we cannot measure the low-temperature PC
in panel(b) is the same as in the upper panel of Fig. 13. spectra in the normal state unperturbed by the application of

. a magnetic field, there is evidence from the AR spectra at
measurements to voltages about an order of magnitude Iargp|r:0 that the 4-meV spectral structure is quite general for

than in the data presented above. The increase of bias VOltagﬂferent RNi,B,C compounds, no matter which magnetic
leads to a gradual departure from the spectroscopic regi operties they possess. The t;/pical examples foHR, Er,

that approachgs the thermal Iimit. Therefore, in the PC SPeGing Y are demonstrated in Fig. 12. Although the shown AR
tra of the HoN§B,C-Cu and YN;B,C-Cu contacts shown in spectra reveal quite different critical temperatures and super-

Fig. 11, the initial parts with the onv-frequency phonon S_pec'conducting energy gaps, thelgviate from the smooth BTKD
tral peaks gradually transform into a background S'gnalbehavior revealing a clear feature at4 meV. The steep

wh|hch”|s Imear. up to 50_b70 nré\é anti/e[f_rr]]gr saturates ork haﬁ']crease of the inelastic electron-scattering rate at this energy
‘13 a gwfmﬁmm#m atabout med L |§§nergy T}?r S with a stepwise increase of tHéparameter could explain

the end o the phonon spe.ctrur.n and coinciaes roug YW“ his feature. The characteristic energy is quite robust and
the high-frequency boron vibration mode. The observation o oes not depend on the contact resistance and the magnetic

clear features at this energy points to an appreciable eIeCtrOQTructure of the studied material, which proves its nonmag-
phonon interaction with the 4 boron mode. netic origin

4. DISCUSSION It is interesting to note that in metallic Ho there is also a
strong optical magnon band Atw=4 meV (Ref. 37. This
suggests that in magnetically ordered HgB(C the crossing
Low-energy phonons as a primary source of spectralof low-energy phonon and magnon branches might lead to
structure.The spectral structure at low bias voltages does nothe appearance of a low-energy mixed phonon-magnon

1 i e ) I

~30 20 160 10 20 30

4.1. The origin of the spectral structure
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excitation-branch due to the repulsion of energy bands. Furef a “N”-type feature on the voltage scale is only approxi-
ther investigations with polarized neutron scattering shouldnately fixed around the characteristic phonon energies which
clarify this point. become temperature- and magnetic-field dependent. At the
Quasi-thermal enhancement of phonon spectral line incorresponding critical bias voltages for the destruction of the
tensity In many cases the observed peaks are not the commagnetic order, the resistance of a point contact reveals a
ventional bell-shaped phonon peaks, but ratidtype  sharp increase. The resultiddrshaped structure in the PC
shaped structures. After subtracting the linear backgroundspectra is similar to that found in the point contacts with the
the N-type shape corresponds more to maxima ondtkié&d | ferromagnetic metals of the iron group, where the magnetic
curves than on thd?V/dI?(V) dependences. These observa-transition is driven by Joule heating of the contact region at
tions support our view that thi-shaped peaks, though lo- much larger biase¥. Quantitatively, for a slow boson sub-
catedcloseto the characteristic phonon energies, are not simsystem it is possible to be heated up to a temperatifg
ply due to the inelastic backscattering of conduction~(eV/4kg) without temperature smearing of the electron
electrons by phonons, as is the case for the standard PE€S. distribution?® The steep rise of the contact resistance that
The following observations relate the$éshaped phonon occurs at about 5 mV then correspondsTig, which is
peaks to the destruction of magnetic order. roughly equal to the temperature at which the magnetic order
The positions and intensities of ti-shaped structures is destroyed. Such an estimate gives the magnetic ordering
decrease with increasing magnetic field. At low fields thetemperatureT .4 with an upper bound of 14.5 K, which
shape changes drastically and the intensity is strongly sugoughly corresponds to our observationsTgfag=11-12 K
pressed. At fields above the paramagnetic saturation field dsee Fig. 9 and to the neutron powder-diffraction results of
about 1-2 T5® the structure becomes only weakly magnetic- Tmag™8—10 K. Since the point contacts are located close to
field dependent and looks as traditional, smeared PCthe crystal surface, we compare our results with the neutron
maxima. This described behavior is characteristic of theneasurements on powdeér®) rather than with the bulk
point-contact experiments with the magnetic HgByC. It  Single-crystal results witf ,g~6 K.’
originates from the strong coupling between the vibrational ~Magnetic field dependence of the soft phonon branch
and magnetic degrees of freedom in this compounds. Th&he low-energy phonon peak in the Ho compound appears to
strong phonon-magnon coupling easily leads to a large d2e very sensitive to the magnetic field parallel to the
viation from equilibrium in the phonon-magnon system,ab-plane, which points to the strong interaction between
which is driven by the electrons that pass through the conPhonons and magnons. Our findings support the suggétion
tact. The deviation from equilibrium is especially important that the phonon softening down to 4 meV is connected with
in large and dirty contacts, since the escape rate of the nofbe appearance of the incommensurate spin-density-wave
equilibrium quasi-particles is hindered there by diffusion in@long thea(b) crystal axis in Er and Ho compound, since
the contact region. In small, clean contacts the nonequilipPOth occur at about the same wave vect@ose toa*
rium quasi-thermal effects are negligible due to the fast bal=0-55 '4?- which correspond to the nesting of the Fermi
listic escape of the nonequilibrium quasi-particles from theSurface.” We have shown that the 4-meV spectral feature is
contact region. also present in ErNB,C (see Fig. 12 It is possible that the
We propose the following explanation of the nonequilib- SPin-density wave is present also in the Y compound, where
rium phenomena observed in HoB,C point contacts & magnetic field could de_stroy the nesting feature that gives
which is, so to speak, a “magnetic” version of the earlier- 11S€ t0 the phonon softening. . _ .
found strong enhancement of the phonon structure by non- In the _above-descrlbed scenario, thellattlce sqftemng and
equilibrium phenomena in superconducting point contitts. the establishment of the magnetic order in &{b)-direction

The ballistically injected nonequilibrium electrons generatece0Perate with each other in lowering the total energy of a

slow phonongach time the bias voltage approaches an enmetal. If the soft phonon modes are important in the Cooper
then the much stronger influence of magnetic field

ergy corresponding to the flattening of the phonon dispersioR@1ng. t _ _
curves. At these biases the phonon branches have maxima 9y e mixed electron-magnon-phonon interactionHaab
the density of state and their group velocities tend to zeroSnould contribute to the anisotrogigr, more correctly, the

Those phonons cannot escape from the contact and therm&Pparent isotropy) of H in this material.
ize through phonon-phonon collisions. Due to tmipling The dependence of the low-energy PCS phonon struc-

between the phonon and magnon excitatiomsich we as- ture on magnetic field found in our experiments implies that
sume to be strong, the magnon subsystem equilibrates wilIIl?e soft phonon modemeasured by neutronat IOW. 'Fe'm-
the phonons and the magnetic order is destroyed upon reac eratures in HONBZC_ ShOUId reveal a strong gensmw_ty to
ing the critical temperature of magnetic ordering in a givent he e;t;rnal n:ja_lgtrjetlc field. It would be very interesting to
magnetic field. In fact, the thermalization of the phonon—C eck this prediction.

magnon system is not necessary provided that the concentra-

tion of nonequilibrium magnetic excitations becomes Iarge4'2' The linear background and interaction of electrons with

enough to destroy the magnetic order. Since the critical conqon'phonon'c excitations

ditions depend on the complicated balance between the gen- Many point-contact spectra on YM,C, as well as on
eration, escape, and decay rates of various quasi-particléoNi,B,C (see, for example, Figs. 6, 7, and 10eeveal a
(electrons, phonons, and magnpnshere the phonons are linear background signal starting from low bias voltages.

only one of the few constituents in this picture, the positionSuch a behavior is atypical for point contact spectra of con-
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dences in the superconducting stdte the point contacts between Ag and

RNi;B,C (R=Ho, Er, and V. & HoNi;B,C, R(20mV)=150, T=1.6 K, FIG. 13. The PC EPI spectral functiogs (o) [see Eq(2)] of YNi,B,C
0.5 Q) per vertical division; p ErNi,B,C, R(20 mV)=0.33(), T=14K,  (ypper pangland HoN}B,C (lower panel obtained as described in Ref. 29.

0.023(2 per division; ¢ YNi;B,C, R(20 mV)=0.82Q2, T=4.2K, 0.077Q)  The calculatech pc parameters are 0.05 and 0.1 for, respectively, JB)E
per division. The vertical dotted lines mark the positions of the low-energy,nq HoNiB,C.

feature which is common to all spectra and which coincides with the lowest
characteristic phonon energy in LuB,C (Ref. 25. T<T,.

ventional metals and alloys. If the electron-phonon interacspectral functiompc(w) = a?(w)F(w) can be obtained us-
tion dominates, the background is due to the additional scaing Eg. (2) for the scaling. The obtained EPI spectral func-
tering of the conduction electrons on the generatedions for YNi,B,C and HoNjB,C are shown in Fig. 18Ref.
nonequilibrium phonons in the contact area and results in 89). By analogy with the conventional EPI parameter
signal which corresponds to an energy integral of the phonorr 2f @?F (w)dw/ , the \pc=2f a5 cF(w)dw/w parameter
density of states. One of the reasons of the observed anomean be calculated from the spectfalhe obtained values for
lous linear background signal could be that electron-electroipc are of the order of 0.01 for typical spectra, which reach
(or electron-paramagnd® interactions with a quadratic en- 0.1 for the most intensive spectrum, which is at least an order
ergy dependence in the scattering rate are strong scatters @f magnitude smaller than expected from the band structure
the conduction electrons in these systems. calculations® This discrepancy may be partly due to the
It follows from our measurements that the electron scatshort electron mean free palthfor elastic scattering, which
tering by non-phononic excitations in YMi,C and leads to the diffusive regime of the current flow,<d
HoNi,B,C is essential up to energies of the order of 50 meV<< \/m in the contact region. In this case the contact diam-
(Fig. 12, which correspond to the biases at which the con-eterd in Eq.(2) should be replaced dy . The electron mean
tact resistance has an inflection point. This feature is clearlfree path in the bulk is 10-100 nrfrom pl~10"* Q
seen as a broad maximum at about 50 meV in the second cn?, as for a standard free electron metal, and the resistiv-
harmonic signal for a number of conta¢tet shown along ity p~10 °—10"° Q-cnf) is of the same order of magni-
with another typical behavior of the background characteriude as the contact diameter calculated from the contact re-
ized by a saturation or wide shallow maximum at the bororsistance,Ry~1 (2, in the diffusive limit d~p/R,. The
vibration energy~100 meV, shown in Fig. 11. In the ther- maximum realistic shortening df by static imperfections
mal regime of the current flow the maximum temperature indown to 1 nm can account for roughly an order-of-magnitude
the contact isTo=V/2\/L [Eq. (3)]. This would correspond suppression of the spectral intensityThe additional sup-
to a pyu(T) dependence which has an inflection point atpression may be due to unknown effects, which are related to
about 160 K, nicely fitting what is observed in the the barrier at the contact interface or to a possibly small
experiment’ fraction of the contact that contributes to the phonon struc-
ture.

The boron vibrational spectral band at about the ex-
pected 100 meV is seen in many of the PC spectra as a broad
After subtracting a smooth background from the mea-maximum or as a change in téV/dI%(V) slope that tends

suredd?V/d|? spectra in the spectroscopic regime, the EPIto saturation at voltages approximately equal to 100 (saé

4.3. The boron vibrations, electron-phonon spectral
functions, and A\ parameters
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Fig. 11). The dominating role of the boron vibrations in the | aNi,B,C,?° as well as the comparative study of PC-EPI and

overall background behavior in many of the PC spectrgAR spectra for various contacts with superconducting Ho-

clearly points to a contribution of the boron vibrational and Y-based compounds undertaken in this work, suggest

modes to the interaction parameterHowever, we observed that the low-energy part of electron-quasiparticle-interaction

also spectra in which the prominent structure at 100 meV igpectral function is responsible for the Cooper pairing in

absent, although a clear AR energy-gap structure suggesfisese materials. The strong electron-phofparamagnon

that the material under the contact is superconductifidnis coupling observed in the case of magnetic HENC and

may be due either to the strong anisotropy of the ERl,  nominally nonmagnetic YNB,C makes it problematic that

that for certain orientations of the contact axis the boronthese materials belong to the family of the ordinary electron-

vibrations are not seen in the PC spertato the fact that phonon-coupled superconductors, but rather attaches them to

the high energy boron vibrations are not of great significanceéhe highT, and heavy fermion systems.

for the superconducting state. For some contacts with the

YNi,B,C and HoNiB,C single crystals, with the contact I.K.Y. and V.V.F. acknowledge the financial support by

axis oriented parallel to the direction, we observed spectra the European Community grant INTAS-94-3562 and the
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Transition from strong to weak electron localization in a percolating gold film under the
influence of an electric field
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The low-temperaturé0.5-55 K conductivity of a semicontinuous gold film near the percolation
threshold is studied. It is found that the film resistance is very sensitive to the applied
voltageU. By varying U, the film can be reversibly transformed from the insulating to the
metallic type conductivity. This makes it possible to study the metal—insulator tran@iidn by
tuning the electric field. For low <0.05 V, the film behaves as an insulator with the sheet
resistanceR; up to 10 M. In this state, the dependencB§T)xexp(1T) (for T<20 K) and
R(U)=exp(lU) (for T<1 K andU>0.1V) are observed. At high voltage§/ & 10 V),

the film has the resistand®=>5 k() and behaves like a “dirty” metal. The magnetoresistance
(MR) in the metallic state is positive and corresponds to the weak localization effect. In

the insulating state, the MR is negative and is described by the forR({&)/R(0)x —H?/T.

The negative MR manifests itself for nearest-neighbor hopping. Such behavior is unusual,
and its nature is unclear. The dependences of resistance on temperature, voltage, and magnetic field
as well as the general nature of the observed MIT are considered on the basis of the
obtained results. €997 American Institute of Physids$$1063-777X97)00709-3

1. INTRODUCTION clarified. In the general cagboth for homogeneous and het-
erogeneous systemsve shall assume that the system is un-
An increase in disorder in the crystal lattice of metalsder conditions of weak localization if it is a disordered metal
leads to interference effects of weak localizatiL) and  whose conductivity at low temperatures is determined by the
electron—electron interaction(EEI) in the electron WL and EEI effect$® The temperature dependence of con-
conductivity! =3 In the case of strong disorder, electrons be-ductance for two-dimensional [¥ systems in this case is
come localized(such a metal—insulator transitiqdMIT) is  given by
known as the Anderson transitiph® The disorder respon- -
sible for these phenomena is associated with perturbations of G (T)— Go(T,)=a1Ggy In —, (1)
the scattering potentials on the atomic sdahepurities, va- T
cancies, and so gmand is often called microscopic. The MIT \yhere Go=1/R5, G and Ry are the sheet conductance
can also take place in heterogeneous systems in the form ghd resistance of a® system,Ggo= €%/27%h = 1/Rgy (Roo
disordered mixtures of a metal and an insulator. The conduc~ g1 kQ); the quantitya; of the order of unity depends on
tivity of such systems differs from zero fat>Xx., wherexis  the mechanism of phase relaxation of electrons, Bnis an
the relative fraction of the metal and the critical fraction  arbitrary fixed temperature. In the case of strong localization,
(percolation thresho)d In the case of two-dimensional sys- we shall assume that the system is an insulator whose con-
tems,x is the metallic surface coverage. The typical disorderductivity is determined by thermally activated hops between
scale in percolation systems is 10—100 nm and hence i®calized state&?
known as macroscopic. Let us first consider the well-known regularities of a
In the case of simultaneous influence of macroscopic an¢ransition from weak to strong electron localization for ho-
microscopic disorders, the conducting properties of heteromogeneous R systems. The conducting properties of such
geneous systems is an interesting and important problem igystems foiT >0 are determined by the relation between two
the physics of conduction electrons in disordered systemsength$14!® the localization length, and the phase relax-
The well-known theoretical results obtained in Refs. 6 and Zation lengthL ,(T) = (Der,) Y2 whereDy, is the electron dif-
predict enhancement of Anderson localization near the peffusion coefficient,7,(T)<T P is the time of phase relax-
colation threshold. Various aspects of the influence of macation due to inelastic processes of electron scattering, and the
roscopic disorder on WL and EEI effects as well as Ander-quantity p is determined by the mechanism of inelastic re-
son’s transition were studied experiment&fly® but this  laxation and can vary from 1 to 4. We assume that electrons
problem has been investigated insufficiently on the whole. in 2D systems for whiché,>L (T) are localized weakly,
Here we report on the results of studies of peculiaritieswhile those in systems for whic <L ,(T) are localized
in the transition from weak to strong electron localization instrongly. A transition from weak to strong localization of
semicontinuous gold films near the percolation thresholdelectrons is characterized by the approximate equality
The terms “weak” and “strong” localization should be §&~L,. This transition in real systems can be carried out by
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changing the degree of disordgariation of&|) or tempera- »

ture (L(PocT‘p’z). It was found during investigation of metal 10 ’

films'*~?that a transition from a logarithmic to an exponen- i

tial dependence of resistance upon an increase in disorder in 10° {

the temperature range 10 K occurs for the characteristic i

value of resistanc&R=Rf; whose value normally varies < 10}

from 20 to 30 K). This value ofRf, was put in correspon-

dence with the resistance quant®y which is equal tdi/e? - 107 1

to within a numerical factor. For definiteness, we can ;

assum® that Ro=7fi/e?~12.9 K). In this case, the ex- 10 |

perimental values ofRY, can be presented in the form E

5;=bRg, whereb is a factor of the order of unity. S 133 40
Meir et al?? proved that the sign of magnetoresistance 10 0_,‘ ;‘6.. 1‘0."“; . 1"6

can serve as an accurate criterion of weak or strong electron 1 U v

localization in homogeneoud® systems with a strong spin-
orbit interaCtion(SOD- In the case of weak disorder, MR is FIG. 1. Current-voltage characteristics at various temperafur@s K): 10
positive in accordance with the WL thedty,while in the (1), 8(2), 6 (3), 5 (4), 4 (5), 3 (6), 2.5(7), 2 (8), 1.4(9), 0.51(10).

case of strong localization it must be negative. Such a tran-

sition was observed earlier for In films upon an increase in

disorder'® According to Ref. 22, a transition from positive to 0ping a theoretical model of this interesting phenomenon.
negative MR must take place exactly fgr=L_(T). An

analysis of ultrathin Cu, Ag, and Au films reveafémat this 2. EXPERIMENTAL TECHNIQUE

transition occurs folR.=75 k(}, which corresponds to the
characteristic resistand®y,=2w24/e?=81 k() appearing in
formula(1).

In percolating systems, the regularities of transition from
weak to strong electron localization can be completely dif-
ferent and must be determined by the effect of “macro'thicknessl_ZS 25 nm(determined by using a quartz pickup
scopic” disorder to a considerable extent. This research is :

. o . . ‘Was deposited under a pressurd0 ® Pa on a monocrys-
devoted to investigation of these effects. The objects of in; P P y

L . ) ; X ! talline sapphire substrate at a deposition rate 0.015 nm/s at
vestigation were ultrathin semicontinuous gold films with re- bp b

) ) . the substrate temperature54 K. The purity of the initial
sistanceRg of the order 10 R under trar_13|e.nt Cor_ldltlons material was 99.99%. The resistance of the film immediately
between weak and strong electron localization. Films wer

o Gfter its preparation waR-=4.87 K. In order to stabilize
prepared by vacuum depo_smon on a cold substratsq(K). . the structural state of the film, it was heated~+63 K, after
The conductivity of such films was found to be very Sensi-\ bich its resistance decreased-at.5 k0. The size of the
tive to the applied voltagtl. At low temperatures, we could regions of the film being measured was<@.1 mm. The
reversibly transform the films from weak to strong electronConducting properties of the film were studied by recording

localization conditions by varying'the value of. It was the current-voltage characteristidy¥C) at various tempera-
found that apart from the change in the temperature dEperfL'Jres(in the range 0.5-55 K The source of stabilized volt-
dence of resistance, such transition is also accompanied by

the change in the sigtfrom positive to negativeof MR as

in homogeneous systems. At the same time, some of pecu-
liarities observed in the film conductivite.g., a transition 10"
from positive to negative MR upon an increase in tempera- 3
ture) do not correspond to homogeneous systems. In this

The preparation of percolating gold films and the mea-
surement of their conducting propertigssitu were carried
out in a high-vacuum cryostat containiigle and a super-
conducting solenoid. The properties of one of the investi-
gated films are described beldWThis film with effective

paper, we analyze the results obtained for one of such films. 10°}
It will be shown that the conducting properties of the film c ]
under strong localization conditions corresponds tola 2 - [
granular metal. The observed transition to weak localization o 10°

\RALL |

upon an increase id is due to the effect of electric field on
the probability of electron tunneling between metallic gran- {
ules(percolation clustejs The observed difference from the N
behavior of homogeneous systems can be explained by joint 10
effect of “microscopic” and “macroscopic” disorders. L .
Negative magnetoresistance of the investigated film under
strong localization was manifested in the regime of electron
hopping between neare,St nelghbqrs. Such a Ca_se of negatl}{%. 2. Dependence d®(T) (in logarithmic coordinatesfor various val-
magnetoresistance for insulators is unusli@nd its nature es of the applied voltage (in V): 11.(1), 5(2), 2.(3), 1(4), 0.5(5), 0.3(6),
remains unclear. The obtained results can be used for devel2 (7), 0.1(8), 0.05(9), 0.02(10).

vreny
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FIG. 3. Dependence d®-(T) (in logarithmic coordinatgsat various tem- FIG. 5. Dependence IR,=f(1/T) at T=0.51 K
peraturesT (in K): 50 (1), 30 (2), 15 (3), 10(4), 7 (5), 5 (6), 4 (7), 3 (8), 2 o T
(9), 0.5(10).
R(T)xexp(To/T) 2

age used in the experiments made it possible to change tr(?ig. 4), where To=20 K. At low temperatures <1 K)
voltageU in steps from 11 to 0.001 V. Along with the IVC |\ “1ove a similaor dependence R(U): ’

recording, we also measured MR in a magnetic fidlcbf

strength~4.5 T normal to the film. R(U)xexp(Uqy/U) ()
(Fig. 5, whereUy=2 V.
3. DISCUSSION OF RESULTS As the value oU increases, the temperature dependence

R(T) becomes weakdFig. 6). For large values o/=10V

in the temperature range 5-55 K, this dependence approxi-
The film conductivity was essentially nonohmic, the IVC mately corresponds to the following expression:

nonlinearity being enhanced upon a decrease in temperature

(Fig. 1). The results of measurements can also be represented R(T) =R(T,)In(T/T,.). )

in the form of families ofR(T) curves(recorded for different A comparison of experimental dependeridg with the the-

values ofU) as well asR(U) curves(recorded at different oretical formula(1) givesa;=3. It should be noted that the

temperatures (Figs. 2 and 3 The figures show that the experimental data in this temperature range are also in good

variation of R(T) at low values ofU and of R(U) at low  agreement with the power dependerR€l) =T #, where

temperatures are exponentially lard®er this reason, the B=0.3-0.5.

curves are given in logarithmic coordinateé\t the same Thus, the obtained results indicate that the film under

time, the variations of resistance for large valuetJoind T investigation experiences a transition from strong to weak

are very small. The temperature dependeR€E€) for small  electron localization upon an increase in voltage. In this tran-

U(=<0.05 V) corresponds to the simple exponential depensition, the resistanceRy decreases from~10" Q) to

dence

3.1. Review of basic results

L 4,7 '..
l’ ..
3 ” 4.5 o ..
10°F /’ *
3 ¢ 43} o
. e c o
c | A < g !
. - [
- 10°F 4 of 3s9f .
ﬂﬂu s ”‘ ¢
: .. 3t7 3 ¢ .‘
é
10%F s .
E ./ 3,5 ® Y
.“ ..... Addd b bd Al Al b dd s b ds Ldohidded b Al d 3 3 2 I ' 3 i
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FIG. 4. Dependence IR5=f(1/T) for U=0.05V. FIG. 6. DependencB-(T) for U=11V.
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~5.10% Q. Apart from a change in the temperature depen- 0,06
dence of resistance, the transition is accompanied by a
change in the nature and sign of magnetoresistance. For low-
resistance stateRf;<12 k() the value of MR was positive

for high voltages £5 V). It is well knownt!13252%hat gold
films under WL conditions possess a positive MR due to
strong SOI typical of gold. We can assume that it is also the
case for low-resistance states of the film under investigation.
In order to verify this assumption, we compared the experi-
mental MR curves with the relevant theoretical expression

ARH) o € [4eHL? .
R U 47 fic |’ ®
0,01 o 1
where f(x) = (1/x+ 1/2)+In x,i being the digamma func- H,T

tion. The application of this formula for heterogeneous anq: : . , -
. . . . . . h IG. 7. Dependence of normalized correction to film conductivity on mag-
semicontinuous films requires certain stipulations. In such i field atT=4K, U=5 V. The solid curve corresponds to formuB

systems, we must take into account the relation between thgr RYR=0.9 k. The measured “macroscopic” resistanRe ~6 k).
lengthL ,(T) and the percolation correlation lengih which
is equal to the average size of percolating cluSteEnsx<x,
and determines the scale of length above which the system ggerature or applied voltage. At the same time, the length
homogeneous fox>Xx.. For example, the system is homo- L¢,=(Der¢)l/2 must decrease upon a considerable increase
geneous relative to the WL effect far,(T)> £, and hetero- in temperature due to the effect of inelastic electron
geneous folL ,(T)<¢,. scattering®® The independence of, on temperature at
In the case of homogeneous systems, the value of shegt<5 K is in accord with a similar behavior af, observed
resistanceR; measured for aR sample is usually substi- for homogeneous gold filmi%2 prepared from the same ini-
tuted for RMR in formula (5). Usually, the size of such a tial material as in our experiments. This is associated with
sample(except thicknesss much larger than the lengtlds  the dominating contribution of spin—spin scattering in this
andL,, and hence we can refer to the resistaRegbeing  temperature range.
measured as “macroscopic.” However, the substitution of  Thus, the MR of the film under investigation at high
this resistance into formulép) is justified only forL > ¢, voltages &5 V) corresponds to the WL effects in percolat-
since all the peculiarities of percolating structure in this caseng 2D systems forl ,<¢, 1327 As the voltage decreases,
are averaged over the lendth, . For percolating systems in the R(T) dependences become strong€ig. 2) and ap-
which L <¢,, the contribution to MR associated with the proach the exponential dependert2g i.e., a transition to a
WL effect comes from metallic regions of the sample, whosestate with strong electron localization takes place. This tran-
size is larger thai ,, but much smaller thag,. The resis-  sition is accompanied by the change in the sign of MR from
tance of these regions can be much smaller than the “magpositive to negativéFig. 8). It should be emphasized that the
roscopic” resistanc&; . For this reason, the quanti®4®  sign reversal of MR with increasing temperature occurs at
in formula (5) must be a fitting parametét?’ It is RMR and  higher voltagegcf. Figs. 8a and b and hence at lower val-
not Ry that characterizes the “microscopic” disorder of the ues ofR. This is equivalent to a transition from positive to

system in this case. negative MR upon an increase in temperature for a fixed
Taking into account the above arguments, we comparedoltageU (Fig. 9).
the experimental dependencB¢H) with formula (5). We At low values ofU, a quadratic dependence Bf on

used two fitting parameters for each theoretical ch\’)§‘3 magnetic field was observed&R(H)/R=—A(T)H? (Fig.

and the phase relaxation lendth . It was found that expres- 10), where A(T)=1/T", n=1. Consequently, the effect of

sion (5) is in good agreement with the measured field depenmagnetic field on resistance can be described by the formula

dence ofAG (Fig. 7) in the entire range of fields usédp ARS(H,T) H2

to ~4.5 T) for states of the film wittR;=4.5-11.5 K} in 2 B, (6)

the temperature ranflel.5-15 K and for voltages from the Ro(0,T) T

interval 5—11 V. The values dzﬂgR obtained as a result of whereB is a positive numerical factor.

such a data processing were within 83000€) and did not

depend explicitly on temperature or applied voltage, in con- _ »

trast toR, . It was found that the phase relaxation Ienggh 3.2. Nature of the observed metal—insulator transition

at T<5 K was independent of temperature and amounted to The obtained experimental results lead to quite definite

~20 nm. As the temperature increases above 5 K, the valuesssumptions concerning the nature of the observed MIT. The

of L, decreasdto ~11.7 nm afT =12 K). small effective thickness of the film~3.25 nm), high val-
The order of magnitude and the behavioR}{" andL,  ues ofRy (~10 kQ and higher and strong nonohmicity of

are not unexpected. The valuel@ﬁR as a measure of “mi- its conductivity indicate that the film is semicontinuous. This

croscopic” disorder should not depend noticeably on tem-means that it consists of metallic islan@s percolating clus-
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FIG. 9. Relative variation of resistance in a magnetic fielddet2 V. The
curves correspond to different valuesTfin K): 18.0(1), 9.0(2), 7.0(3),
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FIG. 8. Relative variation of resistance in a magnetic fieldia¥ K(a) and
15 K(b). The curves correspond to different values of the applied volthge
(inV): 0.5(2), 0.8(2), 1.0(3), 1.2(4), 1.5(5), 1.7(6), 2.0(7), 3.0(8), 5.0
(9) (a), and 0.1(1), 0.5(2), 1.0(3), 2.0(4), 3.0(5), 4.0(6), 8.0(7), and 11.0
(8 (b).

terg separated by tunnel barriers. Two types of barriers are
possible:(a) vacuum gaps between adjacent islands on an
insulating substrate, antb) narrow and thin constrictions

(bridges between islands in the case of weak contacts be-

tween neighboring islands. In any case, such a system can be

regarded as a two-dimensional granular mé&i).
The insulating state of a GM is characterized by the
following temperature dependence of conductiviy ~>*

oeexg — (LT)Y?]. (7)

Sometimes, other dependences are also observed: the simple

activation dependend@rrhenius law oocexp(—1/T) or the
dependencesoxexp(—1/T*) with a fractional index
a=1/4-1/3 differing froma= 1/2 in formula(7). The exist-
ing explanations of the conductivity of G¥r>!are based on
the Mott concept® according to which the hopping conduc-

tunnelling and thermal activation. In this case, the probabil-
ity of electron hopping from one granule to another is de-
fined as

Ea
)
wheres is the tunneling lengthy=%~1(2me;)? (m is the
electron mass ang,; is the effective barrier heighty ! is
the decay length of the wave function in the insulator, Bpd
is the activation length.

The first theoretical explanation of dependeri@g for
GM?® was obtained under the assumption th&i=E,,
where E.=e?/«r is the charging energy for granulés is
the effective dielectric constant amcthe granule radiys It
was assumed that the density of charge carriers in GM is
proportional to exp—E./(2kT)] and electrons hop only be-
tween adjacent granulésearest neighboysin this case, the
conductivity in the percolation approach is determined by the
presence of optimal “chains” of granules with the maximum

Weoeexp( —2xS) exp(

0,020

0,016

-AR/R
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0,005

e

12 16

8
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FIG. 10. DependencesR(H)/R=f(H?) at various temperaturég (in K):
12(1), 10(2), 8(3), 7 (4), 6 (5), 5(6), 4 (7), 3(8). At each temperature, this

tivity is determined by joint contribution of two processes: dependence corresponds to the minimum value of the applied vdltage
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total probability of activated tunneling for adjacent pairs of (so that the conductivity can become activationlegs a
granules forming the chaifthese probabilities are defined by result, electrons can become nearly free in strong fiétuks
formula(8)). It was concluded as a result of subsequent thetunneling probability is close to unityThis can explain the
oretical and experimental investigatiéha! that dependence transition from strong to weak localization upon an increase
(7) is intermediatdor interpolating between the temperature in applied voltage, which was described by us earlier.
dependence of conductivity at high (dn<—1/T) and low

(In o <—1/TY% temperatures. High temperatures 100 K

and abovegfacilitate activation processéthe activation fac-  3.3. Change in the sign of MR in metal-insulator transition

tor in (8) increases with temperatyreand hence the hopping

I his the limiting f der th diti . The behavior of the MR of the film under investigation
ength is the limiting factor under these conditions. An opti- ofects important peculiarities of the observed MIT occur-

mal granular chain is characterized in this case by the m'n'ﬁng upon a change in applied voltage. In addition, we ob-
mum sum of hopping lengths. Then the temperature deper%’erved some peculiarities in the behavior of MR in the MIT,

dence of conductivity must be close to the Arrhenius law, .1 differ from the behavior of homogeneous systems and

an_d electrong must hop mainly betv_veen nearest neughborare connected with heterogeneous structural state of the film.
With decreasing temperature, activation is hampered, and the For high values otJ (5-11 V), the conducting proper-
competition between the tunneling and activation factors i”[ies of the film correspond to a "‘dirty” D metal. In this

formula (8) results in an increase in the average hoppingsiaie - the film possesses a comparatively low resistance

Iength upon a decre_ase in temperaﬁﬁ‘é’.his is the bg;e 5°f (Ro=5k) and a weak negative temperature dependence
variable range hopping/RH) mechanism of conductivity> ¢ resistancesee Fig. 6. The MR of the film is positive in

With such a mechanism, the following dependence can bfhis case and corresponds to the WL effeete Fig. 7. The

expected: results of numerical analysis of the MR curves show that the
oeexd —(1M)*], (9) film behaves in this state as an aggregate of metallic islands
) ) _ _ or percolating clusters whose size is larger than the phase
where «=1/(1+D),D being the system dimensionality. It rejaxation lengthL ,~20 nm. The islands are connected
follows from formula(9) that the value ot is equal to 1/4,  through tunnel barriers which are very low in the case of
1/3, and 1/2 for ®, 2D, and 1D systems, respectively. Itis phigh applied voltages so that electron tunneling through them
assumed that this statement is undoubtedly correct B 3 i nonactivated. The presence of tunnel barriers nevertheless
and D systems. For D systems, expressiof®) does not  |eads to a considerabl@pproximately an order of magni-
hold in the case of long chaifé33In such chains, “discon- tude difference between the “microscopic” and “macro-
tinuities” i.e., regions in which there are no impurity states scopic” resistanceRYR andRy . For lower values obJ, the
with energies quite close to the Fermi level, are inevitablepayier height increases, the conductivity becomes activated

Discontinuity regions make the largest contribution to the(See Figs. 2 and)4and the MR becomes negatieee Fig.
resistance of al@ chain, and hence the temperature depens)_

. H 32,33 . . ... .
dence of resistance must obey the Arrhenius law (). The change in the sign of MBrom positive to negative

. . - 4
Such a S|tu_at|on can also emerge in na}rrcﬁw @nductors in homogeneous 2 systems with a strong SOI is used as a
as well as in GM at low temperatures in the case of a smalljterion of transiton from weak to strong electron

number of possible hops.In this case, an optimal chain of |ocajization?223 This effect was observed earlier in heterog-
granules contains so-called difficult hops that cannot bgngys systems ald82® Thus, this criterion can be used with
avoided, and hlence tH(T) dependence must correspond 10 certain stipulations in the case of heterogeneous systems,
Arrhenius law’ The observed dependen@ (see Fig. 4is  \yhich is also confirmed by our results for the MIT induced
apparently associated with such a situation in the semicoryy gjectric field. In the case of homogeneous systems, this
tinuous film under investigation. o transition is assumed to occur exactly fgr=L ,(T).?* This

It is well knowrf that in strong electric fields condition for a transition is hardly valid for heterogeneous
F(eF&>KkT), hopping conductivity is activationless and gystems. It is also clear that in the case of heterogenedus 2
temperature independent. In this case, the following relatiogystemS we cannot speak of a certain valueRBf Ro at
must hold for GM®* which a transition from weak to strong localization should

Yo take place’ The value ofR; for the film under investigation
oe ex;{ - E)' (100 was a function of temperature and the applied voltagdt
was mentioned above that the change in the sign of MR upon

This expression corresponds qualitatively to the depenan increase in temperature occurs at larger valugd ahd
dence(3) observed for the film under investigati¢see Fig. hence at smaller values & . For example, the change in
5). Using the models described abd?eé° we can explain the sign of MR was observed fotJ==0.8V and
qualitatively the observed transition from strong to weakRp=36k(} at T=1.5K, U=15V and Rp=16 k() at
electron localization upon an increase in applied voltage. Th& =3 K and forU=2.5V andR;=5.7 k) at T=15K.
electric field exerts the dual effect on the GM conductivity: Figures 11 and 12 supplementing each other give a gen-
(1) it changes the shape and reduces the effective height amdal visual idea of the behavior of MR in the transition from
width of the potential barrier between granules, and thus afweak to strong electron localization in the film under inves-
fects the degree of electron localization in granules, @nhd tigation. Figure 11 shows a family of curves
decreases the activation energy of jumps between granulesR(H)/R=f(U 1) corresponding to different fixed tem-
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On the basis of the obtained results, we can propose a
simple qualitative explanation of the peculiarities in the be-
havior of MR mentioned above. We assume that the system
under investigation can be approximated as a regular net
formed by pairs of series-connected resistanBgs and
R;(T,U), whereRy, is the resistance of metal in a granule
and R{(T,U) the tunnel resistance between adjacent gran-
ules. The value of sheet resistariRg for such a net by the
order of magnitude, coincides with the resistance of such a
pair (i.e., Rg=Ry+R1(T,U)). In this case, the variation of
film resistance in a magnetic field in the entire range of value
of T andU can be represented to a sufficiently good approxi-
mation as the sum of two components:

PO W W A P

O)l . l ; AR:ARWL(H,T)+ARSL(H,T,U), (11)
U, v’

where ARy (H,T) is the positive contribution to the MR
FIG. 11. DependenceAR(H)/R=f[In(1/U)] at H=1.1T and various from the V.VL effeCt.m metalllc islands, armR.SL(H'T'.U) IS
temperatured (in K): 2 (1), 3(2), 4 (3), 5 (4), 10 (5). the negative contribution to the MR associated with the ef-
fect of magnetic field on activated electron tunneling be-
tween islands. The first term is defined only by the “micro-
peratures, while Fig. 12 presents a family of curvesScopic” disorder of metallic islands which does not depend

AR(H)/R=f(T™ 1) recorded at different fixed voltages. It onU. This is confirmed by the absence of any dependence of
can be seen from Fig. 11 that the value of MR is positive forthe “microscopic” resistancéR~ on T or U. Hence this
largeU, but becomes negative as the valudJoflecreases. It term depends only okl andT. The second term is deter-
can also be seen that the change in the sign of MR upon 4dmined by the properties of tunnel barriers between islands
increase in temperature takes place for larger valued.of and depends not only dd andT, but also onU. The first
This is associated with the peculiar regularity mentionedi€m can be written in the form
above(see Figs. 9 and }2the value of MR is positive in the H2
intermediate region o) at low temperatures and negative at ARy (H, T)=ARy T (12
high temperatures. At first sight, this effect is unusual since
an increase in temperature results to a decrease in resistanedjere A= const. While writing formula(12), we took into
i.e., a transition of the system to the metallic state characteaccount the fact that the functidiix) in formula(5) defining
ized by positive MR. This obviously contradicts the above-the contribution of the WL effect to MR can be presented for
mentioned criterioff of transition from weak to strong elec- x<1 in the form f(x)~x2/243 1t follows hence that
tron localization for homogeneous systems: a transition from Ry (H, T)/R=H?72cH2/T2P. For continuous gold films
negative to positive MR should be expected upon an increaggrepared from the same starting matenek 1 or 2 depend-
in temperature. It will be proved below that the observeding on the temperature and resistariRe .%>?® Taking the
effect is associated with the heterogeneiiyanular struc- value p=1 for the sake of definiteness, we obtain
ture) of the film. ARy (H,T)/RxH?/T? However, it was shown above that
ARg (H,T,U)/R=—BH?/T for smallU. Hence the second
term in formula(11) can be presented in the form
H2
ARg (H,T,U)=—BRy(T,U) —. (13

Going over to the relative correction, we obtain
AR(H) A H? B  H?2
Ry+Rp(T,U) (1+y) T2 (1+1/y) T

where y=R{(T,U)/Ry,. For small values ofU, formula
(14) in the limit y>1 is reduced to formul&l3) for negative
MR in the strong localization regime. With increasihy
both R;(T,U) and y decrease at a fixed temperature, and
formula(14) in the limit y<1 is reduced to formulél2) for
o positive MR in the weak localization regime. The change of

0,1 1 the sign of MR in such a case inevitably occurs at a certain

T'l, K-l intermediate value of).
Formula (14) also illustrates the possibility of the ob-

FIG. 12. DependenceSR(H)/R=f[In(L/T)] atH=1.1T and various val- ~ S€rved transition from positive to negative MR upon an in-
ues of the applied voltage (in V): 0.5 (1), 1.0(2), 2.0(3), 3.0 (4). crease in temperature for fixédl (Figs. 11 and 1R Indeed,

(14)

AR /R, 107
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=
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it was shown above thaAR,, (H,T)/RxH?/T2. At the the localization effects in the temperature dependence of re-
same timeARg (H,T,U)/Rx —H?/T for smallU. Thus, as sistance are determined by simple addition of the granule
the temperature increases, the first term(i4) decreases resistance and the resistance created by tunnel barriers be-
more rapidly than the second, thus leading to a change in thieveen granules. The former obeys the laws of the WL theory.

sign of MR from positive to negativa. Since the phase relaxation length is less than the granule
size, this resistance is not sensitive to division of the sample

3.4. Magnetoresistance in the nearest-neighbor hopping into granules. The second resistance decreases exponentially

conduction upon an increase in temperature or voltage. Hence both these

agencies lead to a change in the temperature dependence of

In the insulating state, the temperature dependence of thejsiance from strong to weak localization. The magnetore-
conductivity of the film under consideration was defined byg;cion e behaves in a more complex manner. It is shown that

the Arrhenius law(Fig. 4) corresponding to the nearest- o ro|atively high temperatures, the weak localization region
neighbor hopping. Under such conditions, negative MR degqresnonds to positive MR which is described quite accu-
fined by formula(6) was detected. Earlier, Pakhometal:

) i rately by the WL theory. The region of strong localization
reported on nega_'uve MR under pondltlons of near(:"S't'corresponds to negative MR. This relation is violated in fa-
nglghbor hopping in a threg-dlmgn5|qnal granular megal vor of the positive MR upon a decrease in temperature. This
mixture of Al and ALOj), in which it was found that

A . i h fact can be understood on the phenomenological level by
R(H)=—H (i.e., linear dependence d), but the tem- ;1 001ing the temperature dependence of the negative MR
perature dependence of MR could not be established. For theaineq 1y us with the known temperature dependence of
percolating gold film investigated by us, a quadratic depeny;p \ithin grains, for which the WL theory is valid, and the

dence onH was observed and the temperature dependenGgyer contribution predominates at low temperatures. The
was also determinesee formuld6)). In order to explain the  oqative MR of the investigated film under strong localiza-

”egat'v$_3'\§R n th's case, we cannot use . mterfe_rencgon conditions was manifested for electron hops between
model$™*taking into account the interference of contribu- nearest neighbors. The origin of this effect remains unclear.

tions to the hOPpi”Q probability from various trajectoriqs OfThe obtained results can be used for working out theoretical
eIect.ron .tunneill_ng, mc_ludlng the a(_:ts of_ scattering at inter+, J4ois for this interesting phenomenon.
mediate impurities. This approach is valid only for VRH.

With the exception of Ref. 40, we are not aware of any  The authors are grateful to A. I. Kopeliovich for a dis-
publication about the theoretical models of negative MR incussion of the manuscript and for a number of helpful re-
disordered systems under conditions of hopping betweemarks. Thanks are also due to O. Bleibaum, Technische Uni-
nearest neighbors. The prediction of this modaR(H) versitd, Magdeburg, Germany, and to Ping Sheng, The
o« —H?/T under the Arrhenius laviR(T)xexp(1)) is for- Hong Kong University of Science and Technology, Hong
mally in complete accord with our results. However, thisKong, for fruitful discussions of certain aspects of the prob-
model was worked out for weakly doped>3semiconduc- lem of negative MR of insulatingincluding granular sys-
tors, and it is not clear whether it is applicable for GM. tems under conditions of electron hops between nearest
Moreover, Bager et al*° presumed the “high-temperature” neighbors.
mechanism of the Arrhenius law indicated in Sec. 3.2, where
the spread of energy levels of localized states at quite highe-mail: belevtsev@ilt.kharkov.ua
temperatures was disregarded. In contrast to this, for th&A similar behavior of conductivity was also observed by us in other gold
semicontinuous films investigated by us the Arrhenius law is films obtained under the conditions described in this paper.
valid only at low (<15 K) temperatures and is associated ﬁi{;w K, the positive MR was quite smauR(H)/R<10 " for

. A . =4T], and hence its behavior could not be compared with forntijla
(see abovewith a limited number of localized statés small very accurately.
number of hopping versiongnd consequently with the ex- 3For example, the change of the sign of MR in inhomogeneosB;lfilms
istence of “difficult” hops in optimal conducting chains. occurred forR~1 M.
Hence there are no justiﬁcations for using the model dei‘)Estimates show that for the films investigated by us, this corresponds to
scribed in Ref. 40 to explain the obtained results. Thus, thg)H<1T'

¢ ; fi MR in GM d diti fh . In a more rigorous approach, we must also take into account the decrease
nature of negatve in under conditions of hopping ;, R+(T,U) with increasing temperature, which causes a further weaken-

between nearest n(_eighbors remains praCtica_”y l{ndear- V_Veng of the temperature dependence of the contribution of the second term
hope that the experimental results presented in this work will in (14). However, we observed a change of the sign of MR upon an

facilitate the development of theoretical models for this in- increase in temperature for quite low- resistive states of_ the samples
teresting phenomenon (Rp=<10 k), for which the dependence & on temperature is not very

strong and hence the negative contribution dominates at quite high tem-
peratures.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

One exactly solvable random spin-1/2 XY chain
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Considering one-dimensional spin-1/2 isotropi¥’ model with Dzyaloshinski—Moriya

interaction in random Lorentzian transverse field we have calculated exactly thermodynamic
quantities of the model. We used the derived average single-particle density of states to examine
the validity of coherent potential approximation. ®97 American Institute of Physics.
[S1063-777X97)00809-9

1. INTRODUCTION r

N
Random models that can be solved exactly are of great (.. Hl T QZ+ r2

importance in understanding the effects of disorder becau
they do not contain uncontrolled errors that are introduced b
approximate treatment. One such model has been known f
almost thirty years. Considering a model of tight-binding
electrons, P. Lloyd was first to recognize that Lorentzian
diagonal disorder allows one to perform the averaging of ¢ =5, c/=s] ¢ =Pj_1S, .C; —ijlsfv
one-electron Green’s functions over random variables with

the help of contour integrals without making any

he introduced Hamiltonian1l) contains the interaction
grms proportional t® which describe the Dzyaloshinskii—
oriya interactions of the neighbouring spins.
The Jordan—Wigner transformatibn

j
approximatiort: This idea was exploited by H. Nishimori for = 1;[ (—2s%), j=2,..N
spin-1/2 isotropicXY chain which is related to Lloyd’'s
model via the Jordan—Wigner transformation. converts(1l) into a Hamiltonian of noninteracting spinless

In the present paper our aim is to extend the considerfermions
ation given in Ref. 2 by introducing additional

—H- +
Dzyaloshinskii—Moriya spin-spin interaction. By analogy H=H +BP",
with Ref. 2, we obtained exactly average, single-particle den- N N
sity of states and hence the thermodynamic quantitex. H = Z (Qo+Qy) c Cj— ) E
2). Moreover, the average density of states which we ob- =1 -
tained enables us to discuss the applicability of coherent po- J+iD J—iD
tential approximation which is usually used to describe real- X 5 Cf Ci+1— 2 C,C,++ 1) ,
istic quenched systems for which exact solutions do not
exist* (Sec. 3. Cne=Cy Cyj=Cf

B=—[(J+iD)cyc,—(J—iD)eyey ],
2. DENSITY OF STATES AND THERMODYNAMIC
QUANTITIES pt— 1+ Py 2
5

We considem interacting spins 1/2 in a random trans- _ . . _
verse field that are governed by the Hamiltonian The boundary ternB may be omitted since it does not in-
fluence thermodynamic quantitfesHence, the thermody-

namics of spin mode(l) is determined by the average one-
fermion Green’s function§,, (E), where

N
:,2’1 (QO+Q]')SJ-2+I_21 RECERSE N

N
1 - 1 _ _
+D(ss], 1 sjys,-xﬂ)]:jz1 (Qo+ Q)| ss — E) Gom(D)=5— f_ dee 'E'G; (Exig), e—+0,
N .
J+iD ~J-iD _ G (D=Fi0(xt)({ca(t),chb),
+]Zl S+Sj+l+Tsj Sj++1), ) )
N . )EJ dQl...f dOnp(....025,..0(0...),
SN+ TS ) - - :
with the Lorentzian probability distribution density via the average density of states
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- 1 _ eraging (3) one must close the contours of integration in
p(E)=+—1m Gj;(E), these planes and compute the residua originating from the
Lorentzian probability distribution density atiI", obtaining

and, therefore, the main goal is to fiK@f (E). finally
The equation of motion fo6,(t) that follows from(2) _ip
H H I H . I T
leads to the following set of equations fGr, (Exig): (E— QO+|F)G AE)— ——=—G;_1n(E)
(Exie)G, (Exie)=Spmt (Qo+ Q)G (Exie)
J+iD ——
J-iD __ J+iD 5 Gnr1n(E) = Gam. (4)

T rTfl,m(Eiis)_" 2 n+lm(E—|8) (3)
) It is worthwhile to note that Eq$4) may be obtained in
To average(3), it can be assumed thél; are complex 4 gjightly different manner. According &), we can rewrite

variables and contour integration can be used in comple(? (E+ie) as a series in degrees af{iD)/2. Due to a

planes();s. Following the paper by John and Schreibere magic property of the Lorentzian distribution
can rewrlte Eq(3) in the form

(AxiB*)G™(Exis)=, (E=Qo=Qie) *=(E-Qo=iltie)

the averaging is straightforward and after summation of the

where . ) ;
_ series we again obtaif@).
E—O.—ReQ. - J+iD 0 Equations(4) are translationally invariant and can be
0 ! 2 solved in a standard way with the result
J—iD J+iD 1 - drd(n-m«
_ —T E_QO_ReQZ - 2 GrTm(E)_ f 2 - 2\172
A= , E—[Qp+(J°+D%)"cod k+ @) ] =il
J—iD _
I E_QO_REQ?’ el¢(n7m) [X_(Xz_l)llz]lnim‘
2 = (J2+D2)1/2 (X2_1)1/2 ) 5
where
e¥Im Q, 0 0
_ D E .
_ 0 8+Im QZ 0 v tan(p:—, X:W—woi|‘y’
B= _ , J (J°+D9)
0 0 e¥Im Qg3
. . . Qo r
o ©o=(FZrpy Y ipym
G*(Ezxie)
_ ) _ ] _ ) From (5) it follows that
Gli(Exie) Gi(Exie) GiyExie)
= ; 7 ; F . —_— 1
GCau(Exie) Gp(Exie) GyExie) .. p(E)=F= IM((E—Qo+il)2—(J2+D?)) 12
= _ _ _ , i
G3(E=xi G3(Exi Gay(E=xi
3l €) 3l &) RE &) 1 [(A%+B2) V2 A]Y2
K {W} ' ©
1 00
0o 1 0 where A=(E—Q,)%-T2-J2-D2?, B=2I'(E-Qy).
|= Hence, the introduction of the Dzyaloshinskii—Moriya inter-
0 0 1 action from the viewpoint of thermodynamics results in the

renormalization of the spin-spin interactiod?— J?+ D?2.
Thermodynamic quantities of the spin mod#) are deter-

Evidently, the poles oG™(E=*ie) are determined by the mined by the average density of statéin a standard way.
zeros of de[&\;_HB*). If all elgenvalulesks_of_l?f are posl-  The corresponding formulas for entropy specific heat,
tive B”=(b")®, whereb” is symmetric, b") " is symmet-  yansyerse magnetizatiom,= ((IN)2]L;s)), and static

ric,

(b™)"* A(b™) " is Hermitian, and therefore, transverse susceptibilify,,= dm,/9Q, are
de{A=iB*)=deB def(b™) *A(b¥) *xil]#0. £ £ £
Relying on Gershgorin criteri§rfor the matrixB*, we see J dEp(E) In(z COShzﬂ) 2kT tanhm},

that at least one of the inequalities
_ , _ —— [ E/kT \?
|8+|m Qj—)\|$0, j=1,..N CIJdEp(E)(m) ,

must be true. Therefore, the retarded Green’s function

G,(E+ie) [the advanced Green’s functid®, (E—ig)] —
does not have the poles for <0 (Im (2;=0). While av-

734
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0.04

0.01

FIG. 1. s versus{), at T=0.02; D=0 (dashed curvesD =1 (solid curves, FIG. 3. ,_mz versusQ, at T=0: D=0 (dashed curvés D=1 (solid
I'=0(1), 0.1(2), 0.5(3. curves, T'=0(1), 0.1(2), 0.5(3).

1 f J— 1 ) . . . .
=—— | dEp(E) ) The importance of the two-spin correlation functions is
Xee kT 4 [2 cosHE/2KT)]* obvious: it was recognized by Kontorovich and Tsuketnik

In the numerical calculations of thermodynamic quantifies in connection with a possibility for the appearance of the
was set to 1. Figures 1-4 show the dependences of the espiral structure in nonrandom spin-1/2 isotropd¢&’ chain
tropy s, specific heat, transverse magnetizatian,, and  with Dzyaloshinskii—Moriya interaction. Although the aver-
static transverse susceptibilifi,, on Qy at low tempera- age one-fermion Green'’s functio(s) yield the average fer-
tures. The temperature dependencesmpfand y,, at Q mion correlation functioffc c,(t)),*°and att=0 andT=0
=0.5 are shown in Figs. 5 and 6. The dashed curves corrdhe latter quantity can be calculated explicitly

spond toD =0, and the solid curves correspondRe=1; 1 1
refers to the nonrandom cabe=0, 2 refers td"=0.1, and 3 (cheyy=——— Im[ gen=ml — oo
refers tolI'=0.5. It can be seen how some of the pronounced m(n—m|

features of the plotted dependences disappear due to random- (724 ) V2 g\ V2
ness. Dzyaloshinskii—Moriya interaction leads only to quan- + (f)

titative changes in thermodynamic quantities.

12]]
>

0.04 |-

P St

-
--

e e mmw e o -

0.01

FIG. 2. ¢ versus{), at T=0.02; D=0 (dashed curvgs D=1 (solid FIG. 4. — x,, versusQ, at T=0.02; D=0 (dashed curvesD=1 (solid
curves, I'=0(1), 0.1(2), 0.5(3). curves, I'=0(1), 0.1(2), 0.5(3).
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FIG. 5. —m, versusT at Q,=0.5; D=0 (dashed curvgésD=1 (solid  FIG. 6. —x,, versusT at Q,=0.5; D=0 (dashed curvgs D=1 (solid
curves, I'=0(1), 0.1(2), 0.5(3). curves, I'=0(1), 0.1(2), 0.5(3).
_ -((Z2+5%2)l/2_%/)1/2 Inm] fn:fdﬂl...f dQynp(....Q4,..0)
+iy—i|—————— ,
2
_ 2 2 . . Q,—Q
where?z = wg— y“— 1, andZ=2wyy, this does not allow us X ——=— ~— =0, 7
to obtain the spin correlation functions. The simplest equal- 1-Go(BE)( Q=)
time zz spin correlation function in fermion representation where érfn(E)=[(E—Qo—ﬁiis)2—(J2+Dz)]‘llz (see
has the form Refs. 3 and
In the case of a Lorentzian transverse field &j.has a
Z2oZ N _/ote Vet e *e. cf A ~
(SiS{+n) = (€} €){(Ci 4 nCj+n) +(C] Cj+n)(CiCsn) solutionQ=FiT and, thereforeG,,(E) coincides with the
— exact expressiofb).
—(cj ¢+ E Consider another probability distribution density

N
and hence its evaluation requires the knowledge of the aver- p....Qj,..)= 1T [X8(Q))+(1—x)8(Q;—Q)],
age products of two fermion correlation functions. Similar j=1
difficulties arose in the calculation of the electric conductiv- O=x<
. ) 2 sx=1.
ity for Lloyd’s modef. .
Equation(7) will then reduce to a cubic equation fér. Its
solutions yield the Green’s functions and the density of states
p(E)~=(1/m)Im G.(E). In Fig. 7 the quantityR(E?)
=(p(E)+p(—E))/2|E|, which follows from the coherent po-
Consider the spin mod¢l) with arbitrary(not necessar- tential approximatioridashed curvgsis compared with the
ily Lorentzian random transverse field in the framework of result of exact finite-chain computation of this quanglid
coherent potential approximation. Choosing the random panurves)”‘. A good agreement between approximate and exact
of (1) and introducing a coherent transverse filldwe re- ~ results apparently is contingent on the fact that thermody-

write (3) in the form of a propagator expansion namic averaging for noninteracting fermions has been per-
formed exactly.

3. COHERENT POTENTIAL APPROXIMATION

Ggm(E)=Ggn(E) +Ggn(E)(Qn— M) Gy (E) +...

P _ _ . 4. CONCLUSIONS
whereGg(E) is determined by5) with I'=0 andQ,+Q .
instead ofQy, and then as an expansion in degrees in the ~We have presented exact calculations of the thermody-

T-matrix namic quantities of spin-1/2 isotropiXY chain with the
A A A Dzyaloshinskii—Moriya interaction in random Lorentzian
Ggm(E):Ggm(E)"i_ng(E)EnG[Tm(E)_F---- transverse field. The approach exploits reformulation in

) R L R terms of fermions and the possibility of averaging exactly the
Here t,=(Q,—O)/(1-G,(E)(Q2,—Q)). The coherent equations for one-fermion Green’s functions that yield ther-
field is determined from the condition modynamics. Such scheme is essentially limited by Lorent-
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Persistent current in a ballistic ring with a quantum dot
M. V. Moskalets

I'ich Prospect 93a, Flat 48, 310020 Kharkov, Ukraine
(Submitted February 25, 1997; revised March 31, 1997
Fiz. Nizk. Temp.23, 983-986(September 1997

The influence of temperature and chemical potential on the persistent resonant current in a
ballistic ring with a quantum dot connected to an electron reservoir is considered99®
American Institute of Physic§S1063-777X97)00909-3

In a recent communication, Yacoley al! described the the effect of temperature on the current and position of the
results of simultaneous experimental measurements of thehemical potential relative to the electron energy level in the
amplitude and phase of the coefficient of transmission of aming.
electron through a potential barrier during resonance tunnel- It is well known that a significant role in transport phe-
ing. For this purpose, the authors used an interferongeter  nomena in quantum dots is played by Coulomb blocking
soscopic ring pierced by a magnetic fldxy one of whose caused by electrostatic interaction of charged partit9es.
arms contained a quantum d@D). Conductance oscilla- This effect determines the separation between the electron
tions of the ring in a magnetic field(®) (Aharonov—Bohm energy levels in QD and hence the separation between the
(AB) oscillations with a perio®,=h/e) were measured. By resonance peaks. However, the peculiarities of an individual
applying a potentiaV,, to the QD, the authors ensured the resonance peak can be described in the framework of the
fulfillment of the resonance tunneling conditier=E,+V,  one-particle approximatid? which we shall use in this
(here,Eg is the Fermi energy of electrons in the ring, g~ work.
the electron energy level in the QDin this case, the con- Let us consider a one-dimensional ballistic ring of length
ductanceG of the system increases sharpigsonance peaks L (L<L,, wherel, is the length of the electron phase
are observed on the depender@gV,)]. It was found that breakdown in which a solenoid with magnetic flu® is
the phase shifidp of AB oscillations of the conductance inserted. Thex-axis is directed along the perimeter of the
G(®) must depend on the variation of the phase of the electing. The quantum dot can be described by the potential
tron wave function during tunneling through QD. A sharp 2
variation in phasdgby m) of the AB oscillations within a U(X)= — Q[8(X)+ 8(x—a)]+V,0(x)0(a—x). (1)
resonance peak was observed experimentally. m

Theoretical investigations reveafedthat the symmetry HereV, is the QD potential relative to the remaining part of
requiremenG(®) =G(— ®)° restricts the possible values of the ring, andn* is the electron effective mass. For a ring in
the oscillation phase shift tdp=0 or §p=m. This led Ya-  contact with the electron reservoir having chemical potential
cobi et al. to the conclusiohthat it is not possible in prin- Er and temperatur&, the persistent curreits — dw/dP (w
ciple to measure directly the phase of the transmission coefs the thermodynamic potential of the electron system in the
ficient in two-terminalinterference experiments. It should be ring, the electron spin is disregardethn be represented in
observed that the possibility of violation of this symmetry the form
under conditions of nonlinear respondé# 0) was predicted
in Ref. 4 as well as the dependence of the AB oscillations _ (EI_EF) IE

. » == fo|l ——| —. )
phase on the relative position of the resonance level. [ T P

However, the position of the resonance level affects the , o ) ,

amplitude of AB oscillations. The observed phase variatiort 1€7€ fo(E/T) is the Fermi distribution function, the indéx

by 7 of AB oscillations is due to vanishing and sign reversalMarks the electr_on energy level in the ring and in the QD_‘ In
of the amplitude of the first harmoriig as the levelE, order to determine the levels , we use the transfer-matrix

passes through resonance. The vanishing of the first hajechniqué which leads to a simple eigenvalue equation for

monic amplitude indicates that the depende@@b) be- the electron wave vectdc.

comes periodic in magnetic flux with a peridgy/2,%° which ®

is confirmed by the experimental observatidns. Re(T, " exq—ik(L—a)]}:cos( 27 3) ()
The amplitude of the thermodynamically equilibrium 0

(persistent current depends on the transparency of the powhereT, is the coefficient of transmission of a free electron

tential barrier existing in the ring® Hence the amplitude of through the potential barrigf).

the current must increase significantly during resonance tun- In the limit ) —o, the spectrum consists of two parts

neling. This was first shown by Biiker and Staffordfor an  corresponding to the position of the electron in potential

insulated ring containing a quantum doln this work, we  wells (with infinitely high wallg of sizea andL —a, respec-

shall consider the AB oscillations of persistent current intively. For a nonzero tunneling probability, the position of

such a ring connected with an electron reservoir which mainlevels becomes dependent on the magnetic flux, and a cur-

tains the preset chemical potential level. We shall also studyent is produced in the ring. It follows from formu(@) that
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the magnitude of the current is proportional to the variation
SEy in the position of the energy level upon a change in the

magnetic flux. In the general cas®E,= 1/Q2. However, the
value of JSE;, increases considerably at
(Em=En+ Vo, WhereE, is the energy level of an electron
in the ring: 6E,=1/Q). This is associated with the formation
of a resonance doublet:

E,—E —%—&—AoniéEoD(é‘V D)
2TEmT T T 2B, 2B, P
mAt wAGl2 1
D_[8|—B(1)|(B(5Vp)+T —E(Coienm(q)))
1/2
+sgr{Bé)A(6Vp))J : (4)

Here, 6V,=(Vpo—Vp); Em=(fiky)¥/(2m*); kyp=mm/(L

—a); Ap,=2E,,/mis the separation between the energy lev-

els of an electron in the ring nearE,, dJE,
=20/ (7BY)YD); Opm(P)=m(N+ M)+ 7+ 27D/ D, is
the phase variation of the wave function of an electron pas
ing around the ring at resonance. The quantifiesndB are
defined as follows: 7(E)=A(E)+iB(E), where 7(E)
=T, 5 E=(hk)%(2m*)=E,—V,. Near the resonance
(Vp=Vy), we have used the decomposition
7(6Vp) =79+ 796V, , Where the prime indicates differentia-
tion with respect to energy. The quantitidsand B for po-
tential (1) are defined a®\g=(—1)"; By=(—1)"2Q/k,;
Al=(—1)"aQ/E,; By=(—1)"aQ? (k,E,). Formula (4)
is derived under the assumptidity<A,, which imposes
constraints on the parameters of the unftinctional barrier
[see Eq(D)]:
t,<m(a/L)*?

©)

wheret,,= wn/(a() is the magnitude of the tunneling coef-
ficient of an electron with energi,. This is the case of

resonance

-25 1
-1.0

|
-05
(vw'vp)/AF

FIG. 1. Dependence of the amplitude of the first harmonic of culrefdr
T=0 on the quantum dot potential for different values of the chemical
sotential:Er=E (1), Er=(Em+1+Em)/2(2), Ef=E;,41(3). The ordinate

of graph(2) is magnified fivefold. The parameters have the following val-
ues:t,=0.03L/a=11,Ar=0.0%¢ ,E,=E,,.

quantum dot varies by unity upon a transition from one
resonance peak to another, and the current is actually deter-
mined by the uppermost populated level in the system. Note
that for an isolated ring in which the total number of particles
is conserved, the current amplitude does not change sign
upon a transition from one resonance peak to the fhext.

The shape and position of the resonance peak peculiari-
ties depends significantly on the position of the Fermi level
Er relative to the electron energy levels in the riqay, in
other words, on the produktL). Figure 1 shows the depen-
dence of the amplitude of the firgiredominantharmonic of

weak coupling between the ring and the QD, when not moréhe currentl; (for T=0) on V,, upon variation ofEg in the

than one leveE,, exists in resonance with the levE},.
Substituting formula4) into (2), we obtain for the po-

tential (1) the following expression for current in the vicinity

of the resonance:

L mSEq fol (Eo—Ep)/T]—fo[ (E1—Ep)/T]

nme2d, D{sV,,®}

Xsin 6,m(P)].

(6)

It follows from the above expression that the main con-

tribution to the current =X, (summation is carried out
over all pairs of levels rf,m) satisfying the condition

interval E . <Er<E; ;1.

If the Fermi level lies at the middle between the electron
energy levels in the ring, i.&er=(E,+1+E)/2, the cur-
rent amplitude reverses its sign within a resonance peak.
This happens when the conditidé-=E,+V, is satisfied
and the total number of electrons in the system varies. In this
case, the current is calculated numerically by using formula
(2) and taking into account the solution of E8). Note that
in this case, the “resonance peaksituated aV,=Er—E,)
is away from the resonance levels in the ring and in the QD
[defined by the conditioW,=E,,—E,, hence the current is
low (see Fig. 1]. However, the dependence of current on the

Em—E,=V,) comes from resonance levels lying near thetransparency of the potential barridr={1/(2) allows us to

Fermi level:| E,,— E¢|=T. Consequently, as the potentig}

speak about the “resonance” peak, since the magnitude of

of the quantum dot varies, the amplitude of the current in thehe nonresonance curreht,=1/Q2. In this case, the char-
ring will increase resonantly as the quantum dot levelacteristic temperature at which current starts decreasing is

(En+V,) crosses the Fermi levélg, which is in confor-
mity with the results obtained in Ref. 9.

The amplitude of the currert6) reverses its sign at suc-
cessive peaksn(m),(n,m+1),(n+1, m), and so on. Such
a sign reversal is the well known parity efféct since the
total number of spinless electrons in the syst@mg plus
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the same as in a pure rin=Ar, whereA¢ is the separa-
tion between the energy levels of electrons in the ring near
the Fermi level, since the separation between electron energy
levels in the region of the resonance peak is of the order of
Ar.

The situation is quite different fdE=E,,. In this case,
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25 electrons with energ¥,=Er—V,. The quantityéE, de-

fines the characteristic temperature in the systgm SE;.

For T=T,, the population densities of the levélg andE,
become equal, which leads to a decrease in the value of the
current(6) at resonance, as well as to a more symmetric form
of the resonance curve. Note that in the limit of weak cou-
pling between the ring and the QD under consideration, the
conditiontg<<1 is satisfied and the quantify,<A.

ForT>T,, the dependendd ®) at the peak of the reso-
nance curve is sinusoidal. The amplitude of the current is
equal tol =71y T/ (4T) (wherel = 6Ey/dy). At low tem-
05k=--Z 22 - peratures T<T,), the dependencH®) departs from sinu-

’ soidal. However, the first harmonlg of the current domi-
nates. The temperature dependencé;afan be represented
in the form

20

1.5 _———-

0.0 ] ] -~ |

-04 -03 -02 -01 0 0.1 im0

Vo-Vo)/A | MaX Ty = ! )

PO P TF T = T T exi —Tol (A" ®
FIG. 2. Dependence of the amplitude of the first harmonic of cuirgfdr where | T3Y0)2|OW/‘/§_ Note the power dependence of the
T=0 (in units of SEy /), phased/ , and magnitude of the transmission . . _
coefficient on the quantum dot potential. The parameters have the foIIowinéjecrea_se in current with temper_atlflre .aS cqmpared to the_ex

values:ty=0.03L/a=11,Ar=0.02% ,E,=E, = Eq . pongntlal dependence for a ballistic ring without a potential
barrier!
Thus, we have considered the effect of temperafure

the current is determined by the contribution of only two &nd the chemical potenti&l of the electron reservoir on the
(resonancelevels E, and E,, (Eq. (6)). The current ampli- persistent resonance currénin a _ba_lllsnc ring containing a
tude increases right up to the resonangg=E,+V, and duantum dotin the weak bond limit.
then decreases to zero since the contributions from ldggls It is shown that the phase of AB-oscillations of current
and E, compensate each other. Figure 2 shows the depenYithin a resonance peak is conserved, or varies opend-
dencel;(V,) atT=0 as well as the variation, in the vicinity ing on the position of the chem|ca! potential level relative to
of the resonance, of the magnitude and phase the electron energy levels in the ring. _
6=arctan-B/A) of the coefficientT, of transmission of an It is also shown that, i coincides with one of the
electron at the Fermi level through the potential bar(lr ~ €lectron energy levels in the ring, the temperature depen-
(in the expression for the phagethe terman that does not  dence of thg resonance current is determined by the param-
depend onV, has been disregardedVathematically, the eter 5, viz., Fhe Spllttln_g of the resonance c_joub(a),
position of the peak; is associated with the minimum of the Which is small in comparison with the separation between
quantity D(8V,,®) [see Eqs(4) and (6)]. For L>a, the the electron energy levels near the Fermi energy.
position of this minimum is determined by the condition 1A Yacoby. M. Heiblum. b. Mahalu. and H. Shirikh bhvs. Rev. Lett
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Quantized vortices in systems with pairing of spatially separated electrons and holes
S. I. Shevchenko

B. I. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of
Ukraine, Kharkov, 310164, Ukraine
(Submitted September 10, 1996; revised March 3, 1997

Fiz. Nizk. Temp.23, 987—-992(September 1997

It is predicted that in systems with pairing of spatially separated electrons and holes the planar
vortices, in which the electron-hole pairs rotate in the plane of the structure, can become
energy-advantageous in a nonuniform magnetic field. In this case the vortices should form an
ordered, though translation-noninvariant, structure. 1897 American Institute of
Physics[S1063-777X97)01009-9

The possibility Bose condensation of real excitons, i.e.gers with electron and hole conductivities. This means that in
excitons whose size is smaller than the distance betweesystems with PSSEH, a rather unusual superconductivity
them, was first pointed out in Ref. 1. Later, this subject wasnechanism can be realized. In this connection, it was pro-
discussed in connection with exciton insulatbris, which  posed to call superfluidity of electron-hole pairs in such sys-
the excitons are large compared with the electron-electrotems «condenser superconductivify».
distance. By analogy with He-1l and superconductors, it was  The predictions made in Refs. 4—6 became of great in-
assumed that Bose condensation of excitons would lead tirest when the progress in microelectronics resulted in the
the appearance of superfluid properties in exciton systentreation of the required structures. Many experiméntal
Since an exciton is an electroneutral excitation, it cannoand theoreticaf 1% studies, in which the systems with
transfer either a charge or mass. There is, however, the poBSSEH were analyzed, were published. However, in contrast
sibility of a nondissipative transfer of energy and possibly ofto the D systems, in which a considerable progress in ob-
dipole and magnetic moments. This statement does not impltaining degenerate gas of excitons, and perhaps Bose con-
the true superfluidity. It only means that dissipation of thedensation of excitort$ has recently been achieved, for sys-
energy flow(or polarization does not occur below the Bose tems with PSSEH it is impossible at present to say with
condensation temperature during times shorter than theonfidence that condenser superconductivity is realized un-
electron-hole recombination time . It was shown latérthat ~ der experimental conditions. Additional difficulties in re-
the interband transitions responsible for the valuerofift cording of this superconductivity stem from the electrical
the degeneracy of phase of the order parameter and causeeutrality of the pairs and the impossibility of using a tradi-
gap in the excitation spectrum, bringing the system from theional technique of measurement of the transport phenomena.
superfluid state to the insulator state. Since it takes ahout In the present paper we describe a hew phenomenon in
for gap to form, the later statement is true for times longercondenser superconductors, the observation of which is per-
than 7,. As a result, steady superfluidity in the exciton gashaps a more simple experimental problem than direct mea-
does not take place. surement of conductivity currents in electron and hole layers.

The problem of superfluidity of electron-hole gas wasWe show that a nonuniform magnetic field can lead to the
approached from a new standpoint in the publicatibhs, appearance of quantized vortices in the system in which
which called attention to the possibility of pairing of spa- electron-hole pairs rotate in the plane of the structure. We
tially separated electrons and hol@8SSEH. In systems also show that although these vortices are very similar to the
with PSSEH the interband transitions coincide with the in-Onsager—Feynman and Abrikosov vortices, under certain
terlayer transitions and the probability of interlayer transi-conditions the structure formed by them differs radically
tions can be easily changed by varying the thickrebs$ a  from the structures formed by Onsager—Feynman and
dielectric layer, which separates layers with electron andibrikosov vortices.
hole conductivities. Since the probability of interlayer tran- Note that the behavior of the systems with PSSEH in a
sitions decreases exponentially with increasihgand since  uniform field normal to a structure plane was considered
the binding energy of electrons with holes falls off algebra-many times. It was observed for the first time in Ref. 18, then
ically with d, the binding energy can reach %R, at d in a series of studie¥,and quite recently in Refs. 20 and 21.
~10 % cm, but interband transitions can be completely dis-In all those studies, the influence of a strong magnetic field
regarded. As a result, in systems with PSSEH, electron-holkl on the pairing of electrons with holes was considered for
pairs can go into a truly superfluid state. Moreover, in systhe case in which the cyclotron radius#{eH)? is lower
tems with PSSEH there is no local compensation of the electhan the Bohr radiug#?/me?. The possibility of inducing
tron current by a hole current, which makes it possible toplanar vortices by a nonuniform magnetic field has not been
observe supercurrents equal and opposite in direction, in layconsidered until now. We consider here the case of weak
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magnetic field§ (c7/eH)Y>>¢#/me?)] in which the effect  Substitution of Eq(6) into Eq. (5) gives the integral equa-
of the field on pairing can be ignored. tion

The system under consideration is a three-layer struc- q
ture: two conducting two-dimensional layers are separated g2+ kZ)A(q,k)—ny halid p sin (p—k)d/2]A(q,p)
by a thin insulator layer. For definiteness, we assume that the 2m
lower layer has electron conductivity and the upper layer has y kd
hole conductivity. The Coulomb interaction leads to =—2i 4 sin? S(q). (7
electron-hole pairing, and the pairs form Bose gas which
becomes superfluid beloW,.° In the coherent phase the Its solution is
supercurrent ig.= —enyv8(z+d/2) in the electron layer, .
and j,=enyv<5(z—d/2) in the hole layer. Hera is the A(q k):_2|_y sin kd/2 S(a) _ ®)
two-dimensional superfluid density ande is the electron ’ d g°+k® 1+(y2)exp{—qd}

charge. We assume that the conducting layers are infinitely Before finding the potentiah(p,z) from Eq. (8), it is
thin, which leads to & function dependence of the current |, coc 1o estimatey numerically. It i'37~277- 1075 f(;r the

density on thez coordinate. The superfluid velocity of the electron densityn=10"2 cm™2, the insulator layer thickness

electron-hole pairs, in general'is d~10"%cm, and the effective mass of the pamn
e =0.1mgy, wheremy is the free electron mass. Thevalue is
Vs= 1 Vo= - (An—Ae). (1)  even lower for smallen and largem. The conditiony<1
is therefore oversatisfied for the experimental conditions.
Herem is the pair massp is the order parameter phads, Equation(8) can therefore be restricted to the terms of the
and Ay, are the vector potentials in the electron and holeorder of y. Substituting theA(q,k), calculated with this ac-
layers, respectively. curacy in Eq.(8), into Eqg.(6), we obtain
Here we assume that the thickness of the insulator layer,

d, is small in comparison with the distance in which the AH:ZweﬁnS[ [p?+ (z—di2)%2—|z—d/2|
vector potentialA changes, so that the differenég— A, is mcp
IA —p%+(z+di2)%+|z+d/2]. 9
Ap—Ae=—d. ) L . :
0z We can now easily find the magnetic field excited by the

planar vortex. The projection of the magnetic field normal to

On the other hand, we considédarge enough to ignore the ’ | ) X
&we conducting layers isl,=p~“d(pAy)/dp, i.e.,

tunnel transitions of the electrons between the conductin
layers. efing
Our primary interest is in the velocity field of the planar ~ H,=2m —— {[p*+(z—dI2)?]7 2

vortex and the magnetic field created by the vortex. For the

vortex, whose center is at=0, the phase is —[p2+(z+d2)?]" 12, (10)

It is evident thatH, is an odd function okz. The maximum
y z
<p=arctan;. (3  value ofH, is attained in the conducting layers, i.e.,zat

+d/2. The magnetic flux through the=d/2 plane, which is
Because of the spatial separation of the electrons and holeg|ated to the electron-hole vortex, is

the rotation of the pairs generates a magnetic field in the Ar2ehin.d

i 1 ic fi Teehn
surroundm,g space. To find the magnetic field, we must solve <I>EJ' H,pdp do= s — D, (11)
a Maxwell’s equation mc

A The flux is not universal and depends on the superfluid den-
VXH=-—i(2). (4 sity ng and the insulator thickness. It constitutes only a
small part of the flux quantumb,=hc/2e, produced by a
Substituting the corresponding currents in the electron ogortex in ordinary superconductors.
hole layer instead of in Eq. (4), writing H asH=V XA, The magnetic field componeht,= —dA,/Jz is
and using the conditiol - A=0, we obtain

H,=2 ehn si r(z d)
—AA+y Z—i— S)[a(z—d/z)—a(u d/2)]=0. (5 P~ mep |79 2
z—d/2 ] d
Here the vectoS=#cV ¢/e has only thefth component for T [pPH (z—d2)A 2 S'Q"( z+ >
the phasep from Eq.(3) andS,=7%c/ep. We also introduce
the dimensionless quantity=4mn.e?d/mc. z+d/2
To solve Eq.(5), we take the Fourier-transformation of + [p?+ (z+di2)°]Y?| (12

the vector potential
Far from the vortex center or, more exactlypatd, the

. . field H, between the conducting layers decreases @sAs
— 2 3 p
Alp.2) f Alg.kexpligp+ikzidqdk (2m)®.  (6) 5 aqyit, theH,, contribution to the superfluid velocitys in
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Eq. (1) and the term proportional t6¢ decrease as d/ The
1/p decrease in the velocity, implies that the energy, of ‘P=Ei arctam (y —yi)/(x—x;)]
the interaction between the vortices of opposite circulations

is proportional to lfpy—p,|, wherep, andp, are the vortex (x;, y; are the coordinates of théh vortex) into Eq.(14), we
coordinates. We can show that the renormalization of thging the energyE of the vortices in the fieldH,. The energy
proportionality coefficient inJ, due to the spatial electron- E gepends essentially on the size and shape of the system as
hole separation is aboyt But the energy),, determines the  the velocityv, decreases slowly from the vortex center. If
T, at which the pairs of vortices of opposite circulation dis-the condenser superconductor is a three-layer disk of radius
sociate, i.e., the temperature of the superfluid Berezinskii-r \whose center coincides with the center of the structure
Kosterlitz—Thouless transition. For this reason, the renormalshown in Fig. 1, and if the distandebetween this structure
ization of T is of the same order of magnitude. The spatialang the disk is much shorter th&) then the vortex energy
electron-hole separation therefore has virtually no effect orRyjj pe
the temperature of the superfluid transition of the electron-
hole pairs. N 1 N

It is very important that because of the spatial electron- E=2, F,(pi)+ > > U(pi.py). (16)
hole separation, the pairs which are electroneutral as a whole =t 7
interact with the external magnetic field. As a result, theHereEv is the energy of one vortex, and is the energy of
external field can lead to the vortex formation. The appearyteraction between the vortices:
ance of vortices in the external magnetic fi¢tg is con-

trolled by the energy mh’ng [ R?—p? R—p
N . , E,(p)=———|In R | 17
E=f d?p| =— (ﬁV<p+—dz><H
2m c
U(pi,pj)
H? H-H
+(§— 4770) (13) _ mh®ng n R?—2pip; cog 0;— 0;)+pp}IR?
m pi—2pipj cog 6;— 6))+p}
The local fieldH consists of the external field, and the (19)

field created by the moving electron-hole pairs. In Ef)
we take into account that the main part of the energy of therhe first term in Eq(17) is the intrinsic vortex energy in the
field created by the pairs is concentrated in the space bebsence of the external magnetic field and the second term is
tween the conducting layers. In this region the fieldnay  the vortex-field interaction energy. Here we have introduced
be assumed equal tdy+4menzX v /c [cf. Eqs.(10) and  the notation
(12)]. Using this expression and discarding the corrections

on the order ofy?, we obtain the following expression from 1 47led
Eq. (13): NE

72 fined
E=Jd2p r:S(V(p)Z-i- nsi Ve(2xHo]. (19

2 m
It can be concluded that with an appropriate strength and
direction of the fieldH,, the second term can compensate
for the vortex-related energy losg(%2ng2m)(V ¢)2d?p.
The vortex generation in the system thus becomes energy
advantageous, as in the case of type-ll superconductors at
Ho>Hgy.

The magnetic field excited by the two-dimensional cur-
rent that circulates around the origin of coordinates is per-
haps the most favorable field for generation of vortices. A
schematic representation of this field is shown in Fig. 1. If
the two-dimensional density of the azimuthal current ,is
then the magnetic field which is generated by the current at
some distance from the edge of the structure is

|)2>1/2 |Z_||
p

(19

2l
HO El—

(z—-
= C 1+ 5

p signz—1). (15

Herel is the distance to the plane with the curréméckoned I
from the midpoint of the insulator layer in the electron-hole
structure.

Substituting the phase FIG. 1. Schematic diagram with two-dimensional azimuthal current.
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Equation (18) takes into account the direct interaction be- This exact expression can be simplified considerably at
tween the vortices and their interactions with the imagesN;>1. In the case the main contribution to the last sum in
whose presence turns thg component normal to the disk Eq. (23) is made by the terms for whiclin p;/p|<1. For
bound into zero. these terms|In p;/pi|=(pi+1—p)li—illp;. The terms with

In Eq. (17) the term proportional ta. ~! makes the vor- In RZ/pipj may be discarded far from the disk edge. Varying
tex state advantageous for smel{large currents). To find  the resulting expression iN; and p; and setting the result
the current .; at which the vortex creation becomes energyequal to zero, we obtain a set of equations for these quanti-
advantageous, we should take the number of vortitesl  ties. The solution foR>p;>N\ is

and the vortex coordinate;=0. Settingg,=0, we have i1 p
__Pi+17 Pi
_, 4mlgyed 1 R N;= N (24)
=72 R"E (20)
(pi+1—pi)>=4Np;.

Both results of Eq.(24) readily follow from simple
physical considerations. The number of vortices on ithe

Substitutingd=10"% cm into Eq.(20) and taking into ac-
count thatH,,=2ml/c at p>d, we find H§\~1 Gs forR

=1lcm. . .
- . circumference is
At I>1. the system has a finite nhumber of vortices,
which can be easily found fdr>1,. In this case the vorti- _ Pi+1f2”
ces may be considered continuously distributed. Introducing Ni= o 0 n,(p)pdpdo. (29

the vortex densityn,(p), we obtain . . . .
Substitution ofn,(p) from Eg. (22) into this expression

gives N;=(pi;+1—pi)/2\. To obtain the other result of Eq.
(24), we should take into account that the repulsion forces
between the vortices of the same circulation are isotropic. It
+ E f n,(p)U(py,p2)N,(p2)d2pd2p, . (21) is therefore expected that the spatial distribution of vortices
2 is locally isotropic. In this case the mean vortex spacing
Varying Eq.(21) in n,(p) and setting the result equal to 2p; IN; for the particular circumference coincides with the

zero, we obtain the equation for the dependence of the vorté€an VOrtex spacing; .., — p; on the neighboring circumfer-
density onp. We can solve the equation exactly and thus€Nces: Substituting the value foN;, we obtain

EZJ E,(p)n,(p)d%p

show that ap>| Aahp;l(pi+1—pi)=pi+1—pi» Which coincides with Eq.
(24) with an accuracy up to the multiplier.
n,(p)=(4mhp)~ . (22 We have considered thoroughly the case of generation of

The result is drastically different from that known for planar vortices by the field of two-dimensional circular cur-

neutral superfluid systems and ordinary superconductors. Iﬁgt.li:;ilts\;\?rrz:;e?/ot?t?;elg Zpeaggg[ﬁ?é;nig:ggﬁ;f;?’ \(ljv:gt]rlrk‘)
both cases the equilibrium vortex concentrati@nsager— uted, the vortex density is, (p) = (ed2#ic)| H /(923|/ n
Feynman and Abrikosov, respectivelg spatially uniform. ' Y B,{p)= 77 0z '

We clearly see from Eq22) thatn, in our case decreases summary, a nonuniform magnetic field can, in general, excite
L . vortices in the PSSEH systems. The nature of the vortex
with increasingp.

It is known that the Onsager—Feynman and AbrikosovdIStrIbUtlon In space needs to be studied.
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lattice. Sincen,(p), according to Eq(22), decreases with Government of Ukraine and International Science Founda-
increasing distance from the disk center, it is evident that thggn.

vortices cannot form a structure invariant under translations.
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New channels of photon echo relaxation in Y  ,SiOs:Pr3* and LaF ;:Pr3* crystals
Yu. V. Malyukin
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Fiz. Nizk. Temp.23, 993-998(September 1997

Experimental results on the investigation of low-temperature optical absorption spectra and
temperature dependence of the photon e@® amplitude signal in ¥SiOs:P* and Lak:Pr*
crystals at the transitioPH,(0)— 3P, of the PF" ion are presented. It is shown that

additional relaxation channels exist for PE in addition to the known phonon mechanisms. This is
associated in a LaFPr" crystal with the temperature variation of dipole moment at the

Pr3* ion transition. In a ¥SiOs:Pr* crystal, this is due to the thermally activated transitions for
the PP ion between nonequivalent positions in the crystal lattice. 1997 American

Institute of Physicg.S1063-777X97)01109-2

1. INTRODUCTION helium vapor. The objects under investigation were 2 mm-
Crystal matrices representing wide-gap insulators WiththICk cry§ta||+|ne plates cut from the cry_stals OES{IO5_:P[3+
rare-earth impurity ions have been drawing continued attene—md Laf:Pr*. The cogcentranon of Prin both matrices was
tion in view of new aspects of their application, e.g., Iasermc the order of 0.3 at.%.
systems with up-conversidn? high-speed detectors of ion-

izing radiation‘,‘ optical memory cells, and Fourier 3. DISCUSSION OF EXPERIMENTAL RESULTS
processors.This stimulated scientists to set up and carry out
experiments whose main emphasis is shifted towards the dy- While investigating the temperature dependence of the
namics (phase and energy relaxation processefsoptical —amplitude of a two-pulse photon- eck®E) signal at optical
transitions, which is important for understanding the micro-résonance transitiofH 4(0)—°P, of a PF* ion in the ma-
structure of an impurity center and its energy spectrum.  trices of two crystals ¥SiOs:PP" and LaR:Pr*, we
The P* ion has a number of important properties from found® that dephasing of the resonance transition in the
the application point of viei? Its optical characteristics are LaFs:Pr*" crystal increases much more sharply with tem-
determined by transitions within thef &hell which is split ~Perature. The temperature range of the existence of PE in
as a result of spin-orbit interacti§rit was assumed in Ref. 6 Y2SiOs:Pr*" is about double the corresponding interval for
that the crystal field of ligands weakly affects the LaFs:PP* (Fig. 1). It would be expected, however, that the
4f-electrons since they are screened by electrons of the outéfreening of the #shell must lead to a weak variation of the
shells. In spite of this, a transition from one crystal matrix to€lectron-phonon coupling offdelectrons in Pr upon a tran-
another gives rise to peculiarities that are manifested mostition from one crystal matrix to another.

strongly just in the dynamics of optical transitions of the ~ According to the structure of energy levels of the"Pr
PR* ion.’® ions (Fig. 1), the temperature dependence of the PE ampli-

In this work, we present the results of experimental in-tude (and hence the dephasing of the resonance transition

vestigations of the low-temperature phase relaxation of elec:H4(0)—°Po) is determined by the scattering of phonons
tron excitations at resonant optical transitions of thi& fon. ~ involving the energy sublevels closest to the resonance
A relation is established between the structure of opticaffansition:' For the stat€Py, which does not split since its
spectra and peculiarities of photon echo relaxation infotal angular momentum is equal to zero, the closest sublevel
Y,SiOs:PP* and Lak:PP* crystals. is 3P, while the one corresponding ftH,(0) is *H4(1).
Under the action of thespin—orbit interaction and the crystal
field, the multiplet 3H, is split into nine components
[3H,4(0),3H,(1), etc., correspond to this splittiigThe en-
Absorption spectra of the crystals were recorded on &rgy interval separating the sublevels of the stdRg and
spectrofluorimeter based on the spectrograph DFS-452. TH#, is more than 400 cm-12 Hence, we can disregard the
recording of spectra was carried out by a TV camera contevels of the multiplefP; in the temperature range 6—20 K.
nected to a PC of AT-type. The detecting element of theAccording to Ref. 11, the phase relaxation tiffig at the
camera was a 542492 array of optically sensitive elements transition®H,(0)— P, of the PF' ion can be definéd by
of charge-coupling type. Since we are interested in the spethe relation
tral sweep along one coordinate only, we carried out averag- _
ing over 542 lines which considerably increased the accuracy [T2(D] = a exp(—A/T), @
of measurements and the signal-to-noise ratio. The experiwhere « is a constant connected with the half-width of the
mental technique for recording echo-signals is described itevel ®H,(1) participating in the phonon scattering,is the
detail in Ref. 10. Low temperatures were produced in arenergy interval between the sublevéls,(0) and3H (1),
optical helium cryostat in which the sample was held inandT is the temperature.

2. EXPERIMENTAL TECHNIQUE
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FIG. 1. Temperature dependence of the PE signal amplitudgSiO¢:Pr*
(curve 1) and Lak:Pr* (curve2) crystals. The inset shows the simplified
diagram of energy levels of the Prion.
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The parameters appearing in @) for the LaR:Pr"
crystal aré’ a=2.4-10"* st andA=81.4 K(57 cm}). An
analysis of the temperature dependence of the PE signal in
the LaR:Pr** crystal showefithat the experimental depen-
dence may be described by formulél), in which
A=58.8K(41 cmY). This was also confirmed by our
investigation® which completely reproduced the results ob-
tained by Takeuchi.Thus, a decrease in the PE signal inten-
sity occurs more rapidly than what would be expected from
the structure of Pf ions in the Lak crystal. this disparity
was not explained in Refs. 7-9.

The Y,SiOs:PP* crystal had been investigated sparsely,
and the values ofr and A were not known for it. This cir-
cumstance hampered the interpretation of experimental re-
sults on PE® and called for independent evaluation of these
parameters.

To achieve these ends, we carried out detailed investiga-
tions of the temperature dependence of the absorption spec-
trum of the Y,SiOs:Pr* crystal and, for of comparison, the 474 476 478 480 482
LaF;:PP* crystal in the region of the transition A, nm
3H,4(0)—3P, of the PF" ion. At T=6K, the absorption
spectrum in both crystal matrices consists of a single narrow!G. 2. Fragments of the absorption spectra of th& Rm. T’ corresponds
(<3cm Y spectral lineT', corresponding to absorption © the resonance transitL(ftH4(0)f3P0 in Y,SiOs:PP* at T=1.5K (a),
from the lowest energy levéH,(0) of the multiplet3H,. ' c0 K ®and Laks:Pr** crystals aff =80 K (¢).

Investigation of the spectral contour of the line of resonant

transition®H,(0)— 3P, showed that an absorption peak is

observed on the high-frequency side of the spectrum for thenergy gaps®H,(0)—3H,(1) and 3H,(0)—3H,(2) are
Y,SiOs:PP" crystal (Fig. 28. No such peak is observed for equal to 86 and 137 cnt respectively. These splittings of
the LaR:Pr* crystal. the multiplet®H, are slightly larger than for the LafPr**

As the temperature of the crystals under investigation isrystal! which can be treated as a manifestation of the effect
raised, the low-frequency spectral region acquires additionadf the crystal field on thé-shell electrons.
temperature-dependent peaks andI', (Figs. 2b and 2c The ratio of intensities of the lind$y, 'y, andl', in the
corresponding to absorption from thermally populated enabsorption spectrum of the,8iOs:Pr*" crystal in the tem-
ergy sublevel$H,(1) and®H,(2) of the multipletH,. The  perature range 6—77 K corresponds qualitatively to the Bolt-
spectral position of"; andI', relative toI'y allows us to  zmann population of the sublevelsl (1) and®H,(2). No
determine the splitting of the multipléH, of the PP ionin  such dependence was observed for the tRE" crystals.
the corresponding crystal. The splittings of the multifld, ~ The temperature transformation of the absorption spectrum
observed for the LafFPr** crystal coincide with the results of the crystal Lag:Pr** is shown in Fig. 3a. It can be seen
obtained in Refs. 6 and 7. For theMO5:PP* crystal, the from the figure that the intensities of the lin€g and 'y

I, rel. units
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wherel ; andl are the integral intensities of the linEg and
I'y, dy and d; are the dipole moments of the transitions
3H,4(0)— 3P, and 3H,(1)— 3P, respectively, and\ is the
energy gap between the levéld,(0) and®H,(1).
L T=77K Indeed, the slope of the experimental curves for the
Y,SiOs:PP* crystal (Fig. 3b is of the order of 120 K
(84 cmi'Y), which is in good accord with the magnitude of
splitting 3H4(0)—3H,(1) of the *H, multiplet (Fig. 2b.
T=30K However, under the condition thdt andd, are constants,
IB the experimental dependence for the y&F " crystal can-
not be described by formul@), sincel;/1;>1 atT>30 K
T=6K (Fig. 3b. In order to resolve the above-mentioned contradic-
) ’ \ tion, all we have to do is to assume that an increase in the
477 478 479 480 temperature of the LafPr" crystal changes the magnitude
of dipole moments at the transitiontH,(0)—3P, and
3H4(1)—3P, of the PP* ion. In this case, the value af,
decreases and that df increases in view of a relative de-
crease in the area covered by the contouf gfand an in-
crease in the area covered by the contouF pf(Fig. 33.

The reason behind the change in the value of the dipole
moments is not clear, but it allows a formal explanation of
the sharper drop in the echo signal of Laf" with tem-
perature than what would be expected from the energy split-
ting of the multiplet®H,. According to Ref. 13, the ampli-
tude of a two- pulse PE signal is a nonlinear function of the
dipole moment of the optical resonance transition:

)
B
\V]

I, rel. units
ol

A, nm

Ie:AO EX[X - 27'12/T2(T),

141 Ao=B(kq,ky,k 22'nZdE it 225

T: K 0= ( 1,Ko, e)Nd Sl 753”’] 27 , (3)

FIG. 3. Temperature transformation of the spectral characteristics of thavhereB(k;,k,,k,) is a quantity that depends on the experi-

Pr" ions: Absorption spectra of LaBPr* at different temperature&); mental geometryd the dipole moment of the optical reso-

temperature dependence of the ratio of integral intenslfigand I'; in nance transitionN the number of particles in the coherent

Y,SiO;:Pr* and Lak:Pr* crystals(b). ) S
ensembleg the duration of laser pulsek, the electric field
strength of laser pulse$, the Planck’s constant, and, the
time interval between excitating laser pulses.

become equal af =30 K. Upon a further increase in tem- While analyzing the drop in the PE signal amplitude

perature, the absorption at the transitiéh, (1) — 3P, begins  with temperature, it is assumed thag is independent of

to exceed the absorption at the transitith,(0)—>P,. A temperature. With increasing temperature, however, the di-

similar behavior of the line§’; andI'; is preserved in the pole moment of the optical resonance transition decreases in

LaF;:Pr* crystals containing 10 at. % Prions, thus point- the LaR:Pr" crystal, thus leading to a decrease in the PE

ing towards the temperature mechanism of intensity redistrisignal amplitude in accordance with formu{8). Conse-

bution in lines'y andI',, irrespective of the concentration quently, the PE signal amplitude in the LaPr* crystal

of PP" ions. However, the initial nonuniform broadening of (Fig. 1) decreases not only in accord with the variation of

lines in the absorption spectra of LaPr* crystals with  T,(T) according to formulg1), but also due to a change in

different concentrations of Pt ions varies from 0.07 cmt  the dipole moment of the transitiotd ,(0)— 3P, with tem-

at 0.001 at. % to 10 cit at 20 at. % P¥ ions!* Since the  perature. This led to an effective decrease in the valug of

broadening of lined’g andI'; took place in different ways in formula (1) in Refs. 7 and 8.

upon an increase in temperature, we constructed the experi- Using formula(3), we can directly obtain the variation

mental dependences for the ratio of integral intensities of T,(T)) ! for the Y,SiOs:Pr*" crystal (Fig. 4) from the ex-

linesT'y andI"; on reciprocal temperature for LgfPr* and  perimental curve presented in Fig. 1. The dependence ob-

Y,SiOs:PP* crystals(Fig. 3D). tained in this way should also be described by formia

Neglecting absorption from higher levels of the multiplet However, the parameter remains undetermined sinceis
3H,, we can present the experimental dependences shown abtained directly from the absorption spectr(ifig. 2b. We

Fig. 3b in the form?® can solve the inverse problem, i.e., find the valuexdby
| 42 approximating the experimental points presented in Fig. 4. A
1o _; exp(—A/T), (2)  satisfactory approximation is attained only in the temperature
lo dj interval 13-18 K fora=9.4-10° s™1. Analysis of higher
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(8.1 cmi Y) in conformity with Fig. 2a. In this case, the con-
dition T~Av is satisfied in the temperature interval 6—-13 K.
However, the functional dependen¢d is close to linear.
Taking Eq.(4) into consideration together with formu(a),

we obtain a good approximation of the experimental depen-
dences fory=14.510° st anda=7.5-10"" s (Fig. 4).

50

40

[
o
1

CONCLUSION

06, st

For Y,SiOs:PP" and Lak:Pr* crystals at low tempera-
tures, new relaxation channels for the photon echo have been
established in optical transitions of the’Piion. The reason
behind the change in the dipole moments at the transitions
3H4(0)— 3P, and3H,(1)— 3P, of the P?* ion in the Lak
crystal remains unclear and requires further investigation.
However, independent experimental facts indicate that the
. , , low-temperature mechanism of dephasing of optical transi-
6 8 10 12 14 16 tions in Y,SiOs:Pr" crystals may be associated with the

tunneling of P' ions between two nonequivalent states. It
T.K should be interesting to study these peculiarities and to es-
FIG. 4. Temperature dependence of the dephasing time ipSiOy:Pr** ta,b"Sh the general ,reg,UIaritieS_ govgrning the .phase relax-
crystal. The symbols correspond to the experiment. Cruerresponds to ~ ation of electron excitations of impurity centers in rare-earth
the theoretical dependences taking into account(Egonly, while curve2  Silicate crystals by extending the range of objects of investi-
is obtained by taking into account both formulds and(4). gation’ dop|ng \£S|05 with other rare-earth ionsy or by
changing the host crystal matrix.

-1

T,) x1

N
(=]
|

-
(=]
L

sublevels in the multipletH, does not improve the descrip- ~ The author is grateful to B. I. Minkov for providing the

tion of the experimental curvéFig. 4) in the temperature samples and for fruitful discussions of the experimental re-

interval 6—13 K. It follows from Fig. 4 that the experimental Sults.

dependence in this temperature interval can be approximated

by a linear function of the type Tu(T)) 1=4T, .

(B=1.37 MHz/K), which does not match with any of the E-mail: malykin@isc.kharkov.ua
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The results of analysis of hysteresis in the thermal expansion of solid solutions Ar—4.89 mol. %N
are considered in the temperature range 1-16 K. A physical model is proposed in order to

explain the observed phenomenon. This model is based on the assumption that transformed regions
in the form of piles of random stacking faults in the initial fcc lattice are formed in the

vicinity of nitrogen impurity. The hysteresis of the thermal expansion coefficient is due to
relaxation mechanisms for thermal stresses appearing in the transformed region during
thermocycling of the sample. The theoretical estimates of the upper and lower temperature
boundaries of hysteresis phenomenon obtained in this model are in good agreement with the
experimentally observed values. ®97 American Institute of Physics.

[S1063-777X97)01209-7

Solidified inert gases and solid solutions based on thengards the case of simple molecular cryocrystals we are inter-
form systems with a broad spectrum of unique physical propested in, no direct experimental proofs of the presence of
erties. Among other things, thermal expansion of solid solupolydomain structures exist to our knowledge, although we
tions based on argon and kryptatemonstrate clearly mani- can give arguments in favor of their existence on the basis of
fested anomalous behavior. The anomaly lies in that theeliable indirect data? This is primarily due to the fact that
linear thermal expansion coefficienLTEC) a=(1/L) direct low-temperature x-ray diffraction analysis whose ac-
X(AL/AT) of the sampleL is the sample length andL curacy is sufficient for the detection and identification of
the elongation of the sample upon a change in its tempergeolydomain formation in the matrices of solidified inert
ture by AT) changes upon thermocycling during measure-gases is difficult for realization. For this reason, the proper-
ment. The LTEC of a solid solution held preliminarily at a ties of molecular cryocrystals, which are sensitive to the
fixed temperature in the range 4.2-16 K was found to bestructural variations and provide new information on the sub-
smaller by a factor of 3—5 than the LTEC of the correspond-structure of the above-mentioned systems, remain an inter-
ing crystalline matrix of an inert gas free of impurities. Sub-esting object for investigations. An analysis of temperature
sequent thermocycling of the sample near the measuringnd concentration dependences of LTEC of cryomatrices
temperature leads to an increase in the LTEC being recordewjth impurities is an effective method in this field.
which becomes larger than the LTEC of the pure matrix after ~ This research aims at obtaining new experimental data
three or four thermal cycles. If the sample subjected to sucRn anomalies in the thermal expansion of solid solutions of
a procedure is again kept for 10-12 h at a constant temper&itrogen in argon in the temperature range 1-16 K. These
ture below 15 K the LTEC is restored. The phenomenoresults allowed us to propose a physical model providing an
under consideration was observed by us experimentally lonpterpretation of phenomena observed in this type of solu-
agd‘ and was called “therm0p|astic effect.” In Ref. 1, an tiOﬂS, which is free of inherent contradictions.
attempt was made to construct a physical pattern of the ob-
serve_d phenomer_mn, gnd experimental results accumul_atc&PERlMENTAL TECHNIQUE
by this time received in general a reasonable explanation.
Some theoretical models describing the substructure of cryo- Thermal expansion of the solid solutions
matrices of inert gases were considered in Ref. 2. We ar&r—4.89 mol. %N was measured by a low-temperature ca-
obviously dealing with a peculiar hysteresis of thermal ex-pacitive dilatomete?. Argon used in experiments was pre-
pansion of a solid solution. Nevertheless, we cannot statéminarily purified at a high temperature with the help of a
that all the aspects associated with the hysteresis of thermapecial device based on intermetallic compounds for ultra-
expansion of solid solutions based on inert gases are conmigh purification of gases. This method ensures purification
pletely clear. Indeed, the hysteresis of thermal expansion isf argon to the total concentration of foreign impurities of
typical of metallic alloys with a stable heterophase polydo-the order of 10°-10 %%. The gas purity was controlled
main substructure in a certain temperature raityés re-  chromatographically, and no traces of foreign impurities
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FIG. 1. Values of thermal expansion coeffi-
cients for the solid solution
Ar—4.89 mol. %N obtained under different
conditions of measurements: primary values
of the LTEC of the solutior{step-wise heat-
ing without thermocycling (X), their
smoothed valuegashed curvg in the pro-
cess of thermocycling/\), and the values of
LTEC stabilized after thermocycling of this
solid solution (M). The solid curve shows
the values of LTEC for pure solid Ar.

a 10°%K

were detected. The Ar—Nmixture was prepared by using from 0.5 to 1.5 h in this temperature range. In this way, we
nitrogen containing 0.002% of oxygen impurity. The solu- measured the LTEC during heating and cooling. The data on
tion under investigation was prepared at room temperature ifemperature and length of the sample were recorded every
a special measuring jar made of stainless steel. The raté@iinute by the instruments, processed in real time on a com-
composition of the solution was monitored by the chromatofuter, and displayed in graphic or digital form on the screen.
graph. Solid samples were grown in a glass ampule of thé transition to a new temperature value was made automati-
measuring cell of the dilatometer by condensation directly tccally after the attainment of a “stable” state of the sample in
the solid phase at a temperaturel9 K. According to phase which the temperature varied by not more than 0.01 K during
diagram$§ (see also Ref. )7 the crystal under investigation 10 min. As a rule, thermocycling was carried out during
must be in the one-phase region and must have a fcc latticg)easurements, i.e., the LTEC was measured successively
The Samp|e growth rate was-2 mm/h. The process of during heating and cooling in a fixed temperature interval
growing was controlled visually. The sample was transparenrom 0.2—-0.5 K(but remained unchanged for the same ther-
and contained no visible defects. It was separated from th&al cyclg. In each case, the sample temperature was stabi-
walls of the glass ampule by thermal etching and was ultidized after each variation. It should be emphasized that the
mately in the form of a cylindrical polycrystal with diameter final temperature of the sample in each thermocycling step
~22 mm, height 26 mm, and grain sizel mm. The ther- Wwas attained only by heatingr only by cooling. In this

mal expansion coefficient was measured along the rotationad¥ay, we ruled out the possibility of a parasitic thermal cy-
axis of the sample in the temperature range 1-16 K. Théling which would take place in the process of temperature
temperature was determined by a germanium resistance thetabilization with the help of devices with a proportional
mometer. The thermal expansion coefficient for ma([]jure integro—differential mode for maintaining temperature of the
solid argon samples grown according to the same techniqugample.

was measure for comparison on the same dilatometer.

_ The_ measurements were made under |sothermal _cor_u_jh-ESULTS OF MEASUREMENTS

tions since cold influxes to the sample changed insignifi-

cantly in the course of measurements, and the required accu- Figures 1 and 2 show the values of the thermal expan-
racy with which the temperature was maintained at asion coefficient of the solid solution Ar—4.89 mol. %Nbob-
constant value was ensured by a stabilized power supplied tained in various measuring modes. The solid curve gives the
the heater. The distinguishing feature of this method is thatesults of our experimental studies of the thermal expansion
the sample temperature was changed by a jump-wise varigoefficient for pure solid argon. Triangles denote the varia-
tion of the power supplied to the heater, which was subsetion of the obtained values of LTEC of the solution during
qguently maintained at a constant level. The time of stabilizathermocycling(the first step of thermal cycle always corre-
tion of the new value of temperature and sample length wasponded to sample heating in all measuremeitse small-
mainly determined by its thermal diffusivity and amountedest values of LTEC correspond to the first measured value on
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FIG. 2. Fragment of Fig. 1. The dashed line corre-
[ " sponds to the values of LTEC of the solid solution
Ar—N, stabilized after thermocyclingd andC cor-
respond to the values of LTEC obtained in the
course of thermocycling during heating and cooling
of the solid solution Ar—4.89 mol. %\ The re-

o« 1078k

2 maining notation is the same as in Fig. 1. Vertical
lines indicate the temperature boundaries of thermal
cycles.

a——— a————
1k MA L e —
—— ———
SN —— a——

AT
0 « 1 L =
8.5 8.7 8.9 9.1 9.3

7.K

the initial branch of the thermal cycle. The squares in Fig. Ifinal values of the LTEC is observed. In our experiments,
denote the final values of the LTEC of the solution, whichLTEC hysteresis was restored every time after a prolonged
were obtained after four or five cycles, when the values ofapproximately 10—12)hholding of the sample at the mea-
the LTEC of the solution remain unchanged during subsesuring temperature in the interval 4.2—15 K. In other words,
guent thermal cycles to within the experimental error. Theby holding the sample after each thermocycling, we can re-
final values of LTEC at temperatures above 12 K were obstore the LTEC hysteresis. This process can be repeated
tained after thermocycling in the range 4.2-16 K. For thismany times, and the situation will be reproduced exactly in
reason, Fig. 1 does not show the initial values @fat the same form as in the previous series of measurements. In
T>12 K. The crosses denote “primary” values of LTEC of the course of experiments on thermal expansion, the capaci-
the solution, obtained in the measuring mode without thertive pickup used for measuring sample length exerted pres-
mocycling with the step temperature dependence duringure along the axis of the cylindrical sample, which could be
heating. Such measurements were made by us only atried from 0.2 to 1 gf/mrh The values of LTEC were mea-
T<12 K. Figure 2 shows a fragment of Fig.(dn a magni- sured under different pressures from the above interval, and
fied scalg, in which triangles show the values of LTEC ob- no effect of this pressure on the values being measured was
tained consecutively upon thermocycling at a temperaturebserved. Besides, we carried out test holding of the sample
~8.9 K. The letterH,, C4, H,, C,, H;, andC; denote for 10 h at 4.2 K under different axial pressures exerted on
the values of the LTEC of the solution during thermocyclingthe sample(from 0 to 1 gf/mnf) and did not observe any
for heating H,,H,,H3) and cooling C;,C,,C3) of the effect of external pressure on the boundary of hysteresis and
sample. Vertical straight lines in the figure mark the boundtemperature corresponding to the formation of this boundary.
aries of the thermocycling intervalT in which these values In some experiments, preliminarily held samples were
were obtained. In Fig. 2, the dashed line corresponds, as ifcompressed” by a rod in the above pressure range. We did
Fig. 1, to primary values of the LTEC, while the dotted line not observe any influence of this procedure on the magnitude
corresponds to stabilized values of the LTEC marked byof hysteresis of the LTEC. This leads to the conclusion that
squares in Fig. 1. It can also be seen from Fig. 2 that théhe observed phenomena are not associated with the instru-
average temperature of the sample increased as a result miental effects.
thermocycling approximately by 0.05 K. This is probably At the same time, we made an attempt to analyze the
associated with internal friction in the sample. hysteresis by thermocycling in which the first step corre-
The figures show that the difference between the finabponded to sample cooling from 16 K after 10-h holding of
and “primary” values (hysteresis appears at temperatures the sample at this temperature. However, in this case the
abowe 5 K and assumes significant values. The effect is obtemperature decreased uncontrollafglpd the sample length
served abow 5 K and up to 16 K. If we analyze the LTEC changed accordinglyas a result of contact between the ca-
repeatedly in the temperature range where thermocyclingacitive pickup and the sample and during the stabilization
was carried out, no difference between the “primary” andof the working regime in the setup, and hence we could not
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obtain a sufficiently reliable “primary” value of LTEC. In and 2 mol.%CO. In the latter case, the effect was somewhat
Fig. 1, the points corresponding to the values of LTEC onweaker than for the Nimpurity. It was noted in Ref. 1 that
different branches of the thermal cycle above 12 K are nothe amplitude of hysteresis for both systems did not depend
shown, and only the final experimental values of LTEC ofon the concentration of impurity, and the lower boundary of
the solid solution, which were obtained after preliminarythe effect (-8 K) was found to be independent of the impu-
thermocycling in the extended temperature range 4.5-18 Kty concentration. Our present results indicate, however, that
are presented. It should be emphasized that we observed ttee latter statement should be revised: it can easily be seen
traces of hysteresis in experiments on thermal expansion @hat an increase in the impurity concentration to 5 mol.%
pure argon in the temperature range 1-18 K. The samplshifts the boundary of the effect towards lower temperatures
temperature changed b§T during thermocycling. It was (to ~4 K.

mentioned above that the value of this quantity varied from

0.2 to 0.5 K in different cycles of measurements, remainingdISCUSSION OF RESULTS

unchanged for all branches of the same cycle. Thus, in the

I'rSt runtof t?ernrgoiyc_lllng,_rwi A"jlf:rea;e?)tthe ;nfhasurelmenaf the phenomenon under investigation described above, we
emperature fromo 10 1,= 1o and obtained the value o, assume that the thermal expansion hysteresis of impurity

Of LTEC @=a,. In the second run, the sample was retumecIcrystals of argon is due to certain structural transformations
to the temperaturd,=T,, and the value ofe=a, was

determined. After this. th | ted th . &ccurring in the solid solution during thermocycling. Indeed,
etermined. After this, the cycle was repeated the requiref, o 1harmg| expansion hysteresis is typical, for example, for
number of times, and the LTEC values,a,,...,a, were

. ; . metallic alloys displaying a tendency to martensite transfor-

rHecoCrdeg. g huest’c ::I;?resppot;rrltjsto?sgc\)/ziegm Fig. 2 ation and forming a complex polydomain substructure in

1,1, M2, 52, B 12,43, %4, the ynstressed stateSuch a substructure possesses addi-
etc of the LTEC. As a rule the values of LTEC being mea- P

d attai wrati ftor t lete th | bs tional internal degrees of freedom which are excited upon a
tsurf ahalnt_sa ura 'Ol_n arter wo com_pe € Tﬁmf]_a tCyﬁll change in temperature or external pressure; this can ulti-
er four heating—cooling runsi.e., ay=a... The first value mately lead to a decrease in the LTEC of a macroscopic
(aq1) was always very small as compared to the LTEC for

N ; sample.
pure argon matr|x¢1~0.3aAr in the temperature range 5-9 This model whose correctness has been verified for clas-
K and a;~0.5a,, in the temperature range 9-13 K. The

I frn the t t 5-9 K differs f sical solid solutions can be rightfully extended to cryocrys-
va ubeslo azthromlsof :afmpera uret rt:;nge R i : i[‘s OM tals of inert gases. The existence of structurally transformed
@ Dy less than o- I'we repeat thermocycling with a neWregions in pure argon and in Ar-Nsolutions was directly

t_emperature Step T, after the attainment of LTEC satura- confirmed in experiments® The inclusions of the metastable
tion in a cycle of measurements E& the value' of LTEC HCP phase in pure argon are observed in x-ray diffraction
d0e§ not change fOAT1<AT’ while hysteresis appears experiments, which allows us to measure directly its crystal-
again for_ATl_>AT, the a_mphtude _Of the hysteresis being lographic parametefS.lt has been proved experimentally
nonzero in view of the difference in the temperature StP3hat the introduction of diatomic impurities in the fcc argon
OT=AT,—AT>0. matrix stabilizes the hcp phase in the vicinity of impuritfes.

: As we go over to a nev(lnllghgr) measuring emperature rpoqe facts confirm the reality of the existence of an equi-
lying beyond the thermocycling interval in the previous ex- librium polydomain structure in Ar-based solid solutions.

periments, thermal expansion hysteresis is observed again periments on low-temperature brittle fracture of pure ar-

? S|m|I§1r fodrrrl;. Tl?e d(ljst(;[buut(_)n offt?he values qui n g?e OIgon single crystals give additional arguments supporting the
orward and backward direction of thermocycling obtaine presence of such a structdfeAn analysis of these resufts

by us(,j_ls Otf spdeé:lgl |mrr)]ortanfce.thThe vlaluzsangl rc]:or:v_a- leads to definite conclusions concerning the role of stacking
Ep?_rlr!g 00 ranc ets ora fermgtqﬁ amp GI}I €aliNg  fauits in the formation of plastic properties of cryocrystals.
y AT) in our experiments were found to be smaller in Mag The results of experiments on active deformation of ultra-

hitude than the final value of LTECagy, 1< a.). _On the pure hydrogen single crystals at low strain rétesan be
other hand, for even branches of the_rmal cycieoling we regarded as most notable in this respect. It was shown in Ref.
haveaz>a... In this case, the relation 11 that the initial segment of the stress—strain curve for H
lai 11— ai| <|aj— a4 (1) under these conditions is quadratic, followed by a horizontal
plateau transformed into the work-hardening state for strains
was not violated upon an increase in the numbef the  exceeding 0.5-1%. It is remarkable that the removal of load-
thermal cycle, the conditiofw; — a..|—0 being satisfied in  ing on any stage of the stress—strain curve led to a complete

all cases whem— e, Pay attention to the fact that the result recovery of the Samp|e. The reason behind such a Supere|as_
Obtained hel’e differS from the reSUItS Obtained in Ref 1: thQIC behavior of an |§| Sing|e Crysta' free of impurities can

values measured in Ref.(hoth for even and odd branches of gpyiously lie in the presence of a thermodynamically equi-

Summarizing the experimentally established regularities

a thermal cyclgalways corresponded to the condition librium polydomain substructure similar to those observed in
< ay<as..<ag..<da.,. ?) glf?essgflzl systems, which demonstrate shape memory

It should be noted that LTEC hysteresis was observed earlier Pay attention to the fact that the mechanism of LTEC
in Ref. 1 for solid solutions of argon with 1, 2, and 3 mol.% hysteresis under consideration must be a manifestation of the
of nitrogen impurity as well as for argon containing 0.5, 1, properties of substructure which is in thermodynamic equi-
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librium in the Ar—N, solid solution. This follows directly
from the fact that the hysteresis vanishing during thermocy-
cling is restored every time after a prolonged isothermal

. i Q
holding of the sample. Thus, the search for possible reasons _ L VinVijfJ- )

1
Q1 VAV LV —

behind the observed phenomenon should be started from an 2(1—p) '™

analysis of the substructure of the Ar,-Mixed crystal. The

fact that the qualitative nature of the hysteresis changeklereG is the shear modulus andthe Poisson coefficient of
slightly with the concentratiomy, in the solution is a direct the matrix. Using this relation, we can calculate the elastic

indication of a decisive role of structural factors in the LTEC €N€gy of the impurit:

hysteresis effect. For example, the coefficieatsfor solu- 3K "

tions with 1—3%N,* obtained for last branches of the ther- W= ——— f r2drf do[vsﬁ(r)+(1—2v)si2k(r)]
mal cycle form, in contrast t@l), a monotonically increasing 2(1+v) Ja

sequencé2) converging to the limiting valua from below. (6)
Moreover, according to the results of a recent publicatfon,

do is an element of the solid anglein the continual ap-
the finite value of the excess LTEC of the ArxBolid so- ( 9 P

lution in th 1-7K b ind q I’F)roximation, a force dipole is regarded as a point source of
(;t'ot?]én tcgnt(f;‘]‘s;?;lrj]rf ranégfe ni_tro eneC%?Iee?:Llee:p?gr ei8kids, which leads to the divergence of the integralgan

_ N2 9 for r—0. For this reason, the integration limits forin (6)
solution undergoes certain structural changes as compared ¢eparation between nearest neighbors in the densely packed
the substructure of dilute solutions AryMNtarting from N (fcc or hep matrix. For the same reason, the terms contain-
concentrations of the order of a few percent. ing &(r) in the integrand of6) must be omitted. Finally, we

Let us now consider the type of the equilibrium sub- have

structure that can be formed in,NAr solid solutions. Di-

atomic nitrogen impurities in the argon atomic lattice are K 1+wv 1-2v\?2 ) 20%

force dipoles creating long-range elastic fields in the sur- W= 36mas (1—2v)2 ( 1— ) ot 15 11
rounding medium. The elastic energy of the impurity sub-

system is the athermélo within a weak temperature depen- N 8v ] @
dence of elastic modylcomponent of the total energy of the (1-v)?||"

solid solution, which must therefore be manifested most

strongly at low temperatures. Let us estimate the engvgy In order to obtain specific estimates, we must know the val-
of an impurity center for the isotropic continuuthassuming  ues of the quantitie€l, and(};. Using the results obtained
that the N impurity forms at the origin of coordinates a point by Ashelby;® we can write the following expression in the
dipole source of forces whose volume density is givefP by continual approximation adopted by us:

f(r)=—KQ Vya(r), ©) L1
{2o=3 1+v

4G \ 1
1+ =— (VAr_VN )1 (8)
3Ky, 2
where K is the bulk compressional modulus of the argon
matrix, sza/&xk is the operator of differentiation with re- \where Kn,=2.2: ]_Olodyne/crﬁ is the bulk Compressiona|
2

spect to the coordinate, and the tenSlgk has the forrf? modulus for nitroged! Further, we choose the following
values for elastic constants for the fcc argon mafrix
- ! €11=4.34 10 dyne/cn?, c,,=1.82 10 dyne/cn?, and
Qik_QOb‘ik—'_Ql lilk_ = 5ik , (4) 11 . y ’ 12 . y '
3 c44=G=1.6110'° dyne/cnt. These data are taken from ul-

trasonic experiments and are most suitalireour opinior)
for estimating the elastic response of the medium. The cubic
constants listed above should be combined for obtaining two

X ; ) ... elastic moduli characterizing the matrix in the isotropic me-
lattice. The order of magnitude estimate of the quantities Hium approximation used here. It is natural to choose for one

Qo= =k(Var— Vi) .(VAf and Vy, are the SijCiﬁC Vo of such moduli the bulk compressional modulus
umes of argon and nitrogen, and the paramkteés deter- g — (¢,,—2¢,,)/3=2.66 10'° dyne/cn?. For the second
mined by elastic relaxation of the matrix in the vicinity of odylus, we can choose either the shear mod@lus:,, or
impurity; an order of magnitude estimate of this coefficientihe poisson coefficient; = (C1,+ Cq1)/c1,=0.296. It should

will be given below. Since we are interested in the energy of ye noted that if we choodé andG for isotropic moduli, the
impurity in the unrelaxed solution, the medium can be re-gffective Poisson coefficient is given by

garded as unbounded. Using the standard relations from the

| being the unit vector in the direction of the dipole axis. The
parameterd), and w; specify the dilatation and deviation
(dipole) components of the force action of impurity on the

theory of elasticity:* we can write the strain tenser,(r) for 3K—-3G
the crystal with impurity in the form VZ:—2(3K+G) =0.25.
eq(r)= — K [1-2v B & V.V E Such a discrepancy is associated with the imperfection
Ik 87G | 1—v 0 3 ) i ky of the procedure of transition to the isotropic medium used
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by us. It will be shown below, however, that the relative than 6 K per atom. The inclusion of zero-point vibrations in
error in the estimates of the value \of obtained in this case the energy of atomic interaction in Ar must lower this
does not exceed 10%. boundary.

Substituting(8) into (7) and using the above values of Thus, we can conclude that the energy required for trans-
elastic moduli, we obtair(recalculating for one impurily forming the matrix around an impurity amounts te3 K.
W;=14.7 K (for v=v,) andW,=15.8 K(for v=w,). Thus,  This corresponds to the lower boundary of the emergence of
the estimat&V=15 K per impurity molecule can be regarded the LTEC hysteresis: the lattice possesses the energy suffi-
as quite reliable. It should be noted that this is approximatelyient for the realization or relaxation processes leading to the
equal to the characteristic temperature above which the imformation of a thermodynamically equilibrium substructure
purity contribution of N to thermal expansion of the solid of solid solution only aff>3 K.
solution becomes vanishingly small. Thus, the inclusion of It would be appropriate to make certain remarks about
the static elastic energy of impurities is significant in thethe lower temperature boundary of hysteresis estimated by
entire temperature range<15 K in which the thermal ex- the above method. The measurements of LTEC for solid
pansion hysteresis is observed. It should be noted that thmixtures Ar-N, show that the temperature corresponding to
assumption concerning a significant role of elastic fields othe emergence of the hysteresis decreases frand8tupon
impurities in the formation of the observed physical proper-an increase in the nitrogen concentration from 0.5 to 4—5%.
ties of Ar—N, solid solutions is confirmed by the theoretical The size of the transformed region in a dilute solution in
interpretation®?° of the available experimental resdfton  which impurities can be regarded as isolated is determined
the heat capacity of these systems. by the equilibrium of the boundarigislocation pile separat-

Obviously, the system tends to relaxation of internaling the transformed region from the undistorted matrix in the
stresses associated with the presence of dilatation centesgress field created by an impurity. This size is independent
The formation of a region with a transformed structure in theof temperature and is determined only by the intensity and
form of a pile of stacking faultéSH lying in densely packed anisotropy of the impurity dilatation center. For low impurity
planes(111) can be one of the ways of such a relaxation.concentrations, the transformed regions interact as individual
These SF are “threaded” on the directighll) of the va- inclusions of the “second phase” in the matrix of the solid
lence bond of the impurity diatomic molecule perpendicularsolution, and the LTEC satisfies conditi¢?) on successive
to them. The relaxation of internal stresses around an impuranches of the hysteresis. Starting from theddncentra-
rity through the formation of a pile of stacking faults can betion of the order of 5%, transformed regions come in contact,
interpreted as follows: partial dislocations bounding planarand the dislocation piles embracing individual impurities be-
SF form a closed cluster whose intrinsic stress fields comeome coherent boundaries separating the “territories” occu-
pensate partly the stress field created by the impurity molpied by neighboring impurities. This leads to the formation
ecule. We shall not consider in detail the distribution of dis-of a single polydomain substructure of crystallographically
location loops at the boundary of the transformed regiongconjugate transformed region in the AryNolid solution
which corresponds to the best relaxation of the stress field afith an N, molecule at the center of each region. Thus, the
the anisotropic dilatation center since it requires an indeperform of the interaction between impurities changes: a spe-
dent analysis. In order to get an exact result, special calculaific mesoscopic ordering of solid solution takes place, for
tions should be made, although some of the results pertaininghich impurities are “frozen” in argon crystallites whose
to this subject can be borrowed from the literattfre. lattice does not possess cubic symmetry any lof@gile of

Nevertheless, we can consider some estimates illustratandom stacking faults has a hexagonal symmetry with the
ing our statements. For this purpose, we take into account thiird-order axis perpendicular to the basal plattekl)).*?
fact that the SF formation in a fcc structure is associated witiThis, in turn, leads to the removal of degeneracy of the ro-
an elementary shift of the densely packed pléhEl) of the tational states of the impurity molecule and to the emergence
set, i.e., with the formation of a local region with the hex- the features of an glass-like state.
agonal symmetry in the fcc crystal. Unfortunately, no reli- Thus, a crystallite consisting of the SF pile can be re-
able experimental or theoretical data pertaining to the SEarded as an inclusion with the hcp structhiféln contrast
energy in argon are available. The estimafdsased on the to cubic lattices, hexagonal lattices possess, as a rule, a no-
calculation of the difference in the static energies of the fcdiceable anisotropy of thermal expansion: the LT&Calong
and hcp Ar lattice§ A = (Ejcp— Efco)/Eec=0.01%)%* tak-  the c-axis differs from the LTECx,, in the basal plane. The
ing into account the known parameters of the Lennard—Jonasitio k= a./ «}, for various classical crystals of the hexago-
potential, give low values of SF energg,=0.22 erg/crf, nal system has the absolute valug¢=0.2-5; for some lat-
which corresponds to the energy0.18 K per atom. A more tices, k<0.28 Consequently, it is natural to expect that the
realistic estimate can be obtained by using the valuequilibrium substructure of a concentrated solid solution in
A=0.065% from Ref. 253,,~=0.15 erg/cm, i.e., ~1.2 K. our model is a set of crystallographically conjugate domains
Experimental observations of split dislocations in xeffon with anisotropy in the thermal expansion coefficient. Natu-
lead to the valuey,=1 erg/cn? (Niebel and Venablé&give  rally, heating or cooling of such a system leads to the emer-
a refined value ofy,=1.3 erg/cn), which can serve as the gence of internal stresses concentrated predominantly in the
upper boundary fory,,. Bullough et al?® substantiate the region of domain boundaries in the sample sincedtexes
conclusion that in actual practicg,<0.7 erg/cm, i.e., the  of neighboring domains are not parallel to one another. It
energy associated with the SF formation in argon is smalleshould be noted that internal stresses in the boundary region
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appear when the transformed region does not come in corude starts decreasing as we approach the upper boundary of
tact with neighboring domains, but is completely surroundedhe effect(of the order of 15 K. Above this temperature, the
by the cubic matrixthe latter circumstance is important for substructure under investigation is not formed in the solid
understanding that the proposed mechanism is also suitab$®lution since the energy of intrinsic elastic fields of the im-
for the interpretation of the LTEC hysteresis in compara-purity subsystem becomes smaller than the energy of thermal
tively dilute Ar—N, solid solution$. These stresses have the motion of matrix atoms.
maximum value in the first run of a thermocycle, in which Thus, the model proposed above makes it possible to
the equilibrium substructure of the solution is in the statework out an admissible physical concept for interpreting the
described above. LTEC hysteresis in solid solutions of diatomic molecules in
While estimating these stresses, we shall assume that tieatrices of inert gases. Naturally, a number of theoretical
average straine=aAT emerging in the sample upon a and experimental studies are required to clarify the following
change in its temperature T takes place in the crystallite aspects in order to complete the development of this model.

tightly pressgd between nelgh_bormg domains. Natu-rally, Ir\tl) The substructure of solid solution described above is a
actual practice the boundaries between crystallites are stable thermodynamically equilibrium formation. For

slighﬂy shiftledldue to deformeﬁioT of nt'aigr}poring gomains, this reason, an authentic theoretical description of its
bh“t t.;zse disp acementsharet. € less significant, the stronger .oneties should be obtained not only in the form of
the difference between the anisotropy paramietand unity. estimates, but also by using a more rigorous approach.

This circumstance can be neglected while estimating therm b? Independent experimental verification of sufficient con-
stresses. In this case, the average stress in the crystallite is of yitions for the existence of the substructure of the solid

the order ofo=Ke=KaAT. Assuming thatAT=1K in solution can involve control measurements of the impu-
experiments, wh|le_ the excess LTE_Ci3 observeq at tempera- ity LTEC in systems with spherically symmetric impu-
tures - 4-12 Jé Is a=(4-10}10"7, n%we find thf;%t rities, e.g., with atoms of other inert elements. In this
o=(4-10)10"° K=(1.2-3) 10° dyne/cnit=1.2—-3 g/mnf. case, we can expect a noticeable decrease or even the
It should be noted that the estimated level of internal stresses disappearance of the LTEC hysteresis.

exceeds typical pressures exerted by the rod on the sample(ig) Finally, independent experimental proofs of the exis-
the course of measurements. Thus, the observed LTEC hys- tance of a substructure in the solid solutions under inves-
teresis is obviously not associated with the instrumental ef- tigation can be obtained, in our opinion, from an analysis

fects. of other physical properties of impurity cryocrystals,

An equally important circumstance is that large gradi- ¢ g heat capacity, thermal conductivity, and also appro-
ents of internal stresses are created in transformed regions priate x-ray diffraction studies.

surrounding impurities in view of the extremely small size of ] .
these regiongof the order of three-four atomic spacings The_ authors are grateful to Dr. S. N. Smirnov for fruitful
The above estimates show that the level and structure dfiscussion of results and for valuable remarks.
internal stresses are apparently sufficient for initiating micro- ~ This research was partly financed by the State Founda-
plastic deformation in transformed regions. The deformatiorfion for Fundamental Studies of the Ukrainian Ministry of
includes shear in the basal plaridd1), leading to elimina- Science and Technology, Project No. 2.4/117.
tion of stacking faults around impurities and to reconstruc-
tion of the homogeneous cubic structure of the Ar matrix-_ ... aalex@ilt kharkov.ua
lattice. The anisotropy of thermal expansion vanishes, and
thermal stresses do not appear during thermocycling.
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Jump-like deformation of single crystals of Sn—Cd alloys at temperatures <1K
G. I. Kirichenko, V. D. Natsik, V. V. Pustovalov, V. P. Soldatov, and S. E. Shumilin
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The low-temperature jump-like deformation of Sn—Cd single crystals is studied systematically
for various concentrations. The effect of temperatimethe range 0.5—- 4.2 K), Cd

concentratior(in the interval 0.01-0.53 &), strain, and superconducting transition on
manifestations of jump-like deformation is analyzed. The obtained results are considered in the
light of modern concepts about the nature of low- temperature instability. The observed

basic regularities in macroscopic jump-like deformation contradict the hypothesis of
thermomechanical instability. €997 American Institute of Physids$§1063-777X97)01309-1

1. INTRODUCTION of joint operation of several simple mechanisms, e.g., the
: combination of dynamic effects and thermomechanical
In the case of constant-rate deformation, the work hardinstability 13,14

ening curveP(e) (P is the load and: the strain can have

segme.nts.wnh a.negatlve sIode/ds§0) corresponding temperature JLD can be made after accumulation of system-
to sFrams increasing upon a decreagg n strgss. S.L.JCh a Qef%rﬁc data on JLD manifestations in various materials, on
mation IS known as l.JnsFal:_)Ie. Repetmon of |n§tab|l|ty reglonregularities of its variation with temperature, deformation,
results in serrated y|eld|ngumpjl|ke deformation JLI: _In .__strain rate, and doping. Such measurements in combination
some case$pha§e transformgUons under stress, tW'nn.mgWith a change in physical experimental conditions are of
?nd c;a(;k forTatlz)z tlhe pthysmal ?ature of JLthcar'l |the n- special importance. In this connection, it would be interest-
ef[pre eb eaS|dy.f 0\;\" empdera”ures,_ serrated yie _'fngt"‘?ng to study the effect of the superconducting transition on
orien observed Tor metals and alloys In varous manitestay n gince the results of such experiments might be a serious
tions. The conditions for its emergence and kinetics of ‘]LDargument in favor of a certain mechanism. It should be noted
. itionk2 Wkt the Tow- temperature JLD was studied, as a rule, for fcc
experimental conditions?. The nature of low-temperature metals and alloys, while bce and hep metals and alloys were

jLD r%ma'“ls untclear. T?ere ?I)_(S't .f,rehveral thteor%tuial mOdelﬁwestigated to a smaller extent since a decrease in tempera-
escribing low-temperature - 1€ Most WIA€ly TECO0~, 1o of these materials leads to the development of strain

nized models involve an increase in the probability of for'twinning initiating a specific type of JLD. In our opinion,

mation of dislocation.piles in front .o.f various obstacles as ?ingle crystals of tin and Sn—Cd alloys are very convenient
result of a decrease in the probability of thermall_y agtlvate objects for studying the low-temperature JLD. In these crys-
overcoming of the_se obstgc?efan thermomecr_]am_cal msta_- tals, twinning is absent for some orientations of axis of ten-
bility in the evolution of dislocation flows, which is associ- sile stresses, and plastic deformation is controlled by the

ated with the small thermal diffusivity of the sampleee 4., ot gisiocations through Peierls barriérs® Thus, plas-
first publications on this subject in Refs. 4—10. In some

the low-t ture JLD lat ith effects of | tic flow of tin and bcc metals is controlled by similar micro-
cases, the low-temperature correlates with etiects o 0écopic mechanisms, and an analysis of the low-temperature

calization of dislocation flows, i.e., the formation of large LD in tin can give important new information to supplement
slip bands and constrictions in the sample. The inclusion ofhe general pattern of the phenomenon

georTeftf”C?Iéllr_:_ﬁap'“ty proyecithto bf fr?ngI for_ deg'nbmg In this paper, the low-temperature JLD of Sn—Cd alloys
_suct_ N e?f .t € |tr;10reda_15|e mt' € r]fl’ €o Xnin_(loc u In_gt OIobserved earlier in experiments on tension of these alloys at
inertial) effects in the dislocation flow, which is associated_ 4 5 117 iyl pe analyzed in detail for the first time.

with a sharp decrease in phonon dfgg;an be an important
premise for the formation of low-temperature JLD. Experi-

. - . 2, EXPERIMENTAL TECHNIQUE
mental observations indicate a complex and diverse nature of
low-temperature JLD processes, which cannot be described We investigated single crystals of Sn—Cd alloys of sev-
by one of the above- mentioned mechanisms. The attemptyal concentrations: 0.01, 0.04, 0.21, and 0.53 at. %. All
to explain all the manifestations of JLD completely on thechosen concentrations correspond to the range of solid solu-
basis of thermomechanical instability mechanism alone weréons. The alloys of required concentration were obtained by
not confirmed by modern experimetftsind are debated in alloying high-purity tin (99.9995%) with the appropriate
some theoretical publicatior3lt is often proposed that vari- amount of high-purity cadmium. The obtained ingots were
ous manifestations of low-temperature JLD are consequencesit into small pieces and loaded in a graphite mould in which

Further progress in understanding of the nature of low-
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10 identically oriented monocrystalline samples with the size 30
of deformable part 1.84.5X25 mm were grown simulta- N SINSIN s N, 0.53%Cd

neously by the modified Bridgmann methdd The orienta- - s N 0.21% Cd
tion of tensile stress axis corresponded to(th#0) direction S NS N

and was favorable for slip in the system (100)0. For this 20} N
orientation, plasticity of pure tii*® as well as of Sn—Cd
alloys'” is preserved during cooling.

Deformation was carried out in the temperature range
4.2—0.5K on an original setug.In the temperature range 10
4.2-1.8 K, experiments were made in gasetis cooled by
liquid #He filling the outer helium Dewar flask, while experi- T=05K é=6 61055t
ments in the temperature interval 1.8—0.5 K were made in ) ’
liquid *He cooled by pumping its vapor. The temperature 0 1 é L 4' : ‘6 : é
was monitored by a gallium arsenide thermometer TSAD- €,%

4KM and according t¢He saturated vapor pressure. 6. 1. Work-hardeni tor Sn_Cd all i var

The experiments were made mainly for the strain ratd >: - Work-hardening curves for Sn~Cad alloys with varlous concentra-
. A ] ) ) ions recorded under tension. The electronic states of the samples varied in
£1=6.6-10>s *, while some experiments were carried out the course of deformation.

for £,=6.6-10" 5571,

Below 3.7 K, pure tin undergoes a transition to the su- . .
. . - deformation of the working part of pure as well as doped
perconducting state, and the superconducting transition terr%-am les remain uniform upon heating up to fracture in the
perature for the low-concentration alloys under investigation P P g up

is apparently close td; for pure tin. Consequently, we '?rl;tclz tgfn;ﬂerﬁgﬁgsi?ﬂ%ﬁggﬂJyevrisggzgf\?é dand no rough
could study the effect of the superconducting transition on n additirc)m 10 Stress iumns with an am Iitud.e of the or-
JLD for T<3.7 K: the superconducting transition was made =SS Jump P .

der of 1-2 MPa, which are referred to as macroscopic, we

during deformation at a fixed temperature as a result of ap- i ;
plication and removal of a magnetic field of 35 mT, Whosemanaged to detect JLD with a much smaller amplitude of

magnitude clearly exceeds the critical fieltl (=30.5 mT Jumps of the order_of 0.1 I\/_Ipasee inset to Fig. )2 Such
for pure ti. jumps are called microscopic and can be seen clearly only

for the alloy with 0.21 at. %Cd at 0.5 and 2.9 K.

1t ,MPa
1 3
2z

3. EXPERIMENTAL RESULTS 3.2. Effect of impurity concentration and strain on JLD

3.1. General characteristic of work hardening curves and

o The effect of these two factors on JLD is manifested
serrated yielding

most clearly at the minimum experimental temperature 0.5 K
It was established earl#&’that plastic flow in the slip  (see Fig. L It can be clearly seen that as the impurity con-
system (100)010) at T>4.2 K is smooth both for single centration increases, the stress corresponding to the onset of
crystals of pure tin ang3-tin doped with cadmium. The JLD is first displaced to the yield stress, and the amplitude of
stress—strain curves at such temperatures have a cleajlymps increases. The microscopic JLD is manifested most
manifested yield stress. easy glide stage, and the stage ofearly in the alloy with the highest impurity concentration of
linear hardening. High-purity samples gftin (99.9995%) 0.53 at. %. Microscopic jumps observed in the alloy with
preserve smooth plastic flow upon cooling to 0.5 KdBiggz.  0.21 at. % Cd are of a random amplitude and are observed
1). Doping of tin with Cd increases the yield stress signifi- most often for small straingee Fig. 3 and insets in Fig).2
cantly, changes its temperature dependence, and reduces the With increasing strain, the amplitude of macroscopic
fracture strain and the length of the easy glide stage. Morgumps increases, while the amplitude of microscopic jumps
over, doping of tin with cadmium leads to a change fromremains unchanged. The lower the temperature and the
smooth flow to serrated yielding below 4.2 K. Typical higher the impurity concentration in the alloy, the smaller the
stress—strain curves for pure tin and Sn—Cd alloys in thetrain at which first macroscopic jumps occur. The frequency
temperature range 4.2— 0.5 K are shown in Figs. 1 and 2f macroscopic jumps for the Sn—0.01 at. %Cd alloy in-
Pure tin as well as alloys with 0.01, 0.04, and 0.21 at. % Cdreases with strain so that the regions of smooth flow be-
have a two-stage work hardening curve consisting of stagetlveen the jumps become shorter and shorter, especially at
of easy glide and stage Il of linear hardening. The alloy withtemperatures below 1 K. For alloys with a high concentration
0.53 at. %Cd has no easy glide stage. The strain-hardenir{@.04 and 0.21 at. %Cd below 1K, the JLD in the normal
coefficient as a function of concentration and temperaturestate starts directly at the yield stress and immediately be-
changes from 10 to 70 MPa in stage | and from 80 tocomes of the saw-tooth type. It should be noted that the
190 Mpa in stage Il. No systematic regularity in the temperafrequency of macroscopic jumps does not increase but de-
ture dependence of the strain-hardening coefficierg ob-  creases with increasing strain, and the segments of smooth
served(see Table)l The strain-hardening curves for the al- flow appear and grow. For example, the frequency of jumps
loy with 0.53 at. %Cd have the saw-tooth shape. Thdn the Sn-0.21 at. %Cd alloy &=0.5 K decreases with
coefficient§ for these curves was estimated from the uppelincreasing strain from 20-25 for 1% strain near the yield
envelope. It should also be noted that the visually observedtress to 2-5 at the end of the work-hardening curve. The
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TABLE |. Strain-hardening coefficientd, MPa for tin and Sn—Cd alloys at the first and second stages.

Sn 0.01 at. % Cd 0.04 at. % Cd 0.21 at. % Cd 0.53 at. % Cd
T | 1l | Il | Il | Il | Il
0.5 25 75 10 130 50 110 12 90 no 100
0.7 - - - - - - - - no 120
0.9 - - 8 140 - - - - - -
1.45 - - 20 120 - - 60 - - -
1.95 40 190 23 120 - - 70 95 - -
2.15 40 170 - - 35 170 - - - -
2.8 30 180 10 140 - - 22 75 - -
4.2 20 170 20 130 17 140 20 80 - -

work- hardening curve for the Sn—0.53 at. %Cd alloy retaind=ig. 2. The amplitude of microscopic jumps observed in the

its saw-tooth shape up to fractufgee Fig. 1 alloy of this concentration does not depend on temperature
The quantitative relations between the amplitudes ofFig. 3). The above regularities pertain to deformation in the

macroscopic and microscopic jumps are shown in Fig. 3 prepormal state. The peculiarities in the variation of JLD in the

senting the dependence of these parameters on strain. Talsleurse of the superconducting transition will be considered

Il illustrates the dependence of the amplitude of jumps abelow. o N

0.5 K on strain, concentration, and the electron state of the The JLD variations upon a transition to a lower rate

sample. £,=6.6-10"%s~! were studied in the course of measurement
of the strain-rate sensitivity of deforming stress, during
3.3. Effect of temperature and strain rate which the strain rate decreased by an order of magnitude. In

this case, comparatively small segments of the stress—strain

With decrezsing tedmpelraturc;a, -I;jhe'dJLIID in alloys be-c e were recorded. No jumps were observed, as a rule, for
comes more and more developed. Individual stress jumps a810ys with concentration up to 0.21 at, %Cdiat Some-

i — 0, -
observed in the Sn O'Ql at ./OCd alloy/_gt_tlemperaturgs beﬁimes, solitary jumps were recorded below 1 K and only in
low 3 K only at the strain rate;=6.6-10"°s"". The strain  he normal state. Jump-like deformation was observed for the
corresponding to the first jump decreases at I_ower temper%{”Oy Sn—0.53 at. %Cd at the lowest experimental tempera-
tures from 6-7% to 3-4%. The number of jumps on they,e (0.5 K in the N- andS-states. A reliable observation of

work-hardening curve increases from 2-3 B&3K t0 31 p under experimental conditions of strain rate cycling is
10-15 afT=0.5 K. Solitary jumps are observed for the Sn— ssiple only in the case of a saw-tooth curve since the seg-

0 = i i .
0.04 at. %Cd alloy even &t=4.2 K after a plastic strain of Qwent corresponding te, for solitary jumps can coincide in

1-2%. Their number also increases upon cooling, and a . . :
: ' ome cases with the interval between the jumps.
T<0.8K they start from the yield stress. The Sn-— W interv W Jump

0.21 at .%Cd alloy also behaves similarly, but the JLD in it , »

starts near the yield stress even at 1.4 K. The effect of tem>#- Effect of superconducting transition

perature on the form of JLD for this alloy is illustrated in A transition from the normal to the superconducting
state in a sample under the JLD conditions leads to a consid-
erable change in the regime of macroscopic juitge® Figs.

26
0.5K
22
mummmﬂ" wl 2t Q)
18 14K ’
©
S 20 Fﬂ_r,——-r’/m o% 000
0.2MPa N
=18 NE% e 2.0K g o il
v 22 ' S 2%
18 10.2 MPa 42K 5‘ o o & %
20 o — °° we ol
'Sn+0.21%Cd, ¢=66105s"
16p VT TRV, E200T00 7S oW&"e_a
0 2 4 €. % 6 8 £,%

FIG. 2. Work-hardening curves for Sn—0.21 at. %Cd alloys recorded undeFIG. 3. Amplitude of(macroscopic and microscopiumps as a function of
tension at different temperatures in the normal state. Experiments at 4.2 argfrain in the Sn—0.21 at. %Cd alloy at various temperatures, K:(t#:9
2.9 K were carried out in gaseotble and at 1.4 and 0.4 K in liquitHe. angle$ and 0.5(circles (light symbols correspond to tHe-state and dark
The insets show the segments of the curves on a magnified scale. symbols to theS- statg.
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TABLE Il. Typical values of the amplitude of macroscopic jumps, MPa, at the Sn— 0.21 at. %Cd aIon revealed that it is insensitive to

T-05K the N-S transition at 2.9 K. Similar observations in pure
N-State S-State form at 0.5 K are complicated in view of developed macro-

scopic JLD. The only thing that can be detectsde Fig. 4

C,at. % lowe near fracture lovne near fracture . . s . .

is the presence of microscopic jumps at small strains in the
0.01 0.25 0.8 0.1 0.25 S- state and the absence of microscopic jumps inNkstate
0.04 0.7 15 0.15 0.35 at |arge Strains‘
0.21 1.0 2.0 0.5 1.3
0.53 15 2.3 0.8 1.4

3.5. Effect of cooling medium

In cases when JLD is determined by the thermomechani-

o . . cal instability effect, the conditions of heat removal from the

1 and 4. IF is important to npte that th!s effect is correlated sample to the cooling medium must play an important role.
to a considerable extent with the action of such factors ag considerable variation in the JLD parameters upon change
strain, impurity concentration, and temperature. In the cas§, the heat-removal conditions can be regarded as an impor-

of developed JLD as, for example, for the alloy with the (5 evidence of the efficiency of the thermomechanical in-
highest Cd concentration, the saw-tooth form of the stressgiayility mechanism. In this connection, we made the experi-

strain curve ?s prese_rved during thb—Strapsition at Q.5 K: ments on deforming samples in various cooling media
but the amplitude of jumps decreases noticeasée Fig. 1 (jiquid “He and gaseou®He cooled by liquid*He from out-

The most complex and diverse influence of theS transi- side at 4.2K. The experiments were made in the Sn—
tion on the nature of JLD is observed for alloys with anq 53 a1 94 Cq alloy with the most developed jump-like de-

intermediate Cd concentratidsee Figs. 1 and)dfor which ¢, mation. In both media, JLD occurs in the form of solitary
the correlation between the effect of tNe-S transition and jumps. Their number is small, namely, six in gasedHe

the strain rate of the sample is manifested clearly. The curve%%ne jump has a small amplitudend four in liquid “He

in Figs. 1 and 4 corresponding to the alloy Sn—0.21 at. %Cqihree of these jumps have a small amplitudlarge jump

illustrate the following facts(a) the JLD of the sample inthe |, -« qhserved only before the sample fracture. Consequently,

normal state near the yield stress changes to a smooth ﬂo}ﬁfmps occur in the gaseous cooling medium more frequently
upon a superconducting transitiolb) With increasing

o . ‘ than in the liquid medium. The specific feature of the cooling
strain, jumps are also observed in tBestate, but their am-

. ; ) " technique used by us was that the experiments were carried
plitude is smallerfc)the frequency of jumps for alloys with g .+ in the gaseous state above 2 K and in ligttite below

0.04 and 0.21 at. % Cd decreases with increasing st_rain intheis temperature. But the JLD parameters depend consider-
N state, and segments of smooth flow are forr{se Figs. 1 ably on temperature in the range2 K, and we could not

and 2. Since the regularities listed above were observed Unyqice the effect of the change of the cooling medium against
der multiple changes in the state of the sample, it would bey,o background of this dependence.

interesting to clarify the effect of experimental conditions on

JLD. In test experiments, samples were deformed in one o

the states at 0.5 Ksee Fig. 4. All these regularities were 1 DISCUSSION OF RESULTS

confirmed qualitatively. Observations of microscopic JLD on  Let us list the most significant regularities in the low-
temperature macroscopic JLD for tin and compare them with
the regularities of JLD in other materials as well as with
predictions of existing theories. The low-temperature jump-
like deformation in tin like in other metals begins below a
certain temperature, e.g., below 0.5 K in pure tin, below 2—
3 K in the alloy of Sn with 0.01 at. %Cd, and near 4.2K in
Sn with 0.04, 0.21, and 0.53 at. %Cd. It is important that
JLD begins with the emergence of individual jumps sepa-
rated by regions of smooth flow, the frequency of jumps
increases only upon an increase in strain or upon cooling,
and the work hardening curve acquires a saw-tooth shape.
The observation of individual isolated jumps is in contradic-
tion with the hypothesis of thermomechanical instability pre-
dicting the saw-tooth shape of strain-hardening curves. The
hypothesié® that individual jumps are consequences of ran-
dom changes in the experimental conditiqesy., random

Sn+0.21%Cd, T=05K 1% mechanical perturbations in the deformation machiap-
pears as erroneous. The emergence of an individual jump on
£ the strain-hardening curve is indeed a random event, but the

FIG. 4. Work-hardening curves for Sn—0.21 at. %Cd alloys recorded afaverage frequency _Of JUmps 1S repeated _from _experlment to
0.5 K under tensionN stands for the normal state asdor the supercon-  €XPeriment and varies regularly with strain. This means that

ducting statg while determining the stress and strain corresponding to the

761 Low Temp. Phys. 23 (9), September 1997 Kirichenko et al. 761



seen that theo(T) curve for pure tin and alloys with 0.01
2} and 0.04 at. %Cd has an athermal segment below 1.2—-1.4 K,
which can be explained by the tunneling of dislocatibhs.
The spread in the experimental valuesrgfT) observed for
° 0.53 at. % Cd alloys with 0.21 at. %Cd does not allow us to determine
1 unambiguously the type of the anomaly nf (athermal be-
1k e havior or a decrease in the value ef with temperaturg
below 1 K. Finally, thery(T) curve observed for the alloy
with 0.53 at. %Cd down to 0.5 K has the shape typical of a
thermally activated plastic flow: the yield stress increases
with cooling. Thus, the developed jump-like deformation is
observed in the temperature range 0.5—(s&e Fig. 2 both
1.2} in the case of athermal behavior @f and in the case of a
strong temperature dependencergf This means that there
0.8 0.21 at.% Cd is no one-to-one correspondence between the emergence of
l J jump- like deformation and the form of they(T) depen-
04 4 4 dence. No correlation is observed between the temperatures
4 corresponding to the beginning of anomaly7g(T) and the
emergence of JLD, which exists for stainless st&els.

The effect of the superconducting transition on JLD can
hardly be explained on the basis of the hypothesis of ther-
0.04 at.% Cd momechanical instability. An analysis of JLD in the normal
and superconducting states as well as its variation in the
course of the superconducting transition revealed that the
macroscopic JLD is either absent in the superconducting
0 o—- state, or the amplitude of jumps becomes considerably
smaller than in the normal state at the same temperature.

0.8I- @ "t‘{ This regularity is typical of a large number of other super-
P N 0.01 at.% Cd conductors: NB, Pb—In?! Al,?2 Pb?® In-Pb?* Al-Mg,?®

To- 10(4.3) , MPa

©
o
= .

- LAY Cu—Nb?® and Al-Li2” Consequently, such a form of the
2_ 0 ' \ . \ | effect of theN-S transition on JLD can be regarded as typi-
K

!

o

(%3

cal. According to the predictions of the model of thermome-
chanical instability, the criterion for the emergence of JLD at
a constant temperature and strain rate is determined by the
Sn 99.9995% value of three physical parameters: thermal conductiKity
heat capacityC, and the coefficient of heat transfer to the
L\M i cooling medium. Since the value tfis independent of the
4 (3 electron state of the sample, the type of JLD can be affected
T.K only by changes in heat capacity and thermal conductivity.
The value ofC changes significantly only nedr., while
FI_G. 5. _Temperature dgpendencgs_ of the yield strgdor Sn—Cd alloys below T, we can assume approximately ti@g=C, . Con-
\_/rvih4v3a|r<|33us concentrationéthe origin corresponds to the value of at sequently, theN— S transition at these temperatures mainly
o affects JLD through a change in the thermal conductikity
In Sn single crystalsKs<Ky in a wide temperature range
emergence of the first jump, we must take into account indibelow T,.?® No experimental data on theg(T) andKy(T)
vidual jumps also. The opposite regularity, i.e., a transitiondependences are available for Sn—Cd alloys, but similar re-
from the saw-tooth curve to the stress—strain curve with rarsults were obtained for Sn—In allofand in all probability
jumps, was also observed in Sn—Cd alloys for the first timethe type of the impurity is immaterial for these dependences.
The jump-like deformation in alloys with concentrations The variation ofK during the superconducting transition
under investigation(except those with 0.01 at. %Cd) at studied by Geilikman and Kresihon the basis of the model
0.5 K begins immediately after the yield stress. This is con-of thermomechanical instability indicates that jump-like de-
venient for comparing the observed regularities with predicformation must be enhanced in tt& state. The opposite
tions of the thermomechanical model concerning the relatiorffect is observed in experiments. It was propdédithat
between the criterion for the emergence of JLD and the temthis can be due to the sign reversaldaf,/d T during theN—
perature dependence of deforming stress since in this ca&etransition. However, the derivativér,/dT preserves its
the role of the deforming stress is played by the yield stressign during theN—S transition for most of metals and alloys.
7o(T) which can easily be measured at various temperature§he athermal behavior of the yield stress for the quantum
Figure 5 shows they(T) curves for pure tin and for Sn—Cd plasticity of pure tin in the normal state is also preserved
alloys in the temperature range 0.5-4.2 K. It can be clearlyuring the superconducting transitibhThus, this assump-

L)
x
1 1.
2
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tion does not remove the contradictions between the obto another type of instability and have an origin differing
served regularities for JLD and the predictions of the therfrom that of macroscopic JLD. Microscopic JLD requires a
momechanical instability model either. detailed experimental investigation, which is beyond the

Let us compare the same regularities with the dynamiescope of this research.
dislocation hypothesis, although this can be done only quali-
tativgly on th_e basis of f[he mod.el proposed by Ségke- 5. CONCLUSIONS
cording to this model, piles of dislocations are formed near ) ]
obstacles during deformation. A spectrum of piles is formedl) Monocrystalline samples of Sn—Cd alloys subjected to
due to the spectrum of obstacles existing in the sample. As {€nsion at a constant strain rate exhibit below 4.2K a
the deforming stress and strain increase in the sample, high JUmp-like deformation with the jump amplitude of the
stresses emerge at the head of a pile. These stresses cannotOrder of 1-2 MPa, which increases upon sample cooling
be significantly higher than the theoretical shear strength &nd an increase in the impurity concentration.
without causing a “catastrophic” process such as spontang?) The behavior of the jump-like deformation in these al-
ous generation of dislocations. The jumps observed in this [0y is qualitatively similar to the behavior of JLD ob-
case form an integral effect of catastrophic processes at piles  S€rved in fcc and hcp metals and alloys. .
with close intensities which are distributed over the sample(3) The jump-like deformation is suppressed (;on5|derably as
at random. With increasing strain, more and more powerful  the samples go over to the superconducting state.
obstacles can be overcome, and the jump amplitude increas& !N addition to this type of JLD, alloys with a high impu-
as a result. Such a process can take place in the form of _”ty co_ncentrahon _(0'21_ at. %Cd) eXh'b't microscopic
solitary jumps or in the form of saw-tooth curve for any type ](;Jmp-fhke deformat:jotr)] ‘:‘”th a Lumbp Emphtudfe of :]he or-
of the 7o(T) dependence. In this model the emergence of d_ef‘fr 0 (f)'l MF;]a ‘Znh gow.fT & behavior of such a JLD
JLD does not require a decrease in deforming stress upop Iers r_omt € behavior o macroscopic ‘]ITD' ,
heating. Using modern concepts on the motion of disloca-s) The basic regulqnﬂe; of Mmacroscopic JLD, including the
tions in the normal and superconducting statesye can presence .Of solitary jumps, the eX|s_tence of JLD unc_ier
predict qualitatively the possible effect of the superconduct- tr;e\](i%nd't'ons OI ath?[r'maltdetfhormatlon, thz Sl;.p prests[[on
ing transition on JLD. In the superconducting states, some 0 4 th upgn a ranfs;ll |on|.o i € SL]Jcpgl’(f)OH utg Ing state,
obstacles are overcome at the expense of inertial effects due an ‘ OT. ‘3 setncteh 0 h oca;rl]za '|onfoth etorma 'r?n’ .arle' n
to the fact that, in contrast to the normal state, dislocations C?nb_ﬁ Iction 1o the hypothesis of thermomechanical in-
are undamped. For this reason, jumps are observed later, and Stability.
their amplitude is smaller for the same strain. The experi-  This research was partly supported financially by the In-
mentally observed shift in stress at the beginning of JLDternational Science Foundation and Ukrainian government
towards higher values of strain and the decrease in the jum(@Grant No. U2P20pas well as by the Ukrainian State Foun-
amplitude during the superconducting transition are in qualidation for Fundamental Studi€¢Broject 2.4/156 “Bion’).
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Acoustic emission of the HTS ceramic YBa ,Cu;0,_s in the vicinity of the
superconducting transition
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Acoustic emissioAE) of the HTS ceramic YB#Cu;0;_ 5 is studied under heating from liquid
nitrogen temperature. For heating at a high rate, a peak in the AE activity is observed in

the temperature interval 100—115 K. The parameters of the peak depend on the oxygen content
in the HTS ceramic, heating rate, initial temperature to which the ceramic was cooled,

and the sample thickness. The observed AE is associated with the relaxation of microscopic
thermal stresses generated at the grain boundaries due to anisotropy of the thermal expansion
coefficients and their anomalous behavior at these temperatures. Possible relaxation

mechanisms of such stresses are the movement of dislocation groups and the formation of
microcracks along the least favorably oriented grain boundaries19€Y American Institute of
Physics[S1063-777X97)01409-4

1. INTRODUCTION superconducting transition in HTS materials essentially re-
mains unanswered. The present work aims at an analysis of

The acoustic emissiolfAE) technique is being used this problem. It should be remarked at the very outset that in

widely for studying the movement of dislocations, formation contrast to most of the previous investigations, we have em-

and propagation of microcracks, as well as phenomena a@loyed a technique that allows not only the recording of

companying phase transitions in solids. Soon after the dissverall AE intensity, i.e., the number of pulses per unit time

covery of high-temperature superconductiviidTS) in dN/dT, but also the selection of pulses according to ampli-

1986, several publicatiohs® were devoted to AE studies in tudes. We believe that this considerably enhances the possi-

HTS materials in a wide temperature range. Most of thesility of studying complex processes in the vicinity of the

publications were devoted to the HTS ceramicsuperconducting transition temperature.

YBa,Cu;O;_ 5. It was assumed that the processes involving

the movement of dislocations, twinning, crack formation,

etc., as well as the crystal structure evolution in the vicinity, xpERIMENTAL TECHNIQUE

of the superconducting transition temperatdig may be

responsible for AE, and studies of the latter can provide new Samples of the HTS ceramic YBawO;_ ; for studying

information about the dynamic processes in HTS comAE were synthesized according to the standard ceramic

pounds. Unfortunately, these expectations were later belietchnology'* Cylindrical samples of diameter 18 mm and

on account of a large number of contradictions in the obheight 2.5-3.5 mm were pressed from powdered ceramic
tained results. YBa,Cu;O,_ 5. Samples were annealed in air at 940 °C for

For example, the maximum AE intensity &, was 24 hours. Some of the samples were cooled with the furnace
considerelias a direct consequence of the superconducting® room temperature at the rate 6100 °C/h. Such a ther-
transition. However, no explanation could be found for themal treatment led to an HTS YB&u;O;_ s with oxygen
fact that the temperature interval in which the AE peak isindex 7—46~6.95 and superconducting transition tempera-
observed is an order of magnitude broader than the supeture Tc~92.5 K. Moreover, some samples were quenched in
conducting transition width. On the contrary, a joint investi- liquid nitrogen from temperatures 500 °C{®~6.8,
gation of the electrical resistance and AE of ¥Ba,O,_; 1c~88.5K), 550 °C(7 6~6.8, T.~84.0 K), and 940 °C
led to the conclusici® that the peak of the AE activity does (7— 3~ 6.28, nonsuperconducting™'® The specific gravity
not coincide withT, . Studies of the thermal expansion, mag- of the obtained YBgCu;0;_ s samples was-80% of the
netic susceptibility, and AE of the YBE&u;O,_ 5 cerami¢  theoretical value. The recording of AE signals was carried
show that the peak of the AE activity coincides with theout on the complex M—400 which allows a recording of
temperature 83K at which anomalous thermal expansion igulses of various amplitude over 8 chann€lscoustic mea-
observed, and the susceptibility jump Tt is not accompa- surements were synchronized with the recording of the time
nied by the emergence of AE signals. Some researc¢hees  Of the experiment. The collection and preliminary analysis of
for example, Ref. bdid not observe any singularities at all in the data were carried out with the help of the personal com-
the AE spectra over a wide temperature range 60-240 Kputer “Elektronika-85.” The following parameters of AE
(Note that anomalies in the elastic properties, internal fric\were used for analyzing the results: the total number of
tion, and thermal expansion were also observed figdor ~ pulsesNy and the activityNy =dNs /dt, as well as the num-
the ceramic YBgCu;O,_ 5./ 13 ber of pulses and activity for various amplitude level; (

Thus, the question about the connection between AE andndN;=dN; /dt), and average amplitud&,, of AE pulses.
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The piezoceramic lead zirconate titan@ks TS—19 with T.K
fundamental resonance frequeney80 kHz was used as the 250 + %0 % 100 110 120 1%

detector. Since noise-type AE occurs in construction ele- j ) ’ - 'r‘-oz.'sx
ments of the detector at low temperatures, the contact be- T =885 K
tween the detector and the sample was established with the 200 TRS4O0K

help of a waveguide in the form of a quartz cylinder of
diameter 11 mm and length 265 mm. The surface of contact
of the sample and the waveguide were polished meticu-
lously, and a thin layer of “low-temperature” silicon oil
GMN-5 was applied on thentsolidification of oil at low
temperature was not accompanied by the emergence of AE
signalg.

The experiments involved cooling of the samples of the
HTS YB&Cu;O;_ s samples in liquid nitrogen from differ-
ent temperatures followed by warming up in air. The appa-
ratus recording the AE signal was switched on simulta-
neously with the extraction of the sample from liquid
nitrogen, i.e., with the warming up of the sample. It was
found that the intensity of the AE signals and even the very
existence of AE depend on the rate of heating of the sample§!C: 1. Dependence of the AE activi/dT on time (lower scal¢ and

. .. . warming-up temperatureipper scalgfor samples with different values of
At low heating rates®<<0.1 K/s) characteristic for warming 1
up of samples in nitrogen vapor, there were practically no ’
AE signals, and hence warming up of the samples was car-
ried out in air. The rate of temperature variation wa8.4—

[l
L]

dN/dT , pulse/s

matter of fact, the time of warming up after first immersion
0.7 K/S'_ ) o ] was recorded reliably instead of the initial temperafufde

A miniature indicator magnet, whose respofmina-  ¢,||owing tendency was observed. In the first cycle, the AE
tion of repulsion from the samplallowed a recording of the activity for a small depth of thermal cycling is below the

S-N transition atT., was suspended in the vicinity of the level Nz. The AE activity increases upon an increase in

isnamvsfs' 12; rtr?]ﬁzzrixt/iliaetﬁ; tESI Saorpgli;l:]zgcnedSgtrc')?%ehs?sal_ﬁitial sample temperature before immersion in liquid nitro-
ta?me thermometer of the tvpe 'FI)'P(Iﬂnfortunatel the re- gen, and may even exceed the AE activity level in the first

yp y, the .cycle. As the thermal cycling depth is increased, the peak on
sults of temperature measurement are not very reliable i

view of large temperature gradients the NE(T) curve is displaced 'towards lower temperature's'.
An increase in sample thickness lowers the AE activity
of samples under identical conditions, and the peak on the
dependence d'f\lz on time is displaced towards longer heat-
Characteristic temperature dependences of the AE activ-
ity during first heating from the nitrogen temperature of the
HTS samples of YBECu;O,_ 5 with different oxygen indi- T.K
ces (and hence different temperatures of superconducting 100 2 100 150 lf‘ 130
transition at the rate of~0.5 K/s are presented in Fig. 1. It
can be seen that AE signals of high intensity are recorded in
the course of heating. However, the peaks on the curves
NE(T) are observed not al=T;, but at much higher
temperatures 100-115K. In this case, the temperature at
which a peak appears on the dependeNe¢T) increases
upon a decrease in oxygen indéor T.). A tendency to-
wards a decrease in the AE activity upon a decrease in the
value of 7—6 is also observed. In nonsuperconducting
samples with 7 §~6.28, AE activity practically does not
occur(weak AE signals are detected only after multiple ther-
mal cycling of the samplegs
The magnitude of AE depends significantly on the ther-
mal past history of samples of HTS compound
YBa,Cu;0;_ 5, i.e., on the initial temperature before immer- Time, s
sion of samples in liquid nitrogefwe are speaking of the
second immersion By way of an example, Fig. 2 shows the FIG. 2. Dependence of the AE activigN/dT on time (lower scalg¢ and

. . warming- up temperature (upper scalg  for samples
dependencély(T) for a YBaCu;Og g sample heated to dif- (T.=88.5 Kh=3.5 mm) with different past histories of thermal treatment

ferent temperatures before immersion in liquid nitrog@ma  (see text

3. DISCUSSION OF RESULTS

—o— T =30 K
—o—t, =4 min
—a—— =6 min
——*7 min

—o—t,®8 min

dN/dT , pulse/s
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FIG. 3. Dependence of the AE activigN/dT on warming-up time for

~PET ) FIG. 4. Amplitude distribution of AE signals being recorded.
samples with different thicknesse$ & 92.5 K)

coefficients of linear thermal expansion of contacting grains,

and As is the corresponding quantity for elastic moduli of

ductility.
ing times(Fig. 3). Obviously, both these effects are associ- Obviously, the existence of a strong anisotropy of ther-
ated with a decrease in heating rate of HTS samples upon gfg expansion and elastic properties of the HTS
increase in their thickness. YBa,Cu;0;_ 5 at temperatures exceedifig may lead to the

The entire range of effects observed in this work,growth of notable thermal stresses whose relaxation is re-

namely, the emergence of an AE peakTat T, only for  gponsible for the observed AE signals upon a rapid tempera-
YBa,Cu;0;_ ; HTS samples withl ;>77 K, dependence of yre variation(no AE signals are observed for a slow varia-
AE activity and temperature IocaIizatipn of the peak on theijgn of temperature at a rate~0.05 K/s, see above
Ns(T) dependence, evolution of thMs(T) dependence A characteristic feature of all superconducting samples
upon thermal cycling, and a decrease in AE activity upon amf YBa,Cu;0,_ 5 under different measuring conditions is
increase in sample thickness, may be a result of the processat the spectrum of amplitude distribution of AE signals has
of relaxation of thermal microstresses associated with thehe same qualitative shagEig. 4): the main part of pulses is
anisotropy of thermal expansion of rhombic HTS crystals atdivided between two small amplitude channels and one large
temperatures slightly higher than the superconducting transamplitude channel. This circumstance leads to the assump-
tion temperatures. A nearly complete absence of AE in aion that the relaxation of microstresses, which is caused by
nonsuperconducting YB&u;O;_ s sample having a tetrag- the movement of dislocations and leads to the emergence of
onal lattice (in contrast to superconducting samples whichAE signals afT >T,, is due to two processes, one of which
have a rhombic lattigeis quite a serious argument in favor (low-energy procegsis associated with relatively weak
of such an interpretation of results. However, the strong anstresses at nearly coherent walls of structural domains, while
isotropic variation of thermal expansion coefficient of thethe other (high-energy procegsis associated with quite
superconducting YB&Zu;0O;_ ; samples while approaching strong thermal stresses at large-angle grain boundaries of
T, from higher temperatures has been studied quite extervarious orientations, i.e., with linear thermal expansion coef-
sively (see, for example, Refs. 13 and)18he qualitative ficients differing most strongly from one another. The ther-
difference in AE spectra of superconducting and nonsupermal stresses for the latter process may be comparable with
conducting YBaCu;O;_; samples and the decrease in thethe ultimate strength. Indeed, multiple thermal cycling of the
AE intensity upon a decrease in the oxygen index accompaHTS samples of YB#Cu;O;_ 4 at high cycling rate some-
nied by a decrease in the rhombic distortidn<a)/(b+a)  times results in a fracture of the samples. In principle, the
of the latticé® gives serious reasons for the assumption thatelaxation at large-angle grain boundaries could also be ob-
the relaxation of thermal stresses occurs mainly in the twinserved in nonsuperconducting samples of YB&0;_.
ning plane, viz., the basal plari@01) of the rhombic lattice  but the AE for such samples is very weak in the investigated
of YBa,Cu;0;_ 5. According to Malygin and Likhache¥?, temperature range.
the level of thermal stresses in noncubic crystals upon a
change in temperature kYT can be estimated with the help CONCLUSIONS

of the formula (1) The acoustic emission in the metaloxide ceramic

o=(AalAs) AT, YBa,Cu;0;_ 5 is studied for various values of the oxy-
gen index 7 ¢ as the sample is warmed up from liquid
whereA« is the difference between extremal values of the  nitrogen temperature to 130 K.
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SHORT NOTES

Localized two-dimensional inhomogeneous states in elastic nematics
A. N. Bogdanov and A. A. Shestakov

A. Galkln Physicotechnical Institute, National Academy of Sciences of the Ukraine, 340114 Donetsk,
Ukraine

(Submitted February 18, 1997
Fiz. Nizk. Temp.23, 1024—-1027September 1997

Analytic solutions of elasticity equations describing a system of localized axisymmetric
inhomogeneous stat¢4solated threads’) are obtained for nematic liquid crystals. Such structures
are compressed into dense threads under the influence of magnetic or electric fields. It is
assumed that such structures may be realized in thread-like nematic textures. This model serves
as an alternative to the conventional disclination model. The localized states are found to

be radially unstable in cholesterics. However, the existence of lattices with thread-like structures
cannot be ruled out. €997 American Institute of Physids$§1063-777X97)01509-0

In the planar model for rectilinear disclinations in nem- describes the energy of a cholesteric. The absolute minimum
atics (the directrixn(r) rotates in a plane perpendicular to of the system corresponds to the solutions for which the
the disclination axig the solutions have divergent energy at potential(1) vanishes. For a nematic, this is a homogeneous
the center and at large distances from the &4sthe same state, while for a cholesteric it is helicoidal structdr@bvi-
time, axial disclinations with index 2 are unstable in the re-ously, other distributions ofi(r) minimizing the functional
gion of parameters corresponding to real substahdese of energy may correspond to local minima, i.e., they describe
also Ref. 3. A model in which the singularity is removed at metastable states.
the axis of such disclinations was considered in Refs. 4, 5. Introducing cylindrical coordinateR=(p,¢,z) for the
Experimental investigations reported in Refs. 1, 5 confirmedspatial  variable and  spherical coordinates n (
the theoretical conclusions drawn in Refs. 2—4: the inhomo= (sin 6 cosy,sin 6 sin ,cosé)), it can be shown that for
geneous axial structures with index 2 have a nonsingulastates that are homogeneougjrthe variational problem for
core. In contrast to disclinations, such structures have a corthe functional(1) has axisymmetric solutions of the type
tinuous distribution oh(r) along the axis, but are neverthe- = (), 0= 6(p). Subsequent calculations show that both
less nonlocalized. In the present work, we shall show that théor nematics and cholesterics, the solutiafs ¢ + 7/2 cor-
equations of the phenomenological theory of liquid crystalsesponding to zero divergence are among the solutions mini-
have localized nonsingular solutions possessing axial synmizing the energy of the system. In the present work, we
metry. Such localized stationary inhomogeneities in magnetshall confine ourselves to the analysis of these solutions.
and superconductors are called vortidese, for example, Substitutingy= ¢+ /2 into (1) and integrating the en-
Ref. 6. The use of such a term for liquids may cause con-ergy with respect ta andz, we obtain
fusion since it is associated with dynamic effects. Hence the
localized two-dimensional axial inhomogeneities in liquid

(da sin 6 cos 6

crystals studied here will be called threads. W= WLKZJ Wpdp= WLKZJ W,

Let us consider the axisymmetric distribution of the di- )

) . , 2 sint e
rectrix for which the vecton(r) along the symmetry axis +qo| +k pdp )
(2) is parallel to this axis and becomes antiparallel as a 0 p° '

result of continuous rotation along the radial directions. Un-

like the disclinations considered in Refs. 1, and 5, this modeWherek=K3/Kj is the ratio of elastic constants of longitu-

describes a nonsingular localized inhomogeneity in the bulidlinal bending K3) and torsion K;), andL is the length of

of the liquid crystal. a thread. It is assumed in formul2) that #(0)=0 along the
In the framework of the continual theory, the possiblethread axis, and the vector becomes antiparallel at a dis-

distributions ofn(r) in a thread are determined by the mini- tanceR from the axis where)(R) = . In particular, formula
mization of the elastic energy (2) corresponds to the energy of an isolated threadRferc.

For the functional2), the Euler equation

sz wdx=f [K1(div n)2+Ky(n-curl n+qg)? d?0 1d6 sind49  sir? 0 sin20 Sir? 6
Ttk 2 +200 =0,
5 dp® pdp 4p p P
+Kz(nXcurl n)<]dx, 1) 3

whereK; andqq are elastic constantsEor q,=0, formula  with boundary conditiong9(0)=0, #(R)= describes the
(1) describes the energy of a nematic, while fgy#0, it  distributionn(r) in the thread.
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magnetic field, the axial lines being investigated will be
compressed. In the ideal model being considered here, this is
a thresholdless process, and even an indefinitely weak mag-
netic field (e.g., the magnetic field of the Eajtleads to a
collapse of the threadlike structures and to the formation of
dense localized structures in which the separation between
molecules are comparable with their size. It can be assumed
that “black threads” in filamentary nematic structures are
just such formations.

For many years, threadlike texturéshich led to the
term nematitas well as other inhomogeneous states in nem-
atics were interpreted on the basis of the disclination theory.
However, following the theoretical prediction of axial struc-
tures with a continuous cofe they were detected among
inhomogeneous states of schlieren textdres.

A similar meticulous analysis of threadlike textures
could provide an answer to the question whether these tex-
tures contain localized axial structures described in this
work.

The energy associated with the struct(Bgis calculated
by substituting the solutiofb) into (2), and has the follow-

FIG. 1. Dependence of on p/p, for k=4 and different values gb,.

For isolated threadsR=<) in a nematic ¢,=0), for
example, multiplication of Eq(3) by p?(d6/dp) and inte-
gration withrespect te gives the first integral

g\ 2 ing form:
(p — | =sir? g[1+ (k—1)sir? 6]. (4
dp E
v
This equation can be integrated in elementary functions ~ 27KalL
k 1+(1-k)?
2(plpo) 1+ In , 0<k<1,
tan HZW, (5) 2(l—k)l/2 :I.—(:L—k)l/2
P pPo = K k—1\12

wherepg is an arbitrary positive number defining the char- 1+ (k—1)172 arcsw( k ) k>l

acteristic size of the core of a thread. For smelthe angle

6~ p, while for p— oo the angular variable changes accord-Both these expressions are identicalker1, while fork—0
ing to the lawé~ 7— 1/p. In the one-constant approximation the vortex energy tends to the valuerR,L, i.e., half its
(k=1), formula(5) coincides with the solution for a vortex energy in the one-constant approximation. For lakgehe
in an isotropic ferromagnét;for k—0, a singularity is energy of a thread is proportional t&2K3_

formed in the regiond~#/2 and fork=0 formula (5) is
transformed into the expression tas2p/p, describing a
structure in whichn is turned throughr/2.

For fixed values ofk, the solutions of Eq(5) are a
family of functions of the typed(p/p,). Figure 1 shows the
functions 6(p/pg) (5) for k=4 (in the thoroughly investi-
gated nematicn-azoxyanizol, the parametdr=3.95), pg
varying from 1 to 10. The existence of solutions of the type

In order to analyze the lattices formed by threads in lig-
uid crystals, we can use the circular cell mo¥2Iln this
approximation, the unit cell of a lattice with hexagoriaf
squaré cross-section is replaced by a circular cylinder of the
same volume. In this case, the calculation of the lattice struc-
ture involves the integration of E¢3) followed by minimi-
zation of the lattice energy density=W/(7R)? in R (the

(5) is a consequence of the invariance of the nematic energy

(2) relative to the radial extensiopg>1 or compression
0<pe<1 of functionsé(p). Thus, the vortex states obtained
for the nematic are “amorphous”: for a fixed value, the en-
ergy (2) of the structure remains constant for an arbitrary
radial compression or extension of the profilg).

However, the energy of interaction of a nematic with the
magnetic field H(Awy,=0.5A yH? sir? §) or the electric
field Awg=0.5A&H? sir? §) (whereAy and Ae are the dia-
magnetic and dielectric anisotropy respectiyak of quite
different type: for scale transformations of the type> p/pg
for the functionsf(p), the energied\w,, and Awg are pro-
portional tOpS. It follows hence that the threads in nematics
experience radial instability in a magnetic or electric field. In
all known nematicsA y>0, and hence the energy minimum
in a magnetic field is attained fap=0. This means that in a
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Attenuation of phonon-ripplon oscillations in an electron crystal over superfluid
3He—*He solutions
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The phonon-ripplon oscillation spectrum of a Wigner crystal with a surface density

1.3-10° cm ™2 of electrons over superflutHe and®He—*He solutions is studied in the temperature
range 70—600 mK. Measurements were made in the frequency range 1-20 MHz. It is

shown that resonance frequencies are in good agreement with the theoretical estimates. An analysis
of the data shows that the attenuation of capillary waves is not the main mechanism

determining the energy losses in a Wigner crystal. A new technique employing the width of the
coupled phonon-ripplon resonances is used to determine the mobility of Wigner crystals.

© 1997 American Institute of Physid$1063-777X97)01609-5

The two-dimensional Wigner solidWs) discovered first  4He. As the temperature increases, the resonance frequencies
by Grimes and Adantsover liquid helium is interesting not for pure “He as well as solutions are displaced towards
only as a model of two-dimensional solids with Coulomb higher values. It is also important to note that the resonance
interaction, but also from the point of view of interaction signal amplitude is smaller for solutions than féte, while
with the surface of a superfluid liquid. Under certain condi-the resonance width is larger. Figure 1 shows the temperature
tions, coupled phonon-ripplon oscillations may be excited irdependences of the widthf of the observed resonances. It
a WS, their characteristics depending on the properties of thean be seen from the figure that the line width increases
WS as well as of the liquid surface. An analysis of suchsharply with temperature. The dependenceAdfon T is
oscillations can provide information about the surface propnearly linear for puréHe as well as for solutions. The ex-
erties of a superfluid liquid. For example, the surface tensioperiment did not reveal any frequency dependence of the
of *He-*He solutions can be determined from the position ofquantityA f whose value is found to be the same for first and
the resonance frequencies of the oscillations of this fype.second harmonics.

The width of the coupled phonon- ripplon oscillations, which An analysis of the obtained results is carried out by us-
carries information about the WS mobility and dissipativeing the expression for the conductar@ef the experimental
processes at the liquid surface, was first measured by us oveell* The real and imaginary parts of the conductance are
a wide range of temperaturdsut was not analyzed in detail. defined by the following expressions:

In this work, the spectrum of coupled phonon-ripplon
modes of a Wigner crystal with the surface density o
ns=1.3-10° cm™2 of electrons ovefHe—"He solutions con- Re G=ne?>, A,
taining up to 0.25%He is studied in the temperature range n=1
70—600 mK. We measured the response of the experimental
cell containing liquid helium surface charged with electrons o
to a rf signal of amplitude 1 mV in the frequency range 1-20lm G= a)( nsezz A
MHz. The experimental technique and the measuring cell are n=1
described in detall in Ref. 4.

The results of measurements for a crystal with +0o |-
ne=1.3-10° cm 2 at a temperature 78 mK are presented in
the inset to Fig. 1 in the form of the frequency dependence of
the response amplitude. The points correspond to the medhe quantity y, reflects the dynamic characteristics of a
sured quantities, and the curves are the result of approximad¥igner crystal whiley, reflects the dissipative characteris-
tion of the experimental data as the sum of two Lorentziartics, o, are the eigenfrequencies of plasma oscillatiohs,
curves. Series 1 corresponds to pdke, and series 2 to are coefficients depending on the geometrical size of the cell,
3He—*He solutions containing up to 0.25%e. The results andg, defines the current through the cell in the absence of
for 3He—*He solutions with a lower concentratidf.025% electrons.
of 3He are identical with the results for pufele within the It was shown by Monarkhathat the response of a
limits of the experimental error. Both curves clearly revealWigner crystal to a rapidly varying electric field can be de-
peaks corresponding to the excitation of coupled phonon-scribed by the dimensionless functidn which depends on
ripplon modes in the cell with different wave vectors de-the characteristics of the crystal as well as on the intensity of
pending on the size of the cell. It can be seen that the resaoupling of electrons with ripplons at the surface of the su-
nance frequencies for the solution are lower than for purgerfluid helium:

ne€2w?x,

2 1
(mwp_ nsesz2)2+ (nseszl)z

M)~ Ny,

n 2 2 2 2 2
(Mop—N€wx2) + (Ns€“wxy)

@
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FIG. 1. Temperature dependence of the width of coupled phonon—ripplo IG. 2. Temperature dependence of the mobility of a Wigner crystal over

a4 :
resonances fofHe (A) and®He—*He solution(®). The inset shows by way  He (), "He—"He solution(®), and data from Ref. &a).
of example the experimental dependence of the signal amplitude on fre-

quency.
perimental data obtained by them were extrapolated to the
. ) , ) region of wave vectors corresponding to the conditions of

- of (0®— of +4]) our experiment ¢~ 10°). Substitution of the value of ob-

Re Zl_|:1 G (w2_w|2)2+4w2y|2_ ' tained in this way intdG| gives the valueAf~8.5 kHz for
the resonance width which is two orders of magnitude lower
2y wf‘ than the experimentally observed value. Assuming that the
Im Zl:|=21 Ci "o (wz_w|2)2+4wzyi?- 2 damping factor of capillary waves is determined by surface

hydrodynamics, the expressions oy are modified. In this
The coefficientC, characterizes the intensity of coupling of case, the estimates obtained as a result of an analogous sub-
electrons with ripplonse, are the resonance frequencies of stjtytion of y from Ref. 7 also lead to results that are much
capillary waves excited by the electron lattice and correqgwer than the experimental value.
sponding to reciprocal lattice vectors, andis the coeffi- Since both bulk and surface hydrodynamics fail to pro-
cient of attenuation of capillary waves with frequenoy. yjide a satisfactory interpretation of the experimental data, it
Formulas(2) were obtained in the range of applicability of can pe concluded that the attenuation of capillary waves is
bulk hydrodynamics. It was shown in Ref. 5 that the real partyot the principal mechanism responsible for energy losses
of Z, describes the dynamic properties of a Wigner crystalccurring during the movement of WS. However, it can be
and defines the resonance frequencies of the capillary wavegated quite authentically that the line width determined in
being excited while the imaginary part @ determines the oyr experiments is mainly associated with dissipative pro-
absorption. Accordinglyy; andy, can be represented in the cesses. This is confirmed by a good correlation with the mo-

form bility data.
Mo Mo The phonon-ripplon resonance width can be connected
X1=12 ImZy, x,=-— F ReZ;. (3 with the mobility u of a Wigner crystal by using the relation
- -1
Formulas(1)—(3) can be used to calculate the signal am- X1=(Nsep) )

plitude at the outlet of the measuring cell which is propor-and definingy, as a parameter ifl1)—(3) for which the
tional to|D| = J(ReG)?+(Im G)?, while a comparison of the width of the resonance curve coincides with the experimen-
frequency dependence of the amplitude in the resonance r&ally measured value. The crystal mobilities obtained in this
gion with the experimental measured quantities allows us tevay over“*He and overHe—*He solution are presented in
verify the theoretical estimates. As a result, it was found thaFig. 2 as a function of temperature. It can be seen that a
the position of resonances defined by the quangifyfrom  decrease in temperature slightly increases the mobility for
(3) corresponds with a sufficiently high precision to the ex-pure*He as well as for the solution. Addition 8He notice-
perimental results in the entire temperature range. The valugbly decreases the mobility. The same figure also shows the
of the coefficient was obtained by interpolation of the datamobility of a Wigner crystal measured by Mehroteaal®
from Ref. 6. The peak width mainly depends on the quantityover pure“He for an electron density 9.5 cm 2 (the

x1 from (3) which is defined, according to MonarkRdyy ~ melting point of the crystal is 0.69 K

the attenuatiory, (2) of capillary waves. The damping factor It can be seen that our results are in good agreement with
of capillary waves was measured by Roateal.” The ex-  the data obtained in Ref. 8, which confirms the validity of the
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ERRATA

Erratum: Hamiltonian description of the motion of discontinuity surfaces [Low
Temp. Physics 23, 89-95 (January 1997)]

A. V. Kats and V. M. Kontorovich

[S1063-777X97)01709-X

The following corrections were reported by the authors:

Printed

dr

simplis

b

[ a1=1ixe]=

Vu

j)\/pE

775 Low Temp. Phys. 23 (9), September 1997

Should read

dr

simplest

>

[Jc]

[pv,]

<y
I

<y
|

=3

R+ GVR

nv

T

[ :1=li5,]=

-

Vi

-

j)e\/pE

1063-777X/97/090775-01$10.00

p. 89, formula(4)

p. 90 left, line 5 from the top
p. 90 left, below line 19 from the top
p. 91 left, over line 9 from the bottom

p. 91, formula(20)

p. 91 right, line 12 from the top
p. 91 right, line 19 from the top

p. 91, formula(23)

p. 91, formula(26)

p. 92 right, line 7 from the top

p. 92, formula(37)

p. 92, formula(39)

p. 92, formula(40)

p. 94, formula(62)

p. 94, formula(63)

p. 94, formula(63)

p. 94, formula(63)
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Erratum: Noncollinear spin configuration induced by a magnetic field in the surface
gadolinium layer of multilayered Gd/Fe films [Low Temp. Physics 23, 346-348 (April

1997)]

S. L. Gnatchenko, A. B. Chizhik, D. N. Merenkov, V. V. Eremenko, H. Szymczak,
R. Szymczak, K. Fronc, and R. Zuberek

[S1063-777X97)01809-4

The following corrections were reported by the authors:

Printed

ferromagnetically
moments of Gd layers
layers

in the case of magnetization
of the film with p-polarization

with the distance

Should read

ferrimagnetically
moments of other Gd layers
layer

during magnetization of the film
in the case of th@-polarization

with decreasing of the distance

776 Low Temp. Phys. 23 (9), September 1997 1063-777X/97/090776-01$10.00

p. 346, left, line 3 from top
p. 346, left, line 9 from bottom
p. 346, left, line 4 from bottom
p. 346, right, line 14 from bottom

p. 347, right, line 15 from bottom

© 1997 American Institute of Physics 776



	685_1.pdf
	691_1.pdf
	695_1.pdf
	702_1.pdf
	709_1.pdf
	712_1.pdf
	724_1.pdf
	733_1.pdf
	738_1.pdf
	741_1.pdf
	746_1.pdf
	750_1.pdf
	758_1.pdf
	765_1.pdf
	769_1.pdf
	772_1.pdf
	775_1.pdf
	776_1.pdf

