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Propagation of fourth sound in a solution of two superfluid liquids taking the drag
effect into account
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The propagation of fourth sound waves in a solution of two superfluid liquids3He–4He is
considered by taking into account the effect of reciprocal drag of superfluid motions. It is shown
that the inclusion of the drag effect leads to a change in the ratio of intensities of second
and first fourth sound waves. ©1998 American Institute of Physics.@S1063-777X~98!00101-7#
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The interest in the possibility of a superfluid transition
the system of3He impurity atoms in a3He–4He solution
grew after the experimental discovery of the transition
3He to the superfluid state at temperatures of the order
few millikelvins.1,2 Hydrodynamic equations for solutions o
two superfluid liquids were derived for the first time b
Khalatnikov.3 The effect of drag by each superfluid motio
by the other superfluid component of the solution was ta
into account in relevant equations in Refs. 4–7, while
influence of this effect on the dynamic parameters of so
tions of superfluid liquids was discussed in Refs. 8–12. T
propagation of sounds in such systems was considere
Refs. 13 and 14 without taking the drag effect into accou
while the propagation of first, second, and third sounds
well as one more type of vibrations taking the drag eff
into account, was analyzed in Refs. 4, 15, and 16. The
persion equation for determining the velocities of two fou
sounds taking the drag effect into consideration was deri
by Volovik et al.16 who observed that the velocities of th
two fourth sounds coincide with the velocities of first a
second sounds, respectively forT→0. This research aims a
deriving expressions for velocities of fourth sound waves
a solution of two superfluid liquids taking into account t
drag effect, and at obtaining the ratio of wave intensities
the first and second fourth sounds. We shall solve this pr
lem without taking into account possible gap anisotropy
the 3He spectrum and consider the case of isotropic su
fluidity.

We shall write the hydrodynamic equations for solutio
of two superfluid liquids, which will be required for furthe
analysis and which take into account the effect of recipro
drag of superfluid liquids,4 namely, two continuity equation
for each component of the solution:

ṙ11div$r1un1r11
s ~v12un!1r12

s ~v22un!%50,

ṙ21div$r2un1r21
s ~v12un!1r22

s ~v22un!%50. ~1!

Here,r1 andr2 are the densities of3He and4He particles,
respectively~the densityr of the solution is equal to the sum
r11r2), v1 and v2 are the superfluid velocities

1 Low Temp. Phys. 24 (1), January 1998 1063-777X/98
f
a

n
e
-
e
in
t,
s
t
s-

d

n

r
b-

r-

l

r21 andr12 describing reciprocal drag of superfluid motion
un is the velocity of normal motion, and

r15cr; r25~12c!r, ~2!

wherec is the3He concentration.
We supplement these equation with two equations

superfluid motions

]v1

]t
1¹S m12

1

2
un

21v1•unD50,

]v2

]t
1¹S m22

1

2
un

21v2•unD50, ~3!

wherem1 andm2 are the chemical potentials defined by t
identity for energy:

d«5TdS1m1dr11m2dr21@r11
s ~v12un!

1r12
s ~v22un!#•d~v12vn!1@r21

s ~v12un!1r22
s ~v2

2un!#•d~v22vn!. ~4!

The equations of conservation of total momentum and
tropy have the form

j5rnun1~r11
s 1r21

s !v11~r12
s 1r22

s !v2 ,

j i1]P ik /]xk50, ~5!

wherern[r2r11
s 2r22

s 22r12
s is the density of the norma

component, andP ik is the tensor of the momentum flux
defined as

P ik5r11
s v1iv1k1r22

s v2iv2k1r12
s ~v1iv2k1v1kv1i !

1rnu1iu1k1Pd ik , ~6!

while pressure is defined as

P52«1TS1m1r11m2r2 ; ~7!

Ṡ1div~Sun!50. ~8!
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FOURTH SOUND IN SOLUTIONS OF TWO SUPERFLUID
LIQUIDS
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It is well known17 that fourth sound in an ordinary su
perfluid liquid can be visualized as oscillations of the sup
fluid component in narrow capillaries, such that the norm
component is stationary, and the penetration depth for a
cous wave is larger than the capillary diameter.18 In order to
solve the problem formulated above, we linearize the hyd
dynamic equations~1!, ~3!, and ~8! under the condition
un50:

ṙ11r11
s div v11r12

s div v250,

ṙ21r21
s div v11r22

s div v250,

]v1

]t
1¹m150,

]v2

]t
1¹m250, Ṡ50. ~9!

It is convenient to introduce, instead ofm1 and m2 , new
chemical potentials

m5cm11~12c!m2 , j5m12m2 .

In this case, we obtain from~6! and ~7! (s5S/r)

r21dP5sdT1dm2jdc. ~10!

Using this notation and relations~2!, we can write the system
~9! in the form

cṙ1 ċr1r11
s div v11r12

s div v250,

~12c!ṙ2 ċr1r21
s div v11r22

s div v250,

]v1

]t
1~12c!¹j2s¹T1r21¹P50,

]v2

]t
2c¹j2s¹T1r21P50,

ṡr1sṙ50. ~11!

We shall consider a plane acoustic wave in which
variables are proportional to exp@iv(t2x/u)#. Denoting by
prime the varying components of relevant quantities, we
tain from ~11! a system of algebraic equations, in which w
go over to the variablesP,c, andT by using the following
equations:

r85S ]r

]PD P81S ]r

]cD c8,

s85S ]s

]TDT81S ]s

]c D c8,

j852
1

r2 S ]r

]PD P82S ]s

]TDT81S ]j

]cD c8. ~12!

In these equations, we have used the relations between
rivatives of thermodynamic quantities, following from ide
tity ~10!, as well as the smallness of the thermal expans
coefficient (]r/]T).14 The compatibility condition for a sys
tem of algebraic equations together with~12! leads to the
following equation for the velocity of sound:
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S ]r D H F r r G
3@DC2AF#1Fc

~r22
s 1r21

s !

r
2~12c!

~r11
s 1r12

s !

r G
3FD

r
1sA1r~aF2bC!1r~r11

s 1r12
s 1r21

s 1r22
s !~as

2b!G2F ~r12
s 1r21

s !

r G @DC2AF#1r~r11
s 1r12

s 1r21
s

1r22
s !~as2b!J 1b21~r11

s r22
s 2r12

s r21
s !S ]P

]r D
3H sFar S ]j

]cD2
1

r3 S ]r

]cD G1
b

r S ]j

]cD2
1

r S ]s

]c D J 50.

~13!

Here

A[S ]r

]PD1aS ]r

]cD , C[aS ]j

]cD2
1

r2 S ]r

]cD ,

D[bS ]r

]cD , F[bS ]j

]cD2S ]s

]c D ,

a[2H S ]r

]cD S ]P

]r D1
r

s S ]s

]c D S ]P

]r D J 21

,

b[2H S ]s

]c D S ]T

]s D1
s

r S ]r

]cD S ]T

]s D J 21

.

We shall solve this equation bearing in mind that one roo
much smaller than the other root in the concentration par
eterc!1 and taking into account the fact that the terms
the order ofrn /r are small for temperatures under inves
gation in view of the smallness ofc. This gives

~u48!25
r21

s 1r22
s

r S ]P

]r D , ~u49!25
r11

s 1r12
s

r S ]j

]cD . ~14!

For a certain redefinition, this result coincides with solutio
of a biquadratic equation for the fourth sound velocitie
which were obtained in Ref. 16. Forr12

s 5r21
s 50, expres-

sions~14! are transformed into the corresponding equatio
obtained by Mineev.14 Thus, the drag effect in this approx
mation leads to the emergence of sums of densities in
numerators of expressions for velocities and does not af
qualitatively the form of fourth sound waves which can
regarded as joint oscillations of density and concentrati
Besides, forT→0, the expressions for the velocities of tw
fourth sounds coincide with the expressions for velocities
first and second sound, respectively, which were derived
Andreev and Bakshin.4 This in accord with the result ob
tained by Voloviket al.16

Mineev14 obtained the ratio of intensities of the seco
and first fourth sounds in the radiation emitted by a w
vibrating in the direction perpendicular to its plane in t
absence of drag effect, which contains the concentration
rameter to a power of 3/2. Let us calculate this ratio tak
into account reciprocal drag of superfluid components a

2S. I. Vilchinsky



compare it with the result obtained in Ref. 14. Let us suppose
its

n
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c

e

12c
]r ]s

s
]T

2
1 ]r

2
s ]s ]r ]T

b-

ns

ed
e,
re-
that the wall vibrates in the direction perpendicular to
plane with the velocityv0 exp(2ivt). The velocities of the
first superfluid component in the emitted first and seco
fourth sounds are given by

v185A1 expS 2 ivS t2
x

uD D ,

v195A2 expS 2 ivS t2
x

uD D , ~15!

while the velocities of the second component are given b

v285A1a1 expS 2 ivS t2
x

uD D ,

v295A2a2 expS 2 ivS t2
x

uD D . ~16!

Here

a15v28/v18 , a25v29/v19 . ~17!

The values ofv1 andv2 at the surface of a solid must coin
cide with the velocity of the surface:

A11A25v0 , A1a11A2a25v0 ,

whence

A2

A1
52

~12a1!

~12a2!
.

The average density of energy emitted in each of sounds
be obtained from~15! and ~16!:

E5r11
s v1

21~r12
s 1r21

s !~v12v2!21r22
s v2

25
1

2
A2~r11

s

1~r12
s 1r21

s !~12a!21r22
s a2!, ~18!

while the ratio of intensitiesI 2 and I 1 of the emitted waves
of second and first fourth sounds is given by

I 2

I 1
5

u49

u48
S A2

A1
D 2 r11

s 1~r12
s 1r21

s !~12a2!21r22
s a2

2

r11
s 1~r12

s 1r21
s !~12a1!21r22

s a1
2

5
u49

u48
S 12a1

12a2
D 2 r11

s 1~r12
s 1r21

s !~12a2!21r22
s a2

2

r11
s 1~r12

s 1r21
s !~12a1!21r22

s a1
2 .

~19!

Thus, in order to find the required ratio of intensities, w
must determinea1 anda2 . Relations~12! lead to

v2

v1
5H 2~r11

s 1r12
s !H ~12c!2F S 1

r

]r

]cD 2

1
]r

]P S ]s

]c D 2 ]T

]s

1
]r

]P

]j

]cG12~12c!F ]r

]P

]s

]c
s

]T

]s
2

1

r

]r

]PG
1s2

]r

]P

]T

]s
11J 1u2r

]r

]PJ H 2~r21
s 1r22

s !H c~1

2c!F S 1

r

]r

]cD 2

1
]r

]P S ]s

]c D 2 ]T

]s
1

]r

]P

]j

]cG
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d
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F]P ]c ]s r ]PG r ]c ]P ]s

1
1

r

]r

]c
2s2

]r

]P

]T

]s
21J J 21

.

Retaining only the principal terms in concentration, we o
tain

a15
vs28

vs18
5~u48!2

r~]r/]P!

~r22
s 1r21

s !@12~1/r!~]r/]c!#
,

a25
vs29

vs19
5H ~u49!2r

]r

]P
2~r12

s 1r11
s !F ]r

]P

]j

]c

1S 12
1

r

]r

]cD 2G J F ~r22
s 1r21

s !S 12
1

r

]r

]cD G21

. ~20!

Using relations~14!, we can write the obtained expressio
in the form

a15S 12
1

r

]r

]cD 21

, a252
~r11

s 1r12
s !

~r22
s 1r21

s !
S 12

1

r

]r

]cD .

~21!

Substituting~21! into ~19!, we obtain

I 2

I 1
5S ]j

]c

]r

]PD 1/2S r11
s 1r12

s

r21
s 1r22

s D 1/2

~A1B!S 1

r

]r

]cD 2

, ~22!

where

A[H S r11
s

r22
s D F11S r11

s

r22
s

~11r12
s /r11

s !2

~11r21
s /r22

s !2 S 12
1

r

]r

]cD 2G J
3F11S r11

s

r22
s D ~11r12

s /r11
s !

~11r21
s /r22

s !
S 12

1

r

]r

]cD G22

3F11
r11

s

r22
s S 12

1

r

]r

]cD 2

1
~r12

s 1r21
s !

r22
s S 1

r

]r

]cD 2G21

;

B[~r12
s 1r21

s !Fr22
s 1r11

s S 12
1

r

]r

]cD 2

1~r12
s 1r21

s !

3S 1

r

]r

]cD 2G21

.

Using relations~14! and assuming thatr12
s /r22

s !1, we
obtain the following expression forA1B in the main order
in concentrations:

A1B5
r11

s

r22
2 1

r12
s 1r21

s

r22
s 1r11

s .

Consequently, we can finally write

I 2

I 1
5S ]j

]c

]r

]PD 1/2S r11
s 1r12

s

r21
s 1r22

s D 1/2

3S r11
s

r22
s 1

r12
s 1r21

s

r22
s 1r11

s D S 1

r

]r

]cD 2

.

~23!

CONCLUSIONS

The ratio of intensities of the two fourth sounds emitt
by a wall vibrating in the direction perpendicular to its plan
which was obtained by taking into account the effect of

3S. I. Vilchinsky



ciprocal drag of superfluid motions, differs from the corre-
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3I. M. Khalatnikov, Zh. Éksp. Teor. Fiz.32, 653 ~1957! @Sov. Phys. JETP
5, 542 ~1957!#.
sponding equation obtained without taking the drag eff

into consideration. This is due to the fact that the inclusion
drag effect leads to a change in the average density of en
emitted by each sound: the expression~18! for energy den-
sity acquires the term

~r12
s 1r21

s !~v12v2!2,

which is absent in the corresponding relation in Ref.
Comparing~23! with the corresponding result obtained
Ref. 14, we conclude that the effect of reciprocal drag
superfluid motions leads to a change in the concentra
dependence of the intensity ratio for both fourth sounds,
to the emergence of a new term proportional to the sum
the densitiesr12

s andr21
s . This allows us to estimate exper

mentally the value of the densityr12
s describing the drag

effect.

The author is grateful to P. I. Fomin for fruitful discus
sions of the results of this research.
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LOW-TEMPERATURE MAGNETISM
Dynamics of small-angle domain walls in external oscillating magnetic field
K. I. Primak and A. L. Sukstanski 

A. Galkin Physicotechnical Institute, National Academy of Sciences of the Ukraine, 340114 Donetsk,
Ukraine*
~Submitted June 17, 1997; revised August 7, 1997!
Fiz. Nizk. Temp.24, 17–22~January 1998!

The dynamics of small-angle domain walls existing in an easy-axis ferromagnet in the vicinity of
spin-reorientation phase transition in an external in-plane magnetic field is studied. The
dependence of the drift velocity on the amplitude, frequency, and polarization of the oscillating
field is obtained. ©1998 American Institute of Physics.@S1063-777X~98!00401-0#

In the huge number of publications devoted to experi-by using the ‘‘Lorentz-invariant’’ modelF4 ~see below! in

ai
t

e
-

ic
W
v

n-
pe
-

re

t
ifi
n

ti
o

na
a

ie

e
in
e
le

wn
pe
t
s

f r
h

be

se
con-
of

ld;

e
ag-

s in

the

ely,
a
the
in
all

are
ion

i-

/01
mental and theoretical study of the dynamics of dom
walls ~DW! in various magnetically ordered media, main a
tention is paid to analysis of two principal types of DW
movements: translational motion in a constant magnetic fi
and vibrational motion in an oscillating external field. How
ever, there exists one more type of DW movement, wh
can be induced by an external oscillating field, viz., D
drift, i.e., the emergence of a constant component in the
locity of the wall. The DW drift was observed experime
tally in Refs. 1 and 2, while a similar effect for another ty
of topological solitons~Bloch lines! was observed by Gorna
kov et al.3,4

The phenomenon of DW drift in ferromagnets was p
dicted theoretically by Schlomann and Miln5 on the basis of
energy considerations. A more consistent approach to
solution of this class of problems on the basis of the spec
theory of perturbations was proposed by Iordanskii a
Marchenko6 who studied the drift of Bloch lines. At the
present time, the DW drift in an external oscillating magne
field has been studied in detail for virtually all basic types
magnets.7–10 In addition, the possibility of DW drift in ferro-
electric magnets in an external oscillating electric was a
lyzed in Ref. 11, while the DW drift under the action of
high-intensity acoustic wave was predicted in Ref. 12.

However, the authors of all these publications stud
the drift of only 180° domain walls existing far away from
the regions of spin-reorientation phase transitions. It is w
known that the structural and dynamic properties of DW
the vicinity of such transitions differ considerably from th
properties of ordinary 180° domain walls. A typical examp
of a spin-reorientation phase transition is the well-kno
phase transition in a ferromagnet with an ‘‘easy-axis’’ ty
magnetic anisotropy in an in-plane magnetic field close
the anisotropy field. In the vicinity of this phase transition
the component of the magnetization vectorM that is collin-
ear to the anisotropy axis~z-axis! is small in view of the
closeness to the phase-transition point, and the angle o
tation of the vectorM in the DW separating domains wit
opposite values ofMz is also small~such DW will be hence-
forth referred to as small-angle walls!. It was proved in Ref.
13 that the dynamics of a small-angle DW can be descri

12 Low Temp. Phys. 24 (1), January 1998 1063-777X/98
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contrast to conventional 180° DW in ferromagnets who
dynamics does not possess such an invariance. In this
nection, it would be interesting to study the dynamics
small-angle DW in an external oscillating magnetic fie
this forms the subject of the present publication.

Let us consider a ferromagnet with an ‘‘easy-axis’’ typ
magnetic anisotropy in an external in-plane constant m
netic fieldH0 and in a varying fieldH̃(t) oriented in the DW
plane. We choose the Cartesian system of coordinate
such a way that the anisotropy axis coincides with thez-axis
and the direction of the constant in-plane fieldH0 coincides
with the y-axis.

We proceed from the expression for the energy of
ferromagnet written in the standard form

W5E dr H a

2
~¹M !22

b

2
Mz

22H–M J , ~1!

whereM is the magnetization vector,a and b are the ex-
change interaction and anisotropy constants, respectiv
andH5H01H̃(t) is the applied magnetic field. In formul
~1!, we disregard the magnetic dipole interaction since
effect of this interaction on the dynamic properties of DW
the vicinity of a spin-reorientation phase transition is sm
and can be neglected.13,14

The static and dynamic properties of a ferromagnet
determined by the equations of motion for the magnetizat
vectorM ~the Landau–Lifshitz equations!:

Ṁ52g@M3He#1
l r

M0
@M3Ṁ #, He52

dW

dM
, ~2!

whereM05uM u is the saturation magnetization,g the gyro-
magnetic ratio,l r the relaxation constant, and the dot ind
cates differentiation with respect to time.

Parametrizing the magnetization vectorM by two inde-
pendent angular variablesu andw,

M5M0~cosu sin w,cosu cosw,sin u!, ~3!

we can write the equations of motion~2! in the form

ẇ

gM0
cosu1aDu1~b1aw82!sin u cosu1hz cosu

120012-05$15.00 © 1998 American Institute of Physics



ẇrx cosu1aDu1~b1aw82!sin u cosu1h cosu2h sin u cosw5
l r
u̇;~4!
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2
u̇

gM0
cosu1a~w8 cos2 u!82hy cosu sin w

5
l r

gM0
ẇ cos2 u ~5!

wherehy(t)5@H01H̃y(t)#/M0 , hz(t)5H̃z(t)/M0 , and the
prime indicates differentiation with respect of the coordin
x ~henceforth, we shall confine our analysis only to on
dimensional solutions of the equations of motion!. While
writing Eqs.~4! and~5!, we have taken into account the fa
that the plane of the wall in the chosen geometry coinci
with the (yz) plane, and the varying external field oriented
this plane has two nonzero componentsH̃y(t) andH̃z(t). We
shall assume thatH̃(t) is a monochromatic field of frequenc
v with a certain phase shiftx between the components~it
will be proved below that the DW drift velocity we are in
terested in depends significantly on the quantityx!:

H̃z~ t !5Hz0 cosvt, H̃y~ t !5Hy0 cos~vt1x!. ~6!

If the constant external magnetic field is smaller than
anisotropy field (H0,Ha5bM0), and the varying field is
zero, the magnetization vectorM in the equilibrium homo-
geneous state lies in the (yz) plane (w50) and forms the
angle u* 56arccos(H0 /bM0). with the y-axis. For
H05bM0 , a second-order phase transition to a phase w
the in-plane orientation of the vectorM takes place (u* 50).
The static one-dimensional solution of Eqs.~4! and ~5! de-
scribing a DW separating two domains withMz5M0 sinu*
andMz52M0 sinu* can be written in the form15

sin u~x!5sin u*
sinh@~x/x0!sin u* #

cosh@~x/x0!sin u* #1cosu*
. ~7!

It is impossible to obtain the exact distribution of ma
netization in a moving DW in the presence of an in-pla
field in analytic form, but a number of peculiarities typical
a moving DW have been analyzed qualitatively.13,14 Among
other things, the effective mass of a DW as a function of
applied in-plane field was determined, and the limiting v
locity of the steady-state motion of DW was calculated.
was shown13 that in a strong in-plane field close to the a
isotropy field, i.e., in the case when the parame
«5(12H/Ha)1/2!1, the DW dynamics can be described
the main approximation in this small parameter by using
well-knownF4 model. Indeed, if«!1, the angleu in DW is
small, uuu<u* '&«!1. Retaining in Eq.~5! only the terms
linear in the parameter«, we can express the anglew in terms
of the angleu:

w'2
u̇

gH0
. ~8!

Substituting~8! into Eq. ~4!, we obtain the following
expression in the main approximation in the parameter«:
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~9!

where the following notation has been introduced:

F5
u

&«
, x0

25
2a

b«2 , v0
25

g2H0Ha«2

2
,

l5
l r

« S 2H0

Ha
D 1/2

, h1~ t !52
& H̃z~ t !

Ha«3 ,

h2~ t !5
H̃y~ t !

Ha«2 .

It can be easily verified that Eq.~9! is the Euler–
Lagrange equation for a system described by the Lagra
functionL typical of theF4 model in the external field, i.e.

L5E dxH 1

2v0
2 Ḟ22

x0
2

2
F822

1

2
~F221!22@h1~ t !F

1h2~ t !F2#J , ~10!

and by the dissipative functionQ defined as

Q5
l

2v0
E dxḞ2. ~11!

It should be noted that, although the dynamics of a f
romagnet is described in the general case by Eqs.~4! and~5!
that do not possess the Loretz or Galilean invariance, theF4

model, which is suitable at the phase-transition point,
Loretz-invariant with the characteristic velocit
c5x0v05g(aM0H0)1/2. Consequently, in contrast to th
general case, we can easily construct dynamic solution
the equations of motion if the corresponding static solution
known. For example, the static solution of Eq.~9! in the
absence of an external oscillating field and dampi
which satisfies the boundary condition
F0(6`)561, F08(6`)50 and describes a stationar
DW, has the form

F0~x!5tanhS x

x0
D , ~12!

wherex0 has the meaning of the DW thickness~kink!.
The corresponding dynamic solution for a wall movin

at a constant velocityV can be obtained from~12! by using
the standard ‘‘relativistic’’ substitution x→(x2Vt)/
(12V2/c2)1/2. The limiting velocity of steady-state motio
of DW is equal toc.

If we take into account the interaction with the varyin
external field and damping, the ‘‘Loretz invariance’’ of E
~9! is naturally violated, and hence we can obtain its so
tion, following Refs. 7–10, by using a version of the pertu
bation theory for solitons assuming that the amplitude of
external magnetic field@and hence the ‘‘fields’’h1 andh2 in
Eq. ~9!# is small. For this purpose, we define the collecti
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variableX(t) as the coordinate of the DW center at an arbi-
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Ak5@~11k2x0
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trary instant of timet and seek the solution of Eq.~9! in the
form

F~x,t !5F0~j!1c1~j,t !1c2~j,t !1... , ~13!

wherej5x2X(t), and the indicesn51, 2, ... indicate the
order of smallness of the quantity in the amplitude of t
external oscillating field (cn;hn). The functionF0(j) de-
scribes the motion of a nondistorted kink and has the sa
structure as in the static solution~12! ~in view of the small-
ness of the external oscillating field, the amplitude of var
tion of the kink velocity is also small,V!c, and hence we
can neglect the ‘‘Loretz’’ contraction of the kink thickness!.
The termscn(j,t)(n51,2, ...) describe the distortion of the
DW shape and the excitation of spin waves during the D
motion.

The DW drift velocity is defined as the value of the DW
instantaneous velocityV(t)5Ẋ(t) averaged over the perio
of oscillations,Vdr5V(t), where the bar indicates averagin
over the period of oscillations of the applied field. The D
velocity V can also be represented in the form of a series
the external field amplitude, bearing in mind that we a
interested only in the forced motion of the DW:

V5V11V21..., Vn;hn. ~14!

Substituting expansions~13! and ~14! into Eq. ~9! and
singling out the terms of various orders of smallness,
obviously obtain an equation in the zeroth approximat
describing a stationary DW and having a solution of the fo
~12!. The first-order equation in the perturbation theory c
be represented in the form

S L̂1
1

v0
2

]2

]t2 1
l

v0

]

]t Dc1~j,t !

5S V̇1

v0
2 1

lV1

v0
DF08~j!2@h1~ t !1h2~ t !F0~j!#, ~15!

where the operatorL̂ has the form of a Schro¨dinger operator
with a reflectionless potential:

L̂52x0
2 d2

dj2 142
6

cosh2 j/x0
. ~16!

The spectrum and wave functions of the operatorL̂ are
well known. In contrast to the models of magnets analyze
Refs. 7–12, the operatorL̂ possesses not one but two discre
levels with the eigenvaluesl1 andl2 , corresponding to the
localized wave functionsu1(j) andu2(j):

u1~j!5
A1

cosh2~j/x0!
, l̇150, A15S 3

4x0
D 1/2

;

u2~j!5
A2 sinh~j/x0!

cosh2~j/x0!
, l253, A25S 3

2x0
D 1/2

, ~17!

as well as the continuous spectrumlk541(kx0)2 with the
eigenfunctionsuk :

uk~j!5Ak@3 tanh2~j/x0!23ikx0 tanh~j/x0!

2~11k2x0
2!#exp~ ikj!,
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whereL is the length of the crystal.
The functions$u1 ,u2 ,uk% form a complete orthonorma

set, and it is natural to seek solutions of Eq.~15! in the form
of an expansion in this set. For a monochromatic exter
field of frequencyv, we put

c1~j,t !5ReH eivtFc1u1~j!1c2u2~j!1(
k

ckuk~j!G J .

~19!

Here it is appropriate to make the following importa
remark. Equation~15! describes the excitation of linear sp
waves agaist the background of DW. The first term in t
expansion of the functionc1(j,t) corresponds to the shea
~Goldstone! mode, i.e., the motion of DW as a single whol
However, the corresponding degree of freedom has bee
ready taken into account by introducing the collective co
dinateX(t) in the definition of the variablej. For this reason,
the shear mode should be omitted in expansion~19!, i.e., we
must putc150 ~a detailed discussion of this question can
found in the monograph16!. This condition leads to the re
quirement of orthogonality of the functionu1(j) on the
right-hans side of Eq.~15!, which in turn defines the equa
tion for the DW velocityV1(t) in the approximation that is
linear in the external oscillating field:

V̇11lv0V15
3

2
cv0h1~ t !. ~20!

The solution of this equation describes DW vibrations
an oscillating external field, these vibrations being exci
only by thez-component of the field. It can easily be se
that V1(t)50, i.e., the DW drift is absent in the approxima
tion linear in the external field.

The coefficientsc2 andck in expansion~19!, that define
the amplitudes of the spin wave localized at DW and non
calized~intradomain! spin waves, can be found by the sta
dard procedure by multiplying the right-hand side of Eq.~15!
by u2* (j) or uk* (j) and integrating with respect to the var
ablej. After simple calculations, we obtain

c252
px0A2

32V21 ilV
h20,

ck52
px0Ak

41k2x0
22V21 ilV

F4d~kx0!h10

2
i ~41k2x0

2!

sinh~pkx0/2!
h20G , ~21!

whereV5v/v0 , h10;Hz0 andh20;Hy0 are the amplitudes
of the corresponding fields, andd(x) is the Diracd-function.

It can be seen that they-component of the oscillating
field leads to excitation of spin waves localized at DW
well as intradomain spin waves, while thez-component ex-
cites only intradomain spin waves withk50.

Let us now analyze the equation in the second appro
mation in the applied field amplitude. After averaging ov
the period of oscillations, the corresponding equation for
function c2(j,t) can be represented in the form
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L̂F ~j!52
1

V2~ t !F9~j!26F ~j!c2~j,t !

e-

n

o

a

e.,

f

the

e-

sing
in

he
lid
c
r-

ped

a
the

ll-

-

.
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2 1 0 0 1

22h2~ t !c1~j,t !1
l

v0
V2~ t !F08~j!, ~22!

whereF2(j)5c2(j,t).
As in the first-approximation equation~15!, we require

that the expansion of the functionF2(j) in the eigenfunc-
tions of the operatorL̂ contains no shear mode, i.e., we r
quire that the right-hand side of Eq.~22! be orthogonal to the
function u1(j) ~17!. This leads to the following expressio
for the drift velocityVdr5V2(t):

Vdr5
9x0v0

l E
2`

1`

djFF0~j!c1
2~j,t !

1
1

3
h2~ t !c1~j,t !GF08~j!. ~23!

SubstitutingF0(j) from ~12! into this expression, using
expansion~19! for the functionc1(j,t) with the coefficients
from ~21!, and carrying out averaging over the period
vibrations and integration in~23!, we obtain

Vdr5m12h10h20, m12~V,x!

5m12
0 H 3p

@~32V2!~42V2!1l2V2#cosx1lV sin x

@~32V2!21l2V2#@~42V2!21l2V2#

1
1

~42V2!21l2V2 @ I 1~V,l!cosx

1I 2~V,l!sin x#J , ~24!

where the quantitym12 has the meaning of nonlinear DW
mobility:

m12
0 5

9px0v0

27l
,

I 1~V,l!

5E
2`

` x4~41x2!@~42V2!~42V21x2!1l2V2#

~11x2!@~42V21x2!21l2V2!]sinh2S px

2 D dx,

I 2~V,l!

5lVE
2`

` x6~41x2!

~11x2!@~42V21x2!21l2V2#sinh2S px

2 D dx.

The dependence of the functionm12 on the dimension-
less frequencyV for various values of the phase shiftx is
shown in Fig. 1.

Formula ~24! defines the DW drift velocity in theF4

model described by the Lagrange function~10!. Going over
to the initial dimenional parameters of the magnet, we c
write the small-angle DW drift velocity in the form

Vdr5myz~v,x!Hz0Hy0 , ~25!
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where the nonlinear DW mobilitymyz(v,x) is defined by an
expression similar to~24! with the characteristic valuemyz

0

given by

myz
0 52

9pg

23l rHa«4 S a

b D 1/2

. ~26!

Using the parameters typical of ferromagnets, i.
g;23107 s21Oe21, l r;1022, (a/b)1/2;1026 cm, and
Ha;53103 Oe and putting«51021, we obtain the drift
velocity V05umyz

0 uHy0Hz0;10 m/s for fields of the order o
Hz0;Hy0;1 Oe.

It should be noted that the values of the coefficient of
nonlinear DW mobility myz

0 ~26! is much larger~by 1–2
orders of magnitude! than the corresponding coefficient d
termining the drift velocity of ordinary 180° DW existing in
ferromagnets far away from the phase-transition point.7 As
we approach the phase-transition point, i.e., for decrea
parameter«, the nonlinear mobility coefficient increases,
accordance with~26!, in proportion to«24 due to a decrease
in the mass of a small-angle DW.13 However, it should be
borne in mind while obtaining a numerical estimate of t
drift velocity that the perturbation theory used above is va
only for h10, h20!1, i.e., in a weak oscillating magneti
field, Hz0<Ha«3, Hy0<Ha«2. Consequently, the characte
istic value of the DW drift velocityV0 which can be de-
scribed adequately in the perturbation theory develo
above is proportional to the small parameter«. Obviously, a
DW can also drift with a higher velocity, but in this case
more general theory should be developed for analyzing
DW dynamics.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS
Second-order nuclear magnetic relaxation in samples with two-level tunneling systems
L. Zh. Zakharov and L. L. Chotorlishvili

Institute of Physics, Georgian Academy of Sciences, 380077 Tbilisi, Georgia

A. I. Tugushi

Tbilisi State University, 380028 Tbilisi, Georgia
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Second-order nuclear magnetic relaxation associated with electric quadrupole interaction between
paramagnetic centers and two-level systems is studied. First- and second-order relaxation
times are compared. It is shown that second-order relaxation prevails in relatively low magnetic
fields. © 1998 American Institute of Physics.@S1063-777X~98!00501-5#

Physical properties of disordered systems whose low-
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temperature (T,1 K) properties are determined by tunne
ing two-level systems~TLS! have been studied intensely
recent years.1 A characteristic property of TLS is that the
density of states depends weakly on energy. Nuclear m
netic resonance~NMR! is one of many methods used fo
studying the physical properties of disordered bodies. T
effect of tunneling TLS on nuclear magnetic relaxation as
ciated with paramagnetic centers~PC! and called the first-
order relaxation was studied in Ref. 2. In this publication,
magnetic field modulation at a nucleus occurs due to
change in the distance between the nucleus and a PC.~It is
assumed that a fraction of nuclei form TLS, and the sepa
tion between the nucleus and the PC varies due to tunne
of the nucleus between two equilibrium positions.!

In addition to the first-order relaxation, the second-ord
relaxation in which magnetic field modulation at a nucle
occurs due to fluctuation of electron magnetic mome
without a change in the separation between the nucleus
the PC also exists. In order to study second-order relaxa
Lepsveridze3 proposed phenomenologically the followin
Hamiltonian of interaction between PC and TLS:

ĤSd5(
nm

BnmS Sn
zdm

z 1
1

2
~Sn

1dm
21Sn

2dm
1! D ,

whereSn
6 andSn

z are the PC spin components,dm
z anddm

6 the
TLS pseudospin components, andBnm is the phenomeno
logical constant of interaction.

In this research, we consider a specific mechanism
second-order relaxation. In particular, we assume that a
has a spin, and hence possesses a quadrupole momen
presence of TLS leads to a change in the electric field g
dient at PC due to the tunneling of a nucleus between
equilibrium positions, causing fluctuations of electron ma
netic moments responsible for nuclear relaxation.

Let us derive the Hamiltonian of interaction between P
and TLS. We write the Hamiltonian of quadrupole intera
tion between PC and the electric field gradient4:
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Pi52
3e2Q^r 2

23&
4S~2S21!

^JibiJ&^u3Jz2J~J11!u&,

h5
3^~J6!2&

u^3Jz2J~J11!u&
,

S being the PC spin,J the spin of the nucleus forming the
TLS, andr the separation between the PC and the nucle

Taking into account the fact that the nucleus can be i
nonsymmetric potential well, we can write the electric fie
gradient in the form

eQ̂5S eVzz
1 0

0 eVzz
2 D 5eVzz

1 S 1 0

0 0D 1eVzz
2 S 0 0

0 1D
5e

Vzz
1 1Vzz

2

2
Î 1e

Vzz
1 2Vzz

2

2
sz, ~1!

whereVzz
1 and Vzz

2 are the values of electric field gradien
corresponding to two different states of the TLS,Î is the unit
matrix, andsz the Pauli matrix.

The second term in Eq.~1! describes the change in th
electric field gradient due to the jumps of the TLS betwe
two equilibrium positions. An order-of-magnitude estima
of this term gives

e~Vzz
1 2Vzz

2 !dz;
d

a
eVzzd

z;0.1eVzzd
z,

whered is the distance between minima of the TLS anda
the separation between the TLS and PC.

Taking into account the above arguments, we can w
the Hamiltonian of interaction between a PC and a tunnel
TLS in the form

ĤSd5(
kn

AknF H ~Sk
z!22

1

3
Sk~Sk11!J 1

1

3
h@~Sk

1!2

1~Sk
2!2#Gdn

z .
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In the representation of TLS which is accomplished through
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a unitary transformation by the operator

U5exp~ iwdy!,

where tanw5D0 /D; D0 is the tunneling parameter andD the
potential well asymmetry,1 ĤSd assumes the form

ĤSd5(
kn

AknF H ~Sk
z!22

1

3
Sk~Sk11!J 1

1

3
h@~Sk

1!2

1~Sk
2!2#G HA«n

22D0n
2

«n
dn

z1
1

2

D0n

«n
~dn

11dn
2!J ,

~2!

where«n is the TLS energy.
Thus, we shall henceforth assume that interaction~2! is

responsible for the time correlation of PC spins.
Let us write the total Hamiltonian of the system:

Ĥ52\v I(
i

I i
z1\vS(

j
Sj

z1ĤIS1(
n

«ndn
z1HSd,

where \v I is the Zeeman energy of the nucleus,I the
nuclear spin,\vS the Zeeman energy of the electron, a
ĤIS the Hamiltonian of the dipole–dipole interaction b
tween a paramagnetic center and a nucleus.

In order to derive the expression for nuclear magne
relaxation time, we shall use the Kubo formula.5 It is well
known that the relaxation time is determined by the corre
tion function of the paramagnetic impurity, which in turn
due to the interactionĤSd, i.e.,

^Sj
zSj

z~ t !&5^Sj
zeiĤ Sd

t
Sj

ze2 iĤ Sd
t
&.

Using perturbation theory~treating ĤSd as a perturbation!,
we can prove that the contribution to the correlation funct
comes only from even terms of the expansion, and hence
correlation function can be approximated by a Gauss
curve. Consequently, we can write

^Sj
zSj

z~ t !&5^Sj
zSj

z&e2~a1g!t2, ~3!

where

a5
h2

9 (
jn

uAjnu2
«n

22D0n
2

«n
2 ^dn

zdn
z&~^Sj

1Sj
2&1^Sj

2Sj
1&21!

~4!

and

g5
h2

9 (
jn

uAjnu2
1

4

D0n
2

«n
2 ~^dn

1dn
2&1^dn

2dn
1&!@^Sj

1Sj
2&

1^Sj
2Sj

1&21#.

In formula ~4!, we replacedn
z by the corresponding fluc

tuation and go over from the summation overn and j to
integration with respect to TLS parameters. After simple c
culations, we obtain

a5
h2

18 S ln
«max

eD0m
D P̄CA2~^S1S2&1^S2S1&21!T,
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where P̄ is the density of states of the TLS,P̄;ND /«max,
C5NPC /N, whereND and NPC are the TLS and PC con
centrations, respectively,A is the mean value of the consta
Ajn , Ajn;(d/a)Pi , «max the maximum value of the TLS
energy, andD0m the minimum value of the tunneling energ
Substituting~3! into the expression for relaxation time, w
finally obtain

1

T1
54

NPC

N

Ap

\2Aa1g
e2v i

2/@4~a1g!#^~Sz!2&U2,

whereŪ is the mean value of interaction between a nucle
and a PC.

It can be easily seen that since«max!T, we can state tha
g@a, and hence

1

T1
;4c

Ap

\2Ag
e2v I

2/4g^~Sz!2&U2.

Let us compare the expression obtained for the rate
second-order relaxation with the expression for the rate
the first-order relaxation obtained in Ref. 2. The latter e
pression contains two terms: a term proportional to tempe
ture and a constant term. At temperatures

T.
\

kB

~11t2v I
2!

t

~t is the time of correlation of the pseudospin correlati
function ^dzdz(t)&, which is determined by the interactio
between TLS for high TLS concentrations and attains
value t;1029 s6 for TLS concentrationsND51027 m23!,
the term proportional to temperature will dominate f
T.1022 K if we put v It,1. Confining our analysis to tem
peraturesT.1022 K, we can write

1

T1
:

1

T18
;

4C

\2 Ap/g U2^~Sz!2&e2v I
2/4g:

9d2

a2 z
U2

\2

3C
n~«!

NI

1

8
ln

«max

eD0

t

11v I
2t2 kBT, ~5!

wheren(«)5NDP̄, z is the number of nearest neighbors
PC, andd;0.1 a.

From formula~5! we obtain

1

T1
:

1

T18
;Ap/g e2v I

2/2g: zP̄
ND

N
tkBT

5
Ap/g e2v I

2/2g

zP̄~ND /NI !tkBT
.

For ND /NI;1023, where NI is the concentration of
pseudospins,t;1029 s, P̄;1019 J, andz;10,1 we have

1

T1
:

1

T18
;

1015e2v I
2/2g

AgT
. ~6!

It can be seen from formula~6! that for
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1015e2v I
2/2g

L

This research has become possible owing to Grant

a

T,
Ag

the second-order relaxation rate 1/T1 is higher than the first-
order relaxation rate 1/T18 .

Let us estimate the value ofT for U nuclei. The substi-
tution of the standard value ofg;2.531010 Hz for the Zee-
man frequencyv I;106 Hz givesT,1 K.

The authors express their gratitude to the late L.
Buishvili for fruitful discussions of the obtained results.
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On thermodynamics of supercooled liquids and glasses
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Thermodynamics of glass-forming liquids and glasses is considered taking into account the
contribution of heterophase fluctuations to the free energy. The role of heterophase fluctuations in
liquids and glasses is played by nuclei of noncrystalline solids and nuclei of the liquid
phase respectively. Crystalline solid state is not considered. Free energy is described on the bases
of the droplet model and the model of mixed state. It is shown that three regions of stability
of different structural states of the system exist on the (P,T) plane. Two of them are stability
regions for droplet structural states, while the mixed state is stable in the third region in
which heterophase fluctuations have the form of isolated drops. In this state, two infinite
percolating clusters~liquid and noncrystalline solid! coexist. The width of the
temperature interval@Tt1 ,Tt2# in which the mixed state is stable increases with configuration
entropy~complexity! of the noncrystalline solid fraction. In the approach used, weak
first-order phase transitions are observed atT5Tt1 andT5Tt2 . It is shown that first- and second-
order phase transitions are possible in the mixed state. The criteria for the existence of these
phase transitions are obtained. Equations of state and expressions for thermodynamic parameters
~entropy, heat capacity, compressibility, and thermal expansion coefficient! are derived for
the droplet and mixed states. ©1998 American Institute of Physics.@S1063-777X~98!00601-X#
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This publication aims at the description of thermod
namics of glass-forming liquids and glasses, taking into
count heterophase fluctuations. The contribution of h
erophase fluctuations to the free energy of the system
usually small down to the phase-transition temperature
to a comparatively large work of nucleation. It will b
proved that the situation is different in the case of glas
and glass-forming liquids. Over wide ranges of temperatu
and pressures, these systems are essentially hetero
structures, i.e., the volume fractions of two phases are c
parable. The main reason behind this phenomenon is
multiplicity of structural states~SS! of glasses.

The SS multiplicity for glasses follows if only from th
fact that, in view of its random nature, the structure has
infinitely large number of possible forms~for an infinitely
large number of atoms and molecules in the system!. A more
detailed analysis1 shows that the number of SS for glass
with virtually the same value of free energy is exponentia
large in the general case@;exp(zN), wherez.0, N is the
number of atoms in the system#. Glasses are formed as
result of cooling of a liquid which also possesses SS mu
plicity, and the phase trajectory of the system has time
‘‘visit’’ various regions of the phase space belonging to d
ferent SS. As regards glasses, the overwhelming majorit
SS in them are separated by very high or infinitely lar
barriers so that the system is in the region of phase sp
occupied by only one or a few possible SS during the time
observation. For this reason, glasses are phases with br
ergodicity, while liquids are ergodic. The violation of stru
tural ergodicity in glasses was discussed in greater deta
Refs. 2 and 3.

The properties of a system in different structural sta
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ally studied by considering ensembles with different stru
tural forms and by using their statistical description, althou
experimental samples can be in one or negligibly small nu
ber of states from the possible SS during measurements.
structural state assumed by the system upon cooling
high-temperature phase is determined by the details of ph
transformation, i.e., by the kinetics of the process. At t
same time, the equilibrium state and relaxation rate are
termined by thermodynamic properties~free energy! of the
system. These properties depend to a considerable exte
whether the ergodicity is violated jump-wise, as during
transition from the paramagnetic to the ferromagnetic st
or we are dealing with a gradual~continuous! contraction of
the region of the phase space accessible for the phase tr
tory. A considerable difficulty in the description of the sy
tem thermodynamics in the phase-transition region is ass
ated with a consistent consideration of ergodicity break
during a transition from the high-temperature to the lo
temperature phase.

Phenomena associated with heterophase fluctuat
near the phase-transition point were considered by Frenk4,5

and studied experimentally.6 Frenkel proposed the drople
approach that makes it possible to describe the equilibr
size distribution function for nuclei and to take into accou
their contribution to the free energy. Fisher7 modified this
approach to a description of thermodynamic states of
system in the vicinity of the critical point. Among othe
things, we managed to obtain relations between critical in
ces and to derive the equation of state of the system nea
critical point. In spite of the drawbacks of the droplet a
proach associated with rather strong simplifying assum
tions, it proved to be quite adaptable and effective for d
scribing heterophase fluctuations in kinetics of nucleation

200020-15$15.00 © 1998 American Institute of Physics



is important that this model gives correct results when the
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volume fraction of heterophase fluctuations is small. For t
reason, the results obtained by using other approaches c
verified by comparing with those obtained on the basis of
droplet model. In this paper, we propose a version of
droplet model with less stringent simplifying assumptions
applied to the description of thermodynamics of liquids a
glasses as well as the so-called droplet states in which
erophase fluctuations can be regarded to a high degre
accuracy as isolated nuclei with a nearly spherical shape

Thermodynamic properties of glass-forming liquid ha
not been investigated so far by using the droplet approa
For example, Adam, Gibbs, and DiMazio8 who described the
thermodynamics and relaxation processes of a superco
liquid, assumed that the configurational entropy of the liq
decreases upon cooling as a result of formation of blo
with a small number (W>2) of SS. The numberW is as-
sumed to be constant, and the size of blocks increases
cooling. If N(T) is the number of molecules in a block, th
configuration entropy per molecule isz(T)' ln 2/N(T).
Adam, Gibbs, and DiMarzio8 also introduces the concept o
block structure of glass-forming liquids, which was wide
used later by other authors in an analysis of various pro
ties of glass-forming liquids~see, for example, Refs. 9–11!.
In this case, the contribution of liquid domains was dis
garded, and the possibility of ergodicity breaking in the s
tem was ignored.

A certain advance in the description of thermodynam
properties of glass-forming liquids was made by using
two-level model or the two-state model~TSM!. The two-
level model was introduced for the first time b
Vol’kenshtein and Ptitsyn12 for describing relaxation pro
cesses in a glass-forming liquid. Later, this model was u
for the description of thermodynamic properties of sup
cooled liquids~see Chap. 4 in Ref. 13 and the referenc
cited therein!. Macedo, Capps, and Litovitz14 proposed~ap-
parently, independently! the TSM~we shall use this name o
the model for definiteness! as applied to the description o
the temperature dependence of specific volume of liq
B2O3. Later, Angel et al.15,16 proposed the lattice bon
model which is essentially a version of the TSM.

The basic assumptions of the TSM can be formulated
follows. A supercooled liquid is regarded as a one-ph
system. At the same time, each molecule can be in two st
to which different values of enthalpy, entropy, and spec
volume are ascribed. Molecules are assumed to be sta
cally independent. Under these assumptions, we can e
construct the partition function of the system and determ
the probabilities of finding a molecule in each possible sta
We put aside a more detailed discussion of the TSM to S
5, observing here that, in spite of the lack of appropri
substantiation, the TSM provides a correct qualitative
scription of the behavior of thermodynamic quantities ov
comparatively wide temperature intervals.13,14,17

Thermodynamic properties of supercooled liquids w
also considered partially in Refs. 18 and 19 devoted t
description of first-order phase transitions of the liquid
liquid type, whose existence follows from a number of e
perimental observations~see Refs. 18–20!. The model of
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Waals model provide qualitative descriptions for the ob
served phenomena. At the same time, the conditions of
plicability for such types of models remain unclear.

Cohen and Grest22,23 considered liquids and glasses
heterophase states~containing liquid and solid fractions! on
the basis of the free-volume model. In this approach, it
shown that a first-order phase transition of the glass–liq
type occurs as a result of a rapid increase in the commu
entropy during the formation of an infinite~percolating! liq-
uid cluster. This result will be considered in greater detail
Sec. 5.

The structure of a supercooled liquid affects significan
its dynamics; it is generally accepted that this structure
heterogeneous. Denser structural elements characterized
higher degree of local ordering alternate with less de
liquid-like elements. The scales of structural heterogenei
vary from values smaller than a nanometer to several h
dred nanometers. The methods of light scattering in orga
liquids revealed the existence of dense clusters with cha
teristic spatial scales up to 102 nm ~Fischer clusters!.24–28 In
addition, the observed ‘ultraslow’ modes appear as a resu
diffusion-induced rearrangements of Fischer clusters.25,26

These results can be regarded as a direct evidence of the
that glass-forming liquids are essentially heterostructural
heterophase systems. Consequently, a realistic descriptio
thermodynamic properties of glass-forming liquids should
based on the analysis of heterophase fluctuations.

Glasses and liquids as heterophase states were co
ered in Refs. 1 and 29–31 on the basis of the droplet
proach and the mixed-state model. In the droplet approa
nuclei of one phase in the other phase are regarded as
lated droplets that do not interact with one another. In Ref
the free energy of an isolated noncrystalline cluster is
scribed by taking into account the multiplicity of structur
states. This allows us to derive kinetic equations~analogous
to the Zel’dovich equations! describing the equilibrium size
distribution function for clusters as well as the rate of nuc
ation and growth of nuclei in the noncrystalline solid pha
It has been demonstrated1 how the possibility of formation of
two or more solid amorphous phases from a liquid is tak
into consideration. Thus, a kinetic description of the form
tion of polymorphous glasses has been developed. It tu
out, however,1,29 that the droplet approach is inapplicable f
describing the thermodynamics and kinetics of phase tra
formations of a liquid in a wide temperature range. Acco
ing to estimates, the width of this temperature interval
proportional toz. In this range, the assumption concerni
the smallness of the volume fraction of nuclei of a new ph
is not justified, and the droplet approach leads to contra
tory results. In Ref. 29, the model of mixed state~MSM! is
proposed for describing the states of a supercooled liquid
which the fractions of phases being mixed~liquid and solid!
are comparable. In a mixed state, infinitely large percolat
solid and liquid clusters coexist. The MSM was used
prove29,30 that a mixed state can contain only one phase
the entire range of its existence or two phases whose mu
transformations are associated with a first-order phase t
sition depending on the relation between thermodynamic
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cal point and first-order transitions in the mixed state
obtained. Moreover, it is shown30 that weak first-order phas
transitions~accompanied by small jumps of the order para
eter! are quite possible near the percolation threshold o
liquid cluster in glass and a solid cluster in liquid. A detail
analysis of thermodynamics of glasses and glass-forming
uids on the basis of the droplet approach and the MSM
not been carried out yet. This publication aims at filling
this gap. The version of the droplet model used here diff
in some details from the approaches described in Refs. 4
and 7; this model will be considered in the next section.

1. DROPLET MODEL

1.1. Basic concepts

Let us consider the thermodynamics of phases 1 an
~the first is the high-temperature and the second the l
temperature phase! near the phase-equilibrium curveT12(P)
described by the Gibbs condition

m1~P,T!5m2~P,T!, ~1!

wherem1 andm2 are the chemical potentials of phases 1 a
2, respectively. Phase 1 is stable atT.T12, while phase 2 is
stable atT,T12. For definiteness, we shall consider first t
thermodynamics of phase 1, taking into account the con
bution of heterophase fluctuations, i.e., nuclei of phase 2
the droplet approach.

The droplet model is based on the following two a
sumptions.

~A! The interaction between nuclei of phase 2 is ins
nificant.

This assumption is valid for a small volume fraction
nuclei, when interactions between them~e.g., as a result o
collisions or due to exchange interactions! do not play any
significant role.

~B! The probability of formation of nuclei of phase 1 i
nuclei of phase 2 is negligibly small.

The validity of this assumption can easily be verified.
is admissible when we are dealing with small nuclei of ph
2, but can lead to noticeable errors in the cases when
probability of formation of large nuclei is not small. Wea
ening or removal of assumption~B! does not involve consid
erable difficulties.

Let a system containN atoms~molecules!. In the long
run, we will be interested in the behavior of the system in
thermodynamic limit (N→`), but the analysis starts from
system containing a finite number of particles.

We denote byN1 the number of monomers, i.e., th
number of atoms of phase 1, and byNk the number of drop-
lets of phase 2, each of which containsk atoms. Following
Frenkel, we treat droplets as molecules. In this case, the
number of molecules is

Ñ5N11 (
k>k20

Nk , ~2!

for a constant number of atoms
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Herek20 is the minimum size of a droplet.
The Gibbs free energy~thermodynamic potential! of the

system can be written in the form

G~P,T!5N1m1
01 (

k>k20

G2k~P,T!Nk

1kBTFN1 ln~N1 /Ñ!1 (
k>k20

Nk ln~Nk /Ñ!G ,
~4!

wherekB is Boltzmann’s constant.
It should be recalled thatm1

0 is the chemical potentia
without taking into account the contribution of heteropha
fluctuations, andG2k the free energy of a nucleus, which ca
be presented in the following form fork@1:

Gk~P,T!5k@m2
01p~k!~ms2m2

0!#, ~5!

wherem2
0 and ms are the chemical potentials of phase 2

the absence of heterophase fluctuations and of the p
boundary respectively, andp(k) is the fraction of boundary
atoms. For spherical droplets withk@1, we have

p~k!5~36p/k!1/3. ~6a!

Following Fischer,10 we can choose the expression forp(k)
in a more general form:

p~k!5Aks21, ~6b!

where 0.5,s,1 andA is a geometrical factor. It is conve
nient to use the expression forp(k) in this form for analyz-
ing the system in the critical region, wherem1'm2'ms ,
ands is one of critical indices.

For small nuclei, whenk,102 and the radius of a
nucleus is equal to two or three atomic spacings, the coe
cient p(k) is close to unity, and the division of atoms int
surface and bulk atoms is conditional. For this reason,
estimate of the contribution from small nuclei to thermod
namic quantities, which is obtained by using~5!, cannot
claim high accuracy. However, in the cases when large
clei start playing a significant role~the behavior of the sys
tem in the phase-transition region is just the case!, approxi-
mation ~5! and ~6! is quite justified.

Stable equilibrium of the system is attained at the mi
mum of G, where the following conditions hold:

]G/]Nk50; ]2G/]Nk
2.0. ~7!

Using ~4! and ~7!, we can find equilibrium numbers o
clusters:

Nk5N1 exp~2DG2kb!, b[1/kBT, ~8!

where

DG2k5G2k~P,T!2km1
0~P,T!. ~9!

Substituting~8! into ~2!–~4!, we find that forT>T12,

G~P,T!5N@m1
0~P,T!2kBT@11R1~2!#21@1

1R0~2!# ln@11R0~2!##, ~10!

22A. S. Bakai



Ñ5N1@11R0~2!#; N15N@11R1~2!#21, ~11!
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where

Rm~2!5 (
k>k20

km exp~2DG2kb!, m50,1,2,... . ~12!

For brevity, we shall henceforth omit the index ‘‘2’’ in
the parentheses ofRm when this does not lead to misunde
standing.

It can be seen from~12! that the strong inequality
Rm@Rm21 holds fork20@1.

Noting that

N1 /N5~11R1!215c1 ,

~N2N1!/N5R1 /~11R1!5c2 , ~13!

wherec1 andc2 are the concentrations of atoms belonging
the first and second phase respectively, we can convenie
present expression~10! in the form

N21G~P,T![m~P,T!5m1
0~P,T!

2c1kBT@11R0~2!# ln@11R0~2!#. ~14!

The obtained expression does not depend onN and can
be used in the thermodynamic limitN→`.

Expressions similar to~8!–~14! are also valid for free
energy in the stability region of the low-temperature phas
(T<T12) if the contribution from heterophase fluctuations
taken into consideration. For example, the expression fom
can be obtained by the simple substitution of index ‘‘2’’ f
index ‘‘1’’ in ~14! and in relations~8!, ~9!, ~11!, and ~12!
connected with this expression:

m~P,T!5m2
0~P,T!2kBT@11R1~1!#21@11R0~1!#

3 ln@11R0~1!#. ~15!

The sumsRm(1)(m50,1) on the right-hand side of~15!
differ from those defined by formula~12! in that DG2k in
them should be replaced byDC1k defined by relation~9!,
where the index ‘‘1’’ on the right-hand side is replaced
‘‘2’’, and vice versa.

The second term on the right-hand side of~10!, ~14!, and
~15! describes the contribution of heterophase fluctuation
differs from similar expressions obtained in Refs. 6, 7,
and 11 in view of the type of approximations used in
derivation.

In the case of an infinitely small volume fraction of th
new phase, whenR1!1, we have

m~P,T!'m1
0~P,T!2kBTR0~2! ~16!

and the formulas derived by us coincide with those in
above-mentioned publications.

1.2. Phase transition

A phase transition in the droplet model is determined
the basis of Eq.~14! from the emergence of a finite probab
ity of formation of an infinitely as large drop, for which

lim
k→`

exp~2DGkb!51. ~17!
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satisfied just on the phase-equilibrium curve defined by
equality of the form~1! without taking into account het
erophase fluctuations:

m1
0~P,T!5m2

0~P,T!. ~18!

On the other hand, in order to determine the pha
equilibrium curve, we must equate the total chemical pot
tials of the phases, taking into account the contribution
heterophase fluctuations. The observed difference is du
the fact that while deriving expressions~14! and ~15!, we
used assumptions~A! and ~B! and neglected mutual influ
ence of nuclei as well as heterophase fluctuations in nucle
will be proved in the next sections that this drawback of t
droplet model can be eliminated by weakening the ab
assumptions.

1.3. Analyticity of free energy at the phase-transition point

The behavior of free energy at the first-order phase tr
sition point was analyzed by Andreev32 and by Fisher.7 It
was found that free energy has a noticeable singularity at
transition temperature. It follows from~10! and ~13! that, in
the version of the droplet model considered above, free
ergy has no significant singularity atT5T12. In order to
verify this, it is sufficient to note that bothR1 andR2 contain
the terms;exp@2k(m1

02m2
0)b# and possess a significant sin

gularity at the phase-transition point~1! for k→`, but their
ratio has no singularity of this type. A more detailed analy
of equality ~14! leads to the following result:

m~P,T!'H m1
0~P,T!2kBTR0 ,

m2
0~P,T!,

T→T12~P!10,
T→T12~P!20. ~19!

This expression shows that chemical potentialm(P,T) is
continuous at the transition temperature to within the d
crepancy in the definition of transition point noted in th
previous section, although its derivatives with respect toP
andT obviously have discontinuities. The observed discre
ancy can be formally eliminated by the replacement ofm2

0 by
m2 ~see below!. In this case, free energy is continuous at t
transition point.

1.4. Metastable states

Expressions~14! and ~19! do not describe the free en
ergy of the high-temperature phase in its metastability
gion, i.e., atT,T12. Neither the obtained free energy, n
the equation of state derived from it can be extrapolated fr
the high-temperature region to this region. This peculiarity
the droplet approach was noted by Fisher.7 Guntonet al.33

showed how metastable states of a system can be desc
on the basis of the droplet model. It should be noted tha
T,T12, nuclei are characterized by a finite critical size

k* 5@sA~ms2m2!/~m12m2!#1/~12s!, ~20!

such that nuclei are dissolved with a very high probabil
for k,k* and grow unlimitedly fork.k* . The system is in
the metastable state until a nucleus of a supercritical
appears in it, after which the metastable phase is transfor
into a stable phase. It follows hence that only subcriti

23A. S. Bakai



nuclei exist in the metastable state and make a contribution
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to free energy. Consequently, the chemical potential o
metastable phase obeys the following expression:

m̃1~P,T!5m1
0~P,T!2kBT~11R1* !21~11R0* !

3 ln~11R0* !, T<T12, ~21!

where

Rm* 5 (
k>k20

k*

km exp~2DG2kb!, m50,1,2,... . ~22!

The lower boundary of the temperature interval of me
stability can easily be established. The differencem12m2

increases upon cooling, and according to~20!, the critical
size of the nuclei decreases so that it assumes the minim
possible value at a temperatureT1* defined by the equality

k205k* ~T!. ~23!

Upon further cooling, the energy barrier separating the m
stable and stable phases disappears, and hence the equ

T5T1* ~P! ~24!

defines the spinodal of the high-temperature phase.
Taking ~21! into account, we can write the expressio

for the chemical potential of the high-temperature phase
the form

m1~P,T!5 Hm~P,T!,
m̃1~P,T!,

T>T12

T<T12.
~25!

Since the size of a critical nucleus of the low
temperature phase becomes finite only atT,T12, we can
formally use expression~21! in the stability region of phase
1 as well as in its metastability region. For this reason,
shall henceforth use the above definition of the chem
potential of this phase throughout the entire region of
existence without special stipulations.

Expressions similar to~21!–~25! are valid for the chemi-
cal potential, critical size of the nucleus of the new pha
and the spinodal of the low-temperature phase in the en
region of its existence, i.e., forT<T2* .

1.5. Equations of state

The equations of state of a system, i.e., equations es
lishing the relation between volume, pressure, and temp
ture, follow directly from the expressions for the free ener
presented in the previous section. Indeed, the expressio
volume per atom can be obtained by differentiation
chemical potential with respect to pressure. If we are in
ested in the equation of state for a phase in its stability reg
as well as in the metastability region, we must use expres
~21! for chemical potential instead of~14!. This gives

v~P,T!5
]m̄1

]P
5v1

01c1~v1
02 v̄2!R1* @11 ln~11R0* !#

2c1
2@v1

02 ṽ2#R2* ~11R0* !ln~11R0* !, ~26!

where

v i5]m i /]P, i 51,2,s ~27!
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layer, respectively,

v̄ i5~R1* !21 (
k>k0

k*

k2@v i1p~k!~vs2v i !#exp~2DGkb!,

~28!

ṽ i5~R2* !21 (
k>k0

k*

k2@v i1p~k!~vs2v i !#exp~2DGkb!.

~29!

The first two terms on the right-hand side of~26! de-
scribe the mean value of volume per atom, while the l
term describes the ‘‘anomalous’’ contribution due to pre
sure dependence of concentration of nuclei. This contri
tion is noticeable only in the vicinity of the transition poin
when the productc1

2R2 is not a negligibly small quantity.
The last term on the right-hand side of~26! for

R0 ,R2!1 is negligibly small and can be omitted, afte
which this expression assumes the form

v~P,T!5v1
0~P,T!2c2@v1

0~P,T!2 v̄2~P,T!#. ~30!

The second term on the right-hand side of~30! describes
the contribution of heterophase fluctuations to the volum

If we disregard the difference in specific volumes in t
boundary layer and in the bulk, expression~30! can be sim-
plified:

v~P,T!5c1v1
0~P,T!1c2v2

0~P,T!. ~31!

It should be noted that an expressions of this type
postulated in Ref. 14.

For the thermal expansion coefficienta5] ln v/]T, we
obtain from~31!

a5v21@c1a1
01c2a2

01~v1
02v2

0!]c1 /]T#, ~32!

where

a1,2
0 5] ln v1,2

0 /]T.

Expressions similar to~30! and~31! are also valid for the
equation of state of the system forT<T2* . Comparing these
expressions, we can easily find the volume jump during
phase transition, i.e., atT5T12:

Dv~P,T12!5v1~P,T12!2v2~P,T12!5~v1
02v2

0!

3@12R1~1!2R1~2!#. ~33!

It can be seen that the inclusion of heterophase fluc
tions leads to a decrease in the volume jump occurring d
ing a phase transition.

The specific entropys(P,T) is the derivative of the
chemical potential with respect toT. Using relations~15!,
~16!, ~19!, ~21!, and~25!, we can obtain expressions for th
entropy of stable and metastable states in various approx
tions. For example, for phase 1 atT<T1* , we have

s1~P,T!52]m̃1~P,T!/]T>c1s1
01c2s̄21c2DḠ/kBT

1c1~11R0* !ln~11R0* !, ~34!

where s̄2 andDḠ are the values of entropy and free ener
of cluster formation defined by expressions of the form~28!
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on the right-hand side describes the contribution of the
tropy of mixing.

Expression~34! leads to the following formula for hea
capacity:

Cp1>c1Cp1
0 1c2Cp2

0 1DḠ]c1 /]T. ~35!

Expressions similar to~31!–~35! were obtained by Fren
kel on the basis of the droplet model and were used
analyzing peculiarities in the behavior of thermodynam
quantities near the transition point, which are associated w
heterophase fluctuations.5,6

1.6. Critical points

The existence of critical points on phase-equilibriu
curves~1! and ~16! is a question of special importance. A
critical points, the difference between the chemical potent
of the phase boundary and phases in equilibrium vanis
For this reason, the equation for critical points has the fo

m1~P,T!5m2~P,T!5ms~P,T!. ~36!

It can be easily seen that Eqs.~36! in the general case
determine not regions or curves, but points. The propertie
the system near the critical point in the droplet model w
studied by Fisher10,12 by using equations of state slightl
differing from those presented above. It will be shown bel
the systems we are interested in~glass-forming liquids! can-
not be described in the framework of the droplet approa
The critical points for such systems defined by equati
~36! lie outside the range of applicability of the droplet a
proach~see Sec. 3!.

1.7. Modified droplet approach

The version of the droplet model described in previo
sections has the obvious drawback that can be eliminate
can be seen from~19! that the equality of chemical potentia
is violated if we take into account the contribution of he
erophase fluctuations to the free energy of the hi
temperature phase at the transition point (T5T12). This dis-
crepancy is associated with assumption~B!. It is just the
disregard of heterophase fluctuations in droplets of a n
phase ~including infinitely large drops! that leads to the
above-mentioned error.

The obvious way of elimination of the discrepancy
~19! lies in the replacement of the ‘‘unperturbed’’ chemic
potentialm2

0(P,T) in the expression~5! for the free energy of
a nucleus by the potentialm2(P,T) calculated by taking het
erophase fluctuations into consideration. It should be bo
in mind, however, that it is expedient to take into accou
heterophase fluctuations in the free energy of large dr
whose size is much larger than the average size of nucle
the other phase. It should be noted that the phase transiti
associated just with the formation of an infinitely large dr
for which this requirement is satisfied in all cases.

The average sizek̄ of a droplet is equal toR1 /R0 . Tak-
ing into account what has been said above, we obtain,
following expression for the free energy of formation
large (k@ k̄) drops instead of~5! and ~9!:
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~37!

DG2k5G2k2km1~P,T!, ~38!

wherem1(P,T) is the chemical potential of phase 1, takin
into account heterophase fluctuations.

The dependence of chemical potentials on the size
nuclei can be written in the form

m i5m i~P,T,k!5H m i
0~P,T!, k, k̄

m i~P,T!, k. k̄
. ~39!

Using expression~39! in the calculation of sums in~8!
and ~2!–~4!, we find that the phase transition occurs at t
temperatureT12 defined by the equation

m1~P,T!5m2~P,T!. ~40!

In this case, instead of~19!, we obtain from~15!

m~P,T!5m1~P,T!uT5T12105m2~P,T!uT5T1220 . ~41!

1.8. Droplet model in the excluded volume approximation

In the version of the droplet model described above,
fraction c2 of atoms belonging to nuclei of the new phase
taken into account@owing to relation~3!# by fixing the total
number of atoms. This approximation remains correct
long as condition~A! is satisfied, i.e., as long asc2!1. As
the value ofc2 increases, the probability of contact an
merging of nuclei increases~in proportion to c2). For
c>0.15, the percolation threshold for the new phase sho
be reached, i.e., the overwhelming majority of randomly
ranged nuclei are in contact with one another, forming
infinitely large ~percolating! cluster.33,34 However, the for-
mation for such a cluster atT.T12 is impossible since it
involves an increase in the free energy of the system by
infinitely large value. In the above formulation of the dropl
model, nuclei of the new phase whose shape differ sign
cantly from spherical are disregarded~including clusters
formed as a result of contact or merging of nuclei of
smaller size! just due to a comparatively large increment
free energy accompanying their formation. On one ha
their contribution to free energy is disregarded in view o
negligibly small formation probability, but on the other han
the probability of contact between nuclei calculated by us
the equilibrium distribution function turns out to be signifi
cant. Let us prove this.

The equilibrium concentration of nuclei containingk at-
oms can be written, in accordance with~8!, in the form

ck5Nk /Ñ>Nk /N15exp~2DGkb!. ~42!

Since the free energy of a nucleus of sizek formed as a result
of contact between two smaller nuclei of sizek1 and
k2(k11k25k) is approximately equal to the sum of fre
energies of contacting clusters, the concentrationc̃ k of such
nuclei is estimated by the formula

c̃k>exp@2~DGk1
1DGk2

2DG12!b#, ~43!

HereDG12 is the free energy of interaction between n
clei. It is proportional to the overlapping of nuclei.
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, the value of

c̃ k turns out to be smaller thanck .
Let us estimate the probability of overlapping of

nucleus of sizek1 with any other nucleus of sizek if they are
formed and grow without any mutual influence. It can eas
be verified that the concentration of overlapping nuclei c
tainingk1 andk2 atoms and distributed randomly in the vo
ume is approximately equal to

w~k1 ,k2!5$k1@113~k2 /k1!1/3#

1k2@113~k1 /k2!1/3#%exp~2DGk2
b!. ~44!

Consequently, the concentration of overlapping nuclei w
sizesk1 andk2 must have the form

c~k1 ,k2!5$k1@113~k1 /k2!1/3#

1k2@113~k2 /k1!1/3#%exp@2~DGk1
1DGk2

!b#.

~45!

Assuming thatk1 andk2 are equal to the average sizek̄
of nuclei, we obtain the following estimate of the concent
tion of overlapping nuclei:

c~ k̄,k̄!>8k̄2 exp@2~DGk1
1DGk2

!b#. ~46!

Comparing formulas~46! and ~43!, we see that the equilib
rium concentration of nuclei obtained by overlapping non
teracting nuclei is much higher than the thermodynamica
equilibrium concentration of nuclei having the shape a
size of overlapping nuclei. This means that the interaction
nuclei cannot be neglected unless the concentrationc(k1 ,k2)
is negligibly small.

The result of interaction of clusters can easily be de
mined. If two nuclei come in contact in the course of t
formation and growth, a nuclei of sizek>2k̄ with a free
energy noticeably higher thanDGk is formed. For this rea-
son, such nuclei are feeble and dissociate rapidly. In all pr
ability, they first of all split into two smaller nuclei~whose
size is approximately equal tok̄). As a result, the nucle
coming in contact undergo kinetic ‘‘repulsion.’’ This inte
action of nuclei should be taken into account while calcu
ing the free energy of the system.

The interaction of nuclei can be taken into account
introducing the formal exclusion of their contact. For th
purpose, it is sufficient to require that each nucleus is s
rounded by an~at least monatomic! layer of the stable phase
If this condition is observed, estimate~46! becomes invalid
since the probability of contact vanishes.

Under this condition, the nuclei is supplemented with
insulating shell, and the total number of atoms in such
nucleus is approximately equal to

k̃>4p~r k1d!3/3a3, ~47!

wherer k is the radius of the nucleus,d the thickness of the
insulating layer, anda the atomic size.

Taking into account~47!, we obtain the following ex-
pressions instead of~2! and ~3!:
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k̃~k!Nk , ~49!

where Ñ1 is the number of atoms of phase 1 outside t
insulating shells.

Using ~48! and~49!, we obtain the following expression
for chemical potential instead of~15!:

m~P,T!5m2
0~P,T!2kBT

Ñ1

N
~11R0!ln~11R0!

5m2
0~P,T!2kBT~11R̃1!21~11R0!ln~11R0!,

~50!

where

R̃15 (
k>k0

k̃~k!exp~2DGkb!5^k̃&R0 . ~51!

For example, fork0>15 andd51a, which corresponds
to nuclei withr k>1.5a and the minimum separation betwee
nuclei equal to two characteristic atomic diameters,^ k̃ &>70.
Noting that spheres form a random dense packing for
filling coefficient approximately equal to 0.65, we find th
the state with insulated nuclei can exist up to the concen
tion c2 of atoms contained in nuclei of the new phase, wh
is approximately equal to 0.1. This value is slightly low
than the percolation threshold and determines the limits
applicability of the droplet model.

2. THERMODYNAMICS OF GLASSES AND LIQUIDS TAKING
INTO ACCOUNT HETEROPHASE FLUCTUATIONS

2.1. Peculiarities of droplet approach in the description of
glasses and supercooled liquids

Supercooled liquids and glasses are metastable s
which crystallize after a certain time. While describing t
thermodynamics of such states, we must omit the crystal
phase. Otherwise, we can describe only the thermodynam
of a normal liquid aboveT1* ~see, for example, Sec. 1.4! and
the thermodynamics of a crystalline solid, taking into a
count heterophase fluctuations. The glassy state is metas
and can set in only if crystallization of a supercooled liqu
has no time to occur for some reason or another~e.g., due to
rapid cooling!. Nevertheless, the system can be in this st
for such a long time that it is expedient to introduce the fr
energy of glass confining its calculation only to the cont
bution of states from a fraction of the total phase space of
system, which is attainable for the phase trajectory ove
time much shorter than the characteristic time of crystalli
tion. The free energy and chemical potential of glass that w
be used below have just this meaning. Glass is a state
system with broken ergodicity~see Refs. 2 and 3!, whose
thermodynamic analysis, taking into account heteroph
fluctuations in the form of liquid nuclei, is justified if the
equilibrium distribution of these fluctuations sets in over
time much shorter than the time of crystallization. Similar
the disregard of nuclei of the crystalline phase in the cal
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their contribution remains much smaller than the contrib
tion of noncrystalline solid nuclei.

Let us apply the droplet model for describing the th
modynamics of a glass and a supercooled liquid taking
account heterophase fluctuations. We denote bym1

0 and m2
0

the chemical potentials of the liquid and the glass, resp
tively, without heterophase fluctuations and byms the chemi-
cal potential of atoms in the surface layer. We denote byz2

andzs the configurational entropies per atom in the bulk o
solid nucleus~cluster! and in its surface layer, respectivel
These quantities were calculated in Ref. 1. It was noted
Introduction that glass can be treated as a monocluster
polycluster in one of possible SS and is a system with bro
ergodicity. We take for the average energy of the glass
quantity averaged over all possible structural states. The
figurational entropy of glass is equal to zero in view of vi
lation of ergodicity, and the quantityz2 describes the struc
turecomplexity~see Refs. 2 and 3!. For this reason, the bulk
entropies in the glass and in a finite-size cluster in the liq
differ by the quantityz2 , and the chemical potentials of a
oms in them coincide. We denote bym2

e the bulk chemical
potential of atoms in a structurally ergodic solid~cluster!.
Then we can write

m2
e~P,T!5m2

0~P,T!2z2T. ~52!

As regards the quantityms , it is smaller than the chemi
cal potential of atoms in the surface layer of crystalline n
clei by approximatelyzsT, which leads to a noticeable de
crease in the free energy of formation of noncrystall
nuclei ~see also Refs. 1 and 29!. We can now use the theor
presented in Sec. 1 for describing the thermodynamics
liquid and glass on the basis of the droplet approach.

2.2. Thermodynamics of glass

Expression~15! describes the chemical potentialmg of
glass on the basis of the droplet model:

mg~P,T!5m2
0~P,T!2kBT

Ñ1

N
~11R0!ln~11R0!

5m2
0~P,T!2kBT~11R̃1!21~11R0!

3 ln~11R0!. ~53!

Among other things, it follows from this equation that, in th
case of a positive differencems2m2

0, we have a first-order
glass–liquid phase transition at the temperatureT5Tgl ,
which is determined from the equation

mg~P,T!5m1~P,T!. ~54!

Since the chemical potential of glass is higher than tha
the crystal, the value ofTgl is smaller than the crystallizatio
temperature for the liquid.

2.3. Thermodynamics of liquid

In the droplet model, the thermodynamics of liquids
described by an expression of the type~53!, the only differ-
ence being that it containsm2

e defined by expression~52!
instead ofm2

0. This gives
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~ 0! ~ 0!

5m2
0~P,T!2kBT~11R̃1

e!21~11R0!

3 ln~11R0
e!, ~55!

where

Rm
e 5 (

k>k20

km exp~2DG2k
e b!, m50,1,2,... ~56!

and @see Eq.~9!#

DG2k
e 5G2k

e ~P,T!2km1~P,T!. ~57!

Taking into account~56! and~57! for small values of the
fractionx of atoms belonging to solid clusters~which is just
the condition of applicability of the droplet model!, we can
write expression~55! in the form

m1~P,T!5m1
0~P,T!2kBT^k&21x~12 x̃!, ~58!

where

x5R1
e~2!5^k&exp$2k0@m2

e2m11p~k0!~ms2m2
e!#%

>k0exp$2k0@m2
e2m11p~k0!~ms2m2

e!#%,

x̃[x^k̃&/^k&. ~59!

It follows from ~55! that, at the temperatureT5Te de-
termined from the equation

m1~P,T!5m2
e~P,T!5mg~P,T!2z2T, ~60!

the first-order liquid–solid phase transition takes place.
A comparison of~54! and~60! shows that the formation

of an infinitely large drop and conversion of glass into liqu
must take place at the temperatureTgl which does not coin-
cide with the temperatureTe of formation of an infinitely
large solid cluster in the liquid. The reason behind suc
difference in temperatures of transition can easily be es
lished. In the expression for free energy, clusters are ergo
moreover, this expression takes into account the contribu
from clusters of all possible configurations. This means th
at T,Te , the liquid is metastable to structurally ergod
clusters. On the other hand, expression~54! implies that the
glass atT.Tgl is metastable relative to liquid. The differ
enceTe2Tgl is proportional toz2 .

The observed difficulty in the description of the therm
dynamics of glasses and liquids indicates that the dro
model is inapplicable for describing phase transitions w
broken ergodicity, which are accompanied by a loss of c
figuration entropy and the formation of structures with a no
zero complexity. In Refs. 29 and 30, a description of th
modynamics of a liquid on the basis of the mixed state mo
is proposed for the temperature interval in which the drop
model is inapplicable. Mixed state is the term applied to
state of the system in which coagulation of solid nuclei in
large clusters is not ruled out and in which infinitely larg
mutually percolating liquid and solid clusters can coexi
Structural rearrangements in a solid cluster restoring its
godicity mainly occur due to displacements of phase bou
aries. This process can be too long as compared to a rea
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not actual~manifested over infinitely long intervals of time!,
but apparent violation of ergodicity. A detailed analysis
this process is essential for describing relaxation proper
in the liquid, but is beyond the scope of this paper.

3. THERMODYNAMICS OF MIXED STATE

3.1. Free energy in the model of mixed state

In Ref. 29, the existence of mixed state in clusteriz
liquids is established, and the expression for free energ
such a state is derived. The derivation of the expressio
carried out by using the assumption that the fractions of
clei of both phases are comparable, and the sizes of nucl
both phases are bounded from below by certain valuesk01

andk02. Moreover, we assume that the presence of isola
liquid nuclei in glass does not lead to restoration of its
godicity.

Assuming for simplicity that

k015k025k0 , ~61!

and that large nuclei~with k@k0! can be treated as comple
molecules combining small ‘‘molecules’’~with k5k0! of
both types, we can obtain the following expression for
free energy of mixed state in the mean-field approximati

Gmix~P,T!5Nmmix~P,T!,

mmix5m1~12x!1@m2
e1r ~x!z2T#x1p~k0!x~12x!~ms

2m2
e2r ~x!z2T!1kBTk0

21@x ln x1~12x!

3 ln~12x!#. ~62!

Herex is the fraction of atoms of the solid phase. It will b
shown below thatx plays the role of order parameter. Th
functionr (x) describes the loss of ergodicity of a percolati
solid cluster. It tends to zero as the percolation threshold
such a cluster is reached from above and is close to u
when the infinitely large~percolating! liquid cluster disap-
pears. The analytic expression forx is unknown although its
physical nature is simple: the skeleton of an infinitely lar
percolating cluster acquires regions in which atoms are ‘‘f
zen’’ and virtually do not change their configuration. In th
bulk of a solid, virtually all atomic configurations are froze
and hencer (x)51 in this case. It can be seen that the em
gence of a term proportional tor (x) in ~62! is due to ergod-
icity breaking in the process of formation of a noncrystalli
solid.

The first term on the right-hand side of~62! describes the
contribution of the liquid fraction, the second the contrib
tion of the solid fraction, the third the contribution of pha
boundaries, the last term being proportional to the entrop
mixing of phases.

An expression for free energy similar to~62! was also
used in Refs. 36 and 37.

The equilibrium values ofx and free energy in the mixe
state can be determined from the conditions of minima
expression~62! as a function ofx, i.e., from the equation

]mmix

]x
5m2

e2m1
01p~k0!~122x!~ms2m2

e!
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1p~k0!x2#
]r ~x!

]x J z2T1kBTk0
21 ln

x

12x
50

~63!

for

]2mmix /]x2.0. ~64!

For further analysis, we introduce some additional
sumptions concerning the functionr (x). We shall assume
that this function is negligibly small up to values of the ord
parameter slightly higher thanx51/2. Moreover, we assum
that r (x) differs from unity insignificantly near the percola
tion threshold of a liquid cluster in the solid fraction. The u
of these assumptions does not lead to any qualitative cha
in the results of analysis, but simplifies it considerably.

Let us first consider the thermodynamics of the mix
state for small values ofx in the vicinity of Te , when the
violation of ergodicity is not observed or is insignificant. F
x!1, relations~62! and ~63! for r (x)[0 lead to

mmix~P,T!5m1
0~P,T!2kBTk0

21x~12x!, ~65!

x>exp$2k0@m2
e2m11p~k0!~ms2m2

e!#b%. ~66!

An analysis shows that Eq.~63! has only one real-valued
root satisfying condition~64! ~i.e., defining the minimum of
mmix) for

p~k0!Dms[p~k0!~ms2m2
e!,2kBTek0

21. ~67!

In this case, the fractionx increases continuously upon coo
ing, and no phase transitions are observed in the mixed s
in particular, no first- and second-order phase transition
cur atT5Te . It should be recalled~see the previous section!
that a phase transition takes place in the droplet model i
spective of condition~67! at T5Te if Dms>0.

Under the condition

p~k0!Dms.2kBTek0
21 ~68!

Eq. ~63! at T5Te has three real solutions two of which sa
isfy condition~64!, i.e., define the minima ofmmix . The third
real solution determines the maximum value ofmmix . This
equilibrium state of the system is unstable.

For

p~k0!Dms52kBTek0
21 ~69!

the derivative]x/]T together with the second derivatives
mmix with respect toP andT are infinitely large forT5Te ,
i.e., a second-order phase transition occurs in the mi
state.

It can be seen thatx plays the role of the order param
eter. Expression~66! defines its temperature dependence
small values ofx. Let us write expressions forx(T) that are
valid over a wider range ofx.

When condition~67! is satisfied, expressions~62! and
~63! lead to the following approximate expression forx(T)
obtained by expandingx in the vicinity of x51/2:
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where

d5
he~Te2T!

Te@4k0
21kBT22p~k0!Dms#

, ~71!

he5]~m2
e2m1

0!/]TuT5Te
. ~72!

When condition~68! is satisfied, two stable equilibrium
states of the system exist in the temperature inte
@T2 ,T1#, where

T6>
he6p~k0!FDms

Dse1 ln@~16F !/~17F !#
,

F5@122kBTe /k0p~k0!Dms#
1/2, Dse5he /Te . ~73!

Here we do not write out the cumbersome analytic
pressions for the order parameter in stable equilibrium sta
As regards the temperature dependence of the order pa
eter for an unstable equilibrium state in the vicinity of t
temperatureTe ~for T1.T.T2), it can be approximately
described by formulas~71! and ~72!.

It can be easily established that the state with the par
eter x,1/2 is stable forT.Tr , while the state for which
x.1/2 is stable forT,Te . At T5Te , a first-order phase
transition takes place.

When a second-order phase transition occurs@condition
~69!#, the following expression holds for the order paramet

x5
1

2
~11A3~Te2T!/Te! for T,Te ~74a!

x5
1

2
~12A3~T2Te!/Te! for T.Te . ~74b!

The above expressions for the chemical potential of
system in a mixed state clarify~but do not exhaust, see be
low! the question concerning the existence of phase tra
tions atT5Te . It can be seen that a first- or second-ord
transition can indeed exist at this temperature. At the sa
time ~see Sec. 4!, transitions associated with transformatio
of glass and liquid with isolated nuclei of the new pha
~isolated droplets! into a mixed state can take place in add
tion to the phase transitions described above.

Let us now consider the thermodynamics of a mix
state with a small volume fraction of the liquid phase, i.
y[12x!1. For this purpose, we putr (x)51 in ~62! in
accordance with the above assumption. Calculations sim
to those made while deriving expressions~65! and ~66!
readily give

mmix~P,T!5m2
0~P,T!2kBTk0

21y~12y!, ~75!

y>exp$2k0@m1
02m2

01p~k0!~ms2m1
0!#%. ~76!

3.2. Specific volume and entropy of mixed state

Using the expressions for chemical potential and eq
librium value of the order parameter derived in the previo
section, we can obtain the equation of state and the exp
sion for entropy for a system in the mixed state. The c

29 Low Temp. Phys. 24 (1), January 1998
al

-
s.
m-

-

r:

e

i-
r
e

,

ar

i-
s
s-
e

tion exists, is most interesting. In the same approximation
that used while deriving~31!, we obtain the following equa-
tion of state:

v>~12x!v11xv2 . ~77!

Herev1 andv2 are specific volumes per atom in the liqu
and solid components, respectively.

It can be seen that this expression coincides in form w
expression~31! obtained on the basis of the droplet mode

The entropy satisfies the following expression:

s5~12x!s11xs21kBk0
21@x ln x1~12x!ln~12x!#,

~78!

wheres1 ands2 are the entropies per atom in the liquid an
solid components, respectively. The last term describes
entropy of mixing.

It can be seen from the above expressions that spe
volume and entropy in the mixed state are weighted aver
quantities~if we take into account the contribution of th
entropy of mixing in the case of specific entropy!.

If we measurev1(T) ands1(T) under a fixed pressure a
temperatures so high that the value ofx ~66! is negligibly
small and extrapolate the obtained dependences to the re
of low temperatures, measure the values ofv2(T) ands2(T)
for glass at a temperature slightly lower than the gla
transition point Tg , and extrapolate the obtained depe
dences to the temperature range aboveTg , the substitution of
these quantities into~77! and ~78! makes it possible to find
the order parameterx(T) empirically.

3.3. Compressibility, heat capacity, and thermal expansion
coefficient of mixed state

Let us write the expressions for the compressibilityk,
heat capacityCp , and the thermal expansion coefficienta
being measured, which can be expressed in terms of the
rivatives ofv(P,T) ands(P,T) with respect toP andT. Let
us consider the case of an ergodic mixed state@r (x)50#. It
follows from ~77! and ~78! that

k5
xv1k11~12x!v2k2

xv21~12x!v1

1
x~12x!~v12v2!2

@xv21~12x!v1#@4k0
21T22p~k0!Dms#

>xk1

1~12x!k2

1
x~12x!~v12v2!2

@xv21~12x!v1#@4k0
21T22p~k0!Dms#

, ~79!

Cp5~12x!Cp11xCp2

1
x~12x!$k0~s22s1!1kB ln@x/~12x!#%2

k0@122k0p~k0!x~12x!Dms /T#
, ~80!

a5
xv1a11~12x!v2a2

xv21~12x!v1
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k0@122k0p~k0!x~12x!Dms /T#

~81!

Herek i5] ln vi /]P, i51,2.
The above expressions together with~70! and~74! show

that k, Cp anda are monotonic functions ofT when condi-
tions ~67! are satisfied, but become infinitely large and u
dergo discontinuities atT5Te , when equality~69! holds.

For r (x)Þ0, the expressions fork,Cp , and a become
more cumbersome and for this reason are not given her

3.4. Fluctuations of order parameter

It would be interesting to describe the fluctuations of t
order parameterx(T) in the mixed state. Noting that th
fluctuations of the free energy of an aggregate ofk atoms are
kBT, i.e.,

^@G~k!2Ḡ~k!#2&[^dG~k!2&5kBT, ~82!

where

Ḡ~k!5km~P,T!, ~83!

from ~82! and from the equality

2^dG~k!2&5k^~x2 x̄!2&]2m/]x2 ~84!

we obtain

k^~x2 x̄!2&52kBT/~]2m/]x2!. ~85!

This expression shows that the fluctuations of the or
parameter have maximum intensity in the temperature ra
in which the second derivative]2m/]x2 of chemical poten-
tial is small. Let us write the explicit expression fo

^(x2 x̄)2& under the condition~67!, assuming that the non
ergodocity parameter is zero (r (x)50):

k^~x2 x̄!2&5
2kBTx̄~12 x̄!

k0
21kBT22p~k0!Dmsx̄~12 x̄!

. ~86!

It follows hence that the value ofk^(x2 x̄)2& becomes
infinitely large when condition~69! is satisfied, andT tends
to Te .

4. PHASE TRANSITION INVOLVING THE FORMATION OF A
MIXED STATE

In the previous two sections, we derived expressions
the free energy of a system in various SS. The droplet mo
describes glass~liquid! in the presence of nuclei of the liqui
~solid! phase in the form of isolated droplets in it. In th
mixed state, the droplets of the two phases can merge
one and get mixed, forming finite as well as infinitely lar
clusters. In Refs. 29 and 30, the MSM was used for desc
ing the mixed state. It was proven that weak first-order ph
transitions near the percolation threshold for the liquid ph
in glass and solid state in liquid have a high probability.
spite of the fact that the order parameter~the probability that
an atom belongs to a percolating cluster! as well as the scal
ing laws typical of second-order phase transitions are c
nected with the formation of a percolating cluster, a dir
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thermodynamic phase transitions has not yet been anal
completely~see Ref. 38!.

Here we present the results of a more consistent ana
~than that in Ref. 30! of phase transitions associated with t
formation of mixed states. Comparing expressions for f
energy of the system in different SS, we can find the stabi
regions for the mixed state as well as for glass and liq
~taking heterophase fluctuations into consideration!.

Let us first compare the chemical potentials for the l
uid and for the mixed state. For this purpose, we use appr
mate expressions~58!, ~59! and~65!, ~66! which are valid for
a small fraction of solid clusters. In order to distinguish b
tween the mixed and the droplet states, we mark the o
parameterx by indicesm and d so thatxd is defined by
expression~59! andxm by expression~66!.

Equating the chemical potentials

m1~P,T!5mmix~P,T! ~87!

and solving the obtained equation forT, we obtain the tran-
sition temperatureTt1(P). Below this temperature, the
mixed state is stable, while the droplet state of the liquid
metastable or unstable. The liquid is stable atT.Tt1 . At
T5Tt1 , we have a first-order phase transition in the gene
case. This transition is associated with a change in the to
logical structure of solid clusters in the liquid: isolated sm
nuclei are combined into large clusters and form a perco
ing cluster forx5xc>0.15. According to estimates,xm>xc

at T5Tt1 . In this case,xd>0.1, so that the statement formu
lated in Ref. 1 and concerning the existence of weak fi
order phase transitions near the percolation thresholds in
mixed state can be regarded as substantiated.

Let us obtain a rough estimate ofTt1 that is valid for
p(k0)Dms,2kBT/k0 :

Tt1>Te1F2kBTe /k02p~k0!Dms

Dse
G . ~88!

It can be seen that in this caseTt1.Te . For Dms50, the
transition temperatureTt1 is close toTe .

Equatingmg ~58! andmmix ~75!, i.e.,

mg~P,T!5mmix~P,T!, ~89!

we can find the temperatureTt2 of transition of glass to the
mixed state. For negligibly small values ofDms , the tem-
peratureTt2 is close toTgl and is shifted in the region o
lower temperatures upon a decrease inDms,0. For this
case, the following estimate is valid:

Tt2<Tgl . ~90!

At T5Tt2 , a weak first-order phase transition associa
with a transformation of glass to the mixed state also ta
place. In the mixed state, a percolating liquid cluster
formed.

Thus, the mixed state is a special phase of a gla
forming liquid in which infinitely large~mutually percolat-
ing! liquid and noncrystalline solid clusters coexist. The te
perature interval@Tt2 ,Tt1# in which the mixed state exists i
determined by the configurational entropy and is quite bro
when the chemical potential of atoms in the surface laye
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solid nuclei is smaller than 2kBTe /k0 . For example,Tt1 can
be higher than the crystallization temperature for the liqu
In this case, a transition to the mixed state occurs in
normal ~not supercooled! liquid.

Besides, when condition~68! is satisfied, two phases ex
ist in the mixed state: the high-temperature phase wit
small fraction of solid phase (x,1/2) and the low-
temperature phase in which the fraction of the solid ph
exceeds 1/2. The phase transition occurring atT5Te is ac-
companied by a jumpwise change in the fraction of the so
phase.

5. PHASE DIAGRAMS AND TEMPERATURE DEPENDENCE
OF ORDER PARAMETER

The stability regions for~liquid and solid! droplet states
as well as the stability region of the mixed state were de
mined above. In the case when condition~68! is satisfied in
the range of the mixed state, theT5Te(P,T) curve is the
boundary separating the stability regions of high- and lo
temperature phases on the (P,T) plane. Figure 1 shows sche
matically the phase diagrams constructed on the basi
these results. It should be recalled that the stability region
the crystalline solid phase is not shown in the figure.

The temperature dependences of order parameter at
stant pressure are shown in Fig. 2. Small jumps of the o
parameter can be seen near the percolation threshold
liquid and solid clusters. It follows from~87! and ~89! that
the jump in the order parameter is approximately equal to
square of its value, i.e., amounts to;0.02.

FIG. 1. Schematic phase diagrams of amorphous phases:G stands for glass,
L for liquid, and g for gas; the region of existence of the mixed state
hatched;c0 is the critical point of the gas–liquid system,c the critical point
of the system liquid–noncrystalline solid, andt the triple point. The cases
with ]Dms /]P.0 ~a! and]Dms /]P,0 ~b! are depicted.

FIG. 2. Schematic representation of temperature dependences of the
parameter forp(k0)Dms,2Tek0

21 ~a! andp(k0)Dms.2Tek0
21 ~b!.
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In this section, the results of the description of therm
dynamics of droplet and mixed states obtained above
compared with the previous results obtained by using ot
approaches mentioned in Introduction. The ideas concern
the nature and structure of glass-forming liquids and glas
used here are in qualitative agreement with those formula
by various authors during many decades. As regards
structural details of different approaches, the discrepan
are much more numerous. By comparing the basic res
we can better determine the advantages and drawback
different models and approaches.

6.1. Adam–Gibbs–DiMarzio approach

It was mentioned in Introduction that the decrease in
configurational entropy of a supercooled liquid in this a
proach is associated with the formation of clusters poss
ing the specific configurational entropy~per molecule! that
decreases with temperature and can be presented in the

z5DCp~T2Tc!/Tg , ~91!

where Tc is the temperature at which the entropies of t
liquid and of the crystal are equal, viz., theKautzmanntem-
perature.

In our analysis, the decrease in configurational entrop
described by the ergodicity breaking parameterr (x) whose
temperature dependence in the vicinity ofTg can apparently
be represented in linearized form~91!. However, in this case
the constantTc is deprived of a physical meaning. A simila
opinion on the Kautzmann temperature was also formula
by other authors~see, for example, Ref. 20!.

6.2. Two-state model

If we interpret two structural states of molecules in t
TSM as pertaining to the solid and liquid fractions, th
model is qualitatively similar to the mixed state model.
was noted above that the TSM postulates a formula of
form ~31! and ~77! that describes the specific volume in th
droplet model as well as in the mixed state model to a h
degree of accuracy. As regards the order parameterx, its
temperature dependence in TSM is described by the foll
ing expression:

x~T!5
exp@2h~12T/Te!b#

11exp@2h~12T/Te!b#
. ~92!

Here Te5h/s, and h and s are the differences in enthalp
and entropy in the two states, which can be obtained fr
the fitting of experimental data.

Expression~92! can be obtained by minimization inx of
the chemical potential of a substance in which molecules
be in two states:

m~P,T!5~12x!m11xm21kBT@x ln x1~12x!ln~12x!#.
~93!

A comparison of~93! and~62! shows that these expres
sions coincide forDms50, k051, andr (x)50.

The TSM makes sense when each molecule is stat
cally independent and can be in two different structu

der
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intermolecular interactions can be replaced by a certain m
field to a high degree of accuracy. Obviously, the assump
is wrong if a supercooled liquid contains the liquid and so
fractions in comparable amounts. In this case, it is imp
sible to introduce a unified mean field. At the same time,
TSM can be used successfully for interpreting and numer
fitting of experimental data~see above!. This means that an
expression of the type~92! correctly approximates the be
havior of the order parameter for an appropriate choice
fitting parameters. Expression~70! obtained on the basis o
the MSM must also possess this property. In order to co
pare expressions~70! and~92!, we write the latter in the form
of an expansion in deviations of temperature fromTe . This
gives

x5
1

2
1

3d

314d2 , ~94!

d5h~T2Te!/4kBTTe . ~95!

Observing that relation~71! can be represented in the form

d>
he~T2Te!

4kBTTe~k0
212p~k0!Dms/2kBTe!

[
h̃e~T2Te!

4kBTTe
,

~96!

we see that expressions~71! and~92! differ insignificantly in
form over a wide temperature interval ifp(k0)Dms

,2kBTek0
21 and h5he . It follows from ~96! that, with in-

creasingDms , the value ofh̃e increases and becomes in
nitely large at the critical point forp(k0)Dms52kBTek0

21. It
can be seen that, if condition~67! is satisfied, the TSM gives
an expression forx close in form to that obtained on th
basis of the MSM. If this condition is not satisfied, the TS
leads to qualitatively different results since phase transiti
at T5Te are impossible in this model.

For k0'10– 15, the entropy of mixing is smaller tha
that appearing in the TSM in which it is normally assum
that k051. Consequently, the contribution to free ener
from the term proportional to entropy of mixing in the TS
is exaggerated.

It should be noted that cooperative phenomena~e.g.,a-
relaxation and the formation of a Fischer cluster in a sup
cooled liquid! cannot be explained consistently in the TSM
Indeed, the driving force of formation of a Fischer clus
depends on the contribution of phase boundaries to the
energy of the system, but this contribution in the TSM
assumed to be zero.

6.3. Model of free volume

The thermodynamics of glasses and supercooled liq
is described in Refs. 22 and 23 on the basis of the mode
free volume. In this approach, solid and liquid-like atom
cells ~Voronoi polyhedra! are introduced. The volumev0 of
a solid cell is close to that in a crystal. Liquid-like cel
contain an excess~free! volumev f i5v i2v0 . Herev i is the
volume of a Voronoi polyhedron of thei th atom. It is as-
sumes that the free energy of an atom~including vibrational
entropy! depends only onv f i . In addition, the cooperative
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liquid clusters contribute is determined. Liquid clusters co
sist of coupled liquid-like cells whose number in a cluster
equal to or larger thanv0/ v̄ f , wherev̄ f is the average free
volume per liquid-like cell.~In our notation,v0 / v̄ f5k0 .!
The basic property ofSc is that it depends on the fractiony
of atoms belonging to liquid clusters and increases rap
with the formation and growth of a percolating cluster ne
the percolation threshold.

The chemical potential of the system~see formula~41!
in Ref. 22! can be written in the form

m5ym11~12y!m22TSc1kBT@y ln y1~12y!

3 ln~12y!#. ~97!

Here we used the notation adopted in this paper. T
chemical potentialsm1 andm2, which are functions of vol-
ume and temperature, were obtained in the framework of
chosen model.22

The most significant results of the theory developed h
can be formulated as follows:

~1! a phase transition takes place at the percolation thres
of a liquid cluster;

~2! it is a first-order phase transition generated by a ra
increase inSc behind the percolation threshold.

It should be noted that the chemical potential~97! is
close in form to those used for describing the droplet a
mixed states@see formula~62!#. Indeed, if we put in~62!
r (y)z2(12y)[Sc(y),k051 and neglect the contribution o
phase boundaries, expressions~62! and ~97! coincide. It can
be seen that the contribution of entropy of mixing in~97! is
exaggerated, and the interfaces between the liquid and s
phases are disregarded. Nevertheless, the thermodynam
the system in the TSM is qualitatively similar to that d
scribed by Cohen and Grest.22

6.4. Theory of self-forming frustration-limited domains

A thermodynamic theory of supercooled liquids bas
on the assumption that the system possesses an ‘‘exclud
critical point was proposed by Kivelsonet al. 21 It is as-
sumed that the behavior of a supercooled liquid in a w
temperature interval, including the region of existence of
liquid and extending to the region above the crystallizat
temperature, is close to critical. The reason behind sh
range ordering is associated with intermolecular forces,
the short-range order generated by them is such that
incompatible with the long-range ordering and with the fo
mation of an extended solid structure. If, for example, int
molecular forces lead to the formation of noncrystalli
icosahedral clusters, the merging of these clusters int
single structure is ruled out due to an increase in mechan
stresses with the size of a solid nucleus. In the absenc
such accumulating stresses, we should expect the exist
of a critical point, associated with long-range ordering
domains. Frustrations rule out the possibility of emergen
of such a point but the behavior of the system remains cl
to critical. The assumption concerning the presence
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frustration-limited domains~solid nuclei! in supercooled liq-
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uids was also used by Malomuzh who described relax-
ation phenomena in glass-forming liquids.

Under the assumption that the critical point should ex
in the absence of frustrations at a certain temperatureT* ,
Kivelsonet al. 21 proposed the scaling law for the sizeRd of
frustration-limited domains:Rd;«n, n.1 for «5(T2T* )/
T* . They also proposed a qualitative phase diagram of
system on the (T,K) plane, whereK is the so-called frustra
tion parameter that has not received a reasonable defin
yet.

In actual practice, the thermodynamics of a liquid co
taining frustration-limited domains is studied insufficientl
The main qualitative assumption in the proposed mode
that the thermodynamics of a supercooled liquid is de
mined by locally ordered clusters, and there exists a cer
characteristic transition temperatureT* below which coop-
erative processes are manifested.

The description of thermodynamics of a glass-formi
liquid proposed in this paper resembles qualitatively
model of frustration-limited domains in that we also have
characteristic temperatureTt1 similar to T* , below which
the system is in the mixed state. The thermodynamics of
mixed state is determined by the properties of solid and
uid clusters, and hence dynamic processes must be coo
tive. As regards the critical behavior of the system in t
vicinity of Tt1 and the scaling relations associated with t
temperature, they indeed are observed in the mixed state
the percolation thresholds for liquid and solid clusters sin
the percolation itself is associated with a phase transitio38

The order parameters in this case is the probability tha
atom belongs to an infinitely large cluster. As regards th
modynamic phase transitions, we should expect in all pr
ability a weak first-order phase transition atT5Tt1 ~see Sec.
4!.

CONCLUSIONS

An analysis of the contribution of heterophase fluctu
tions to the free energy of liquids and glasses leads to
conclusion that, along with the droplet states~in which het-
erophase fluctuations are in the form of isolated drops!, a
mixed state in which infinitely large liquid and noncrysta
line solid clusters coexist also takes place. Transitions fr
droplet states to a mixed state are phase transitions in
sense that two order parameters in the mixed state d
from zero along withx(T), i.e., the probabilities that atom
belong to infinitely large liquid and solid clusters. On th
other hand, only one of these order parameters in the dro
state differs from zero. Universal scaling laws should be
pected to hold for quantities depending on the topology of
infinitely large cluster near the percolation threshold. Sin
the free energy of the system in the models used here
not depend explicitly on the above order parameters, no
rect relation between percolation and phase transitions is
served. At the same time, it was proved that droplet sta
become thermodynamically disadvantageous when the
ume fraction of droplets is close to the percolation thresh
in the continual approximation. On the other hand, the f
energy calculated in the MSM for small volume fractions
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of the droplet state. This leads to the conclusion that in
general case we should expect a weak first-order phase
sition near the percolation threshold.

It is important to note that the volume fractions of he
erophase fluctuations in the droplet state are comparati
large (;0.05– 0.1) in rather wide temperature interva
which makes them accessible for direct experimental ob
vations.

A comparison of the expressions derived for equatio
of state, compressibilities, thermal expansion coefficien
and heat capacity with experimental data will make it po
sible to establish the relation between thermodynamic
structural characteristics of glass-forming liquids a
glasses.
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Nonstationary effects in NbSe 3 intercalated with hydrogen

-

Kh. B. Chashka, V. A. Bichko, M. A. Obolenskii, Raid Hasan, and V. I. Beletskii

Kharkov State University, 310077 Kharkov, Ukraine*
~Submitted June 25, 1997; revised September 5, 1997!
Fiz. Nizk. Temp.24, 47–52~January 1998!

Temperature dependences of resistivity and current-voltage characteristics of NbSe3 single
crystals intercalated with hydrogen are investigated in the temperature range 90–300 K in the
normal state and in a state with a charge density wave near the first phase transition at
145 K. A state with nonlinear conductivity atT.145 K, IVC with a negative differential
resistance, and low-frequency voltage oscillations in the state with the CDW are discovered. The
results are interpreted on the basis of concepts of redistribution of intercalated hydrogen
under the action of temperature diffusion and electric field during the propagation of a charge
density wave. ©1998 American Institute of Physics.@S1063-777X~98!00701-4#

The transition to a state with a charge density wave In our earlier publication,6 we proved that the tempera
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~CDW! which is typical of many compounds with an anis
tropic electron spectrum is manifested most clearly in qu
one-dimensional compounds.1 For example, niobium trise
lenide NbSe3 exhibits two transitions accompanied by th
formation of CDW at 145 and 59 K. The charge carrier de
sity in the CDW state in a given direction (x) can be repre-
sented in the form

r~x!5r0@11a cos~Qx1w!#, ~1!

wherer0 is the uniform electron density,ar0 the amplitude
of charge modulation,Q52kF the modulation wave vector
andkF the Fermi wave vector. The phasew characterizes the
position of the CDW relative to the ionic lattice.

Additional information on the transition and structure
the state with a CDW was obtained from the experime
with NbSe3 single crystals under the action of external fa
tors ~mechanical deformation,2 axial loading,3 and hydro-
static pressure4! as well as under intrusion of impurities.1

It was shown in Refs. 3 and 4 that the Fermi surface~FS!
is distorted under the action of axial or hydrostatic pressu
This in turn leads to a decrease in the area of the FS reg
coinciding upon a parallel translation by the vectorQ52kF ,
and hence to an increase in the number of nonconde
charge carriers in the CDW state, resulting in partial supp
sion of the CDW. The doping of quasi-one-dimension
structures~NbSe3 and TaS3! with transition metals1 also
leads to partial suppression of the state with CDW and
addition, to a shift of temperature corresponding to the on
of the CDW transition. It is well known, however,1 that it is
difficult to obtain a uniform distribution of impurities in th
sample as a result of doping. Also, the number of eleme
that can be used for doping crystals based on chalcogen
of transition metals is not very large.

Intercalation by light impurities~e.g., hydrogen! consid-
erably extends the potentialities of the experiments. A c
siderable advantage of this method lies in the possibility
varying the hydrogen concentration in the same sample
view of its small atomic radius, hydrogen virtually does n
distort the matrix lattice. At the same time, being a charg
impurity, it must change the occupancy of the conduct
band of the matrix.5
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ture of the first CDW transition~at 145 K! depends on the
amount of intercalated hydrogen weakly and nonmonoto
cally. The CDW state is partially suppressed in this ca
which is manifested in a decrease in the amplitude of re
tive anomaly atT,145 K. For a certain hydrogen concen
tration, NbSe3 exhibits a metal-semiconductor transition.

We shall describe below the results of analysis of no
stationary effects associated with the passage of cur
through NbSe3 single crystals intercalated with hydrogen
the CDW state.

EXPERIMENTAL TECHNIQUE

All measurements were made on NbSe3 single crystals
obtained from the chemical gas-transport reaction. Sin
crystals were saturated with hydrogen from the gase
phase under a pressure of 10 bar, after which a fraction
hydrogen was removed consecutively by periodic annea
under a pressureP'1029 bar. The temperature of heatin
during annealing did not exceed 200 °C; the results of m
spectrometry indicate that evolution of hydrogen under s
conditions occurs without a loss in the stoichiometric co
position of the compound NbSe3. This technique made i
possible to obtain all the results on virtually the same init
sample of NbSe3 and to attribute all the changes in elecr
physical parameters observed in experiments only to
change in hydrogen concentration in the sample and to
state of hydrogen in the lattice.

Temperature dependencesR(T) of electrical resistance
were measured by the four-probe method in direct curren
the temperature range 90–300 K.

The differential resistance, threshold fieldsEth of CDW
disruption and corresponding transport currentsI th were de-
termined from the current–voltage characteristics~IVC!. The
experimental setup allowed us to record directly theU(I )
dependence by using thex–y graphic recorder and to dete
mine the nonlinear contribution to IVC with the help of
compensating bridge circuit. We recorded (Ux2U f) as a
function of I , where Ux is the voltage across the samp
determined by the slope of the IVC in the state with a line
~ohmic! conductivity andU f the current value of the voltag

350035-05$15.00 © 1998 American Institute of Physics



across the sample. Such a method of IVC recording has
the
eg-

e

tage
e

tive
he

t
co
FIG. 1. Typical IVC of a sample in the CDW state, recorded according
the bridge circuit. The inset shows the same IVC recorded by using a
ventional method.
made it possible to increase by three orders of magnitude
resolution in detecting the emergence of a nonlinear s
ment. The threshold fieldEth was determined from bridge
IVC as (I thRx)/L, whereRx is the ohmic resistance of th
sample on the linear segment of the IVC,L the separation
between potential contacts, andI th the current determined
from the IVC obtained by using the bridge circuit~Fig. 1!,
and corresponding to the emergence of a disbalance vol
of 131027 V. The sweep time for direct current could b
varied during the IVC recording from 1 to 102 s.

RESULTS OF MEASUREMENTS

Figure 2 shows typicalR(T) curves recorded for NbSe3

single crystals saturated with hydrogen during consecu
annealing in vacuum. Annealing and thermal cycling of t

o
n-
FIG. 2. Temperature dependences of the resistance of a NbSe3 single crystal saturated with hydrogen atP510 bar(a!, after the first annealing (b!,
immediately after the second annealing (c!, and after 48 (d!, 96 (e! and 144 h (f!.
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samples in the course of measurements led to a change i
form of theR(T) dependence and to an increase in the va
of R in general.

Figure 3 shows examples of IVC recorded for a NbS3

sample immediately after its saturation with hydrogen. T
IVC obtained conventionally in the temperature ran
T.TCDW ~Fig. 3a! can be described by Ohm’s law, whil
the IVC obtained in the region ofT,TCDW by the bridge
method~Fig. 3b! deviate from the linear dependence to t
side corresponding to an increase in the differential re
tance of the sample, which was not observed for p
samples. With increasing transport current, this deviat
was compensated by the contribution of CDW to conduc
ity.

After the first annealing, when the sample was in a st
corresponding to theR(T) dependence depicted in Fig. 2
the IVC whose typical shape is shown in Fig. 4 were
corded. It should be noted that the IVC has such a shap
the temperature range 100 K,T,300 K. For small currents

FIG. 3. IVC of a NbSe3 sample recorded by a conventional method
T15292 K ~solid curve! and T25150 K ~dashed curve! immediately after
saturation (a! and by the bridge method atT,145 K for a sample with
hydrogen~solid curve! and without it~dashed curve! (b!; (Ux2U f) is the
nonlinear contribution to IVC.

37 Low Temp. Phys. 24 (1), January 1998
the
e

e

s-
e
n
-

te

-
in

the region of high nonlinear conductivitys1 is observed.
With increasing current, the voltage~1! increases step wise
which is followed by the region of conductivitys2 described
by Ohm’s law ~in this case,s1'7s2). In this state, two
voltage jumps~2 and 3! are usually observed. These jump
emerged for the same values of the field which did not
pend on temperature and amounted toE1555 V/m and
E25200 V/m. The maximum values of the field on the IV
segments2 and3 were 65610% V/m and 370610% V/m,
respectively. The regions of jumps2 and3 are segments with
a negative differential electrical resistance~NDER!. This is
manifested most clearly in region3 in which an increase in
voltage is accompanied by a decrease in current. The va
tion of the sweep rate allowed us to estimate the time dur
which the sample is in the state with a NDE
(TNDER.0.4 s). After each jump, the sample returned to t
state with the ohmic conductivitys2 .

It can be seen from Fig. 4 that, in the case of reve
variation of current, the IVC is described by Ohm’s law wi
the conductivitys2 , and a stepwise decrease4 of voltage
opposite to1 takes place only once.

When the sample is in the state corresponding to
R(T) dependence depicted in Fig. 2c voltage oscillatio
were observed on the IVC recorded by the bridge method
the temperature range 112 K,T,121 K in the fields
E.Eth . An example of recorded IVC with oscillations i
shown in Fig. 5a. The oscillation frequency does not dep
of the sweep rate or transport current and amounts
;0.3 Hz. The oscillation amplitudeDU ~Fig. 5b! depends
linearly on the transport current. As the sweep rate for
transport current increases in the region of maxima a
minima of voltages, the oscillatory curve displays a fi
structure depending on the transport current~Fig. 6!. For
small currents, the structure has the form of instabilities t
acquire the shape typical of relaxation processes with
creasing current.

FIG. 4. Typical IVC for NbSe3 samples recorded after the first annealing
the temperature range 100 K,T,300 K. The inset shows the IVC hyster
esis on segment1 on a magnified scale.
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DISCUSSION OF RESULTS

Experimental results show that intercalation of hydrog
in the NbSe3 lattice leads to significant changes in the te
perature and field dependences of electrical conductivity
the normal as well as in the CDW state. In ordinary meta
hydrogen atoms are interstitial impurities possessing a h

FIG. 5. Voltage oscillations on IVC of NbSe3 samples after the secon
annealing, obtained atT5121 K (a! and the oscillation amplitude as a func
tion of transport current (b!.

FIG. 6. An example of IVC recording corresponding to Fig. 5 for an
creased sweep rate of transport current.
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low-dimensional conductors based on chalcogenides of t
sition metals in which hydrogen atoms are partially loca
in the Van der Waals gap. In the presence of a mobile
purity, the processes of heat and charge transfer can crea
metals atomic flows and gradients of concentrations of m
bile impurities associated with them.

In the presence of an electric field, the forceF5e* E is
generated, wheree* characterizes the electric charge act
upon only by the same forces as those acting on hydro
atoms intercalated in the metal in the presence of the exte
field alone. Under the action of this force, hydrogen conc
tration is redistributed and increases near the cathode. A
with the flow induced by the electric field, a diffusion flow
associated with the concentration gradient is formed. In
case, the total flux of hydrogen can be written in the form

J52nD grad c1ncMF, ~2!

wherec is the hydrogen concentration, i.e., the ratio of t
number of hydrogen atoms to the number of matrix atomsn
the number of lattice atoms per unit volume,D the diffusion
coefficient, andM the mobility of intercalated hydrogen
atoms.5 On segment1 of IVC ~see the inset to Fig. 4!, the
second term in relation~2! obviously prevails at first as a
result of the high mobility, small gradient, and high~on the
average! concentration of hydrogen in the sample. As t
electric field increases, the concentration gradient increa
as a result of transport, the average concentration of hy
gen in most part of the volume decreases, and the first t
in ~2! becomes predominant.

It can be seen from Fig. 2 that hydrogen redistribution
the sample leads to theR(T) dependence typical of semicon
ductors. Hence we can assume that the same processe
curring during the recording of IVC are responsible for t
formation of a region with the semiconducting behavior
the resistance and a high resistivity near the cathode. Th
processes corresponds to segments2 and 3 on the IVC on
which the resistance increases sharply~see Fig. 4!. In this
state, the second term in relation~2! decreases abruptly, an
the total hydrogen flux is determined by the first term, i.
the semiconducting layer is resolved by diffusion, and hyd
gen is redistributed over the volume of the sample.

The characteristic time required for damping of diffusio
processes is defined by the formula

tdif5 l 2/D, ~3!

wherel is the distance over which diffusion takes place.5

Assuming that the time during which the voltage acro
the sample attains the value at which the jump takes p
and the interlayer with a high resistivity is formed is equal
tdr , while the time of switching to the initial state istdif , we
can estimate the characteristic values
D'2.531022 cm2/s. This value is several orders of magn
tude higher than the values of diffusion coefficient for thre
dimensional metals,5 indicating exceptionally high diffusive
mobility of hydrogen in NbSe3. Such a process of formatio
of semiconducting regions must apparently be observed
large currents also, but it could not be detected in view
superheating~Joule! effects.

38Chashka et al.



As the hydrogen concentration decreases, but the sample
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is still in the metallic state with the temperature depende
of resistance depicted in Fig. 2c, periodic oscillations of vo
age are generated in the temperature range belowTCDW cor-
responding to the first transition. At the present time, exp
mental results do not allow us to indicate unambiguously
reason behind the generation of such oscillations, but we
assume that the propagation of a CDW in the correspond
state with CDW in fieldsE.Eth affects the hydrogen sub
system. It should be noted that in states with the resis
anomaly associated with CDW~see Figs. 2a and 2b! as well
as upon a subsequent transition of the sample to the s
conducting state~see Figs. 2d, 2e, and 2f!, voltage oscilla-
tions are not generated. The reason behind such a behav
still unclear.

It was proved in Ref. 7 that CDW in low-dimension
systems intercalated with hydrogen can lead to the forma
of a superstructure of hydrogen clusters. Under the actio
electric and magnetic fields, this structure may move. T
CDW transition in quasi-one-dimensional NbSe3 is mani-
fested most clearly, and the formation of a quasiperio
structure of hydrogen clusters is quite probable. Taking i
account what has been said above about the observed
we can assume that the sample can be divided into alte
ing metal–semiconductor regions. Unfortunately, we are
in a position to determine the size of these regions so
The displacement of such regions under the action of CD
must be characterized by a large effective mass and a
mobility, which can lead to a low-frequency generation
contrast to the high-frequency generation observed du
the propagation of CDW alone in NbSe3. This effect is prob-
ably similar to the motion of a domain in the Gunn diod8

taking into account the fact that the velocity of the domain
the diode is determined by the drift velocity of electron
which amounts to 107 cm/s. This determines the high fre
quency of oscillations, and the velocity of the cluster sup
39 Low Temp. Phys. 24 (1), January 1998
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of hydrogen, which is several orders of magnitude low
The linear increase in the oscillation amplitude with the c
rent ~an analog of Ohm’s law! remains unclear. It should b
noted that temporary low-frequency oscillations of volta
were observed by us earlier9 while studying superconducting
bridges made of NbSe2 as well as by other authors wh
studied narrow long superconducting films in the resist
state.10 It should be noted that the resistive state of superc
ductors and the state with a CDW propagating near thresh
fields of disruption have many peculiarities in common~see,
for example, Ref. 1!.
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Point-contact spectroscopy of organic conductors †„C2H5…4N‡0.5†Ni„dmit …2‡
and „BEDT-TTF…2I3
G. V. Kamarchuk, A. V. Khotkevich, and V. M. Bagatskii

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraine*

A. V. Kravchenko

Kharkov State University, 310077 Kharkov, Ukraine
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Fiz. Nizk. Temp.24, 53–57~January 1998!

Point-contact spectra of organic conductors@~C2H5!4N#0.5@Ni~dmit!2# and ~BEDT-TTF!2I3 have
been measured. The plots of point-contact functions of the electron–phonon interaction
in these compounds have been constructed, and mean and root-mean-square values of frequency
have been obtained. The relation between the intensity of the electron-vibrational interaction
and conducting properties of the materials under investigation have been obtained. A correlation
is observed between the intensity of these processes and the superconducting transition
temperature. The criterion for the synthesis of new organic superconductors is discussed. ©1998
American Institute of Physics.@S1063-777X~98!00801-9#

Persistent interest in the study of organic conductors ob-based on@BEDT–TTF#n1
and @M~dmit!2#
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served in recent years is stimulated by a number of fac
among which the search for new superconducting mate
plays an important role. In such investigations, main att
tion is paid to an analysis of the properties of familiar o
ganic superconductors aimed at determining the pai
mechanisms and obtaining the criteria for the synthesis
new organic superconductors with predictable propert
One of the key problems of utmost importance for explain
superconductivity in organic compounds is associated w
the role of intramolecular vibrations~IMV ! which are not
observed in ordinary metals. Yamaji1 proposed a supercon
ductivity mechanism for organic metals involving an IM
donor. Subsequently, various methods were used2–4 to obtain
data indicating the possibility of operation of such a mec
nism in BEDT–TTF salts. For example, a strong interact
between conduction electrons and IMV of an organic c
ductor was observed.3,4 These results lead to the conclusio
that the IMV contribution to the formation of the superco
ducting phase of such compounds can be significant.
variation of the intensity of such processes upon a transi
from one compound to another and their correlation with
superconducting properties of the materials remain uncl
It is logical to assume that if the IMV contribution to th
formation of the electron–phonon interaction~EPI! in or-
ganic conductors is significant, the intensity of the electr
vibrational interaction~EVI! can correlate with the supercon
ducting parameters of the material~in particular, the
superconducting transition temperatureTc!. In other words,
materials with a higherTc must display a higher intensity o
interaction between conduction electrons and the IMV of
organic conductor, and vice versa. For this reason, it wo
be interesting to compare the results of measurements of
spectra with the values ofTc in different organic compounds
In order to simplify the problem, it is expedient to use fir
organic compounds with close compositions and structu
such as, for example, compounds belonging to fami
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metal and dmit5C3S5!. Since the superconducting transitio
temperatures for such compounds are known as a rule,
sufficient to study the EPI spectra of the objects under inv
tigation. It should also be noted that the EPI data for orga
compounds from the M~dmit!2 family are scarce or not avail
able at all, and hence the measurement of EPI spectra
such materials forms an independent problem which is in
esting as such.

We chose as objects of investigation the compou
~BEDT–TTF!2I3 and one of organic conductor
@~C2H5!4N#0.5@Ni~dmit!2#. Let us first consider the results ob
tained for the compound from the family M~dmit!2. The
crystals of@~C2H5!4N#0.5@Ni~dmit!2# were grown during elec-
trochemical synthesis under galvanostatic conditions. T
synthesis was carried out in the mixed solve
CH3COCH3–CH3CN ~1:1! from the initial salts
@~C2H5!N#ClO4 and @~C2H5!4N#2@Ni~C2S5!2#. The crystals of
@~C2H5!4N#0.5@Ni~dmit!2# had the form of dark plates with a
average area 132 mm and a thickness of the order of 0
mm. They have the structure of layered materials similar
that of BEDT–TTF salts~see, for example, Ref. 5!. Anions
@Ni~dmit!2# are packed in the crystal ‘‘plane to plane,
which is typical of all quasi-two-dimensional organic meta
and form stacks. The system of stacks forms highly condu
ing anion layers alternating with layers of cation
@(C2H5!4N#0.5. Thus, as in the case of~BEDT–TTF!2I3, the
highest conductivity is also observed in layers formed fro
the set of dimer units of a composition close to BEDT–TT
At low temperatures, the compound@~C2H5!4N#0.5@Ni~dmit!2#
is characterized by a metal-type conductivity, while its ne
est analog@~C2H3!4N#@Ni~dmit!2#2 goes over to the supercon
ducting state under pressure.6

We studied heterojunctions Cu–@~C2H5!4N#0.5@Ni~dmit!2#
and Cu–~BEDT–TTF!2I3 at T54.2 K. Crystal of organic
metals were mounted in a special device for creating po

400040-04$15.00 © 1998 American Institute of Physics
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Cu–@~C2H5!4N#0.5@Ni~dmit!2# junctions contain the superpo-
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contacts and were brought in contact with a copper electr
in liquid helium. Heterojunctions were created by using t
displacement technique7 and were formed in the region o
contact between the edges of an organic crystal and the
per electrode~see the inset to Fig. 1 in Ref. 4!. Such a ge-
ometry of arrangement of electrodes made it possible to
tain and study mainly the junctions whose axis was orien
along anionic planes in the case of@~C2H5!4N#0.5@Ni~dmit!2#
and along cation planes in the case of~BEDT–TTF!2I3, i.e.,
in the direction corresponding to the highest conduct
properties of the organic crystal. It was proved in Ref. 8
that, for contacts with the axis in the plane of organic m
ecules, the main contribution to point-contact spectra com
from processes associated with the current flowing along
ers formed by organic molecules~the contribution from the
transverse component has the minimum value in this ca!.
For this reason, peculiarities associated with the scatterin
charge carriers in a highly conducting plane of organic m
ecules are manifested with the highest probability and h
the maximum intensity. Accordingly, the effect of EVI o
the point-contact spectrum is the strongest in this case. C
sequently, in order to analyze the manifestations of the IM
contribution to the point-contact spectrum and its correlat
with the conducting properties of organic metals, it is su
cient to study the characteristics of junctions oriented alo
conducting layers.

We measured the current–voltage characteristics~IVC!
of points contacts and their second derivatives~point-contact
spectra! at 4.2 K. The point-contact spectra o

FIG. 1. Point-contact spectra for Cu–@~C2H5!4N#0.5@Ni~dmit!2# heterojunc-
tions for R0 ,V: 45 ~curve1!, 66 ~curve2!, and 150~curve3!.
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sition of contributions from copper and the organic met
The contribution from copper has the form of a hig
intensity low-energy peak at 17–18 meV due to the inter
tion of conduction electrons with transverse acous
phonons. According to the form of the obtained point-cont
spectra, we are dealing, as in Ref. 3, with asymmetric ju
tions. As a matter of fact, the point-contact spectrum of h
erojunctions of metals is the sum of partial contributions
the spectra of each conductor. In the case of a symme
heterojunction, the volume of phonon generation in ea
electrode is the same, which leads to the equality of
contributions of contacting metals of electrodes with clo
electronic parameters to (d2V/dI2)(V). A change in the size
of the region of constriction formed by one of the electrod
leads to a change in the corresponding contribution to
point-contact spectrum. In heterojunctions of metals w
different Fermi velocities, the intensities of singularities
the point-contact spectra are redistributed in accordance
the relationgpc(v)}gpc

(1)(v)1(vF
(1)/vF

(2))gpc
(2)(v)pc@gpc(v)

is the point-contact EPI function, and 1 and 2 are the nu
bers labelling the metals in contact#. The second derivatives
of IVC for a symmetric point contact display a suppressi
of the intensities of the peaks responsible for EPI proces
in the material with a higher Fermi velocity and, according
an increase in the intensity of the peaks in the point-con
spectrum, which are due to the metal with a lower Fer
velocity. For Cu–@~C2H5!4N#0.5@Ni~dmit!2# junctions, such an
effect should result in suppression of EPI singularities
copper and enhancement of peaks from the organic m
against the background of the former effect. However,
experimentally observed spectra are characterized b
higher intensity of copper peaks. It was proved in Ref. 3 t
the most probable reason behind this effect can be the lac
symmetry of the contact, namely, the fact that the cont
region is mainly formed due to copper and not due to
organic conductor. Such a situation is quite realistic in
case under investigation also since we used the mate
similar to those used in Ref. 3 and created point contacts
the methods similar to those in Refs. 3, 4.

Singularities of the second derivatives of IVC of th
contacts under investigation for an energy above 32 m
~the boundary energy for the EPI spectrum of copper! corre-
spond to the interaction of charge carriers with the vib
tional modes of the organic conductor. The most clearly p
nounced singularities are peaks corresponding to the ene
56–58, 70, 84, and 96 meV. Singularities at higher frequ
cies could not be observed since the material heating eff
in the constriction region at voltagesV.100 mV led to the
loss of stability of the junctions, a change in their resistan
or complete breakdown.

The shape of singularities of point-contact spectra
Cu–@~C2H5!4N#0.5@Ni~dmit!2# junctions depends on the con
dition of electron passage through the point contact m
more strongly than in the case of junctions between tra
tional conductors. As a matter of fact, the organic conduc
@~C2H5!4N#0.5@Ni~dmit!2# as well as~BEDT–TTF!2I3 is close
in electronic parameters to semimetals.6,11 A typical feature
of such materials is the existence of point-contact spe

41Kamarchuk et al.
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~‘‘direct’’ ! dependences, inverse spectra, i.e., the second
rivatives of IVC of contacts with the opposite sign, can
observed in some cases.4,12 Inverse spectra are typical in th
case of small inelastic mean free paths for electrons, a
result of which electron states can be localized in the reg
of constriction.13 The EPI disturbs the localization of elec
trons and leads to an increase in the conductivity of the c
tact ~accordingly, a decrease in its resistance!, which is reg-
istered as a minimum on the second derivatives of IVC~in
contrast to the peak in the case when the contact resist
increases!. The accumulation of phonons in the constricti
region upon an increase in voltage can also lead to a decr
in the mean free path in the contact region. In this case,
mode of the passage of electrons through the contact cha
from the ballistic to diffusion mode for which weak localiza
tion effects play a significant role. This must naturally affe
the behavior of singularities in the point-contact spectru
As a result, point-contact spectra of an intermediate t
appear~with inverse singularities at high voltages!. Curve3
in Fig. 1 can serve as an example of a characteristic. It c
tains a number of minima which correspond to peaks at
ergies 56–58, 70, and 84 meV on curves1 and 2 and are
their mirror image relative to the abscissa axis. The sm
variation of the position of singularities on the curves c
easily be explained. Curves of the type3 are characterized by
the background function which obviously differs from th
background function in the case of a ‘‘direct’’ spectrum. T
summation of the spectral function and the background fu
tion in the~opposite! cases under consideration will probab
lead to different displacements of peaks on the EPI spec
which can lead to a certain mismatching in the position
EPI peaks on different types of spectrum.

It was noted above that the experimental setup
Cu–~BEDT–TTF!2I3 junctions was similar to that used fo
the conductor@~C2H5!4N#0.5@Ni~dmit!2#. We obtained the sec
ond derivatives of IVC corresponding to the orientation
the contact axis along high-conductivity planes of orga
molecules. The behavior of such spectra was analyze
detail in Ref. 4; hence we shall confine ourselves here to
analysis of point-contact EPI functions reconstructed fr
the measured second derivatives of IVC of the junctions.
selected for calculations five most intense~according to pre-
liminary estimates! point-contact spectra of heterojunction
of organic conductors under investigation. Typical dep
dences or normalized point-contact EPI functions for e
material are shown in Fig. 2. The values of mean^v& and
root-mean-squarêv2&1/2 frequencies of vibrations are 13.5
17.803 and 15.86, 15.414 for the first and second curve
spectively. The plots of the functionsgpc make it possible to
estimate the contribution of the EVI to the point-conta
spectrum. It can be seen from the figure that the intensit
high-frequency peaks corresponding to the interaction
electrons with IMV on curve1 is much higher than the in
tensity of similar singularities on curve2. This speaks in
favor of a considerably larger contribution of the EVI to th
point-contact spectrum for~BEDT–TTF!2I3 than in the case
of @~C2H5!4N#0.5@Ni~dmit!2#.

Our results also correlate with the results of optic
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investigations14 in which it was noted that the intensity of th
peak at 1300 cm21 in optical reflection spectra for M~dmit!2

salts is much lower than the intensity of corresponding s
gularities in the salts~BEDT–TTF! with a charge transfer
This might indicate a lower EVI level in such materials.
we take into account the assumption that IMV make a cer
contribution to the formation of the superconducting pha
of such materials, it is not surprising that~BEDT–TTF! salts
are superconducting, while most of M~dmit!2 compounds are
normal metals, and only some of these go over to the su
conducting state under pressure.6 Thus, a correlation is ob-
served between the EVI intensity and the superconduc
transition temperature of the organic compounds under
vestigation.

Taking into account what has been said above, it is lo
cal to assume, in view of the correlation between the int
sity of the point-contact spectra and the value ofTc , that the
EVI level can serve as a criterion for the synthesis of n
organic conductors. This is especially important for famili
of organic conductors for which superconducting propert
are expected, but the values ofTc for whose known repre-
sentatives are difficult to measure. Consequently, by mea
ing the EPI spectra for materials with a close composit
and observing their variation in a series of analogous m
rials, we can predict the prospects of the synthesis of n
organic conductors belonging to this series. Since the se
for new superconductors among organic materials is o
carried out for analogs of a certain specific family, and t
synthesis of each new compounds takes quite a long ti

FIG. 2. Point-contact functions of electron–phonon interaction for hete
junctions Cu–~BEDT–TTF!2I3 ~dark circles, curve 1! and
Cu–@~C2H5!4N#0.5@Ni~dmit!2# ~dark triangles, curve2!.
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the proposed criterion can help to reduce considerably the
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5M.-L. Doublet, E. Canadell, J. P. Pougetet al., Solid State Commun.88,
699 ~1993!.

.

range of the search and hence to save the required tim
investigations.

This research was supported by the INTAS Grant N
94-3562.

*E-mail: kamarchuk@ilt.kharkov.ua

1K. Yamaji, Solid State Commun.61, 413 ~1987!.
2M. E. Kozlov, K. I. Pokhodnya, and A. A. Yurchenko, Spectrochim. Ac
A A45, 437 ~1989!.

3G. V. Kamarchuk, K. I. Pokhodnya, A. V. Khotkevich, and I. K. Yanso
Fiz. Nizk. Temp. 16, 711 ~1990! @Sov. J. Low Temp. Phys.16, 419
~1990!#.

4G. V. Kamarchuk, A. V. Khotkevich, M. E. Kozlov, and K. I. Polhodny
Fiz. Nizk. Temp. 18, 967 ~1992! @Sov. J. Low Temp. Phys.18, 679
~1992!#.
43 Low Temp. Phys. 24 (1), January 1998
of

.

6K. Kajita, Y. Nishio, S. Moriyamaet al., Solid State Commun.65, 361
~1988!.

7P. R. Chubov, I. K. Yanson, and A. I. Akimenko, Fiz. Nizk. Temp.8, 64
~1982! @Sov. J. Low Temp. Phys.8, 32 ~1982!#.

8G. V. Kamarchuk, A. V. Khotkevich, Yu. A. Kolesnichenko,et al., J.
Phys.: Condens. Matter.6, 3559~1994!.

9Yu. A. Kolesnichenko, I. G. Tuluzov, and A. V. Khotkevich, Fiz. Nizk
Temp.19, 402 ~1993! @Low Temp. Phys.19, 282 ~1993!#.

10R. I. Shekhter and I. O. Kulik, Fiz. Nizk. Temp.9, 46 ~1983! @Sov. J. Low
Temp. Phys.9, 22 ~1983!#.

11L. N. Bulaevskii, Adv. Phys.37, 443 ~1988!.
12I. K. Yanson, N. N. Gribov, and O. I. Shklyarevskii, Pis’ma Zh. E´ ksp.

Teor. Fiz.42, 159 ~1985! @JETP Lett.42, 195 ~1985!#.
13I. F. Itskovich, I. O. Kulik, and R. I. Shekhter, Fiz. Nizk. Temp.13, 1166

~1987! @Sov. J. Low Temp. Phys.13, 659 ~1987!#.
14H. Tajima, T. Naito, M. Tamura,et al., Solid State Commun.79, 337

~1991!.

Translated by R. S. Wadhwa
43Kamarchuk et al.



PHYSICAL PROPERTIES OF CRYOCRYSTALS

c

EPR studies of N, H, and D atoms trapped in the matrix of solid molecular nitrogen
Yu. A. Dmitriev and R. A. Zhitnikov

A. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia*
~Submitted July 22, 1997!
Fiz. Nizk. Temp.24, 58–66~January 1998!

The behavior of nitrogen, hydrogen, and deuterium atoms trapped from the gaseous phase and
matrix-isolated in solid molecular hydrogen are studied by the EPR method. It is
established that all these atoms are localized in the substitutional position of the matrix crystal
lattice. The linewidths in the EPR spectrum of nitrogen are found to be one fourth of the
linewidths recorded by most authors. It is shown that a version of theoretical calculation gives a
linewidth matching with the experimental value. It is proposed that two different types of
matrix surroundings are possible for a nitrogen atom trapped in the substitutional position, one of
which corresponding to the undistorted crystal lattice of N2. The EPR line broadening under
the action of zero-point atomic vibrations is observed for hydrogen and deuterium atoms. The
magnitude and temperature dependence of the spin-lattice relaxation time for N, H, and D
atoms in the solid N2 matrix are obtained experimentally. ©1998 American Institute of Physics.
@S1063-777X~98!00901-3#

INTRODUCTION are given in Table I. Coleet al.1 did not assess the atomi
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Nitrogen atoms in the matrix of solid molecular N2 were
one of the first objects of matrix isolation studied by the E
method.1 This system proved to be most promising for o
taining high concentrations of atomic matter.2 Atomic nitro-
gen and its compounds in matrices of solidified gases
also objects of persistent interest of researchers workin
the fields of astrophysics and chemical physics. A still lar
number of publications are devoted to matrix-isolated hyd
gen atoms in view of the following three circumstances:~1!
simplicity of the electron shell of the atoms, and hence
possibility of a more exact calculation of the variation
EPR spectral parameters due to interaction with the ma
surroundings, which makes it possible to verify theoreti
approaches;~2! the small mass of atoms ensuring manifes
tions of essentially quantum effects such as quantum di
sion, subbarrier chemical reactions, zero-point vibratio
and ortho–para conversion in the matrix; and~3! the abun-
dance of hydrogen which is the most wide-spread elemen
the Universe and hence is an exceptionally interesting ob
of investigation for scientists studying chemical reaction
the interplanetary space.

Using the experimental setup described in our ear
publication,3 we obtained nitrogen atoms trapped from t
gaseous phase in solid N2 by deposition of products of a ga
discharge in nitrogen on a cold surface (T51.3– 4.2 K). The
results proved to be quite unexpected: the EPR linewidth
nitrogen atoms in the N2 matrix was equal to
DH50.49(3) G irrespective of the temperature, whi
amounts to one fourth of the linewidths reported by most
other authors. For example, Coleet al.1 obtained nitrogen
atoms in the N2 matrix by deposition of the products of
high-frequency gas discharge on a surface atT54.2 K as in
our experiments. The linewidth in the obtained EPR spe
was ;2.5 G. The hyperfine structure~HFS! constantA, its
matrix shift DA5A2Af , the g-factor, and the linewidths

44 Low Temp. Phys. 24 (1), January 1998 1063-777X/98
re
in
r
-

e

ix
l
-
-

s,

in
ct

r

r

f

ra

concentration, and hence their results cannot be used to
out whether this broadening is associated with the dipo
dipole interaction of electron spins of trapped atoms or
caused by other factors. However, Jenet al.4 recorded the
same linewidth~2.3 G! for N atoms in N2, obtained by depo-
sition from the gaseous phase. These authors noted th
view of the small concentration of atoms, the line broaden
cannot be due to the dipole–dipole interaction between e
tron spins of nitrogen atoms. As regards other spectral
rameters, the HFS constants reported in these two pub
tions coincide to within experimental error, while th
g-factors differ significantly. A quite different method of ob
taining stabilized nitrogen atoms in the N2 matrix was used
by Wall et al.5 A sample of solid molecular nitrogen wa
exposed to theg-radiation from a Co-60 source. The spectr
parameters, including the linewidth (;2 G) coincide with
those obtained in experiments with deposition~see Table I!.
It is significant that solid nitrogen itself was prepared in R
5 by freezing the liquid phase, which should result, acco
ing to the authors, in the growth of a denser and more
mogeneous sample than in experiments on deposition f
the gaseous phase. Special attention was paid to the dete
nation of concentration of atoms in the matrix. For N in N2,
samples with different concentrations of atoms varying fro
0.001 to 0.07% were obtained. It was noted that the li
width remained unchanged. This means that the meas
value of 2 G is determined not by the dipole–dipole intera
tion of electron spins of trapped atoms. In Ref. 2, the sam
was prepared by condensation in superfluid helium of
He–N2 gaseous mixture passed through a discharge. In th
experiments, a superconducting magnet creating a stro
nonuniform field was used. For this reason, apparatus eff
led to an additional broadening of the EPR line for N ato
trapped in N2 microscopic crystals. Hiraokaet al.6 obtained
trapped nitrogen atoms in EPR experiments by exposin

440044-06$15.00 © 1998 American Institute of Physics



TABLE I. Spectral parameters for nitrogen atoms in molecular nitrogen matrix obtained by different methods.
A, MHz A2Af ,
MHz

g DH, G Method
of obtaining

Reference

11.5–13.7 1.1–3.3 1.0005~2! >2.5 deposition 1
12.08~12! 1.63~12! 2.00200~8! 2.3 deposition 4
11.5~5! 1.1~5! 2.0 >2 radiation 5
11.83~16! 1.38~16! 2.00155~5! 0.4–0.6 chemical 7
11.85~6! 1.40~6! 2.00201~12! 0.49~3! deposition our results

Remark.Numbers in parentheses indicate errors in last digits.
polycrystalline N2 sample to x-rays at a temperature of 4.2
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K. The sample contained a mixture of molecular N2 and H2

~5.0 mol. % of H2 impurity in N2!. The parameters of EPR
spectra for N and H atoms in the solid nitrogen matrix a
not presented, but is can be seen from the reported sp
that the linewidth for N in N2 is approximately equal to 2.5
G. The only publication in which the linewidth for N in N2
are close to our results is the paper by Lindsey.7 It follows
from the data reported in this article that the linewidths
equal to 0.4–0.6 G in the temperature range 7.7–28.5
Lindsey7 used a quite different method for obtaining trapp
atoms. Atomic nitrogen was formed as a result of c
condensation of Cs atoms and molecular oxygen with
excess of N2.

Thus, the accumulated data on EPR linewidths for N
N2 are contradictory. According to the results obtained
most authors, the EPR linewidth in the absence of the c
centration dipole–dipole broadening varies from 2 to 2.5
irrespective of the method of growing the matrix~from the
gaseous or liquid phase! and the method of creating atom
centers of N in it~irradiation or deposition from a gas dis
charge!. In Ref. 7 ~chemical method of creation of atom
centers! and in our experiments~deposition method!, the
linewidths were in the range 0.4–0.6 G. Such a strong
crepancy deserves attention and calls for an explanation

In order to determine the EPR linewidth of atom
trapped in the N2 matrix more precisely, it would be inter
esting to obtain the spectra of H atoms in the same ma
and under the same condition and to compare them with
results obtained for N atoms.

1. NITROGEN ATOMS IN N2 MATRIX

The region of localization of a nitrogen atom in the m
trix can be determined by comparing the experimental
theoretical values of the matrix shift of the HFS consta
Our observation of narrow EPR lines has made it possibl
measure the HFS constant and the relative matrix shift of
HFS constant for trapped atoms to a high degree of accur
A511.85(6) MHz, DA/Af513.4(6)%, where Af

510.45 MHz is the HFS constant for a free nitrogen ato
The g-factor was found to be equal to 2.00201~12!. Adrian8

derived the following formula for the matrix shift of the HF
constant for a nitrogen atom:

DAN52m
2e2

R6 S 1

EN
1

1

EN1EM
D
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EN1EM

^suzupz& AN142s , ~1!

whereAN142s is the HFS constant for a 2s electron in a free
14N atom, ^suzupz&

250.607a0
2 is the square of the matrix

element of the operatorz calculated for a transition betwee
the 2s and 2p states of the nitrogen atom,9

EN520.402(e2/a0) is the energy of excitation of a 2s elec-
tron to the 2p energy level,EM the ionization energy for a
matrix atom with the negative sign,aM the polarizability of
a matrix atom,R the distance to the nearest matrix particle
m the number of such particles, anda0 the Bohr radius.

It follows from formula ~1! that the matrix shift of the
HFS constant for a trapped nitrogen atom is always posit
i.e., the effect of the matrix leads to an increase in the H
constant. This effect is the stronger, the higher the pola
ability of the matrix atoms~molecules! and the smaller the
distance to the nearest neighbors. Thus, substituting the
perimental value ofDA51.40 MHz into this formula, we
can determine the distance to the nearest molecules of
matrix, and hence determine the region of localization of
trapped atom. For the nitrogen matrix, we ha
aN2

511.74a0
3 and EN2

520.57(e2/a0). This gives
R57.48a0 . An undistorted crystal lattice of solid nitrogen a
helium temperatures is a face-centered cubic~fcc! lattice
with a lattice constant of 10.7a0

10 and the distance to the
centers of mass of the nearest neighborsR0sub57.54a0 ~sub-
stitutional position of the atom!. Accordingly,R0oct55.33a0

for an octahedral position of the atom. Thus, the obser
EPR spectra are due to nitrogen atoms trapped in the su
tutional positions in the crystal lattice of molecular N2. The
data contained in Table I lead to the conclusion that in
periments of other authors the atoms are also in subs
tional positions since the matrix shift of the HFS constant
an atom in an octahedral interstitial position would be a
proximately eight times larger, i.e.,;11 MHz. This means
that the strong broadening of the EPR lines of N atoms in2

in these experiments cannot be explained by the localiza
of atoms at other positions in the crystal lattice. In all pro
ability, the broadening of EPR lines for N atoms is primar
due to hyperfine interaction of spins of unpaired electrons
the atoms in the4S3/2 state with the nuclear magnetic mo
ments of matrix molecules. Let us assess this broadenin

Natural nitrogen mainly contains the isotop
14N(99.63%) with a nuclear spin equal to unity. The conce
tration of the isotope15N ~0.37%, with a nuclear spin of 1/2!
introduces a negligibly small contribution to line broadenin

45Yu. A. Dmitriev and R. A. Zhitnikov



Molecular nitrogen consisting of centrally symmetric mol-
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ecules has two modifications: the orthomodification~with the
total nuclear spin of a moleculeI 50,2 and with an even
angular momentumJ50,2,4,...! and the paramodification
(I 51, J51,3,5,...). Therotational energy of a molecule i
EJ5BeJ(J11), whereBe is a constant equal to 2.875 K fo
a 14N2 molecule. Consequently, molecules in gaseous ni
gen at room temperature are distributed over the valuesI
in accordance with a statistical weight:I 50 for 1/9 of all
molecules,I 51 for 1/3 of molecules andI 52 for 5/9 of
molecules. In the formed nitrogen crystal, this distribution
preserved. The symmetry group of the crystal lattice at
lium temperatures isPa3. The unit cell contains four mol
ecules whose centers of gravity lie at the sites of the
lattice, and the axes are directed along the spatial diago
of the cube~the so-called orientationally ordered phase!10

with librational vibrations of molecules.
Let us estimate the anisotropic, i.e., dipole–dipole co

ponent of EPR line broadening for nitrogen atoms due
hyperfine interaction with atomic nuclei surrounding N2 mol-
ecules. These lines are close in shape to Gaussian cu
which is confirmed by the assumption concerning th
broadening due to the interaction with nuclear magnetic m
ments of the matrix.11 Thus, the theoretical value of the line
width can be obtained by calculatin
(DH theor)dip5A4(M2)dip, where (M2)dip is the second mo-
ment of the line for the dipole–dipole interaction. The se
ond moment for a powdered sample with cubic symmetry
the case of broadening due to interaction with the nuc
magnetic moments located at the sites of a regular lattic
given by12

~M2!dip5
4

15
gnbnI ~ I 11!(

j
S 1

r j
D 6

. ~2!

Here bn is the nuclear magneton,gn the g-factor of the
nucleus,I its spin, andr j the separation between the trapp
atom and thej th atomic nucleus of the lattice molecule. Th
summation is carried out over all nuclei. We apply this fo
mula in the case when lattice sites contain two-nucleus s
metric molecules 1/3 of which has the total nuclear s
equal to unity, and 5/9 of these molecules have a spin e
to two. The right-hand side of formula~2! splits into two
terms:

M25
4

15
•

1

3
gnbn•1~111!(

j
S 1

r j
D 6

1
4

15
•

5

9
gnbn

32~211!(
j

S 1

r j
D 6

.

In both terms, summation is carried out over all molecul
Let us now consider the quantityr j . The separation betwee
the nuclei in a nitrogen molecule isd52.1a0 . The nuclei of
a molecule are indistinguishable, which means that e
nucleus occupies one of the two positions with a probabi
of 1/2. After averaging over nuclear coordinate wave fun
tions of the Hamiltonian of the dipole–dipole interaction b
tween the electron spin and nuclear spins@in the derivation
of formula ~2!#, we obtain the following expression for th
quantity (1/r j )

6:
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S r j
D S r 0 j

D F S 11x222x cosg D
1S 1

11x212x cosg D 3G ,
wherer 0 j is the separation between the trapped atom and
center of gravity of the matrix molecule,x5(d/2)/r 0 j , andg
is the angle formed by the line connecting the equilibriu
position of the trapped atom and the center of gravity o
neighboring molecule with the axis of the molecule. T
quantity in the brackets assumes the maximum value w
these directions coincide. The ratio of this value to the va
equal to two~which corresponds tox50, i.e., to the disre-
gard of the size of a molecule! is equal to 1.41 for molecules
from the first coordination sphere, 1.19 for the seco
sphere, 1.13 for the third, and so on. Let is calculate
second moment and the linewidth taking into account
directions of molecular axes. Summation is carried o
within the first four coordination spheres, while, for mo
ecules lying at larger distances, summation is replaced
integration~the concentration of molecules in solid nitroge
is 2.7731022cm23). As a result, we obtain the following
expression for the linewidth due to dipole–dipole interactio

~DH theor!dip50.25G. ~3!

Let us now estimate the contribution of the isotrop
hyperfine interaction to the linewidth. For this purpose,
use the formula obtained initially for calculating the conta
interaction ofF-centers with the nuclei of adjacent atoms
the KCl crystal lattice13 and later applied successfully for
number of new systems, e.g., for calculating the width of
EPR line for H in H2

14,15:

~M2! is5
64

27
p2(

j
m j

2 I j11

I j
uC~ j !u2•34.13, ~4!

where (M2) is is the second moment of the isotropic intera
tion curve in gauss,m j the magnetic moment of thej th
nucleus of a neighboring nitrogen molecule~in nuclear mag-
netons!, I j the spin of thej th nucleus,uC( j )u2 the density of
an unpaired electron at thej th nucleus in atomic units, andC
the electron wave function.

In order to calculateuC( j )u2, we must orthogonalize the
electron wave function of the nitrogen atom to the electr
wave function of the matrix molecule. This leads to t
emergence of electron wave functions of the molecule w
the same spin component as for unpaired electrons of
atom in the wave function of the trapped impurity atom
Since the density of 2p-electrons of the N2 molecule at its
nuclei is zero, while, in calculating (M2) is we must take into
account only the impurity of intrinsic 2s-electrons of the
molecule in the wave function of the atom. The wave fun
tions of 2s-electrons in the molecule and in the atom a
close in this case. This impurity of a 2s-electron of the mol-
ecule is proportional to the overlap integr
^C2s(N2)uC2p(N)&. It is well known15 that electron orbitals
can be orthogonalized by the method of successive appr
mations:

uCn11~ i !&5Kn~ i !F uCn~ i !&2(
j Þ i

ci j Sn
i j uCn~ j !&G , ~5!
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whereKn( i ) is the normalization constant,ci j are indetermi-
nate coefficients, andSi j 5^C ( i )uC ( j )&. The coefficients
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ci j must satisfy the conditionci j 1cji 51. Such a method o
orthogonalization is a Gram–Schmidt transformation in
case when one of the coefficientsci j or cji is assumed to be
zero. For ci j 5cji 51/2, we are dealing with the Lo¨wdin
transformation. In calculations of a contact hyperfine int
action, a certain orthogonalization method~Schmidt or Löw-
din transformation! is often used without mentioning the re
son behind the specific choice. However, the values
energy of contact interaction calculated on the basis of th
two methods can differ significantly. This circumstance w
emphasized in Ref. 15, in which the linewidths for hydrog
atoms trapped in para-H2 were calculated. Li and Voth15

stressed that in actual practice the coefficientsci j defined by
the condition of minimum of the electron energy for th
system under investigation cannot be chosen arbitrarily.
calculations made by these authors proved15 that these coef-
ficients for H in H2 are close to 1/2, and the theoretic
widths are close to experimental values. On the contr
Schmidt transformation led to linewidths differing conside
ably from experimental results. In our estimates of the i
tropic component of the linewidth (DH) is5A4(M2) is by for-
mula ~4!, we used the Lo¨wdin transformation procedure an
the Ruthan–Hartree–Fock electron wave functions of the
trogen atom,16 which led to the following value:

~DH theor! is50.56 G. ~6!

Since line broadening can be governed by two differ
mechanisms~dipole–dipole and contact hyperfine intera
tions!, the shape of the line is a convolution of two Gauss
functions, and the linewidth can be defined asDH theor

5A(DH theor)dip
2 1(DH theor) is

2. Substituting the quantities~3!
and ~6! into this formula, we obtain

DH theor50.61 G, ~7!

which is comparable to the width of narrow lines recorded
our experiments@DHexp50.49(3) G# and by Lindsey7 ~0.4–
0.6 G! and is much smaller than the results obtained by ot
authors~2–2.5 G!.

Thus, the data on the linewidths for N in N2 can be
divided into two ranges: 2–2.5 G and 0.4–0.6 G. It is re
sonable to assume that this is due to the existence of
different equilibrium surroundings for a nitrogen impuri
atom trapped in the substitutional position in the crystal
tice of solid N2. According to the above theoretical es
mates, one of such equilibrium surroundings is appare
the structure of undistorted crystal lattice of solid nitroge
Another possible version of the matrix surroundings of
impurity atom is also a substitutional position, but neighb
ing nitrogen molecules are, for example, turned so that t
axes are directed towards the center of a matrix cell with
trapped atom that can be regarded as a vacancy in view o
small size. In this case, the increase in the energy of in
molecular interaction between particles of the first and n
coordination spheres is compensated by a slight~by
0.3– 0.35a0! displacement of the centers of gravity of near
neighbors towards the impurity atom. In this case, calcu
tions give for the EPR linewidth of N in N2
DH theor52.0– 2.5 G. As regards the matrix shift of the HF
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from 1.38–1.40 MHz~see Table I! for a undistorted lattice to
approximately 1.8 MHz. It can also be seen from the ta
that the most accurate result forDA of broad lines indeed
leads to a value larger than that measured by us or in Re
The reasons behind and conditions for the realization o
certain equilibrium surroundings cannot be indicated at t
stage. The second type of surroundings is apparently
served when stresses facilitating the rearrangement of
local surroundings of an impurity atom are created in
matrix.

2. HYDROGEN AND DEUTERIUM ATOMS IN N2 MATRIX

Hydrogen and deuterium atoms form another object
which, in analogy with N atoms in N2, we can expect both
narrow and broad EPR lines in the matrix of solid molecu
nitrogen. In Ref. 17, the EPR spectrum of H atoms in2
was obtained for the first time. The parameters of t
spectrum at the substrate temperature 1.6 K were as
lows: A51415.1(3) MHz, DA/Af520.38(2)%, g
52.00207(12). It was found that the linewidth for a samp
obtained by deposition on the surface at a tempera
Td51.6 K is 4 G. In the case when the substrate tempera
was 4.2 K, the linewidth was 1.2 G. In both cases, the wi
of the recorded lines did not change upon a further decre
or increase in the sample temperature. A considerable br
ening observed atTd51.6 K can be explained by the growt
of the sample with a large number of defects at this tempe
ture. However, a comparison of our present results for N
N2 @DHexp50.49(3) G# with our earlier results17 shows that
even the lines withDH51.2 G are much broader than shou
be expected for hydrogen atoms in the substitutional posi
in the undistorted crystal lattice of solid molecular nitroge
Indeed, the theoretical estimates of (DH theor)dip and
(DH theor) is obtained according to the above procedure fo
nitrogen atom lead to the following value for an H atom:

DH theor50.57 G. ~8!

In the present research, we obtained the EPR spectra
hydrogen and deuterium atoms trapped in the matrix of s
N2 from a gas discharge in the N2:D2:H2 mixture. The con-
ditions of sample growth were close to those under which
recorded the EPR spectrum for nitrogen atoms~see Sec. 1!.
The parameters of the spectra for H and D atoms at
substrate temperature 1.5 K were as follows. For hydro
atoms: AH51415.24~26! MHz, gH52.00209(12),
(DH)H50.83~5! G (DA/Af)H520.364(19)%. For deute
rium atoms: AD5217.299~53! MHz gD52.00207(12),
(DH)D50.81~5!G, (DA/Af)D520.439(25)%. Thus, the
linewidth was found to be close to the theoretical value a
smaller than in Ref. 17. A probable explanation of the fa
that much broader lines~4 G! were obtained in Ref. 17 at 1.
K lies in a higher concentration of molecular hydrogen in t
N2 matrix and a higher rate of deposition of the sample.

An analysis of the results@relations~7! and~8!# leads to
the conclusion that the calculated value of the linewidth
nitrogen is slightly higher than the experimental result, wh
for hydrogen the theoretical value is smaller than experim
tal. It should be noted that, in contrast to atomic nitrogen
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form intense vibrations about their equilibrium positions.
the inequalities

\v@kT; \v@h f , ~9!

hold in this case, i.e., the resonant frequencyf of the EPR
transition is much smaller that the frequencyv of zero-point
vibrations of a trapped atom, and the temperatureT of the
sample is small enough to assume that only the zero-p
vibrational level is populated, the Hamiltonian of interacti
of the electron spin of the atom with the nuclear magne
moments of a matrix molecule should be averaged over
positions of the atom in a matrix cell described by its co
dinate wave function. Since the energies of the dipole-
contact hyperfine interactions increase with decreasing
tance between H and a neighboring molecule of the ma
the EPR linewidth for vibrating hydrogen atoms must
larger than the value for a stationary atom. Indeed, it w
established in Ref. 18 that, as a result of zero-point vib
tions, the EPR linewidth for hydrogen atoms trapped in
substitutional position in the xenon matrix increases by 80
In this case, for the sample temperatureT54.2 K and EPR
spectrometer of the 3-cm range, we havekT50.36 meV,
h f50.038 meV, and\v510 meV, i.e., inequalities~9!
hold. Obviously, the frequencyv of zero-point vibrations for
a more compact denser matrix cell of solid N2 is still higher
than for xenon, and hence relations~9! hold.

It was noted above that our method of calculation of
linewidth for a stationary atom gives a slightly exaggera
value ofDH theor ~this follows from a comparison of the the
oretical, 0.61 G, and experimental, 0.49 G, linewidths
atomic nitrogen!. This means that the linewidth for a statio
ary hydrogen atom estimated in the same way would be
proximately equal to 0.46 G. The effect of zero-point vibr
tions on the linewidth calculated by formulas~2! and~4! can
be found by the averaging of the square of the overlap in
gral ^C2s(N2)uC1s(H)&2 of a trapped atom, determining th
energy of contact interaction with the nuclei of neighbori
nitrogen molecules, and of the function 1/r 3, determining the
coordinate dependence of the energy of dipole–dipole hy
fine interaction, over the coordinate wave function. Wh
obtaining numerical estimates, we used for a hydrogen a
the model of harmonic oscillator in a spherically symmet
potential well. In this case, its coordinate wave function c
be written in the form

F~r !5S l

p D 3/4

expS 2
lr 2

2 D , ~10!

wherel5 ln 2/(r 0.5)
2 and r 0.5 is the amplitude of zero-poin

vibrations of the atoms, determined by the distance betw
the equilibrium position and a position in which the probab
ity of finding the atom is equal to half the probability of i
being in the equilibrium position. Assuming tha
DH theor5DHexp, we obtain the following estimate for th
amplitude of zero-point vibrations of a hydrogen ato
r 0.5'0.8a0 . This is a reasonable value matching with th
given by Baldini19 for hydrogen atoms in a substitution
position in the crystal lattice of solid argon:r 0.5'1.0a0 .

It should be noted that the amplitude of zero-point vib
tions of hydrogen atoms is smaller than for deuterium ato
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the linewidth for H must be slightly larger than for D atom
According to calculations in which we assume th
DH theor5DHexp50.83 G for hydrogen atoms and take in
account the fact thatr 0.5 is proportional tom21/4, we can
expect thatDH theor50.76 G for deuterium. In other words
the difference between this value and that for hydrogen
slightly smaller than 10%, and the isotopic effect in lin
widths is therefore within the experimental error.

For a xenon matrix, it was found experimentally that t
difference in the linewidths for hydrogen and deuterium
oms in a substitutional position in the cryocrystal is of t
order of 10%.18

In the analysis of linewidth, we assume that H and
atoms are localized in the substitutional position in the cr
tal lattice. Let us prove that this is indeed true. As in the c
of nitrogen atoms considered in Sec. 1, we shall proc
from the measured value of the matrix shift of the HFS co
stant. The theoretical values of the quantities (DA/Af)H were
calculated for some matrices by Adrian.20 Among these ma-
trices, solid argon is the closest to N2 as regards its param
eters~lattice constant and polarizability of matrix particles!.
Adrian20 obtained the following values for the relative matr
shift of the HFS constant of hydrogen atoms in argo
20.72% for a substitutional position of the atom and 0.80
for an octahedral interstitial position. A still larger positiv
shift must be observed for a tetrahedral position. The exp
mental value was found to be20.469(8)%.21 The extraor-
dinarily small value of the linewidth@0.055~15! G# indicates
strong regularity of the crystal surroundings. A comparis
of experimental and theoretical values of the relative ma
shift of the HFS constant leads to the conclusion that hyd
gen atoms are stabilized in the substitutional positions in
solid Ar crystal lattice. In view of the closeness of the p
rameters for solid Ar and N2, hydrogen atoms must have
positive shift of the HFS constant in octahedral position
N2 and a negative shift in substitutional positions. If the EP
spectra recorded by us are due to H atoms in substitutio
positions in the N2 matrix, the ratio of the matrix shifts in the
two matrices~N2 and Ar! under investigation calculated i
accordance with the theory20, i.e., wexp5(20.364/20.469)
50.78, must correlate with the quantityw5(aN2/aAr)
3(R0

Ar/R0
N2)6, in which the first parentheses contain the ra

of polarizabilities of matrix particles and the second the ra
of the distances to nearest neighbors for the substitutio
positions in these matrices, raised to the sixth power. T
means that the Van der Waals interaction of an H atom w
matrix particles makes a decisive contribution to the ma
shift of hydrogen atoms in substitutional positions. Substit
ing the values aAr511.08a0

3, aN2511.74a0
3,

R0
Ar57.10a0 , R0

N257.54a0 into the above expression forw,
we obtainwtheor50.74, which is very close to the experime
tal valuewexp. We took the value 7.54a0 as the typical dis-
tance to nearest neighbors in the nitrogen matrix, neglec
a small eccentricity of the electron shell of a nitrog
molecule.10 Thus, the EPR spectra recorded by us are du
hydrogen and deuterium atoms trapped in the substitutio
position by the crystal lattice of solid molecular nitrogen.
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3. SPIN–LATTICE RELAXATION

We measured the spin–lattice relaxation timeT1 for N,
H, and D atoms in the matrix of solid molecular nitrogen
the method of saturation. Figure 1 shows the change in
time T1 with the sample temperature. The experimental
pendence~dots! is successfully approximated by the pow
function T150.0001T21.12s ~solid curve!. The closeness o
the exponent to21 suggests the one-phonon mechanism
spin–lattice relaxation. A similar power dependence close
T1}T21 was obtained for H and D atoms in solid nitroge
The relaxation times for these atoms coincide (T1

H5T1
D) and

are approximately an order of magnitude larger than
spin-lattice relaxation time for nitrogen atoms:T1

H'10T1
N .

Such a strong difference between the values ofT1 for hydro-
gen and nitrogen atoms can be explained by the depend
of this quantity on the spin of a paramagnetic particle.22 The
value of T1 is inversely proportional to the square of th
energy of magnetic interaction of a paramagnetic part
with the surroundings, i.e., to the square of the particle s
Consequently, the following relation must be satisfied for
ratio of spin–lattice relaxation times for hydrogen and nit
gen atoms in the same sample:T1

H/T1
N5@(3/2)/(1/2)#259,

which is in accord with the results of experiments.

CONCLUSION

Thus, we obtained nitrogen, hydrogen, and deuteri
atoms trapped in solid molecular nitrogen by deposition fr
the gaseous phase and studied them by the EPR metho
was found that all these atoms are localized in substitutio
positions in the matrix crystal lattice. The linewidths in th
recorded EPR spectra were found to be approximately
fourth of the values obtained in most of known experimen
It turned out that there exists a version of theoretical cal
lations giving a linewidth matching with the experiment

FIG. 1. Temperature dependence of the spin–lattice relaxation time
nitrogen atoms in the N2 matrix.
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surroundings are possible for a nitrogen atom trapped i
substitutional position, one of which corresponding to an u
distorted N2 crystal lattice, and the other to a position
which the axes of nearest neighboring molecules are dire
towards the trapped atom, and the centers of gravity of m
ecules are displaced by 0.3– 0.35a0 to the center of the ma
trix cell.

For hydrogen and deuterium atoms, we considered
EPR line broadening under the action of zero-point vib
tions of atoms in the N2 matrix and obtained experimenta
results on the magnitude and temperature dependence o
spin–lattice relaxation time for N, H, and D atoms in th
matrix.
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The equations describing the propagation of acoustic waves in relativistic superfluid two-
condensate systems are derived and solved. It is shown that the presence of an additional acoustic
mode and two types of waves of fourth sound is a peculiarity of the system under
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In this paper, we consider the propagation of acoustic D r
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excitations in a relativistic quantum system in a local eq
librium state below the critical point in the case when o
normal and two superfluid component~two types of conden-
sates! coexist with their own densitiesrn(x),r l(x), and
r r(x) of a certain generalized charge and with their o
velocity field un(x),v l

n(x), and v r
n(x). Each condensate i

characterized by its own gas of excitations with the den
rnl(x) andrnr(x) and its own conserved currentj l

n and j r
n .

The velocities of both gases of excitations are assumed t
identical since they are leveled out by viscosity. Nonrelat
istic systems of such type were analyzed in Refs. 1–6.
phenomenological relativistic theory of superfluidity for sy
tems with two types of condensates was considered in Re
while the propagation of acoustic excitations in a nonrela
istic two-condensate system was discussed in Refs. 2, 4
6.

We write equations of hydrodynamics describing t
system under investigation.7 This system includes

~a! the continuity equations

]n j l
n50, ]n j r

n50, ~1!

where

j l
n5rnlu

n1r lv l
n , j r

n5rnru
n1r rv r

n ,

rnl1rnr5rn.

It follows from Eqs.~1! that the densitiesrn ,r l , andr r are
defined as Lorentz-invariant, and velocity vectors in com
nents have the form (c51)

wn5~1/A12w2, w/A12w2!, wnwn51,

wherewn stands forun,v l
n , andv r

n ;
~b! continuity equation for entropy

]nSn50, ~2!

whereSn5Snun;
~c! equations for superfluid motions

~m l /g l !v l
n]nv l

l5D l
ln]n~m l /g l !,

~m r /g r !v r
n]nv r

l5D r
ln]n~m r /g r !, ~3!

where
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D l
ln5gln2v l

lv l
n , v lvD l

ln50;

glm is the metric tensor,m l and m r are chemical potentials
defined by the following thermodynamic identity:

dP5SndT1r rd~m rg r
21!1rnrdm r1rnldm l

1r ld~m lg l
21!, ~4!

whereP is the pressure,T the temperature, and the Loren
factorsg l andg r are defined as follows:

g l5v l
nun51/A12~vl2u!E

2,

g r5v r
nun51/A12~vr2u!E

2,

where the subscriptE denotes the Einstein difference in ve
locities; and

~d! the equation of energy–momentum conservation

]nTln50, ~5!

where the energy–momentum tensor has the form

Tln5~TSn1m lrnl1m rrnr!u
lun1g l

21m lr lv l
lv l

n

1g r
21m rr rv r

lv r
n2Pgln.

Here we choose the energy–momentum tensor in add
form. In this case, we disregard the mixed term contain
the product of superfluid velocities of both condensates
the type

wrl ~v l
nv r

l1v r
nv l

l!,

describing the effect of reciprocal drag by superfluid motio
predicted by Andreev and Bashkin.2 A comparison of the
results obtained in Refs. 4 and 6, in which the propagation
sounds in nonrelativistic two-condensate superfluid syste
were considered without taking the drag effect into accou
with the results obtained by Andreev and Bashkin2 who in-
cluded this effect shows, however, that the inclusion
mixed terms does not change the number and nature
acoustic modes in the system under investigation and o
changes insignificantly the velocity of sounds. We can na
rally expect that the situation in the relativistic case will

50005-04$15.00 © 1998 American Institute of Physics



similar, but for simplicity we shall disregard the contribution
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of the mixed term to the velocity of sounds since calculatio
in this case are much more cumbersome.

Let us find the solutions of the system of equations~1!–
~5! describing acoustic processes. The sounds will be
scribed in an explicitly covariant form. We shall mark by th
subscripts ‘‘0’’ and ‘‘1’’ the equilibrium values of quantitie
~assuming that they are independent of coordinates and t!
and small deviations from equilibrium values, respective
In the equilibrium state, as well as in an analysis of a sim
problem in the nonrelativistic theory of superfluidity, we c
assume that the superfluid and normal components m
with the same velocity:u0

n5v l0
n ,u0

n5v r0
n .

It should be noted that, since

unun51; v lnv l
n51, v rnv r

n51, u0nu0
n51.

The quantitiesu1
n ,v r1

n , andv l1
n in the linear approxima-

tion are orthogonal tou0
n :

u0nu1
n5v r1

n u0n5v l1
n u0n50. ~6!

Using the orthogonality relations~6!, we obtain the follow-
ing relations accurate to within second-order term
g l>1,g r>1.

After linearization of Eqs.~1!–~5! and cancelling out the
derivatives ofu1

n ,v r1
n , andv l1

n , we obtain a system of thre
equations describing the propagation of sounds in the t
condensate relativistic system under investigation:

]u
2«11uP150;

]u
2s11buP11a lum l11a r1um r150;

d]u
2r11v]u

2s11~r l0 /m l0!um l11~r r0 /m r0!um r150.
~7!

Here

s[S/r, u[Dlm]l]m , ]u[u0
n]n ,

b[
d0~r l01r r0!

r0vn0
, vn0[~TSn1m lrnl1m rrnr!0 ,

a l[2~r l0s0 /m l0r0!
vn01m l0~r l01r r0!

vn0
,

d[12~rn0 /r0!,

a r[2~r r0s0 /m r0r0!
vn01m r0~r l01r r0!

vn0
,

n[2rn0 /s0 ,

and« is the invariant energy density defined by the equa
«5u0

nu0
mTnm

Analyzing the solution of system~7! in the form of plane
waves~all thermodynamic quantities vary according to t
law exp(iknxn), andkn is the four-dimensional wave vecto!
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the compatibility condition of Eqs.~7! we obtain the disper-
sion equation in the wave vectork, which defines the squar
of the velocity of sound:

k6$@s~]r/]P!1n~]s/]P!#@~]«/]m l !~]s/]m r !

2~]«/]m r !~]s/]m l !#1@s~]r/]m l !

1n~]s/]m l !#@~]«/]P!~]s/]m r !2~]«/]m r !

3~]s/]P!#1@s~]r/]m r !1n~]s/]m r !#@~]«/]P!

3~]s/]m l !2~]«/]m l !~]s/]P!#%

1k4$@s~]r/]P!1n~]s/]P!#@a r~]«/]m l !

2a l~]«/]m r !#1~r l0 /m l0!@~]«/]P!~]s/]m r !

2~]«/]m r !~]s/]P!#1@s~]r/]m l !

1~n~]s/]m l !#@a r~]«/]P!2b~]«/]m r !#

1~r r0 /m r0!@~]«/]P!~]s/]m r !2~]«/]m r !

3~]s/]P!#1@s~]r/]m r !1n~]s/]m r !#

3@a l~]«/]P!2b~]«/]m l !#%1k2$a r@s~]r/]m l !

1n~]s/]m l !#1a l@s~]r/]m r !1n~]s/]m r !#

1~r r0 /m r0!@a l~]«/]P!1~]s/]m l !1~]«/]m l !

3~]s/]P!2b~]«/]m l !#1~r l0 /m l0!@a r~]«/]P!

1~]s/]m r !1~]«/]m r !~]s/]P!2b~]«/]m r !#%

1a l~r r0 /m r0!1a r~r l0 /m l0!50. ~8!

In an analysis of a similar problem in the nonrelativis
theory of superfluidity, we assume that the quantities c
taining the thermal expansion coefficientb5r21(]r/]T)
are small as compared to those which do not containb in
view of the smallness of this coefficient. Moreover, sin
m→mnrel1c2 in the nonrelativistic limit, we will henceforth
assume for the sake of simplicity, following Ref. 8, that

r21~]r/]T!!1, T/m l!1, T/m r!1. ~9!

It was shown in Ref. 8 that the following relations hold u
der these conditions:

@12~]P/]«!~2s/]m l !#!1, @12~]P/]«!~]s/]m r !#!1.
~10!

In addition,~9! and ~10! lead to the inequality

@11Ts/~m l1m r !#
21F T

m lr l1m rr r
G~]P/]«!~]P/]T!!1.

~11!

Taking into account relations~9!–~11!, and after long
transformations we can reduce Eq.~8! to the form

6S. I. Vilchinsky and P. I. Fomin



k62k4
~]T/]s!s2~r l01r r0!~vn01v l01v r0!1~]P/]«!~m l0r l01m r0r r0!
H m l0r l01m r0r r0

1
r l0r r0@m lr l~]m l /]r r !1m rr r~]m r /]r l !#

s2~r2rn0!1r l0r r0@~]m l /]r l !1~]m r /]r r !#
J 1k2H ~]T/]s!s2~r l01r r0!~vn01v l01v r0!~]P/]«!

m l0r l01m r0r r0

1
~]T/]s!s2~r l01r r0!~vn01v l01v r0!@m lr l~]m l /]r r !1m rr r~]m r /]r l !#

~m l0r r0
211m r0r l0

21!$s2~r2rn0!1r l0r r0@~]m l /]r l !1~]m r /]r r !#%

1
r l0r r0@m lr l~]m l /]r r !1m rr r~]m r /]r l !#~]P/]«!

s2~r2rn0!1r l0r r0@~]m l /]r l !1~]m r /]r r !#
J

2
~]T/]s!s2~r l01r r0!~vn01v l01v r0!@m lr l~]m l /]r r !1m rr r~]m r /]r l !#

~]«/]P!~m l0r r0
211m r0r l0

21!s2~r2rn0!1r l0r r0@~]m l /]r l !1~]m r /]r r !#
50. ~12!

The first root of this equation, i.e., un~x!5u0
n~x!, u1

n~x!50.
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k1
25~]P/]«! ~13!

determines the velocity of first sound whose waves are
cillations of density and pressure in the absence of temp
ture oscillations. The obtained expression coincides with
expression for the velocity of first sound in relativistic on
velocity systems.8 The second root

k2
25

~]T/]s!s2~r l01r r0!~vn01v l01v r0!

m l0r l05m r0r r0
~14!

determines the square of the velocity of propagation of s
ond sound waves that are oscillations of temperature
entropy in the absence of pressure oscillations. In the c
when one of the densities of the condensates vanishes
obtained expression coincides with the relevant expres
for the squared velocity of second sound in a one-conden
relativistic system.8

The third root

k3
25

r l0r r0@m lr l~]m l /]r r !1m rr r~]m r /]r l !#

s2~r2rn0!1r l0r r0@]m l /]r l !1~]m r /]r r !]
~15!

defines the squared velocity of one more~third! acoustic
mode whose propagation is a specific property of tw
condensate systems. In the case when one of superfluid
sities vanishes, the velocity of sound in~15! also vanishes.
The waves of this sound are oscillations of densities
chemical potentials.

The acoustic waves considered above are of the s
type as in the nonrelativistic theory of superfluidity. In th
nonrelativistic limit (c→`,m→mnrel1c2), the expressions
obtained for velocities are transformed into the expressi
for velocities of acoustic modes obtained by Khalatniko6

during the solution of a similar nonrelativistic problem wit
out drag effect.

Let us now consider the propagation of fourth sou
waves in a two-condensate system. By definition,9 fourth
sound corresponds to oscillations emerging in the sys
when the normal component is retarded. In our analysis
fourth sound, we assume that the following relations hold
view of the retardation of the normal component:
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We shall linearize equations under the simplifying conditio

u0
n5v l0

n , u0
n5n r0

n , g l5g r51.

The linearized system of equations in this case has the f

]ur l1r l0]nv l1
n 1r r0]nv r1

n 50,

s0]ur11r0]us150,

m0v l0
n ]nv l1

l 5D l
hn]nm l1 , m r0v r0

n ]nv r1
l 5D r

ln]nm r1 ,

]u«11m l0r l0]nv l1
n 1m r0r r0]nv r1

n 50,

m l0r l0]uv l1
n 1m r0r r0]uv r1

n 2Dln]lP150. ~16!

Cancelling out the derivatives of velocities and assum
that the second equation from~16! implies that only two
thermodynamic variables are independent in the case u
investigation, we obtain a system of two equations. The so
ability condition of the system leads to a biquadratic disp
sion equation that can be used for deriving the followi
expressions for the velocities of fourth sound:

k4l
2 5

r l0~11r0s0j l !

m0r0@~]r/]P!2j l~]r l /]T!#
,

k4r
2 5

r r0~11r0s0j r !

m0r0@~]r/]P!2j r~]r r /]T!#
, ~17!

where

j l5
s0~]r l /]P!1r0~]s/]P!

s0~]r l /]T!1r0~]s/]T!
,

j r5
s0~]r r /]P!1r0~]s/]P!

s0~]r r /]T!1r0~]s/]T!
.

The existence of two types of fourth sound waves is
typical property of two-condensate systems. In the case w
one of the densities vanishes, the corresponding acou
mode vanishes also, and the obtained equation is transfor
into the expression for the velocity of fourth sound in a on
condensate system.10 Fourth sound waves are oscillations
temperature, entropy, and corresponding density in the c
when the normal component is retarded, which is in acc

7S. I. Vilchinsky and P. I. Fomin



with the type of oscillations in a similar wave in the nonrel-
4,5

s o

338 ~1974!#; Usp. Fiz. Nauk139, 303 ~1983! @Sov. Phys. Usp.26, 160
~1983!#.

A:
ativistic theory. In addition, in the nonrelativistic limit this
result is transformed into the expressions for the velocitie
fourth sound derived by Mineev.4
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH
Acoustic emission accompanying the superconducting transition in HTS ceramics
TlBaCuO

I. V. Ostrovskii and I. N. Salivonov

Taras Shevchenko University, 252033 Kiev, Ukraine
~Submitted March 3, 1997; revised July 22, 1997!
Fiz. Nizk. Temp.24, 67–70~January 1998!

A peak of acoustic emission~AE! is observed experimentally at the superconducting transition
temperature in samples of the superconducting ceramics Tl2Ba2CuO61x . AE signals have
been recorded by a piezoelectric transducer with the resonant frequency 1 MHz in the temperature
range 80–300 K. Relaxation anomalies are attributed to a change in the charge state of
linear defects and variations of the parameters of the cuprate layer in the samples. ©1998
American Institute of Physics.@S1063-777X~98!01001-9#
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the objects of interest for experimenters. The results of
vestigation of electric, magnetic, elastic, and other proper
of HTS materials are discussed in the literature.1–4 However,
a comprehensive theory describing the nature and pecu
ties of the superconducting transition in HTS materials
not yet been developed.

Acoustic emission studies of loading of Y- and Bi-bas
superconducting ceramics are described in Refs. 5 and 6.
authors of these publications obtained interesting results
dicating the efficiency of acoustic emission~AE! in studying
physical and mechanical properties of HTS materials. It w
shown that AE methods can be used for detecting struct
transformations in Bi-based ceramics.6

In spite of a large number of experimental studies
HTS materials, thermally activated acoustic emission
been investigated insufficiently. The same also applies
emission accompanying a cyclic variation of temperature
the range including the phase transition. Such experim
not only provide new information on HTS materials, but a
also interesting from the point of view of fundamental phy
cal studies.

It should be noted that the results obtained in ear
attempts to measure AE during superconducting PT in H
materials did not permit an unambiguous interpretation
physical processes associated with the PT in ceram7

moreover, the experimental technique often did not meet
requirements on reliability of experimental results~e.g., ad-
hesiveless contact between a porous sample and an AE t
ducer and a high rate of temperature variation!.8

In this paper, we report on the results of experimen
studies of the intensity of thermally stimulated acous
emission as a function of temperature in the vicinity of t
superconducting transition in Tl2Ba2CuO61x ceramics. The
existence of acoustic emission in Y-based HTS mater
during the superconducting transition was establis
earlier.9
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During preparation of experiments, special attention w
paid to the selection of glue for fixing a piezoelectric tran
ducer to an HTS ceramic sample. We first investigated v
ous types of glue~epoxy adhesives and glues based on
ganic solvents! with various solidification times. Tes
experiments allowed us to select a glue that does not m
any contribution to AE signals in the temperature range
der investigation.

The AE intensity was measured in the temperature ra
80–300 K. Acoustic emission signals were detected b
piezoelectric transducer with a resonant frequency of 1 M
The experimental setup operated in the frequency range 0
2.0 MHz. The temperature variation rate was the same
the upward and downward motion along the temperat
scale and was equal to 0.1 or 0.5 K/min for different series
experiments. The acoustic contact between the sample
the piezoelectric transducer was ensured by a specially
lected glue. The transducer made of a piezoelectric cera
of the lead zirconate-titanate~PZT! type detected acousti
signals of AE and transformed then into electric sign
which were subsequently amplified by a special preampli
and detected by an acoustic emission device AF-15.
temperature was controlled by a semiconducting pickup
measured by a special instrument. The measuring cham
supplied with a temperature-stabilization system was pla
in nitrogen vapor. Temperature variation was carried out
varying the gaseous nitrogen flux.

DISCUSSION OF EXPERIMENTAL RESULTS

The results of acoustic emission experiments are p
sented in Fig. 1, where the AE intensityN is given in relative
units. The absolute value of the intensity varied from 70
700 pulse/s. The curves were plotted on the basis of exp
mental results averaged over five thermal cycles. It can
seen that the maximum AE intensities recorded during h
ing ~curve1! and cooling~curve2! differ by approximately
an order of magnitude.

500050-03$15.00 © 1998 American Institute of Physics
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In order to verify the coincidence of the temperatureTa

corresponding to AE peaks with the superconducting tra
tion temperatureTc , the electrical resistance of the samp
was measured by the four-probe method. It was found
the temperature region in which the sample resistance va
sharply coincides with the region of increase in the AE
tensity. The temperature corresponding to the peak on
intensity curveN(T) virtually coincides with the maximum
ratedR/dT of variation of the sample resistance~Fig. 2!.

The obtained results can be explained from the poin
view of the charge state of defects in HTS ceramics. T
HTS samples used in our experiments had grained struc
and hence contained groups of various dislocations, con
trated mainly at the surface of micrograins. A change in
sample temperature gave rise to elastic stresses cau
changes in the state of dislocations. Group dislocation eff
in crystals and ceramics are usually accompanied by
emission of acoustic pulses.10

The mechanism of the emergence of AE during PT c
be described as follows. Dislocations in HTS ceramics
well as in any other material are electrically charged,
their electric field is screened at a temperatureT,Tc . In the
initial state (T.Tc), various types of elastic fields includin
long-range fields of dislocations, dislocation groups, and
crograin boundaries exist in the sample. As a result, a cer
initial field of stresses in formed in the sample. At tempe
tures aboveTc , mechanical stresses have two compone
purely elastic stress and that associated with ponderomo
forces induced by the electric fields of dislocations and
larization charges. Temperature variations change the
and magnitude of internal elastic and electric fields. T
screening of electric fields of dislocations and their groups
a result of cooling belowTc decreases internal forces of in
teraction, giving rise to pulses of mechanical stress. As t

FIG. 1. Temperature dependence of AE intensityN upon heating~curve1!
and cooling~curve2! at a rate of 0.1 K/min.
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perature increases aboveTc , the electrostatic interaction
again comes into play, and internal elastic stresses a
change jumpwise. Thus, atT5Tc , mechanical stresses in th
bulk of the sample must change, which was detected by
from the change in the AE intensity.

Undoubtedly, AE contains a contribution associated w
temperature changes in mechanical stresses in micrograi
the sample due to purely geometrical changes in its size,
thermal deformations. This contribution, however, is n
large. For example, the maximum value of the AE intens
in our experiments was;700 pulse/s, while the AE inten
sity of barium titanate ceramics,11 which was attributed to
purely mechanical effects, did not exceed 140 pulse/s. In
experiments, such a background signal amounted to 20
pulse/s.

In general, different heights of AE intensity peaks r
corded during heating and cooling can be attributed to re
ation processes, leading to temperature annealing of inte
stresses upon heating to room temperature. The AE sign
the PT region recorded during cooling cannot have a h
intensity since it is due to a change in internal stresses f
low ~relaxed! values to still smaller stresses in the superco
ducting state. The maximum intensity of the signal record
by us was 70 pulse/s. In the case of heating, the sample
Tc goes over to a state with relatively higher internal~unre-
laxed! stresses, which can be detected from a change in
AE intensity. We recorded its maximum valu
;700 pulse/s.

Strictly speaking, relaxation processes must affect
form of the N(T) dependence if the rate of temperatu
variation is higher than or comparable with the rate of rela
ation processes in the ceramic material.

FIG. 2. Temperature dependences of relative resistanceR/R(293 K) of the
sample and the rate of its variationdR/dT.

51I. V. Ostrovskii and I. N. Salivanov
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In order to determine the effect of temperature variat
rate on acoustic emission, we measured the AE intensit
temperature variation rates of 0.5, 0.4, 0.3, and 0.2 K/m
The results are presented in Fig. 3. It can be seen that
certain temperature range the emission intensity is elev
for all curves except curve4, indicating a transient proces
In our opinion, this confirms the above assumptions conce
ing the reason behind the difference in the heights of
intensity peaks recorded during heating and cooling.

Recent x-ray studies12 proved that oxygen atoms in cu
prate planes are displaced as well as barium atoms relativ
these planes during the superconducting transition in H
ceramics. Such structural changes can make a signifi
contribution to acoustic emission. Moreover, it was foun12

that the amplitudes of thermal vibrations of atoms c
change significantly~by 20%! in the vicinity of the super-
conducting transition temperature. These processes are
instantaneous, but occur with a certain time constant.

FIG. 3. Temperature dependence of the AE intensity for different rate
sample heating, K/min: 0.2~curve1!, 0.3 ~curve2!, 0.4 ~curve3!, and 0.5
~curve4!.
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sample heating rate of 0.2 and 0.1 K/min~Figs. 1 and 3!
indicates that the rate of relaxation processes is higher
the temperature variation rate. Since the temperature va
tion rate was virtually constant in the course of experimen
we could calculate the time of attenuation of relaxation p
cesses, which amounted to (2562) min.

CONCLUSION

We can draw the conclusion that the superconducting
in the samples of HTS ceramics Tl2Ba2CuO61x is accompa-
nied by acoustic emission. Sources of emission can be a
ciated with a change in the stressed state in internal mi
scopic regions or in individual grains of the ceramic sam
as well as with a change in the parameters of the structur
the region of cuprate layer. In all probability, changes
internal microscopic stresses are also connected wit
change in the electric state of structural defects and t
congestions.

1T. Wada, T. Sakurai, and N. Suzukiet al., Phys. Rev.B41, 11209~1990!.
2S. V. Lubenets, V. D. Natsik, and L. S. Fomenko, Fiz. Nizk. Temp.21,
475 ~1995! @Low Temp. Phys.21, 367 ~1995!#.

3G. Xiao, P. Xiong, and M. Z. Cieplac, Phys. Rev. BB46, 8687~1992!.
4K. Tamasaku, Y. Nakamura, and S. Uchida, Phys. Rev. Lett.69, 1455
~1992!.

5V. S. Boiko, V. M. Gorbatenko, L. F. Krivenkoet al., Fiz. Nizk. Temp.
15, 217 ~1989! @Sov. J. Low Temp. Phys.15, 123 ~1989!#.

6V. M. Gorbatenko, E. V. Karaseva, L. F. Krivenkoet al., Fiz. Nizk.
Temp.19, 217 ~1993! @Low Temp. Phys.19, 154 ~1993!#.

7O. Yu. Serdobol’skaya and G. P. Morozova, Fiz. Tverd. Tela~Leningrad!
31, 280 ~1989! @Sov. Phys. Solid State31, 1439~1989!#.

8E. A. Dul’kin, Sverkhprovodimost’: Fiz., Khim., Tekh.6, 314 ~1993!.
9I. V. Ostrovskii and I. N. Salivanov, inAbstracts of Papers to 14th Inter
national Conference on Utilization of Ultrasonic Methods in Condens
Matter, Zilina, Slovac Republic, August 30–September 2~1995!.

10A. E. Lord, in Physical Acoustics~ed. by W. P. Mason and R. N. Thur
ston!, vol. 15, Academic Press, New York~1981!.

11E. A. Dul’kin, I. G. Gavrilyachenko, and A. F. Semenchev, Fiz. Tver
Tela ~Leningrad! 35, 2039~1993! @Phys. Solid State35, 1016~1993!#.

12V. Simonov and V. Molchanov, inAbstracts of Papers to IXth Trilateral
German–Russian–Ukrainian Seminar on High Temperature Superco
ductivity, Gaberlach, Germany, September 22–25~1996!.

Translated by R. S. Wadhwa

of
52I. V. Ostrovskii and I. N. Salivanov



SHORT NOTES

in
Resistive studies of creep controlled by plastic deformation of a vortex lattice
M. A. Obolenskii, A. V. Bondarenko, V. A. Shklovskii, R. V. Vovk, and A. A. Prodan

Kharkov State University, 310077, Kharkov, Ukraine*
~Submitted July 21, 1997!
Fiz. Nizk. Temp.24, 71–74~January 1998!

Current–voltage characteristics~IVC! are measured for YBaCuO single crystals in a magnetic
field applied at 45° to twinning planes. The current- and field dependences of the pinning
potential are derived from the IVC curves. The obtained dependences indicate that the flux creep
in the range of relatively strong magnetic fields is controlled by the plastic deformation of
the vortex lattice. ©1998 American Institute of Physics.@S1063-777X~98!01101-3#

Magnetic studies of YBaCuO single crystals in the tem- In this communication, the dynamics of magnetic flux
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perature range 80 K,T,85 K proved that the magnetic flu
dynamics in weak and strong magnetic fields dif
significantly.1 At T585 K in weak fieldsH<3 kOe, the ef-
fective pinning potential increases with the magnetic field
proportion toB6/5 ~B is the magnetic induction!, which is in
qualitative agreement with the theory of collective pinnin2

However, in strong fieldsH>5 kOe, the pinning potentia
decreases with increasing magnetic field. Such a beha
was interpreted by Blatteret al.2 as the creep controlled b
plastic deformation of the vortex lattice~VL !.

The current dependence of pinning potential in the c
of creep controlled by diffusion of dislocations is given b3

Upl~J!5Upl
0 ~B!@12~J/Jpl!m#, ~1!

wherem51/2 andJpl is the critical depinning current corre
sponding to plastic flow. Under the assumption that the c
rent dependence of pinning potential is determined by r
tion ~1!, the pinning potential decreases with increas
magnetic field in proportion toB20.7,1 which is in qualitative
agreement with the field dependence of pinning potentia
the case of plastic deformation of the vortex lattice4

Upl
0 ~B!'««0a0;B21/2. ~2!

Here «5m/M is the anisotropy parameter,«05F0 /(4pl)
the energy of a vortex filament,a0'(F0 /B)1/2 the separa-
tion between vortices,F0 the magnetic flux quantum, andl
the magnetic field penetration depth.

It should be noted that it is difficult methodologically t
single out the current- and field dependences of pinning
tential from an analysis of experimental data since both
induced current density and the magnetic induction in
sample change in the course of measurements. In addi
resistive measurements make it possible to estimate the
cal depinning current5 by using the Bardeen–Stephen mod
which is important for obtaining quantitative estimates
pinning parameters. The number of resistive experiments
YBaCuO single crystals for high densities of transport c
rents is scarce,5,6 and the results of measurements have
been analyzed from the point of view of plastic deformati
of the VL.
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YBaCuO single crystals with pinning at point defects is an
lyzed. The results of measurements of IVC of a bridge c
taining a system of unidirectional twins are presented for
vectorJ oriented parallel to theab-plane and almost paralle
to the planes of twin boundaries~TB! ~the angle between the
vectorJ and the TB plane was 7°!. Measurements were mad
at T585.1 K, i.e., below the melting point of the vorte
lattice. The magnetic field vector was oriented at an an
u545° to the axisc of the crystal. Such a choice was dic
tated by the fact that a fraction of vortex filaments a
trapped by the TB plane when the disorientation angleu
between the vectorB and TB planes is smaller than a certa
critical valueu* , which can affect significantly the magnet
flux dynamics. For anglesu.u* , twins do not deform a
vortex filament,2 and hence the pinning at TB is equivalent
the pinning at point defects. It can easily be proved on
basis of the model developed by Blatteret al.7 that the criti-
cal angle in anisotropic case is defined by the relat
u* 5«21 tan(2DU/U)1/2, whereU is the linear tension of a
vortex filament in the bulk of the superconductor, andDU
the difference in the energies of a vortex in the bulk of t
superconductor and a vortex localized at a twin bounda
The ratio DU/U for YBaCuO single crystals is approxi
mately equal to 1022,8,9 and, assuming that«51/6, we ob-
tain u* '50°. Thermal fluctuations and interaction betwe
vortices reduce the value ofu* . An analysis of the angula
dependences of pinning parameters shows that the valu
u* in the magnetic field range under investigation
15–20°.6 Thus, in the experimental geometry in questio
pinning takes place at point defects.

The superconducting transition temperatureTc of the
sample was 92 K for the transition widthDTc50.3 K in zero
magnetic field. The width of the bridge was 0.2 mm and
thickness was 20mm. In order to improve heat removal, th
sample was glued to a bulk copper substrate by the ep
glue BF-2. Measurements made in the normal state pro
that the deviation of the sample temperature from the eq
librium value did not exceed 1022 K for a maximum power
of 70 mW liberated in the sample during measurements. T
IVC curves were recorded in direct current.

Figure 1 shows IVC in the logE vs.J21/2 coordinates. It

530053-03$15.00 © 1998 American Institute of Physics
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can be seen that theE(J) dependence in the field interva
5.3 kOe<H<13.2 kOe is correctly described by relation~1!
for m51/2. An increase~to H.14 kOe! or a decrease~to
H,5 kOe! of the magnetic field leads to a negative curv
ture of theE(J) curve, indicating a decrease in the expone
m. The field dependence ofm is represented by curve1 in
Fig. 2.

The exponent m51/2 obtained in the field rang
5.3 kOe<H<13.2 kOe can signify a creep controlled by th
diffusion of dislocations in the VL. In order to determine th
pinning potentialUpl

0 (B) from the experimental dependenc
E(J), we must know the critical currentJpl . The value ofJpl

can be assessed by using the Bardeen–Stephen mode
deed, experimental studies of IVC for YBaCuO single cry

FIG. 1. Current–voltage characteristics for a YBaCuO single crystal, m
sured atT585.1 K for various values of the fieldH, kOe: 4.7, 5.3, 6.5, 7.5,
8.6, 9.7, 10.8, 12.0, 13.2, 14.3, and 15.4~curves1–11, respectively!.

FIG. 2. Field dependences of the exponentm ~curve1! and pinning potential
~curve2!. The inset shows the current dependence of pinning potential
malized to the resistance to viscous flux flow in the Bardeen–Step
model.
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resistancerd(J)5dE(J)/dJ for transport currents exceedin
the critical depinning current does not depend on current
is successfully described by the Bardeen–Stephen mode10

rd5rBS5rNB/Hc2 . ~3!

Consequently, the value of the critical currentJpl can be
estimated by extrapolating the ratiord(J)/rBS to unity.

The resistivityrN at 85 K, which is determined by the
extrapolation of the linear segment of ther(T) curve, was
631025 V•cm. The second critical fieldHc2 can be as-
sessed assuming thatdHc2

i /dT521.8 T/K for Hic, while
the dependences on the angle and temperature is determ
by the relationHc2(u,T)5(dHc2

i /dT)(T2Tc)/«(u), where
«(u)5(«2 cos2 u1sin2 u)1/2 and «51/6. The value ofHc2

obtained in this way for T585.1 K and u545° is
'180 kOe. By way of an example, the inset to Fig. 2 sho
the current dependencerd(J)/rBS obtained from the mea
surements in the magnetic fieldH510.8 kOe. It can be see
that in the range of currents under investigation, the ra
rd(J)/rBS is smaller than unity, while the current depe
dence is almost linear in semilogarithmic coordinates.

In view of what has been said above, we determined
value ofJpl by a linear extrapolation of the ratiord(J)/rBS

to unity ~see inset to Fig. 2!. Substituting the values ofJpl

obtained in this way into formula~1! and interpolating the
experimental curves by this equation, we have obtained
field dependence of pinning potential presented by curve2 in
Fig. 2. It can be seen that the pinning potentialUpl

0 in mag-
netic fieldsH>5.3 kOe decreases with increasing magne
field, and the dependenceUpl

0 (B) cannot be described by th
power dependenceUpl

0 ;Bn with a constant exponentn. It
can be seen from the figure that the exponentn decreases
gradually from 20.55 for H'6 kOe to 21.1 for
H>11 kOe. The value ofn'20.55 is close to the theoret
ical value20.5. Possible reasons behind the increase in
absolute value ofn near the melting temperature of the vo
tex lattice were discussed in Ref. 1.

According to formula~2!, the value ofUpl
0 in a magnetic

field H55.3 kOe for l(T585 K)'3000– 4000 Å varies
from 1100 to 1900 K. Thus, the experimental value
Upl

0 (H55.3 kOe)'1600 K is in good agreement with theo
retical estimates.

The sign reversal of the exponentm observed in a mag-
netic fieldH54.7 K might indicate a transition to creep con
trolled by elastic deformation. This is confirmed by the d
crease in the pinning potential with magnetic field, which
predicted by the theory of collective pinning.2

Let us consider briefly the difference between our resu
and the results obtained in Ref. 1. In Ref. 1, the exponenm
was always negative, although it was assumed in the p
cessing of experimental results that the current depende
of pinning potential is described by formula~1! with m51/2.
However, we obtained the value ofm51/2 in a wide field
interval (5.3 kOe<H<13.2 kOe). It was mentioned abov
that this difference in exponentsm can be associated with th
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dence of pinning potential. It should also be noted that
authors of Ref. 1 did not mention the presence or absenc
twin boundaries. If crystals contained twins, enhanced p
ning on TB planed could affect the magnetic flux dynam
significantly in our experimental geometry (HiciTB). For
example, twice as large values of pinning potential obtain
in Ref. 1 can be just due to the presence of twins.

Summarizing the experimental results described abo
we can draw the following conclusions. The current dep
dence of pinning potential is in good agreement with
model of diffusion of dislocations in the vortex lattice, an
the value of pinning potential corresponds to the energy
plastic deformation of the vortex lattice. The field depe
dence of pinning potential matches to theoretical predicti
for the creep controlled by inelastic deformation of the v
tex lattice away from the melting point of the vortex lattic
As we approach the melting point, the pinning potential d
creases upon an increase of the field at a rate higher
predicted by the theory.
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Two-gap superfluidity in the theory of a Fermi liquid
A. I. Akhiezer, A. A. Isaev, S. V. Peletminsky, and A. A. Yatsenko

National Science Center ‘‘Kharkov Physicotechnical Institute’’, 310108 Kharkov, Ukraine
~Submitted October 7, 1997!
Fiz. Nizk. Temp.24, 75–76~January 1998!

The possibility of a phase transition from the one-gap superfluid state with the singlet or triplet
pairing of fermions to the two-gap superfluid state corresponding to the superposition of
states with the singlet and triplet pairing in a Fermi liquid is considered. The thermodynamic
stability of new two-gap solutions is analyzed. ©1998 American Institute of Physics.
@S1063-777X~98!01201-8#

As a rule, superfluid states in a Fermi liquid~FL! are parametersD0(T) andD(T) in this case can be determine
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considered as emerging as a result of a phase transition
the normal state. Such states are characterized by a s
order parameter, which is singlet~scalar! if the spin S of a
Cooper pair is equal to zero and triplet~vector! is the spin of
a pair S51. However, phase transition that might also ta
place in the superfluid FL can lead to the emergence of n
superfluid states. Thus, we are speaking of phase transi
from one superfluid state to another. A new superfluid s
can be characterized by not one but several order parame
In this communication, we consider the case when the st
of a Cooper pair emerge in a superfluid Fermi liquid in t
form of a superposition of states with the singlet and trip
pairing. For these states, the spin of the pair is equal eithe
zero, or to unity with a certain probability.

Our analysis is based on the theory of a superfluid
developed in Ref. 1. For a superfluid FL with the single
triplet ~ST! pairing of fermions, the matrix order paramet
has the form

D125@D0~p1!~s2!s1 ,s2
1D~p1!~ss2!s1 ,s2

#dp1 ,2p2
,

~1!

wheres i are Pauli matrices, 1[p1 ,s1 . The quantitiesD0

andD i in ~1! define the singlet and triplet components of t
order parameterD, respectively. Henceforth, we shall assum
that the structure ofD0 and D i is such thatD0(p)5D0(p)
andD i(p)5Rikpk

0D(p), whereRik is a certain rotation ma
trix (RR̃51,Rik* 5Rik). Omitting intermediate calculations
we write the final equation for determining the temperat
dependence of the order parametersD05D0(p5pF) and
D5D(p5pF):

d~x,T!d@xd~x,T!,T#[D~x,T!51, ~2!

where

d~x,T!5
4gsgtl~x,T!2gs2gt

gt2gs
,

l~x,T!5E
2u

u dj

E
1tanh

E

2T
, E5Aj21x2.

Heregs andgt are the singlet and triplet dimensionle
coupling constants andu the cutoff parameter. The orde
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from the relations D0(1/2)x@11d(x,T)#, D5(1/2)x@1
2d(x,T)#. One-gap solutions can be obtained from~2! as
solutions of the equationsd(x,T)51 ~singlet! and
d(x,T)521 ~triplet!, and the corresponding critical tem
peraturesTs and Tt can be found from the equation
d(0,Ts)51 andd(0,Tt)521. For definiteness, we assum
that gs.gt . An analysis of the behavior of the functio
D(x,T) shows that no one-gap solutions exist at tempe
turesT.Ts , only one singlet solution exists forTt,T,Ts ,
while for Tst,T,Tt the system is characterized by two on
gap~singlet and triplet! solutions. Finally, atT,Tst we have
two new ST solutions in addition to the known solutions.
order to determine the critical temperatureTst at which ST
solutions emerge for the first time, we have two equation

d~x,T!521, xdx8~x,T!52. ~3!

The first of these equations indicates that ST solutio
are continuously branched from the one-gap triplet soluti
while the second equation is the condition that the deriva
Dx8(x,T) vanishes at the branching point. The calculation
the second derivativeDxx9 (x,T) at the critical point (xst ,Tst)
gives Dxx9 (xst ,Tst)50, i.e., the mechanism of branching o
ST solutions is the formation of inflection on the curv
z5D(x,Tst) for x5xst . The temperature behavior of S
branches of solutions of the equationD(x,T)51 near the
critical temperatureTst is determined by the formulas

x6~T!5xst6Ab~Tst2T!/A,

where

b52dxT9 2dT8~dx81xstdxx9 !,

A5
1

3
dxxx- 2~dx8!32

3

2
dx8dxx9 2

1

2
x~dxx9 !2;

in this case, it is necessary thatb/A.0. We shall give the
results of numerical determination of the critical tempe
tures Tst ,Ts , and Tt for a model case withgs50.25 and
gt50.2 for u50.01«F :Tst52.8431023«F ,Ts54.46
31023«F , and Tt53.3331023«F . At the temperature
T5231023«F , for ST solutions we have
D0562.5831023«F andD54.0531023«F . It should also

560056-02$15.00 © 1998 American Institute of Physics



be noted that the above analysis remains valid in the case
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advantageous, while forg t,gst the triplet state is more ad-
less
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when the coupling constants satisfy the inequalitygt.gs ,
the only difference being that the ST solution now branc
from the singlet one-gap solution.

An analysis of thermodynamic stability shows that t
expansion of the thermodynamic potentialV of the triplet
and ST solution@V(x1(T))5V(x2(T))# has the form

Vl2V~xst ,Tst!5k~Tst2T!1gl~Tst2T!2

@l5(t,st)#, where the coefficientk does not depend on th
type of solution, and the coefficientsgl can be expressed i
terms of the derivatives of the functiond(x,T) with respect
to x and T. If g t.gst , the ST state is thermodynamical
57 Low Temp. Phys. 24 (1), January 1998
s
vantageous. However, in both cases the ST solutions are
stable than the singlet solutionxs(T). Thus, ST states
emerge in the form of branching from the thermodynam
cally less stable triplet branch and corresponds to a cer
metastable state in the superfluid FL. This state can prob
be stabilized by application of an external magnetic field
for example, in the case of the superfluidA-phase of3He.

1A. I. Akhiezer, V. V. Krasil’nikov, S. V. Peletminsky, and A. A. Yat-
senko, Phys. Rep.245, 1 ~1994!.

Translated by R. S. Wadhwa
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The 90th birth anniversary of Lev Davidovich Landau, Yezhov’s agents for helping unmask a ‘‘fierce enemy of t
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one of the most outstanding physicists of the XX centu
falls on January 22, 1998.

L. D. Landau made immense contributions to quite d
ferent fields of theoretical physics. He was not only a gr
scientist possessing a rare universalism, but also a un
Teacher with a capital T. He founded a world-famous sch
of theoretical physicists who also contributed significantly
the development of physical science through their wor
Landau was an outstanding teacher who read brilliant
tures not only on theoretical physics, but also on general
elementary physics. The ethical image of Landau is also
viable, and he is remembered for his refusal to comprom
on basic matters, kindness and goodwill, as well as the m
support he extended to budding scientists in their hour
need.

Landau led a magnificent and yet tragic life. He beca
a legend in his lifetime, and rightly so, since he attain
exceptional success in his scientific activity and also ca
face to face with death on two occasions. The first time w
in 1938 when he was arrested by the NKVD agents as
‘‘enemy of the people’’, and the second time it was a biza
car accident in 1962.

He was saved on the first occasion by Petr Leonidov
Kapitza. This was a heroic feat, as Kapitza did not flinch a
wrote a letter directly to Stalin the very next day after La
dau’s arrest. In his letter, Kapitza gave Landau an excel
testimonial and pleaded, ‘‘... in view of his exceptional ta
ent, to give appropriate instructions to consider his case w
extreme care... I also feel’’, wrote Kapitza, ‘‘that we mu
take into consideration his temper which can be called no
ing but outrageous. He is a tease and a bully, loves to
faults in others and having found them, especially in pom
ous old men like our academicians, starts mocking them
respectfully. This has earned him many foes... But in spite
all the drawbacks in his disposition, I find it very hard
believe that Landau could do something dishonorable.’’

Landau was spared from a savage reprisal. Owing to
stupendous efforts of Kapitza, Landau was set free. H
ever, the charges against him were not withdrawn, and
was released under Kapitza’s guarantee. The courage
fortitude of this great man and scientist deserve all praise
was indeed a heroic deed during such hard days. In all o
organizations, a general staff meeting would be called on
day following the arrest of an ‘‘enemy of the people’’, whe
the Director, striking his chest with his fists, would tha
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people who had concealed himself unostentatiously in
team’’. However, Kapitza did not call any such meeting, d
not engage himself in any breast-beating or confession of
sins he had never committed, but threw himself with ra
fortitude to save an absolutely innocent person and c
quered. The scientific community owes him a debt of gra
tude for this.

Landau’s rehabilitation came only in 1990, many yea
after his death. Thus starting from April 28, 1939, the day
was released, right until his death on April 1, 1968, he
mained accused and ‘‘adequately exposed as a participa
the anti-Soviet group’’.

The collected works of Landau contain only one pap
by Landau on electromagnetic showers published dur
1938, the year of his arrest. In 1939 also, there was only
work on the de Haas-van Alphen effect which had actua
been written much earlier. However, a large number of
pers started appearing from 1940 onwards. This is due
only to the fact that Landau had been freed, but also beca
he was on very good terms with Petr Leonidovich Kapitz
who was sympathetic towards Landau. So closely rela
were the interests and works of these two magnificent sc
tists that the Institute of Physical Problems was called
Kapitza-Landau Institute abroad.

The second tragedy struck on January 7, 1962 w
Landau, driven by some ‘‘evil force’’, decided to go by c
to Dubna in spite of a road made highly slippery with ic
His savior angel Kapitza was not around to dissuade h
from undertaking the journey. The car in which Landau w
travelling collided with a truck, and Landau received fa
injuries which were not compatible with life according to th
medicine luminaries of Moscow. However, Landau’s li
was saved, thanks to the heroic efforts of the doctors, nur
and the united efforts of physicists from all over the wor
who acquired the necessary medicaments and sent them
air to Moscow. The battle to save Landau’s life was launch
in the true sense of the word and was won only forma
since only the body of Landau could be saved while
intellect was lost. It was awful to watch Landau without h
brilliant intellect. The only redeeming point was that Land
did not feel nor realize the magnitude of the tragedy.
someone approached him with a scientific question, Lan
would usually ward him off saying, ‘‘let us discuss it tomo
row.’’ His memory preserved only his knowledge of foreig
languages which he had mastered perfectly.

580058-06$15.00 © 1998 American Institute of Physics



Lev Davidovich Landau was born on January 22, 1908
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in Baku. His father was a petroleum engineer, and his mo
was a doctor. Landau’s mathematical talent was reveale
early childhood. He remarked later that he could not reme
ber when he had learnt differentiation and integration. At
age of 14, Landau joined the Baku University from where
moved to the physics department of the Leningrad Univ
sity from where he graduated in 1927.

This was a period of tumultuous growth of the ne
physical theory called quantum mechanics. The scientific
reer of Landau was thus related closely with all stages
growth of this important physical theory. Landau had
work a lot to keep pace with the new science. He even s
fered from nervous exhaustion at one stage, lost his sl
but managed to withstand the strain.

Landau’s friends G. A. Gamow and M. P. Bronshte
went on to become renowned physicists. Gamow created
theory of alpha decay of nuclei, predicted the existence
relict radiation left by the Big Bang marking the formation
our Universe. He was one of the first to explain the gene
code associated with the structure of genes. Bronshtein
the first to quantize the gravitational field.

In 1929, Landau was sent abroad by the Peoples’ C
missariat on Education, and spent one and a half years w
ing in Denmark, England and Switzerland. The most imp
tant of his visits was in Copenhagen where theoret
physicists from all over Europe gathered at the Theoret
Physics Institute of the great Niels Bohr and discussed
fundamental problems of contemporary theoretical physic
the famous seminars conducted by Bohr. The scientific
mosphere, augmented by the charming personality of B
had a decisive influence on the formation of Landau’s o
look on physics, and he always considered himself to b
pupil of Niels Bohr. Later, he visited Copenhagen on tw
occasions in 1933 and 1934.

On his return to Leningrad in 1931, Landau worked
the Leningrad Physicotechnical Institute from which
moved to Kharkov in 1932, to work at a new research cen
the Ukrainian Physicotechnical Institute~UPTI!.

This institute was founded in 1928 following the dec
sion of the Ukrainian government at the initiative of Acad
mician Abram Fedorovich Ioffe, a leading organizer of S
viet physics. As the foremost task, Ioffe pointed towards
need to ‘‘decentralize physics’’, i.e., to create a network
physics institutes all over the country instead of confin
them to just Leningrad and Moscow. As the first step,
emphasized the need to create a powerful physics institu
Kharkov, an important industrial center of the country a
the capital of the Ukraine.~The capital of the Ukraine wa
shifted to Kiev in 1934 under orders from Stalin.!

The core of the staff at UPTI was formed by physicis
migrating from the Leningrad Physicotechnical Institu
~LPTI!. The group of scientists leaving for Kharkov we
seen off at the railway station with fanfare since their dep
ture was seen as an important patriotic step.

A famous architect of Leningrad designed the buildi
for the new institute according to the project of its futu
director Ivan Vasil’evich Obreimov. The UPTI buildin
turned out to be an excellent structure.
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Leipunskii, L. V. Shubnikov, K. D. Sinel’nikov, A. K.
Val’ter, V. S. Gorskii, G. D. Latyshev, A. F. Prikhot’ko, O
N. Trapeznikova, and L. V. Rozenkevich migrated fro
Leningrad to UPTI.

L. D. Landau was invited to work at UPTI by I. V
Obreimov, the Director of the Institute. Many years late
Ivan Vasil’evich told the author that Landau was undere
mated at UPTI, and Obreimov, who knew how talented La
dau was, offered him the post of head of the theoretical ph
ics division and gave him full freedom in preparing youn
theoretical physicists and in the choice of the scientific to
ics. In effect, Obreimov created the first division of theor
ical physics of this kind in any physics institute of the cou
try. It can be stated that the formation of this division and t
migration of Landau to UPTI was facilitated by the compl
relation between Ioffe, the director of LPTI, and Landau w
was an outspoken person and did not hesitate to critic
some specific works of Ioffe on thin-film insulators. Accor
ing to Landau, these works were fallacious.

Landau’s task was quite obvious from the very beg
ning: it included organizing the theoretical department, d
covering talented youth and supervising them, theoret
physics studies and teaching in Kharkov educational inst
tions, writing of books and reviews on theoretical and ge
eral physics, and creative contacts with the experimenter
UPTI.

After Landau’s arrival in Kharkov, UPTI became one
the best centers of theoretical physics in the world. T
‘‘Journal of Soviet Physics’’, which began to be published
the Institute, acquired worldwide fame.

An International Conference on Theoretical Physics w
held in Kharkov in the summer of 1934. The conference w
attended by Niels Bohr and many leading theoretical phy
cists both from the Soviet Union and abroad. These inclu
V. A. Fock, I. E. Tamm, Ya. I. Frenkel’, E. Williams, R
Peierls, I. Waller, and others. One could see Bohr and L
dau walking in the courtyard of UPTI and engrossed in
lively discussion of physical problems.

During this period, leading physicists like P. Dirac, V
A. Fock, R. Peierls, V. Weisskopf, H. Placzek and G.
Gamow visited UPTI and worked there, frequently for lon
periods.

Let us now turn to the scientific and organizational wo
of Landau in establishing the theoretical physics departm
The main idea was that a young scientist, who wanted
devote his life to theoretical physics and to work under
guidance of Landau for this purpose, had to pass the
called theoretical minimum examination conducted pers
ally by Landau and covering the main branches of theoret
physics.

The theoretical minimum included classical mechani
fundamentals of statistical physics and thermodynam
continuum mechanics, special theory of relativity and clas
cal electrodynamics, electrodynamics of continuous me
general theory of relativity and gravitation, nonrelativist
quantum mechanics, relativistic quantum mechanics, qu
tum statistics and kinetics. In addition, it was essential
possess adequate knowledge of mathematical analysis,
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variables. The programs of theoretical minimum we
worked out meticulously by Landau himself with a view
avoid any overcrowding with superfluous details complic
ing the task of the examinees. Only the most important top
were selected. The same yardstick was used for mathema
Landau did not ask for the proofs of various subtle theore
All that was required was a quick evaluation of integrals,
solution of the basic differential equations, and the appli
tion of the theory of functions of a complex variable.

In all, eight examinations had to be taken in vario
branches of physics, in addition to one in mathematics
budding scientist after passing the theoretical minimum w
taken into Landau’s group and could even address him
miliarly as ‘thou’. Landau assigned a scientific topic to tho
passing the theoretical minimum. This assignment had to
completed independently without Landau’s help, and wo
eventually form the material for a Ph.D. thesis.

A. S. Kompaneyets and E. M. Lifshitz were the first
have passed theoretical minimum in Kharkov and to beco
pupils of Landau. The author was the third, and I. Ya. P
meranchuk the fourth. Laslo Tisza was the fifth to pass
examination. A total of 43 persons passed these tests
tween 1934 and 1961.

A Faculty of Physics and Mechanics was opened in
Mechanical Engineering and Machine Building Institute
Kharkov, on the lines of the Physics and Engineering Fac
at the Leningrad Polytechnical Institute. The departmen
physics at this faculty was headed by I. V. Obreimov. La
dau headed the chair of theoretical physics at this dep
ment. In 1935 he became the head of the department of
perimental physics at the Kharkov University. Land
involved the staff of the theoretical physics departm
headed by him at UPTI in teaching activity. Teaching was
essential part of staff activity and was carried out in rotati
i.e., each member taught different courses in different ye
Thus, theoretical physics and general physics were mast
in the best possible way by the young scientists.

Landau attached a lot of importance to the teaching
tivity, and his teaching methods and programs can truly
called revolutionary. Let us cite a few examples. Before L
dau, theoretical mechanics was taught independently of
oretical physics, and in the most archaic manner at that, e
without the use of vector algebra. But mechanics, after al
the very basis of theoretical physics. Hence Landau co
bined the subject of theoretical mechanics with theoret
physics and made it the first subject that was taught in
general course on theoretical physics. The presentatio
theoretical mechanics was based on the variational princ
and the introduction of Lagrangian functions. This esta
lished a connection with the subsequent sections of theo
ical physics and a common approach for understanding
oretical physics as a single entity. Much attention was pai
explain the properties of the space-time symmetry and
force interactions. A book containing problems in mechan
was published, and exercises from this book were solved
the students. Unfortunately, no subsequent editions of
book were published.

The second important reform concerned the presenta

60 Low Temp. Phys. 24 (1), January 1998
-
s
cs.
s.
e
-

A
s

a-
e
e

d

e
-
e
e-

e

ty
f

-
rt-
x-

t
n
,
s.
ed

c-
e
-
e-
en
is
-
l
e
of
le
-

et-
e-
to
to
s
y
e

n

to Landau, Einstein’s special theory of relativity had to
taught before electrodynamics, and a large number of pr
lems had to be solved before the field theory and Maxwe
electrodynamics could be touched. We shall not go into
tails of the manner in which other sections of theoreti
physics were taught, although many important and inter
ing steps were taken, especially in the description of qu
tum mechanics. Let us dwell a little on the teaching of ge
eral physics.

Landau himself started teaching general physics to
first-year students at the physics faculty. The subject cove
mechanics and molecular physics. A large number of pitfa
still plague these topics. These include the introduction
the concepts of mass and force, the definition of inertial r
erence systems, Newton’s laws, the concept of tempera
irreversibility of thermal phenomena, and the introduction
the concept of entropy. All these concepts were presente
a simple, clear and logical manner by Landau who ne
used excessive mathematics and avoided the descriptio
experimental details which could only obscure the cle
physical picture. The main experiments were demonstra
at the lectures. In Kharkov, this was done by a special as
tant. Later, when Landau taught this course at the Mosc
State University, the demonstration of the experiments w
done by P. L. Kapitza. Thus the course on general physic
Moscow was taught jointly by Landau and Kapitza.

Landau’s lectures on general physics at the Khark
University were so magnificent that they were attended
only by the staff of the theoretical physics department,
also by leading scientists like L. V. Shubnikov, V. S. Go
skii, and L. V. Rozenkevich.

Landau was a great patriot and considered it very imp
tant to raise the level of teaching physics in the country.
wanted to enlist in this task the support of higher authorit
and requested an audience with N. I. Bukharin, who wa
member of the Politbureau of the Central Committee of A
Union Communist Party~Bolsheviks!. Bukharin received
Landau who was fascinated by the former and even p
lished an article ‘‘Bourgeoisie and Contemporary Physic
in Izvestiya of November 23, 1935. The very title of th
paper shows that Landau was devoted to the ideas of so
ism, highly valued the scientific contribution of Marx an
like Einstein, held Lenin in great esteem. It is not for nothi
that in Copenhagen, Landau was considered at least ‘‘pin
if not ‘‘red’’. He went to Copenhagen on three occasions a
returned to his motherland each time. It should be pertin
to mention here that N. I. Bukharin evinced a keen interes
the achievements of physical science when he received L
dau, and listened to Gamow’s lecture on nuclear powe
Leningrad. He even offered Gamow the facility of all electr
power stations of Leningrad for one night for experiments
releasing nuclear energy. N. I. Bukharin, the real initiator
thermonuclear research in the USSR, was later execute
an ‘‘enemy of the people’’.

Reforms in the teaching of physics hurt the interests
many representatives and professors of the old though
whom Kapitza referred as ‘‘pompous old academicians’’
his letter to Stalin. Animosity and resentment against Land
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were rising and looking for an opportune moment to surface.
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Such an opportunity arose after the murder of S. M. Kiro
the Secretary of the Leningrad Regional Party Committ
when Stalin’s reign of terror began.

Landau was dismissed from the university in Mar
1937. The reasons for his dismissal were not mentione
the order, but it turned out later that Landau was remo
due to his propaganda of idealism. Evidently, he was mad
victim of slander and denunciation.

As a mark of protest, Shubnikov and other members
the theoretical physics department working at the univer
tendered their resignation. This was treated as a strike,
the entire group was summoned to Kiev by the minister
higher education V. P. Zatonskii. Discussions with Zatons
clearly revealed the contents of denunciations against L
dau. At the end of the meeting, the minister advised
‘‘strikers’’ to return to their place and continue working
However, Landau returned to his work.

Meanwhile, the atmosphere at the UPTI also started
coming unfavorable for Landau. The leadership of the In
tute started giving preference to second-rate works over L
dau’s outstanding works, and even started dubbing
former as works significant for the defense of the countr

Landau decided to go to Moscow and work with P.
Kapitza for whom the USSR government had built a ne
first-rate institute. In the spring of 1937, Landau fina
moved to Moscow and became the head of theoretical d
sion at the Institute of Physical Problems. He remained
this post for the rest of his life. The multifaceted genius
Landau was revealed to the fullest extent at this Instit
which became like home for him.

Moving to Moscow was the wisest step taken by La
dau, for it saved his life. Stalin’s terror had begun and w
spreading. Revelling in denunciations and slander, dem
unleashed their bloody atrocities, mocking, torturing a
killing absolutely innocent people.

At night people feared the arrival of ‘‘ravens’’~special
cars for arrested people!. Finally they came to the UPT
courtyard also and took away remarkable people and ex
lent scientists like Shubnikov, Gorskii and Rozenkevich
slaughter. Had Landau remained in Kharkov, he would h
inevitably met the same fate as Shubnikov and other frie
and would have been executed. The wave of terror engu
Landau in Moscow only after a year, and he remained a
only owing to Kapitza’s intervention.

Among the experimenters at UPTI, Landau was clos
to Lev Vasil’evich Shubnikov, one of the most famous a
prominent physicists of our time, one who made remarka
discoveries. For example, he discovered that magnetic
cannot penetrate a superconductor, and that the resist
variation of bismuth in a magnetic field is oscillatory in n
ture. Landau kept himself abreast of all the works of Sh
nikov. They discussed scientific problems jointly, and th
continued interaction enriched both. After moving to Mo
cow, Landau interacted with P. L. Kapitza more than a
other experimenter. There is no doubt that the brilliant d
covery of superfluidity of helium II by Kapitza led to th
emergence of an equally brilliant work by Landau on t
theory of superfluidity of quantum liquids.
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tinuation’’ of Landau’s work in Kharkov, if one may say so
His ideas and plans were the same, but their magnitude
scope grew enormously. It was the same theoretical m
mum, the same seminar, the same favorite work, the s
task of writing books and papers, and the same connec
with experimenters, but all this activity now involved ne
people not only from Moscow, but from all over the Sovi
Union. New brilliant students appeared as well as new
markable results of Landau’s multifaceted genius.

Landau’s seminar was transformed into a weekly ga
ering of physicists in Moscow, which was attended by s
entists from Leningrad, Kharkov, Kiev, Tbilisi, and othe
cities. It was not a simple matter to speak at Landau’s se
nar since Landau treated the material to be discussed
critically. However, it was always a great honor for a scie
tist to present the results of his work at the seminar, a
Landau’s approval was the ultimate praise one could h
for. A situation arose in which Landau became the high
authority for theoretical physicists, and his opinion was t
last word not only for young specialists, but for promine
scientists also.

What did Landau achieve? His legacy is enormous a
covers literally all branches of theoretical physics.

In quantum mechanics, Landau introduced the den
matrix in 1927 independently of von Neuman. This wo
shows the depth to which the 19-year old youth had gras
the ideas of quantum mechanics.

In 1931, Landau completed a fundamental work toget
with R. Peierls, analyzing the uncertainty principle in t
relativistic region and setting new constraints on the m
surement of various dynamic variables.

Landau evinced a very keen interest in the problems
quantum electrodynamics. As early as 1934, he studied
formation of electron-positron pairs during collisions
heavy charged particles. His works on determining
asymptotic forms of the so-called quantum electrodynam
Green’s functions appeared in the fifties in coauthorship w
A. A. Abrikosov and I. M. Khalatnikov. As a result of thes
investigations, Landau and Pomeranchuk arrived at the p
doxical conclusion that the real physical charge of the el
tron must be equal to zero owing to polarization of vacuu
~so-called ‘‘nullification of charge’’ or ‘‘moscow zero’’!.
The solution of the problem appeared much later followi
the emergence of non-Abelian gauge field theories, viz.,
theory of strong interactions and the theory of electrowe
interactions, combining the theories of weak and electrom
netic interactions. Unlike Abelian quantum electrodynami
these theories also contain the antiscreening effect in a
tion to the charge screening effect. In the unified theo
antiscreening exceeds screening, which is characteristic
of the Abelian field theory. Hence charge nullification do
not occur in real physics. One can only lament over the f
that unification of interaction came much too late for Land
and Pomeranchuk, both of whom having passed away by
time.

Studies of quantum electrodynamics were carried ou
full swing in Landau’s school in Moscow, Leningrad an
Kharkov. However, Landau’s interests were not confined
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just these studies. The range and depth of his scientific inter-
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ests were truly enormous. In our age it is hard, nay, imp
sible, to find a scientist with such a broad range or, in
language of physics, spectrum of interests. His universa
was truly unique as it was characterized by a rare insight
the essence of physical phenomena.

Landau predicted the existence of neutron stars~pulsars!.
Landau created the theory of second-order phase tr

formations.
He constructed the theory of the intermediate state

superconductors. The Landau-Ginzburg equation has
enormous significance in the theory of superconductivity

Landau’s diamagnetism is quite famous.
Landau constructed the theory of superfluidity and

theory of Fermi liquids.
In the physics of elementary particles, Landau’s con

bution comes in the form of the two-component neutri
theory and the introduction of the concept of combined p
ity ~independently of Lee and Yang!.

Landau proposed a general approach for studying
peculiarities of Feynman diagrams.

Landau made significant contribution to the developm
of several branches of physics, like plasma physics and
physics of magnetism. But before discussing these subje
it must be remarked that Landau always found the ‘‘app
priate mathematics’’ each time for each work. He had
excellent knowledge of mathematical analysis, but was
sentially a pragmatist and did not indulge in profound ma
ematical theories. He even scoffed such an approach
mentioned that he knew mathematics because he had so
all the problems from the book ‘‘The Ten Sages’’. Of cours
such a ‘philosophy’ had to be revised strongly at times. F
example, his knowledge of group theory was evidently in
equate, and this became apparent when he created his th
of second-order phase transformations. Luckily for him,
G. Chebotarev, who was a leading specialist in the subjec
algebra, was visiting the Kharkov Mathematical Institu
next to UPTI at that time. Landau and Chebotarev play
tennis together, and this interaction helped Landau un
stand the theory of groups which was essential for constr
ing the theory of phase transformations.

Many mathematical papers by Landau were simply m
velous. For example, he obtained Mellin’s transformat
and Poisson’s sum rules on his own, without knowing ab
their existence for a long time. Mellin’s transformation w
necessary for him to solve kinetic equations in the theory
electromagnetic showers constructed by him.

Landau arrived at Poisson’s sum rule while construct
the general theory of the de Haas–van Alphen effect. I
significant each new ‘‘conjecture’’ was always pertinent
the theory being developed by him.

At the dawn of his career, Landau completed his clas
cal work on the kinetic equation for the Coulomb interacti
of particles. In this work, he established the form of t
collisions integral in the Coulomb interaction. At the begi
ning, this work was treated as purely academic research.
as more and more scientists started studying the propertie
plasma, plasma physics became one of the most impo
branches of science, especially in view of the possibility
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scientists recalled Landau’s work on the kinetic equations
the Coulomb interaction of particles, and the collision in
gral came to be known as Landau’s collision integral. Wi
out this integral, one cannot solve the relaxation problem
plasma, the problem on the electrical conductivity of plasm
or the problem on plasma heating.

Let us now consider another plasma problem. Collisio
of particles are rare in plasma, hence the starting mathem
cal equation for describing the properties of such a plasm
the kinetic equation that does not take into consideration
collisions between particles, but does include the s
consistent field of particles. This equation was first obtain
by A. A. Vlasov and is called Vlasov’s equation.

Analyzing the quantum equation of plasma without t
collision integral, Landau came to the remarkable conclus
that plasma oscillations will attenuate in spite of the abse
ofcollisions. He discovered attenuation of waves which
now called Landau damping.

Magnetism was an old fascination of Landau. During h
deputation abroad, he determined the energy spectrum o
electron in a magnetic field~Landau levels! and used it in the
problem on the magnetic properties of a free electron gas
discovered that, in spite of the prevailing opinion, a gas
quires a diamagnetic moment in the quantum theory, wh
partially neutralizes the so-called Pauli’s spin paramagn
moment. In this connection, an argument arose between L
dau and Pauli, and was won by the former.

The most important work by Landau in the field of ma
netism concerned the movement of magnetic moment i
ferromagnetic. Together with E. M. Lifshitz, he construct
the equation of motion for the moment. This equation is us
widely for studying various processes in magnetically
dered media. It is also especially important for studying
cillatory phenomena in such media.

Landau had an excellent perception of physics ass
ated with magnetism. We can mention, for example, the s
plicity and elegance with which he explained the mac
scopic nature of Bloch spin waves and how clea
everything fell into place after this.

It should also be mentioned that Landau is the autho
the first mathematical theory of the domain structure of f
romagnets.

It is impossible to cover in this brief review the entir
scientific legacy of Landau. Speaking of Landau and rec
ing his famous scientific discoveries, we must compare th
with rare and precious stones, which compose a sort
crown over Landau’ head. However, there are ‘‘many mo
smaller diamonds and gems’’, as the saying goes from
opera ‘‘Sadko’’, ‘‘not counting diamonds in stone caves
They were also scattered in his encyclopedic course on
oretical physics, in problems contained in this course, in
original derivations by Landau of many laws and relation

The creation of this course was the task of a lifetime a
a matter of pride for Landau. In conformity with Landau
wishes, the course was written in coauthorship with his cl
est pupil Evgenii Milhailovich Lifshitz. This course is reall
an epic in the true sense of the word, and theoretical phy
has been taught for many decades with the help of th
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that students will be using these textbooks not only in
20th century, but in 21st as well!

Six volumes of the course were published during Lan
au’s lifetime. These include mechanics, statistical phys
field theory, electrodynamics of continuous media, hydro
namics and the theory of elasticity, and nonrelativistic qu
tum mechanics. Relativistic quantum mechanics and phys
kinetics were published after Landau’s death.~These books
were written in coauthorship with B. B. Berestetskii a
L. P. Pitaevskii.! Landau’s course is incredible, for it is har
to imagine how one person could have possessed su
colossal amount of material. These volumes are not o
splendid textbooks, but can be compared with Rayleig
famous ‘‘Papers’’. If one starts investigating any speci
question pertaining to macrophysics, one must first see w
Rayleigh and Landau thought and wrote about it. This
especially true for fluid dynamics and macroscopic elec
dynamics.

Landau was fully cognizant of the achievements in mo
ern experimental physics, and this is equally true for
nuclear physics, solid state physics, and the physics of
ementary particles. He always listened keenly to the exp
menters describing their results. However, as was mentio
above, he was very close to two great masters in experim
tal physics Lev Vasil’evich Shubnikov and Petr Leonidovi
Kapitza. Their experiments inspired Landau, and discuss
with Landau helped Shubnikov and Kapitza.

Landau earned worldwide fame after moving to Mo
cow. He was elected a Member of the USSR Academy
63 Low Temp. Phys. 24 (1), January 1998
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Order of Lenin twice, and the title of Hero of Socialis
Labor. These awards were given not only for purely scie
tific achievements, but also for his contribution in fulfillin
practical assignments of the State. He won three S
Awards, and the Lenin Prize in 1962. There was no dearth
honors bestowed on him by other countries also. As early
in 1951, he was elected a member of the Danish Academ
Sciences, and in 1956 he was elected to the Dutch Acad
of Science. In 1959, he became a member of the Bri
Physical Society, and an Overseas Member of the Royal
ciety in 1960. In the same year, he was elected to the
tional Science Academy, USA, and to the American Aca
emy of Arts and Sciences. Landau won the F. London aw
~USA! and the Max Planck medal~FRG! in 1960. Finally, he
won the Nobel Prize in Physics in 1962 ‘‘for pioneerin
research in the theory of condensed state of matter, e
cially liquid helium.’’

Muscovites took pride not only in that the city house
the Kremlin, the Tret’yakov Gallery, and the Arts Theate
but also in the fact that Academician Lev Landau lived a
worked in Moscow.

Six years after the tragic accident, Landau passed a
on April 1, 1968. Scientists as well as people from differe
walks of life all over the world mourned the death of a g
nius, the passing away of a great scientist and teacher
left an indelible mark in the history of science an
civilization.

Translated by R. S. Wadhwa
63A. I. Akhiezer



International Conferences held to commemorate the 80th birth anniversary

. G.
of I. M. Lifshitz „1917–1982…

A. M. Kosevich, L. A. Pastur, and V. G. Peschansky

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraine
~Submitted August 15, 1997!
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The 80th birth anniversary of Il’ya Mikhailovich Lif- evening of the conference under the chairmanship of Ya
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shitz, a leading scientist who made an enormous contribu
to the development of physical science and founded a la
school of theoretical physics, fell on January 13, 1997.

International conferences were held in many countrie
commemorate the jubilee of Prof. I. M. Lifshitz.

A conference on statistical physics dedicated to
memory of I. M. Lifshitz was held in the Rutgers Universit
New Jersey, USA on December 15 and 16, 1996. The
morial part of the conference was organized by J. Lebow
a Professor at this University and Editor-in-Chief of t
Journal of Statistical Physics, who is well known for his
work in various branches of mathematical and theoret
physics of the condensed state. Professor Lebowitz is an
admirer of the scientific works of Il’ya Mikhailovich. It was
he who organized in 1986 a special issue of theJournal of
Statistical Physicsto commemorate the 70th birth annive
sary of I. M. Lifshitz ~unfortunately, none of the journal
published in the Soviet Union could bring out such a spe
issue!.

The USA event was held as a regular conference
statistical physics, which has been organized with nota
enviable success by Prof. Lebowitz twice every year
many years now. A. G. Grosberg and Ya. G. Sinai also
tively participated in the organization of the conference. T
conference was undoubtedly one of the best in the se
both as regards the scientific level and the number of par
pants who represented a wide geographical affiliation: US
Russia, Ukraine, England, Germany, France, Poland, S
zerland, Brazil, and Mexico. The largest number of parti
pants came from the USA, but at least one third of them w
representatives from the former Soviet Union. Hence
though English was naturally the working language of
conference, the language behind the scenes was mainly
sian. A running joke among the non-Russian-speaking p
ticipants was requesting permission from the audience
speak in English.

The scientific program of the conference, in keepi
with the established tradition, consisted of 20-minute ta
and five-minute reports~about 80 in all were presented at th
conference! connected directly or indirectly with the scien
tific activity of Il’ya Mikhailovich. Hence it is not surprising
that the range of the topics covered at the conference
very broad, and even touched such fine aspects as the
chemical evolution, which was the subject of the lecture
livered by the Nobel laureate P. W. Anderson.

A memorial session to I. M. Lifshitz was held on the fir
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Sinai. Zoya Ivanovna, widow of I. M. Lifshitz, took part in
the meeting. The meeting aroused considerable inte
among the participants, many of whom know Il’y
Mikhailovich only through his work and were never a
quainted personally with him. The colleagues and friends
Il’ya Mikhailovich participating in the conference spok
warmly about his remarkable human qualities.

The conference was divided into 12 sessions spread
three days, starting at 9 A.M. and running till late evenin

The following 20-minute reports were presented at
conference:

M. Grinfeld ~Educational Testing Service, Princeto
USA!: ‘‘I. M. Lifshitz’ Results in Continuum Theory of
Phase Transformation in Solids’’;

I. Erukhimovich ~Moscow State University, Russia!:
‘‘Sol–Gel Transitions in Weak Gels as a Genuine Pha
Transition Due to Spontaneous Breaking of Monome
Identity’’;

O. Penrose~Heriot-Watt University!: ‘‘On the Lifshitz–
Slyosov Theory of Coarsening in Alloys’’;

M. Marder~University of Texas, USA!: ‘‘Statistical Me-
chanics of Cracks’’;

A. Bertozzi ~Duke University, USA!: ‘‘Singularities in
Long Wave Unstable Interface Equations’’;

L. Pastur ~Institute for Low Temperature Physics an
Engineering, Kharkov, Ukraine!: ‘‘Localization of Surface
Waves: An Exactly Soluble Model’’ and ‘‘Some Remark
About the Work of A. Slutskin’’;

I. M. Khalatnikov ~Tel-Aviv University, Israel and L. D.
Landau Institute for Theoretical Physics, Moscow, Russ!:
‘‘Chaos in Cosmology’’;

A. Abrikosov ~Argonne National Laboratory, USA!:
‘‘Lifshitz Resonant Tunneling as the Mechanism ofc-Axis
Transport in High-Temperature Superconductors’’;

L. Gorkov ~Florida State University, USA and L. D
Landau Institute for Theoretical Physics, Moscow, Russ!:
‘‘Lifshitz-Kosevich Oscillations in Superconductors at Field
Well Below Hc2’’;

A. F. Andreev~P. L. Kapitza Institute for Physical Prob
lems, Moscow, Russia!: ‘‘Bose-Condensation and Superco
ductivity in Mesoscopic Systems: Spontaneous Violations
Homogeneity of Time’’;

H. Saleur ~University of Southern California, USA!:
‘‘Exact Correlations and Transport Properties in Quant
Impurity Problems’’;

640064-05$15.00 © 1998 American Institute of Physics



R. Shankar~Yale University, USA!: ‘‘Renormalization
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Group for Fermions: An Introduction’’:
E. Brezin ~ENS!: ‘‘Random Matrices: From 2D Quan-

tum Gravity to Disordered Systems’’;
J. L. Birman ~CUNY, USA!: ‘‘Random Matrix Theory

of Impurity-Band Tails: An Old Problem Revisited’’;
S. Nechaev~L. D. Landau Institute for Theoretical Phys

ics, Moscow, Russia!: ‘‘Random Matrix Approach for
Words Enumeration in the Braid Groups’’;

A. A. Chernov ~Universities Space Research Assoc
tion, USA!: ‘‘Growth Induced Imperfections in Protein Crys
tals’’;

A. Khokhlov ~Moscow State University, Russia!: ‘‘Sta-
tistical Mechanics of Ion-Containing Polymers’’;

S. Obukhov~University of Florida, USA!: ‘‘Long-range
Forces in a Polymer Melt: Polymer-Magnet Analogy’’;

G. Zaslavsky ~NYU, USA!: ‘‘Renormalization Ap-
proach to the Kinetic Description of Chaotic Dynamics’’;

Ya. Sinai~Princeton University, USA!: ‘‘On the Distri-
bution of Maximum of Fractal Brownian Motion’’;

P. W. Anderson~Princeton University, USA!: ‘‘Some
Thoughts on the Evolution of Independent Entities’’;

C. Tang ~NEC, USA!: ‘‘Why Do Proteins Look Like
Proteins?’’;

E. Shakhovich~Harvard University, USA!: ‘‘Statistical
Mechanics of Protein Folding, Design and Evolution’’;

D. Thirumalai ~University of Maryland, USA!: ‘‘Cellu-
lar Protein Folding: How Nature Beats Topological Frust
tion’’;

M. Hecht ~Princeton University, USA!: ‘‘Combinatorial
Methods for Protein Design: Novel Proteins by the Dozen

K. Dill ~University of California, San Francisco, USA!:
‘‘Partition Functions of Bimolecules and Other Compa
Polymers’’;

A. Grosberg ~MIT, USA!: ‘‘Thermodynamics Versus
Kinetics in Protein Folding’’;

M. Frank-Kamenetskii~Boston University!: ‘‘Specificity
and Affinity of Bimolecular Interactions’’;

M. Kardar ~MIT, USA!: ‘‘Conformations of Charged
Heteropolymers’’;

V. Pande~UC Berkeley, USA!: ‘‘Freezing Transitions of
Compact Polyampholytes’’;

D. Torney ~Los Alamos National Laboratory, USA!:
‘‘Spectral Analysis of Biological Sequences’’;

E. Siggia ~Cornell University, USA!: ‘‘Physics from
Jelly Fish’’;

S. Fraden~Brandeis University, USA!: ‘‘Modelling Cel-
lular Guts With Colloidal Soups’’;

M. Cieplak ~Polish Academy of Sciences, Poland!:
‘‘Cell Dynamics of Model Proteins’’;

A. Stasiak ~Lausanne, Switzerland!: ‘‘Ideal Geometric
Forms of Knots and Equilibrium Trajectories of Knotte
Polymers’’;

MEMORIAL SESSION TO I. M. LIFSHITZ

Ya. Sinai, Chair, ‘‘The Life and Scientific Work of Ilya
Lifshitz’’

A. Grosberg, I. M. Khalatnikov, L. A. Pastur, A. A
Abrikosov, L. P. Gorkov, A. F. Andreev, A. A. Chernov
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INFORMAL SESSION

C. Doering, Co-chair, ‘‘What Can Mathematics an
Physics Contribute to Biology at the Present Time?’’

C. Peskin ~Courant Institute, NYU, USA!: ‘‘Random
Walks on Microtubules’’;

A. Libshaber~Rockefeller University, USA!: ‘‘DNA and
Recognition’’;

A. Parsegian~NIH, USA!: ‘‘Harnessing the Hubris: a
Wishlist of Useful Things Physicists Can Do in Biology.’’

An international conference dedicated to the 80th bi
anniversary of Academician I. M. Lifshitz was held at th
Kharkov University from 21st to 23rd January, 1997. Aft
the welcoming address by V. V. Ul’yanov, Chairman of th
Organizing Committee, A. M. Kosevich, L. A. Pastur, V. G
Peschansky, V. V. Slezov, and A. A. Slutskin reminisc
about their dearest teacher Il’ya Mikhailovich. This was fo
lowed by scientific papers. The organizing committee me
bers~N. T. Gladkikh, A. M. Ermolaev, V. V. Ul’yanov! did
not do any pruning of the papers submitted by the contri
tors and allowed all those desiring to honor the memory
the outstanding scientist I. M. Lifshitz who had worked f
many years at the Kharkov Physicotechnical Institute a
Kharkov University. Il’ya Mikhailovich founded the depart
ment of Theoretical Physics at the Kharkov State Univers
and was its chairman until he moved to Moscow. As a res
about 200 papers were presented at the conference. Abo
third of them were read as ten-minute reports while the
maining ones were presented at poster sessions.

The topics of the papers presented at the confere
were quite diverse, and included the theory of the conden
state, low-dimensional systems and superconductivity,
cluding high-temperature superconductivity, solid state sp
troscopy, magnetic properties of the condensed media, m
transport in real crystals, relaxation phenomena in sol
plasticity and strength, localization effects, photo-induced
fects in light-sensitive layers, surface phenomena and ph
transitions in thin films, low-temperature materials scien
etc.

The conference turned out to be quite fruitful and fac
tated a closer cooperation between researchers workin
fields bordering on theoretical and experimental physics.
hard to name all the interesting papers presented at the
ference. We shall mention only those relating mainly to t
low-temperature physics and theoretical physics:

M. Ya. Azbel ~Harvard University, Cambridge, USA
and Tel Aviv University, Israel!: ‘‘Transport in 2D Sys-
tems’’;

M. I. Kaganov ~Belmont, USA!: ‘‘Local Geometry of
the Fermi Surface and High-Frequency Properties of M
als’’;

A. M. Kosevich, E. S. Syrkin, and A. V. Tutov~Institute
for Low Temperature Physics and Engineering, Khark
Ukraine!: ‘‘Surface Shear Waves in FCC Crystals’’;

M. M. Bogdan, I. V. Gerasimchuk, and A. S. Kovale
~Institute for Low Temperature Physics and Engineerin
Kharkov, Ukraine!: ‘‘Dynamics and Stability of Localized
Modes in Nonlinear Media with Point Defects’’;
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V. G. Peschansky~Institute for Low Temperature Phys-
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ics and Engineering, Kharkov, Ukraine! and D. I.
Stepanenko~Kharkov State University, Ukraine!: ‘‘Nonlin-
ear Magnetohydrodynamic Waves in Compensated Meta

T. N. Antsygina, L. A. Pastur, and V. A. Slyusarev~In-
stitute for Low Temperature Physics and Engineeri
Kharkov, Ukraine!: ‘‘On the Self-consistent Localization
Theory’’;

I. V. Krasovskii ~Institute for Low Temperature Physic
and Engineering, Kharkov, Ukraine! and V. I. Peresada
~Kharkov State University, Ukraine!: ‘‘Spectral Density of a
Periodic Jacobi Matrix’’;

V. Ya. Maleev~Institute of Radioengineering and Ele
tronics, Kharkov, Ukraine!: ‘‘Physics of Structural Transfor-
mations in the system DNA-Water’’;

V. V. Slezov ~Physicotechnical Institute, Kharkov
Ukraine! and O. A. Osmaev~Kharkov State University,
Ukraine!: ‘‘Impurity Segregation in Grain Boundaries o
Polycrystals’’;

A. M. Ermolaev, N. V. Gleizer, and N. V. Ul’yanov
~Kharkov State University, Ukraine!: ‘‘Quantum Spin Exci-
tations in Normal Metals with Resonance Electron States
Magnetic Field’’;

V. V. Ul’yanov, O. V. Zaslavskii, and Yu. V. Vasi-
levskaya ~Kharkov State University, Ukraine!: ‘‘Quantum
Spin Systems: New Methods and Exactly Solvable Poten
Models’’;

G. Gonsalez de la Cruz and Yu. G. Gurevich~Center for
Research and Advanced Educational Techniques, Mex!,
and O. I. Lyubimov~Kharkov State University!: ‘‘Transient
Thermoelectric Phenomena in Semiconductors’’;

Kh. B. Chashka, M. A. Obolenskii, V. A. Bychko, R. A
Hasan, V. I. Beletskii~Kharkov State University!, A. V.
Basteev and A. N. Prognimak~Institute for Machine-
Building Problems, Kharkov!: ‘‘Electrophysical Properties
of Quasi-One-Dimensional Metal-Hydrogen System’’;

S. A. Gredeskul, M. Zusman, Y. Avishai~Ben Gurion
University, Israel! and M. Ya. Azbel’: ‘‘Electron Localiza-
tion in Two-Dimensional System with Point Scatterers in
Magnetic Field’’;

O. Galbova and G. Ivanovsky~Skopje, Macedonia!,
O. V. Kirichenko and V. G. Peschansky~Institute for Low
Temperature Physics and Engineering, Kharkov!: ‘‘Acoustic
Transparency of Layered Conductors’’;

E. V. Bezuglyi, N. G. Burma, A. L. Gaiduk, I. G
Kolobov, and V. D. Fil’ ~Institute for Low Temperature
Physics and Engineering, Kharkov! and van Kempen~Univ.
of Nijmegen, Netherlands!: ‘‘Electron Relaxation Rate in
Al’’;

A. S. Bakai~Physicotechnical Institute, Kharkov!, V. Z.
Bengus, and E. D.Tabachnikova~Institute for Low Tempera-
ture Physics and Engineering, Kharkov!: ‘‘Microscopic
Mechanism of the Effect of Topological and Chemical Ord
in Metal Glasses on Resistance to Plastic Shear’’;

V. D. Natsik and S. N. Smirnov~Institute for Low Tem-
perature Physics and Engineering, Kharkov!: ‘‘Electron
States and Elastic Waves in a Crystal with a Disclination

V. V. Pustovalov~Institute for Low Temperature Phys
ics and Engineering, Kharkov!: ‘‘Effect of Superconducting
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Metals and Alloys’’;
V. V. Eremenko, V. A. Sirenko, and V. V. Bruk~Insti-

tute for Low Temperature Physics and Engineerin
Kharkov!: ‘‘Magnetostriction in Superconductors’’;

E. E. Semenenko and V. I. Tutov~Physicotechnical In-
stitute, Kharkov! ‘‘Superconductivity of Beryllium Films
Deposited on a Hot Substrate’’;

E. Ya. Rudavskii, I. A. Usherov-Marshak, V. K
Chagovets, and G. A. Sheshin~Institute for Low Tempera-
ture Physics and Engineering, Kharkov!: ‘‘Kinetics of
Nucleation and Stratification of3He–4He Superfluid Solu-
tions. Formation of the Metastable Phase’’;

I. N. Adamenko, A. V. Zhukov, and K. E. Nemchenk
~Kharkov State University!: ‘‘Thermal Conductivity of Sol-
ids and Quantum Liquids Associated With the Flow and D
fusion of Thermal Excitations’’;

D. V. Abraimov, A. B. Verkin, A. Yu. Kolesnichenko,
A. V. Khotkevich, and V. V.Khotkevich~Institute for Low
Temperature Physics and Engineering, Kharkov!: ‘‘Point-
Contact Spectroscopy of Electron–Phonon Interaction in Z
conium’’;

E. N. Khats’ko, A. S. Chernyi, and A. I. Kaplienko~In-
stitute for Low Temperature Physics and Engineerin
Kharkov! and V. P. D’yakonov~Physicotechnical Institute
Donetsk!: ‘‘Low-Temperature Magnetic Properties o
KDy~WO4!2’’;

L. T. Tsymbal and A. N. Cherkasov~Physicotechnical
Institute, Donetsk!: ‘‘Suppression of Deformation and Induc
tion Interactions of Electron and Ionic Subsystems in Co
pensated Metals’’;

A. G. Belov, G. M. Gorbulin, I. Ya. Fugol’, and E. M
Yurtaeva~Institute for Low Temperature Physics and Eng
neering, Kharkov!: ‘‘Spectroscopic Evidence of Electron Lo
calization in Neon Cryocrystals.’’

The Russian Academy of Sciences and the Mosc
State University where Il’ya Mikhailovich taught during th
last 18 years of his life organized an international confere
on ‘‘Problems in the Theory of Condensed State’’ in Mo
cow on June 1–4, 1997. This conference attracted not o
numerous pupils of Il’ya Mikhailovich, but also scientis
who have actively continued the trends of theoretical phys
initiated by him. These include the electron theory of met
with an arbitrary form of the electron energy spectru
theory of disordered media, and the peculiar appro
adopted by I. M. Lifshitz towards the polymer physics. T
Organizing Committee headed by Yu. M. Kagan and A.
Khokhlov invited several leading scientists from USA, E
gland, Germany, Italy, France, Japan and Israel to particip
in the Conference. Research centers from Russia
Ukraine were also amply represented. English and Rus
were working languages of the conference. In his introd
tory remarks, Yu. M. Kagan described the remarka
achievements of I. M. Lifshitz in the theory of condens
state, touched upon the most important results obtained
him in the solid state theory and polymer physics.

M. V. Sadovnichii, the Rector of the Moscow State Un
versity, emphasized the role of Il’ya Mikhailovich as an ou
standing professor who made a tremendous contributio

66Kosevich et al.



preparing the scientific personnel at the Physics Faculty and
ow
e
s
.

el
em
le

pr
S

of
N
at

m
h
o

th

n
na
ro
-

ul
e

l
-

s

-

a

ity

-

versity, Corvallis, Oregon, USA!: ‘‘Quantum Oscillations in

In-

ld

s

n

si-

s

Sur-

-
n-

l
ics,

-
s

-
-

er-

-

helped in building the reputation and image of the Mosc
University. He mentioned the brilliant knowledge of th
mathematical apparatus which Prof. Lifshitz used succe
fully in solving various physical problems. Thanks to I. M
Lifshitz, an active cooperation grew between physicists w
versed in the modern mathematical apparatus, and math
ticians interested in physical problems. A brilliant examp
of such cooperation and interaction were the papers
sented by the mathematicians S. P. Novikov and Ya. G.
nai. Lifshitz’ ideas in studying the topological structure
the electron energy spectrum of metals were realized in
vikov’s paper in the form of elegant and rigorous mathem
cal theorems.

A. F. Andreev, Vice-President of the Russian Acade
of Sciences, referred to the role played by Il’ya Mikhailovic
in the development of research activity at the Institute
Physical Problems, in which he succeeded L. D. Landau
1968 as the Head of the Theoretical Physics Division at
invitation of P. L. Kapitza.

The scientific level of the conference was very high a
probably matched the level of the remarkable First Inter
tional Conference on Solid State Theory organized by P
Lifshitz in 1963. The following list of the oral papers pre
sented at the conference devoted to I. M. Lifshitz sho
provide an idea about the participants and the wide rang
the problems discussed there:

B. I. Halperin ~Harvard University, USA!: ‘‘Quantum
Hall Effect: The State of the Art’’;

A. I. Larkin ~L. D. Landau Institute for Theoretica
Physics, Moscow, Russia!: ‘‘Divergence of Classical Trajec
tories and Quantum Chaos’’;

P. Fulde ~Max-Planck Institut fu¨r Physik Komplexer
Systeme, Dresden, Germany!: ‘‘Crystallization of Elec-
trons’’;

A. A. Slutskin ~Institute for Low Temperature Physic
and Engineering, Kharkov, Ukraine!: ‘‘ ‘Frozen’ Electron
Phase and Electron Glass in Narrow-Band Conductors’’;

V. G. Peschansky~Institute for Low Temperature Phys
ics and Engineering, Kharkov, Ukraine!: ‘‘On Galvanomag-
netic Phenomena in Layered Conductors’’;

M. I. Tribelsky ~University of Tokyo, Japan!: ‘‘Symme-
try and Direct Transition ‘Rest State-Turbulence’ in Dissip
tive Systems’’;

V. Ya. Demikhovskii and D. I. Kamenev~Nizhny
Novgorod State University, Russia!: ‘‘Quantum Chaos in
Degenerate Hamiltonian System’’;

A. V. Dmitriev and A. B. Evlyukhin ~Moscow State
University, Russia!: ‘‘High Electric Field Transport and
Breakdown in a Semiconductor with an Impurity Band’’;

S. V. Novikov and A. Ya. Maltsev~Landau Institute for
Theoretical Physics, Moscow, Russia!: ‘‘Ideas of I. M. Lif-
shitz and Topological Phenomena in Normal Metals’’;

C. Castellani, C. Di Castro, and M. Grilli~Universita di
Roma ‘‘La Sapienza,’’ Italy!: ‘‘Non-Fermi Liquid Behavior
and d-Wave Superconductivity near the Charge-Dens
Wave Quantum Critical Point’’;

M. Springford~N. H. Wills Physics Laboratory, Univer
sity of Bristol, USA! and A. Wasserman~Oregon State Uni-
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Interacting Systems’’;
V. P. Mineev and M. G. Vavilov~Landau Institute for

Theoretical Physics, Moscow, Russia!: ‘‘De Haas-van Al-
phen Effect in Superconductors’’;

A. M. Dykhne ~TRINITI ! and I. M. Kaganova~Institute
for High Pressure Physics, Troitsk, Russia!: ‘‘Absorption of
Electromagnetic Waves by a Conductor with Small-Scale
homogeneities’’;

J. L. Birman~City College of Cuny, N.Y., USA!: ‘‘Ran-
dom Matrix Theory: Impurity Band Tails and Mean-Fie
Approximations’’;

Ya. G. Sinai: ‘‘Stationary Distributions for Burger
Equation with Random Forcing’’;

A. A. Chernov: ‘‘Formation and Perfection of Protei
Crystals’’;

S. A. Gredeskul, M. Zusman, Y. Avishai~Ben-Gurion
University of the Negev, Beer Sheva, Israel!, and M. Ya.
Azbel’ ~Tel Aviv University, Israel!: ‘‘Spectral Properties
and Localization of an Electron in a 2D System with Point
Scatterers in a Magnetic Field’’;

M. V. Feigel’man and M. A. Skvortsov~Landau Institute
for Theoretical Physics, Moscow, Russia!: ‘‘Statistics of
Electron Levels in the Vortex and Low-Temperature Dis
pation’’;

A. M. Kosevich~Institute for Low Temperature Physic
and Engineering, Kharkov, Ukraine!: ‘‘Geometry of the
Fermi Surface and Localized Electron States at the Free
face of a Metal’’;

A. F. Andreev~P. L. Kapitza Institute for Physical Prob
lems, Moscow, Russia!: ‘‘Bose-Condensation and Superco
ductivity in Mesoscopic Systems’’;

L. P. Pitaevskii ~P. L. Kapitza Institute for Physica
Problems, Moscow, Russia, and Department of Phys
Technion, Haifa, Israel!: ‘‘Phenomenological Theory of
Mode Collapse-Revival in Confined Bose Gas’’;

L. V. Keldysh ~P. N. Lebedev Physics Institute, Mos
cow, Russia!: ‘‘The Nonlinear Optical Response of Exciton
in Semiconductors’’

V. V. Slesov~Kharkov Institute of Physics and Techn
lology, Ukraine!: ‘‘Kinetics of the First Kind Phase Transi
tions in Solid Solutions’’;

I. P. Ipatova and V. A. Shchukin~A. F. Ioffe Physico-
technical Institute, St. Petersburg, Russia!: ‘‘Compositon
Domains in Films of Semiconductor Alloys’’;

V. B. Shikin and Yu. V. Shikina~Institute of Solid State
Physics and Institute of Microelectronics Technology, Ch
nogolovka, Russia!: ‘‘Role of Initial Conditions in the De-
velopment of Spinodal Decomposition’’;

I. M. Suslov ~P. L. Kapitza Institute for Physical Prob
lems, Moscow, Russia!: ‘‘Density of States of a Disordered
System Near the Mobility Edge in (42«) Dimensions’’;

A. Grosberg ~MIT, USA!: ‘‘Statistical Mechanics of
Disordered Polymers and the Protein Folding Problem’’;

A. J. Libshaber~Rockefeller University, New York,
USA!: ‘‘DNA and Information: An Experiment on Kinetics
of Search and Error Detection’’;

K. Yoshikawa~Nagoya University, Japan!: ‘‘Hierarchy
in Coil-Globule Transition of DNA Chains’’;
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T. M. Birstein, L. I. Klushin, and A. A. Mercurieva~In-
u
ric

in
e,

n-
ex

f

A. N. Semenov~University of Leeds, UK!: ‘‘Polymer
s’’;
ta-

es-
rks,
F.
rg
g
t all
if-
nd
ho
oo
stitute of Macromolecular Compounds, St. Petersburg, R
sia!: ‘‘Regular and Singular Phase Diagrams for Polyme
Brushes with Liquid-Crystalline Ordering’’;

I. Ya. Erukhimovich~Moscow State University, Russia!:
‘‘Sol-Gel Transition in Weak Gels as Spontaneous Break
of the Monomer Identity: The Infinite Cluster Structur
Phase Diagrams and Scattering’’;

E. Raphael~Laboratorie de Physique de la Matiere Co
dense U. R. A. C. N. R. S., College de France, Paris, Ced!:
‘‘Adhesion of Elastomers’’;

S. I. Kuchanov~M. V. Keldysh Institute of Applied
Mathematics, Moscow, Russia! and S.V. Panyukov~P. N.
Lebedev Physics Institute, Moscow, Russia!: ‘‘The Lifshitz
Entropy in Statistical Physics of Heteropolymers’’;

M. Rubinstein and A. V. Dobrynin~University of North
Carolina, Chapel Hill, USA! and S. P. Obukhov~University
of Florida, Gainesville, USA!: ‘‘Cascade of Transitions o
Polyelectrolytes in Poor Solvents’’;
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Interfaces and Adsorbed Layers: the Effect of Chain End
S. Lustig ~Du Pont Central Research Experimental S

tion, Wilmington, Denmark!: ‘‘Solvent Transport in Poly-
mers’’;

A. R. Khokhlov ~Moscow State University, Russia! and
P. G. Khalatur ~Tver’ State University, Tver’, Russia!:
‘‘Protein-like Copolymers: Computer Simulation.’’

Another 72 reports were presented in two poster s
sions. In addition to the sessions devoted to scientific wo
a memorial session was held, in which M. I. Kaganov, A.
Andreev, L. P. Pitaevskii, Ya. G. Sinai, and A. G. Grosbe
reminisced about Il’ya Mikhailovich Lifshitz, an outstandin
scientist, a talented teacher, and a charming person. A
three conferences commemorating the jubilee of I. M. L
shitz, it was noted regretfully that a remarkable scientist a
a gifted person, who earned the affection of all those w
had the fortune to come in contact with him, had left us t
early.

Translated by R. S. Wadhwa
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SUPERCONDUCTIVITY, HIGH-TEMPERATURE SUPERCONDUCTIVITY

d to
Correlation of the properties of high- Tc superconductor La 22xSrxCuO4

and anharmonicity of atomic potentials
V. G. Chudinov, A. G. Chirkov, and R. R. Nurgayanov

Physicotechnical Institute, Ural Branch of the Russian Academy of Sciences, 426001 Izhevsk, Russia*
~Submitted March 19, 1997; revised August 26, 1997!
Fiz. Nizk. Temp.24, 13–16~January 1998!

The molecular dynamics method is applied to the La22xSrxCuO4 system to prove that canonicity
conditions are violated in the case of a large contribution of anharmonism. This can lead to
the formation of ‘‘hot’’ regions;0.5 nm in the vicinity of Sr impurity atoms with an average
kinetic energy two or three orders of magnitude higher than in the matrix even at low
temperatures. The matrix is ‘‘effectively’’ cooled and can basically carry superconducting current
due to percolation for any electron pairing mechanism. The velocity distribution is described
by not one but at least two Maxwell functions. The fcc lattice of Ni near the phase-transition point
also acquires ‘‘hot’’ spots which are not, however, localized in space, but migrate~with a
lifetime ;10212 s) and have a much smaller difference in kinetic energies~by a factor of 1.5–2.0!.
At low temperatures, canonicity conditions are always satisfied. ©1998 American Institute
of Physics.@S1063-777X~98!00301-6#
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low- or high-frequency oscillations can be excited in hom
geneous lattices in the case of a large contribution of an
monism~depending on its sign!. Burlakovet al.2 discovered
that these oscillations are genetically connected with en
lope solitons, and no complete thermalization is observed
the framework of local anharmonism, it was established3 that
either local ‘‘cold’’ or local ‘‘hot’’ regions can be formed
near defects. It was assumed that anharmonic oscilla
~system! were in equilibrium with the phonon field~reser-
voir!. The hypothesis on microscopic ‘‘hot’’ spots was al
put forth in attempts made to explain ‘‘cold’’ thermonucle
reaction.4 Localization of kinetic energy was discovered
Ref. 5 by using the molecular dynamics method in t
strongly anharmonic anisotropic system La22xSrxCuO4 in
the vicinity of Sr impurity atoms. However, the influence
this phenomenon on the physical nature of high-tempera
superconductivity is not completely clear. The qua
harmonic approximation3 with a small contribution of anhar
monism, which is normally used, might turn out to be ina
plicable in this case.

2. In this research, we analyze the effect of the nonc
onicity of the system on its dynamic properties. We sh
estimate the extent of noncanonicity by the deviation fr
the ideal Maxwell velocity distribution for a given averag
kinetic energy of atoms.

Special attention was paid to the attainment of equi
rium by the system, which set in over 10–20 periods
oscillations with the relaxation timet r . To within the accu-
racy of our computer experiment, equilibrium is reach
over a time;5310211 s, i.e.,;10t r . For t r we take the
time after which the state of the system becomes indepen
of the initial conditions. The effect of the crystallite ge
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within the experimental error.
It follows from fundamental principles that the bas

laws of thermodynamics can be observed only in canon
systems.6,7 Normally, systems that are not closed are
garded as noncanonical.8,9 It has been proved, however, th
only a very small number of systems satisfy the canonic
conditions rigorously. An example of such a system is
ideal gas in which atoms interact according to the laws
perfectly rigid spheres7 or a gas with the potential energy o
repulsion;A/r n(n.4).10 In condensed media, the proble
boils down to an analysis of a gas of quasipartic
~phonons!, but the phonon gas can be regarded as ideal o
in the harmonic approximation. If we take anharmonism in
consideration, the system is in general not canonical, and
emergence of soliton-like excitations becomes possible. S
excitations have solutions only in special cases, which l
to results that are not typical of static thermodynamics, i
local energy and concentration distributions, heat trans
and so on.

Simulation was carried out by the molecular dynam
method according to the program specially oriented to H
materials with interatomic interaction potential calculated
Ref. 11 for the compound La22xSrxCuO4. The crystallite
consisted of;2000 atoms~in two stationary La~Sr!–O lay-
ers and a layer of mobile CuO2 atoms!. We used cyclic
boundary conditions along the directionsa and b and at-
tained relaxation times;10210 s by using;106 iterations.
The same but randomly directed velocities were imparted
all atoms at the initial moment, and then the system w
brought to equilibrium.

3. By way of an example, Fig. 1 shows equilibrium v
locity distributions for oxygen atoms in the La22xSrxCuO4

system for various values ofx ~compounds withx50 and

90009-03$15.00 © 1998 American Institute of Physics
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x.0.17 are model compounds!. The maximum deviations
from the Maxwell distribution are observed forx50.17. It
should be noted that the dependence of the supercondu
transition temperature on the Sr concentration is parab
with the peak atx50.17, and the system is superconducti
in the concentration rangex50.05– 0.25.

The experimental curve was fitted by four Maxwell di
tribution functions with T159 K, T2511 K, T35400 K,
and T45900 K with the weight contributions of 0.75, 0.1
0.1, and 0.05 respectively. Virtually all highenergy distrib
tions are created by oxygen atoms of the CuO2 layer, which
are localized near Sr impurity atoms. Their average energ
approximately 100 times higher than the average energ
matrix atoms. A much weaker effect is observed in extre
model cases forx50 and 2, when the contribution of anha
monism in the system is significant, but systems are ho
geneous. The velocity distribution differs from the Maxwe
distribution less strongly:T1550 K, T25110 K, and the
weight contributions are 0.55 and 0.45, whileT1540 K,
T25120 K, and the weight contributions are 0.5 and 0
respectively. For other concentrations, the situation is in
mediate. It should be noted that no local oscillations are
served forx50, while for x52 they have the form of mi-
grating excitations of the soliton type. Spatial localization
kinetic energy is of the same type, but only at each spec
instant of time. In linear systems, such a situation is w
known from theoretical publications as well as from co
puter experiments.12

In addition, we made test calculations forg-Ni at
T5300 K ~solid state, small contribution of anharmonism!
and in the premelting regionT>1300 K ~strong anharmon-
ism!. In the former case, no difference between the theo
ical and calculated dependences of velocity distribution w
observed to within experimental error even for a tim
;10212 s. However, detailed analysis shows that in the
ter case at least two distributions are required~with
T15910 K andT251610 K with the weight factors 0.97 an

FIG. 1. Velocity distribution in La22xSrxCuO4 for average kinetic energy
70 K for various Sr concentrationsx: 0.17 ~curve 1!, 0.25 ~curve 2!, 0.12
~curve 3!, 0.08 ~curve 4!, 0.03 ~curve 5!, and 0~curve 6!; curve 7 corre-
sponds to Maxwell’s distribution atT570 K.

10 Low Temp. Phys. 24 (1), January 1998
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0.03, respectively! ~Fig. 2!. Naturally, the difference is much
smaller than for La22xSrxCuO4, but is still significant. In the
theory of liquid and amorphous states, the hypothesis c
cerning the inhomogeneity of these media was put forth lo
ago.13 For example, ‘‘hot’’ spots can be responsible for the
effects. A similar situation was observed by us in the am
phous alloy Ni80Zr20.14

It is quite possible that the violation of canonical cond
tions can lead to the emergence of ‘‘hot’’ spots at which
thermonuclear reaction can be realized~the temperature of
the body;103 K, while at ‘‘hot’’ spots it can be;105 K,
and the probability of such a reaction is high at;107 K!.
This hypothesis was discussed in detail by Tsarev.15 At any
rate correlations are observed, for example, for the syst
Pd–D and YBa2Cu3O7–D with a strong anharmonism.

4. Thus, it is shown for the systems La22xSrCuO4 and
Ni that static and dynamic inhomogeneities in which the v
locity distributions can be described by a set of Maxw
functions at various temperatures can emerge in conde
media with a strong anharmonism due to violation of cano
cal conditions. The superconducting transition temperat
correlates with the extent of deviation from canonicity.
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