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The propagation of fourth sound waves in a solution of two superfluid liciiigs*He is

considered by taking into account the effect of reciprocal drag of superfluid motions. It is shown
that the inclusion of the drag effect leads to a change in the ratio of intensities of second

and first fourth sound waves. @998 American Institute of Physids$$1063-777X98)00101-7

INTRODUCTION pi1.P32,P12= P31 are the superfluid densities, the densities
p5, andp3, describing reciprocal drag of superfluid motions,

The interest in the possibility of a superfluid transition in u, is the velocity of normal motion, and

the system ofHe impurity atoms in a@He—*He solution
grew after the exp_erimental discovery of the transition of  , =cp: p,=(1—c)p, 2)

He to the superfluid state at temperatures of the order of a

few millikelvins.>? Hydrodynamic equations for solutions of wherec is the*He concentration.

two superfluid liquids were derived for the first time by We supplement these equation with two equations of
Khalatnikov? The effect of drag by each superfluid motion superfluid motions

by the other superfluid component of the solution was taken

into account in relevant equations in Refs. 4—7, while the %JFV
influence of this effect on the dynamic parameters of solu-  dt
tions of superfluid liquids was discussed in Refs. 8—12. The
propagation of sounds in such systems was considered in dV;
Refs. 13 and 14 without taking the drag effect into account, gt
while the propagation of first, second, and third sounds as

well as one more type of vibrations taking the drag effectwherew, andu, are the chemical potentials defined by the
into account, was analyzed in Refs. 4, 15, and 16. The digdentity for energy:

persion equation for determining the velocities of two fourth

sounds taking thlv?5 drag effect into consideration was derived de=TdS+ u1dps+ uadpy+[pTy(Vi—un)

by Volovik et al:> who observed that the velocities of the s s s

tv)\:o fourth sounds coincide with the velocities of first and p1AV2 Un) - d(V1 = Vo) FLp2o(Va— Un) F p2A V2
second sounds, respectively for-0. This research aims at —uy)]-d(va—vy). (4)
deriving expressions for velocities of fourth sound waves in

a solution of two superfluid liquids taking into account the The equations of conservation of total momentum and en-
drag effect, and at obtaining the ratio of wave intensities fotropy have the form

the first and second fourth sounds. We shall solve this prob- s s s s

lem without taking into account possible gap anisotropy in 1= Pntnt (p1r+ p2)Vi+ (1ot p2o)Va,

the 3He spectrum and consider the case of isotropic super-

ﬂUIdlty ]i+(9Hik/(?Xk:0, (5)

We shall write the hydrodynamic equations for solutions
of two superfluid liquids, which will be required for further
analysis and which take into account the effect of reciprocaﬁ
drag of superfluid liquid§,namely, two continuity equations
for each component of the solution:

1 2
M1~ 5 us+vy-u, | =0,

1
+V(M2_§Uﬁ+V2'Un):O, 3

where p,=p—p3;—p3,— 2p;, is the density of the normal
omponent, andl;, is the tensor of the momentum flux,
efined as

i = piw1iv 1kt P50 210 2kt PIAV 110 2k F V10 1)

b1+diV{P1Un+pi1(V1_Un)"’Piz(Vz_Un)}:Oa + ppUqijU+ Péik! (6)
po+div{pou,+ p5(Vi—Uy) + p3(Vo—Uy) }=0. (1)  while pressure is defined as
Here, p, and p, are the densities ofHe and*He particles, P=—g+ TS+ uip1+uzps; (7)
respectively(the densityp of the solution is equal to the sum _
p1t+ps), vi and v, are the superfluid velocities, S+div(Su,)=0. (8
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S S S S
E%LLJJITSS SOUND IN SOLUTIONS OF TWO SUPERFLUID . uzﬁl(i) [02 (p3,Fp31) (1o (p31+ plz)}
ap p
It is well knownt’ that fourth sound in an ordinary su- (054 pS (o514 p50)
perfluid liquid can be visualized as oscillations of the super-  x[DC—AF]+|c ’)22—‘)21)_(1_0) M}
fluid component in narrow capillaries, such that the normal

component is stationary, and the penetration depth for a vis-
cous wave is larger than the capillary diaméfein order to X
solve the problem formulated above, we linearize the hydro-
dynamic equationg1), (3), and (8) under the condition

u,=0: - ﬁ)} -

D
-;+UA+MaF—BC)+mpi+pi+pi+p%Xa0

(Plat P20 s . s . s
——|[DC—AF]+p(p11t+p1otpn

p1+p3; div vi+pl, div v,=0, op
. + S _ + -1, s s _ s S _)
pat py div vyt pS, div vp=0, p2)(ac ,3)] B (p11P22~ P12P21) o
vy V=0 vy V=0, S=0 9 % 02 ﬁ_g)_l P +E a_g_} o =0
It is convenient to introduce, instead @of; and u,, new (13
chemical potentials Here
m=Cur+(1=Cluz, &E=p1—pa. _[dp ap _[9&) 1 [dp
A= 07_P +a (7_ y C=a ~=| T 2 (?— y
In this case, we obtain frort6) and (7) (o= S/p) ¢ ¢/ pmicC
-14p— _ ap 9¢ do
p "dP=cdT+du—&dc. (10 Y =pl 2| =
] ] ] . ] D=4 acl’ F=p C ac)’
Using this notation and relatiori2), we can write the system
(9) in the form _ [(ap)(ap) P (ao)(apﬂ‘l
a=—{ ===t = | =</| == ,
cp+cp+p3; div vy +p3, div v,=0, gcj\dp) oL dc/1dp
- s s da\[oT\ o (adp\[aT\] *
(1—c)p—cp+p3y div vyt p3, div vo=0, B=— i +; i .

We shall solve this equation bearing in mind that one root is
much smaller than the other root in the concentration param-
eterc<1 and taking into account the fact that the terms of

v, .
—e H(1=0)VE—aVT+p lVP=0,

%_ CVé—oVT+p tP=0, the_ord_er prn/p are small for temper_atu_res under investi-

gt gation in view of the smallness af This gives

op+ap=0. (11 ,o P21+ p3p (0P o PLIt P [ 0E
(upP=———=| 5], WpP=———15]. @9

We shall consider a plane acoustic wave in which all
variables are proportional to efp(t—x/u)]. Denoting by  For a certain redefinition, this result coincides with solutions
prime the varying components of relevant quantities, we obof a biquadratic equation for the fourth sound velocities,
tain from (11) a system of algebraic equations, in which we which were obtained in Ref. 16. Fgr5,=p5,=0, expres-
go over to the variable®,c, andT by using the following  sions(14) are transformed into the corresponding equations

equations: obtained by Minee¥? Thus, the drag effect in this approxi-
p Ip mation leads to the emergence of sums of densities in the
p' :(ﬁ) P’ +(%)c’, numerators of expressions for velocities and does not affect
qualitatively the form of fourth sound waves which can be
o Jo regarded as joint oscillations of density and concentration.
o'= (o’!—T T + %)c’, Besides, forT— 0, the expressions for the velocities of two
fourth sounds coincide with the expressions for velocities of
1 {ap Jo 9¢ first and second sound, respectively, which were derived by
§'=—F ) P'—(ﬁ T'+{ ;¢ (12 Andreev and Bakshifi.This in accord with the result ob-

tained by Voloviket al®

In these equations, we have used the relations between de- Mineev** obtained the ratio of intensities of the second
rivatives of thermodynamic quantities, following from iden- and first fourth sounds in the radiation emitted by a wall
tity (10), as well as the smallness of the thermal expansiowibrating in the direction perpendicular to its plane in the
coefficient @p/aT).** The compatibility condition for a sys- absence of drag effect, which contains the concentration pa-
tem of algebraic equations together with2) leads to the rameter to a power of 3/2. Let us calculate this ratio taking
following equation for the velocity of sound: into account reciprocal drag of superfluid components and
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compare it with the result obtained in Ref. 14. Let us suppose dp do T 1 dp| o do dp JT
that the_wall vibrate_s in the d!rection perpen_d_icular to its +2c pPac o ; Pl ; 3¢ 0P do
plane with the velocity exp(—iwt). The velocities of the
first superfluid component in the emitted first and second lop ,dpdT -t
fourth sounds are given by + p o 7 Pos '
_ X Retaining only the principal terms in concentration, we ob-
Arexp —lo|t——] ], tai
u ain
, . X a :lﬁ:(u )2 P(&Plap)
v1=Az exp —iw|t= (15 Yool Y (pS,tpS)[1—(Up)(dplac)]’
while the velocities of the second component are given by B . B ) ap ag
F{ | ( X)) az—z— (up)“p = (P12t P1D| o5 9P Jc
vo,=Aja exp —low|t——]/,
o : (1 L op)” S+511‘9p 7o
| . > ac (P22t p21) bac)| (20
=A28z exg —lw| =] . (16 Using relations(14), we can write the obtained expressions
in the form
Here
™ ny 1op|~* (pLitp1D) [, 10
ai=vylvi, ap= vy}, 4D 1___P> g PP () 1p)
_ _ p dc (P22 P21) p dc
The values ob; andv, at the surface of a solid must coin- (21

cide with the velocity of the surface: Substituting(21) into (19), we obtain

Ai+Ar=vg, Ajagt+Aa=vo, 12/ s o s\12 2
I, [dEa pSitp 14
o) (Gam] weel k). e

whence I, \dc P P21t P22
Ay (1-ay where
A (1-ay)’
1 ( 2) P11 pi1 (1+pidpiy)? 1 dp\?
The average density of energy emitted in each of sounds can A= P_Sz 1+ P_§2 (1+pS4p3,)2 - ; ac
be obtained from{(15) and(16): 5
pt1| (1+p3dpiy) 1dp
s 2 s SN\ _ . \2 5_2123 X1+l 5| w0775 |1 ==
E=p1wit(pitpa)(vi—v2) +p2202=§A (P11 P22) (14 p34/p3)) p dc
H 1dp\2 (pStp5) (1dp\2] 7t
ot Pl (1- )2+ p3ad), 18) « 1+P_g(1___0) , Pzt Pz (__P) ;
P22 p dc P22 p dc

while the ratio of intensitie$, andl, of the emitted waves

of second and first fourth sounds is given by

— S S S S 1 (?p 2
B=(p1,tp21)| p221 P14l 1_; ac +(platp3)

2 _ Uz Aﬁ)z P51t (p5at P31 (1—az)%+ p3,a3 ,
I uj VAL p3it(pist p3)(1—ar)+p3a0 X(l&_p
p dc
uy (1—ay\2 pii+(pla+pd)(1—ap)?+p3as , ) ) < s
4 \1-a S (Pt pi)(1—ap2t poal’ Using relations(14) and assuming that/p5,<1, we
2/ PuT P12t P2y VT P2 obtain the following expression fok+B in the main order
(19 in concentrations:
Thus, in order to find the required ratio of intensities, we P51 PSP
must determine, anda,. Relations(12) lead to A+tB=—H+—5—+%.
, P22 P22t P11
Ya_ | _ (s +p5)1 (1=0)2 Ea_p + = » 2ot Consequently, we can finally write
vy (p11tp12)|(1—c) p ac P \ac) o
1/2
o o o1 |_2:(3_§5_P)l/2 P11t P12 (P_§1+Pi2+l’§1 (15_13)2
+_p_§ +2(1-c)| =3 P22 Iy 1dcaP] | p3i+p3, P32 P3tpil)\pdc]
IP dc oP oc 7 g0 p P 23)
dp T ap
o2 e %+1] +u2p -5 —(pS,+ P31 (1 CONCLUSIONS

The ratio of intensities of the two fourth sounds emitted
by a wall vibrating in the direction perpendicular to its plane,
which was obtained by taking into account the effect of re-

2
. (1 ap) +ap (Z_(Cr) dT  dp 9¢

paic] P do ' 9P ac
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LOW-TEMPERATURE MAGNETISM

Dynamics of small-angle domain walls in external oscillating magnetic field
K. I. Primak and A. L. Sukstanskit
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Ukraine*
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Fiz. Nizk. Temp.24, 17-22(January 1998

The dynamics of small-angle domain walls existing in an easy-axis ferromagnet in the vicinity of
spin-reorientation phase transition in an external in-plane magnetic field is studied. The
dependence of the drift velocity on the amplitude, frequency, and polarization of the oscillating
field is obtained. ©1998 American Institute of Physid$$1063-777X98)00401-(

In the huge number of publications devoted to experi-by using the “Lorentz-invariant” modefb* (see belowin
mental and theoretical study of the dynamics of domaincontrast to conventional 180° DW in ferromagnets whose
walls (DW) in various magnetically ordered media, main at-dynamics does not possess such an invariance. In this con-
tention is paid to analysis of two principal types of DW nection, it would be interesting to study the dynamics of
movements: translational motion in a constant magnetic fielémall-angle DW in an external oscillating magnetic field;
and vibrational motion in an oscillating external field. How- this forms the subject of the present publication.
ever, there exists one more type of DW movement, which ~ Let us consider a ferromagnet with an “easy-axis” type
can be induced by an external oscillating field, viz., DWmagnetic anisotropy in an external in-plane constant mag-
drift, i.e., the emergence of a constant component in the venetic fieldH, and in a varying fieldd(t) oriented in the DW
locity of the wall. The DW drift was observed experimen- plane. We choose the Cartesian system of coordinates in
tally in Refs. 1 and 2, while a similar effect for another type such a way that the anisotropy axis coincides withzteis
of topological solitongBloch lineg was observed by Gorna- and the direction of the constant in-plane fiéld coincides
kov et al>* with the y-axis.

The phenomenon of DW drift in ferromagnets was pre-  We proceed from the expression for the energy of the
dicted theoretically by Schlomann and Milon the basis of ferromagnet written in the standard form
energy considerations. A more consistent approach to the o B
solution of this class of problems on the basis of the specific W= f dr(— (VM)2—=
theory of perturbations was proposed by lordanskii and 2 2
Marchenk8 who studied the drift of Bloch lines. At the whereM is the magnetization vectog and 8 are the ex-
present time, the DW drift in an external oscillating magneticchange interaction and anisotropy constants, respectively,
field has been studied in detail for virtually all basic types ofand H=H,+ ﬁ(t) is the applied magnetic field. In formula
magnets.™'%In addition, the possibility of DW drift in ferro- (1), we disregard the magnetic dipole interaction since the
electric magnets in an external oscillating electric was anaeffect of this interaction on the dynamic properties of DW in
lyzed in Ref. 11, while the DW drift under the action of a the vicinity of a spin-reorientation phase transition is small
high-intensity acoustic wave was predicted in Ref. 12. and can be neglectéd*

However, the authors of all these publications studied  The static and dynamic properties of a ferromagnet are
the drift of only 180° domain walls existing far away from determined by the equations of motion for the magnetization
the regions of spin-reorientation phase transitions. It is wellectorM (the Landau-Lifshitz equations
known that the structural and dynamic properties of DW in
the vicinity of such transitions differ considerably from the M= —g[MXHg]+ h [M xM] Ho=—— )

. : R . ) et , e VR
properties of ordinary 180° domain walls. A typical example 0
of a spin-reorientation phase transition is the well-knownwhereM,=|M| is the saturation magnetizatiog,the gyro-
phase transition in a ferromagnet with an “easy-axis” typemagnetic ratio), the relaxation constant, and the dot indi-
magnetic anisotropy in an in-plane magnetic field close taates differentiation with respect to time.
the anisotropy field. In the vicinity of this phase transitions, Parametrizing the magnetization VecMrby two inde-
the component of the magnetization vedkrthat is collin-  pendent angular variablesand ¢,
ear to the anisotropy axi&-axis) is small in view of the
closeness to the phase-transition point, and the angle of ro-
tation of the vectoM in the DW separating domains with we can write the equations of moti@8) in the form
opposite values dfl, is also smallsuch DW will be hence- .
forth referred to as small-angle walldt was proved in Ref._ ¢ cos O+ aA 0+ (B+ ap'?)sin 6 cos +h, cos @
13 that the dynamics of a small-angle DW can be described 9Mo

MZ—H-M, Y

M=Mg(cos @ sin ¢,cosf cos ¢,sin ), 3)
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. 1 .\ '
@rx cos 0+ aA 0+ (B+ag'?)sin 6 cos 6+h, €@ 6—h, sinibtes =D 2(D3— D) —hy(t) — 2h,(t) D — — =0,
0 0

(7
- + ! r__ H
oM cos 6+ a(¢’ cos )’ —h, cosé sin ¢

N

_ r

o COS 6
gMo(P

)

whereh,(t)=[Ho+H,(t)]/Mg, h,(t)=H,(t)/M,, and the

prime indicates differentiation with respect of the coordinate

x (henceforth, we shall confine our analysis only to one-

dimensional solutions of the equations of mojiokVhile
writing Eqgs.(4) and(5), we have taken into account the fact

€)
where the following notation has been introduced:
6 2a g2HoH &2
- 2_ "7 2_J U ar
b= ‘/28 y XO B 7, wWq 2 ’
Ny [2Hg| 12 . V2 H(1)
T MO
Hy(1)
_ My
ha(t) = Hoe?:

that the plane of the wall in the chosen geometry coincides

with the (y2) plane, and the varying external field oriented in
this plane has two nonzero componekitgt) andH,(t). We

shall assume thai(t) is a monochromatic field of frequency
o with a certain phase shiff between the componentg
will be proved below that the DW drift velocity we are in-
terested in depends significantly on the quangity

ﬁz(t)z H,o cos wt, ﬁy(t) =Hyo cofwt+ x).

(6)

It can be easily verified that Eq9) is the Euler—
Lagrange equation for a system described by the Lagrange
functionL typical of the®* model in the external field, i.e.,

L=fd4

1 .. x5 1
2__ 12__ 2_1\2_
72 ¥ 5 (D (e

If the constant external magnetic field is smaller than the

anisotropy field Hy<H,=BMg), and the varying field is
zero, the magnetization vectdt in the equilibrium homo-
geneous state lies in thg/Z) plane (=0) and forms the
angle 6, ==*arccosty/BMg). with the y-axis. For

Ho=pBM,, a second-order phase transition to a phase with

the in-plane orientation of the vectbt takes place§, =0).
The static one-dimensional solution of E@4) and (5) de-
scribing a DW separating two domains with,= M, sin 6,
andM,=— M, sin 6, can be written in the form?

sinH (x/xg)sin 6, ]
cosh (x/xg)sin 6, ]+cos 6,

sin 6(x)=sin 6,

()

It is impossible to obtain the exact distribution of mag-

netization in a moving DW in the presence of an in—planewhich

field in analytic form, but a number of peculiarities typical of
a moving DW have been analyzed qualitativEly* Among

+hz(t)<I>2]’. (10)
and by the dissipative functio® defined as
A )
Q=— f dxd?. (11)
2(1)0

It should be noted that, although the dynamics of a fer-
romagnet is described in the general case by Efjsand(5)

that do not possess the Loretz or Galilean invariancedpthe
model, which is suitable at the phase-transition point, is
Loretz-invariant ~ with  the  characteristic  velocity
c=Xowo=g(aMgHo)¥2 Consequently, in contrast to the
general case, we can easily construct dynamic solutions of
the equations of motion if the corresponding static solution is
known. For example, the static solution of E®) in the
absence of an external oscillating field and damping,
satisfies the boundary conditions
Po(xw)==x1, Py(*x»)=0 and describes a stationary
DW, has the form

other things, the effective mass of a DW as a function of the

applied in-plane field was determined, and the limiting ve-
locity of the steady-state motion of DW was calculated. It

was showr? that in a strong in-plane field close to the an-
isotropy field, i.e.,
e=(1—H/H,)¥?<1, the DW dynamics can be described in

Do(x)= tanl‘( ;) , (12
0

in the case when the parametemwherex, has the meaning of the DW thicknedsnk).

The corresponding dynamic solution for a wall moving

the main approximation in this small parameter by using theat a constant velocity can be obtained fronil2) by using

well-known®* model. Indeed, it <1, the angled in DW is
small,| §|< 6, ~v2e<1. Retaining in Eq(5) only the terms
linear in the parameter, we can express the anglan terms
of the angleg:
0

gHo @

¢

Substituting (8) into Eqg. (4), we obtain the following
expression in the main approximation in the parameter

13 Low Temp. Phys. 24 (1), January 1998

the standard “relativistic” substitution Xx— (x—V1t)/
(1—V?/c?)Y2. The limiting velocity of steady-state motion
of DW is equal toc.

If we take into account the interaction with the varying
external field and damping, the “Loretz invariance” of Eq.
(9) is naturally violated, and hence we can obtain its solu-
tion, following Refs. 7—10, by using a version of the pertur-
bation theory for solitons assuming that the amplitude of the
external magnetic fieltand hence the “fields’h; andh, in
Eq. (9)] is small. For this purpose, we define the collective

K. I. Primak and A. L. Sukstanskit 13



variableX(t) as the coordinate of the DW center at an arbi-
trary instant of time and seek the solution of E() in the
form

A=T(1+Kk233) (4+k3x3)L1Y2, (18

wherel is the length of the crystal.
The functions{u,,u,,u,} form a complete orthonormal
C(x,1)=Do(&) + Y1 (&, D)+ Pa(E,0) +.. (13)  set, and it is natural to seek solutions of Etf) in the form
where é=x—X(t), and the indicew=1, 2, ... indicate the ©f an expansion in this set. For a monochromatic external

order of smallness of the quantity in the amplitude of thefield of frequencyw, we put
external oscillating field ¢,,~h"). The function®,(&) de- _
scribes the motion of a nondistorted kink and has the same #4(&,t)= Re{ gt
structure as in the static solutig¢f?2) (in view of the small-
ness of the external oscillating field, the amplitude of varia-
tion of the kink velocity is also smaly<c, and hence we Here it is appropriate to make the following important
can neglect the “Loretz” contraction of the kink thickngss remark. Equatior{15) describes the excitation of linear spin
The termsy,(£,t)(n=1,2, ...) describe the distortion of the waves agaist the background of DW. The first term in the
DW shape and the excitation of spin waves during the DWexpansion of the function,(£,t) corresponds to the shear
motion. (Goldstong mode, i.e., the motion of DW as a single whole.
The DW drift velocity is defined as the value of the DW However, the corresponding degree of freedom has been al-
instantaneous velocity (t) = X(t) averaged over the period ready taken into account by introducing the collective coor-
of oscillations,Vg4,= V(t), where the bar indicates averaging dinateX(t) in the definition of the variable. For this_ reason,
over the period of oscillations of the applied field. The Dw the shear mode should be omitted in expansi®), i.e., we
velocity V can also be represented in the form of a series ifnust putc, =0 (a detailed discussion of this question can be
the external field amplitude, bearing in mind that we arefound in the monograpfy. This condition leads to the re-

interested only in the forced motion of the DW: quirement of orthogonality of the function,(¢) on the
right-hans side of Eq(15), which in turn defines the equa-
V=V;+V,o+...,V,~h" (14

tion for the DW velocityV,(t) in the approximation that is

singling out the terms of various orders of smallness, we

c1u1<§>+c2u2(§>+2k ckuk@)H.
(19

obviously obtain an equation in the zeroth approximation
describing a stationary DW and having a solution of the form
(12). The first-order equation in the perturbation theory can

. 3
V1+ )\wOV1=— Cwohl(t).

5 (20

The solution of this equation describes DW vibrations in

be represented in the form

L+ 1 82+
w2 2

A 0
U)_OE) i(€1)

Vi AV,
=|—=* —) Do(&) —[hy(t) +hy(1)Po(8)], (15
wo @

where the operatdi has the form of a Schdinger operator
with a reflectionless potential:

d? 6
(16)

The spectrum and wave functions of the operatare

well known. In contrast to the models of magnets analyzed in

Refs. 7-12, the operatﬁrpossesses not one but two discrete
levels with the eigenvalues; and\,, corresponding to the

localized wave functionsi; (&) andu,(&):
Al . 3 1/2

uy(é)= CosR(&/xg)’ A =0, A1=(4—X0) ;
A sinh(&/%g) 3

~ cosH(&/xg) 2Xo

as well as the continuous spectrivg=4+ (kxo)? with the
eigenfunctionau, :

u(€)=A[ 3 tantf( &/xq) — 3ikx, tanh( &/xq)
—(1+k?x3)]exp(iké),

1/2
u2( )\2:3! A2: ) ’ (17)
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an oscillating external field, these vibrations being excited
only by thez-component of the field. It can easily be seen
thatV,(t)=0, i.e., the DW drift is absent in the approxima-

tion linear in the external field.

The coefficiente, andc, in expansion(19), that define
the amplitudes of the spin wave localized at DW and nonlo-
calized(intradomain spin waves, can be found by the stan-
dard procedure by multiplying the right-hand side of Elp)
by u? (&) or ug (£) and integrating with respect to the vari-
able &. After simple calculations, we obtain

_ ’7TXOA2 h
%=~ 3-aZrina M

- X0k 45(kx)h
=T ard-arring | Hoko)h

i(4+k?x3 A
 sinh(7kxg/2) 2|

(21)

where() = w/ wg, hig~H, andh,y~H,, are the amplitudes
of the corresponding fields, an¥{x) is the Diracé-function.

It can be seen that thg-component of the oscillating
field leads to excitation of spin waves localized at DW as
well as intradomain spin waves, while tkecomponent ex-
cites only intradomain spin waves wi= 0.

Let us now analyze the equation in the second approxi-
mation in the applied field amplitude. After averaging over
the period of oscillations, the corresponding equation for the
function ,(£,t) can be represented in the form

K. I. Primak and A. L. Sukstanskit 14



~ 1 —— -
Ldy(&)=— ps V(1) DG &) — 6Do(€)Yi(£,1)

A
—2h2(t)z//1(§,t)+w—oVz(t)%(é), (22)

where®,(§) = ¥(§,1).

As in the first-approximation equatiofi5), we require
that the expansion of the functich,(£) in the eigenfunc-
tions of the operatot. contains no shear mode, i.e., we re-
quire that the right-hand side of E@®2) be orthogonal to the
functionu,(£) (17). This leads to the following expression

for the drift velocity Vg,=V5(t): FIG. 1. Frequency dependence of nonlinear mobilityNer0.1 and various
values of phase shify: 0 (curve 1), /4 (curve 2), w/2 (curve 3), 3w/4
(curve4), andw (curveb).

9X0w0 +o 5

Va=—— f g dg(§YFED

1 where the nonlinear DW mobility, (o, x) is defined by an
+ 3 h2(t)z/;1(§,t)}®5(§). (23 expression similar t¢24) with the characteristic valugﬁzgZ
given by

Substituting®(£) from (12) into this expression, using 97g o\ 12
expansion(19) for the functiony;(£,t) with the coefficients (_)
from (21), and carrying out averaging over the period of B
vibrations and integration if23), we obtain Using the parameters typical of ferromagnets, i.e.,
g~2x10" s 'oe?, A,~102, («/B)¥>~10"% cm, and
H,~5X10° Oe and puttinge=10"1, we obtain the drift
% [(3—0%)(4-0%)+\20%cosy+AQ siny  velocity Vo=|udHyoH 0~ 10 m/s for fields of the order of
= M12 3m [(3_QZ)Z+)\202][(4_92)2_’_)\292] H20~Hyo~1Oe.

It should be noted that the values of the coefficient of the
nonlinear DW mobility,ugZ (26) is much larger(by 1-2
orders of magnitudethan the corresponding coefficient de-
termining the drift velocity of ordinary 180° DW existing in
+1,(Q,\)sin X]], (24) ferromagnets far away from the phase-transition pbiAs

we approach the phase-transition point, i.e., for decreasing
parametere, the nonlinear mobility coefficient increases, in
accordance witli26), in proportion tos ~* due to a decrease
in the mass of a small-angle D¥W.However, it should be
o 9mXowq borne in mind while obtaining a numerical estimate of the
M= 757\ drift velocity that the perturbation theory used above is valid
only for h,g, hyp<1, i.e., in a weak oscillating magnetic
11(Q,N) field, H,o<H.e?, Hyo<H,e® Consequently, the character-
istic value of the DW drift velocityVy which can be de-
_ XH(A+xH[(4- 07 (4- 0%+ x%) +2°07] dx, scribed adequately in the perturbation theory developed
—o 2 2 2D\ 2N mX above is proportional to the small paramete©Obviously, a
(AHxI(4=QTHx)7+A0 )]S|nh2( 2 ) DW can also drift with a higher velocity, but in this case a
more general theory should be developed for analyzing the
12(2,N) DW dynamics.
o x8(4+x2)
=\ dx. *E-mail: sukstan@purr.dipt.donetsk.ua
Cw X
(1+x3)[(4— Q2+ x2)%+ )\ZQZ]sinI”F(T)

0__
lU“yZ 23)\rHa84 (26)

Var=p1h1dhzo,  m12(€2,x)

1
+ (4— 077+ 202 [1,(€2,N)cosy

where the quantityu,, has the meaning of nonlinear DW
mobility:
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Second-order nuclear magnetic relaxation in samples with two-level tunneling systems
L. Zh. Zakharov and L. L. Chotorlishvili

Institute of Physics, Georgian Academy of Sciences, 380077 Thilisi, Georgia
A. I. Tugushi

Thilisi State University, 380028 Thilisi, Georgia
(Submitted April 8, 1997; revised June 7, 1997
Fiz. Nizk. Temp.24, 23-26(January 1998

Second-order nuclear magnetic relaxation associated with electric quadrupole interaction between
paramagnetic centers and two-level systems is studied. First- and second-order relaxation

times are compared. It is shown that second-order relaxation prevails in relatively low magnetic
fields. © 1998 American Institute of Physids$$1063-777X98)00501-5

Physical properties of disordered systems whose low- . 1 1
temperature T<1 K) properties are determined by tunnel- ~ H%= P|H(SZ)2— 3S(5+D)+3 7((S")?+(S7)?) |,
ing two-level systemg¢TLS) have been studied intensely in
recent year$.A characteristic property of TLS is that their 3e?Q(r; %)
density of states depends weakly on energy. Nuclear mag- Pi=— 25(25-1) lIBIIH[33*= 33+ 1)),
netic resonancéNMR) is one of many methods used for
studying the physical properties of disordered bodies. The . 3<(Ji)2>
effect of tunneling TLS on nuclear magnetic relaxation asso- = [(3J*=J(I+1)])’
ciated with paramagnetic centefBC) and called the first-

order relaxation was studied in Ref. 2. In this publication, the> 2€1nd the PC spinJ the spin of the nucleus forming the

magnetic field modulation at a nucleus occurs due to a TLS andr the separation between the PC and the nucleus.
Taking into account the fact that the nucleus can be in a

change in the distance between the nucleus and gIPfS. ¢ tential well te the electric field
assumed that a fraction of nuclei form TLS, and the separa aronsymme ric potential well, we can write the electric fie
%rad|ent in the form

tion between the nucleus and the PC varies due to tunnelin

of the nucleus between two equilibrium positions. eVi 0 1 0 0 0
. . . ~ 2z 1 2
In addition to the first-order relaxation, the second-order eQ= 0 2, =eV,, 0 0 +eV,, 0 1
relaxation in which magnetic field modulation at a nucleus
occurs due to fluctuation of electron magnetic moments viivz o yioy2
without a change in the separation between the nucleus and =e 5 I+e 5 o, D

the PC also exists. In order to study second-order relaxation,
Lepsveridzé proposed phenomenologically the following whereVl and V2, are the values of electric field gradient
Hamiltonian of interaction between PC and TLS: corresponding to two different states of the TILSs the unit
matrix, ando” the Pauli matrix.
A 1 The second term in Eq1) describes the change in the
Hso= 2 Bom| Sidit 5 (Shdn+ Sy dp) |, electric field gradient due to the jumps of the TLS between
nm two equilibrium positions. An order-of-magnitude estimate
of this term gives

whereS, andS are the PC spin component, andd,,, the d
TLS pseudospin components, aB,, is the phenomeno- e(V: —sz)dz~5 eV,d°~0.1eV,.d*
logical constant of interaction.

In this research, we consider a specific mechanism oWhered is the distance between minima of the TLS and
second-order relaxation. In particular, we assume that a P(e separation between the TLS and PC.
has a spin, and hence possesses a quadrupole moment. The Taking into account the above arguments, we can write
presence of TLS leads to a change in the electric field grathe Hamiltonian of interaction between a PC and a tunneling
dient at PC due to the tunneling of a nucleus between twdLS in the form
equilibrium positions, causing fluctuations of electron mag- 1 1
netic moment§ respon5|blg for' nucle'ar rela>§at|on. HSd:E Aan(sﬁ)Z_ 3 S(Sc+1) ¢+ 3 7(S)?

Let us derive the Hamiltonian of interaction between PC kn
and TLS. We write the Hamiltonian of quadrupole interac-
tion between PC and the electric field gradfent +(S¢)?]

o,
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In the representation of TLS which is accomplished through

a unitary transformation by the operator
U=expied”),

where tanp=Ay/A; Aq is the tunneling parameter aridthe
potential well asymmetry,Hs4 assumes the form

1
*t3 7 (S¢)?

|

)

- 1
Hsa= Aan<S§>2— 3 S(Sc+1)
Ven—Ag

—\2 n .z 1A0n + -
+(Sk) 1 dn+§8_n(dn+dn)

e
€n

whereeg,, is the TLS energy.

Thus, we shall henceforth assume that interact®)ns
responsible for the time correlation of PC spins.

Let us write the total Hamiltonian of the system:

Iq:—ﬁw,E ||Z+ﬁ(1)82 S]Z+F|IS+E Sndﬁ""Hde
i i n

where fiw, is the Zeeman energy of the nucleus,the

2
T AZ.,0,PC,

Y= 36

where P is the density of states of the TLE®~Np/emnax
C=Npc/N, whereNp andNp¢ are the TLS and PC con-
centrations, respectively is the mean value of the constant
Ajn, Ajn~(d/2) Py, emay the maximum value of the TLS
energy, and\,,, the minimum value of the tunneling energy.
Substituting(3) into the expression for relaxation time, we
finally obtain

i = M L e*wizl[4(a+ */)]((Sz)2>m1
Ti N #2Jaty

whereU is the mean value of interaction between a nucleus
and a PC.

It can be easily seen that sineg,,<T, we can state that
v>a, and hence

1

= ~4c ym

L ﬁzﬁ

e w|2/4y< ( SZ) 2>m

Let us compare the expression obtained for the rate of

nuclear spinjiwg the Zeeman energy of the electron andSecond-order relaxation with the expression for the rate of

H'S the Hamiltonian of the dipole—dipole interaction be-

tween a paramagnetic center and a nucleus.

In order to derive the expression for nuclear magnetict

relaxation time, we shall use the Kubo formal. is well

known that the relaxation time is determined by the correla-

tion function of the paramagnetic impurity, which in turn is
due to the interactiof sy, i.e.,

(SISH(1)) = (St sd e Hisd),

Using perturbation theorytreatingHsq as a perturbation

the first-order relaxation obtained in Ref. 2. The latter ex-
pression contains two terms: a term proportional to tempera-
ure and a constant term. At temperatures

fi (1+ 7))

T>—

kB T

(7 is the time of correlation of the pseudospin correlation
function (d*d*(t)), which is determined by the interaction
between TLS for high TLS concentrations and attains the
value 7~10° & for TLS concentrationdNp=10"" m™3),

the term proportional to temperature will dominate for

we can prove that the contribution to the correlation functionT>10"2 K if we put w,7<<1. Confining our analysis to tem-
comes only from even terms of the expansion, and hence thgeraturesT>10 2 K, we can write
correlation function can be approximated by a Gaussian

) 2 12
curve. Consequently, we can write = iM f 12/ ( @2\ 2\ o= 0 ldy. % U_
, T T, A2 Valy UK(S))e 1™ —5 227
(S[S(1))=(S{S)e “* MY, 3)
h we MLy e T o 5
where N N, 8 n eA, 1+w|27'2 Bh )
2 _ _
a= % 2 |Ajn|2 En 5 on (dﬁdﬁ)(<Sj+Sf)+(Sf5j+)—1) wheren(g)=NpP, z is the number of nearest neighbors of
in €n PC, andd~0.1a.
(4) From formula(5) we obtain
and 1 1

—N
= mly e e ZPWD kg T

T, T,
B /77/,)/ e7w|2/2y
~ ZP(Np/N,) 7kgT

772 ZlAgn + - - g+ +o—
=3 %: |Ajnl Z?((dn dy)+(d daDI(SS))
n
+(SS )11

In formula (4), we replacedy, by the corresponding fluc- For Np/N,~10 3, where N, is the concentration of
fcuation _and go over from the summation overan(_jj to pseudospinsy~107° s, P~10'J, andz~10! we have
integration with respect to TLS parameters. After simple cal-

culations, we obtain 1 1 105 o2y ©
772 Emax | 577, ot o et Ti T \/;T
a=—=|In PCAZ((S*S™)+(S™S")—1)T,
18\ el It can be seen from formulé) that for
18 Low Temp. Phys. 24 (1), January 1998 Zakharov et al. 18



1015e— w|2/2'y
Vy

the second-order relaxation ratél 1/is higher than the first-
order relaxation rate T/ .

Let us estimate the value df for U nuclei. The substi-
tution of the standard value of~2.5x 10'° Hz for the Zee-
man frequencyw,~10° Hz givesT<1 K.

T<
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19 Low Temp. Phys. 24 (1), January 1998

This research has become possible owing to Grant
No. 2.12 from the Georgian Academy of Sciences.

V. P. Smolyakov and E. P. Khaimovich, Usp. Fiz. Nali6 No. 2,
(1982 [sic]

2L. L. Buishvili, L. Zh. Zakharov, A. |. Tagushi, and N. P. Fokina, Physica
B 168 205(199)).

SR. L. Lepsveridze, Ph.D. thesis, Thilisi State Un{%995.

4A. Abragam,The Principles of Nuclear Magnetisi®xford (1961).

51. V. Aleksandrov, The Theory of Magnetic Relaxatidin Russian,
Nauka, Moscow(1975.

6S. J. Szeftel and H. J. Alloul, J. Non-Cryst. Sol2g 253 (1978.

Translated by R. S. Wadhwa

Zakharov et al. 19



On thermodynamics of supercooled liquids and glasses
A. S. Bakai
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Thermodynamics of glass-forming liquids and glasses is considered taking into account the
contribution of heterophase fluctuations to the free energy. The role of heterophase fluctuations in
liquids and glasses is played by nuclei of noncrystalline solids and nuclei of the liquid

phase respectively. Crystalline solid state is not considered. Free energy is described on the bases
of the droplet model and the model of mixed state. It is shown that three regions of stability

of different structural states of the system exist on tReT( plane. Two of them are stability
regions for droplet structural states, while the mixed state is stable in the third region in

which heterophase fluctuations have the form of isolated drops. In this state, two infinite
percolating clustergliquid and noncrystalline soljdcoexist. The width of the

temperature intervdlT;;,T;»] in which the mixed state is stable increases with configuration

entropy (complexity of the noncrystalline solid fraction. In the approach used, weak

first-order phase transitions are observed atT;; andT=T,,. It is shown that first- and second-

order phase transitions are possible in the mixed state. The criteria for the existence of these
phase transitions are obtained. Equations of state and expressions for thermodynamic parameters
(entropy, heat capacity, compressibility, and thermal expansion coeffieienterived for

the droplet and mixed states. ®398 American Institute of Physids$$1063-777X98)00601-X]

INTRODUCTION are close but not identical. For this reason, glasses are usu-
ally studied by considering ensembles with different struc-

This publication aims at the description of thermody- tural forms and by using their statistical description, although
namics of glass-forming liquids and glasses, taking into acexperimental samples can be in one or negligibly small num-
count heterophase fluctuations. The contribution of hetber of states from the possible SS during measurements. The
erophase fluctuations to the free energy of the system istructural state assumed by the system upon cooling the
usually small down to the phase-transition temperature duhigh-temperature phase is determined by the details of phase
to a comparatively large work of nucleation. It will be transformation, i.e., by the kinetics of the process. At the
proved that the situation is different in the case of glassesame time, the equilibrium state and relaxation rate are de-
and glass-forming liquids. Over wide ranges of temperaturetermined by thermodynamic propertiéfsee energy of the
and pressures, these systems are essentially heterophagstem. These properties depend to a considerable extent on
structures, i.e., the volume fractions of two phases are conwhether the ergodicity is violated jump-wise, as during a
parable. The main reason behind this phenomenon is theansition from the paramagnetic to the ferromagnetic state,
multiplicity of structural state$SS of glasses. or we are dealing with a graduatontinuou$ contraction of

The SS multiplicity for glasses follows if only from the the region of the phase space accessible for the phase trajec-
fact that, in view of its random nature, the structure has anory. A considerable difficulty in the description of the sys-
infinitely large number of possible form@or an infinitely  tem thermodynamics in the phase-transition region is associ-
large number of atoms and molecules in the sygté@mmore  ated with a consistent consideration of ergodicity breaking
detailed analysfsshows that the number of SS for glassesduring a transition from the high-temperature to the low-
with virtually the same value of free energy is exponentiallytemperature phase.
large in the general cage-exp(N), where>0, N is the Phenomena associated with heterophase fluctuations
number of atoms in the systdmGlasses are formed as a near the phase-transition point were considered by Frépkel
result of cooling of a liquid which also possesses SS multi-and studied experimentalfyFrenkel proposed the droplet
plicity, and the phase trajectory of the system has time t@pproach that makes it possible to describe the equilibrium
“visit” various regions of the phase space belonging to dif- size distribution function for nuclei and to take into account
ferent SS. As regards glasses, the overwhelming majority aheir contribution to the free energy. Fishenodified this
SS in them are separated by very high or infinitely largeapproach to a description of thermodynamic states of the
barriers so that the system is in the region of phase spacystem in the vicinity of the critical point. Among other
occupied by only one or a few possible SS during the time othings, we managed to obtain relations between critical indi-
observation. For this reason, glasses are phases with brokess and to derive the equation of state of the system near the
ergodicity, while liquids are ergodic. The violation of struc- critical point. In spite of the drawbacks of the droplet ap-
tural ergodicity in glasses was discussed in greater detail iproach associated with rather strong simplifying assump-
Refs. 2 and 3. tions, it proved to be quite adaptable and effective for de-

The properties of a system in different structural statescribing heterophase fluctuations in kinetics of nucleation. It
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is important that this model gives correct results when thdrustration-limited domain§?!as well the modified Van der
volume fraction of heterophase fluctuations is small. For thisVaals modéf provide qualitative descriptions for the ob-
reason, the results obtained by using other approaches can §erved phenomena. At the same time, the conditions of ap-
verified by comparing with those obtained on the basis of thelicability for such types of models remain unclear.
droplet model. In this paper, we propose a version of the Cohen and Gre&?® considered liquids and glasses as
droplet model with less stringent simplifying assumptions asheterophase statésontaining liquid and solid fractionsn
applied to the description of thermodynamics of liquids andthe basis of the free-volume model. In this approach, it is
glasses as well as the so-called droplet states in which heshown that a first-order phase transition of the glass-liquid
erophase fluctuations can be regarded to a high degree tfpe occurs as a result of a rapid increase in the communal
accuracy as isolated nuclei with a nearly spherical shape. entropy during the formation of an infinii@ercolating lig-
Thermodynamic properties of glass-forming liquid haveuid cluster. This result will be considered in greater detail in
not been investigated so far by using the droplet approactsec. 5.
For example, Adam, Gibbs, and DiMa2iwho described the The structure of a supercooled liquid affects significantly
thermodynamics and relaxation processes of a supercoolé$ dynamics; it is generally accepted that this structure is
liquid, assumed that the configurational entropy of the liquidheterogeneous. Denser structural elements characterized by a
decreases upon cooling as a result of formation of block&igher degree of local ordering alternate with less dense
with a small number\(V=2) of SS. The numbeW is as- liquid-like elements. The scales of structural heterogeneities
sumed to be constant, and the size of blocks increases upeary from values smaller than a nanometer to several hun-
cooling. If N(T) is the number of molecules in a block, the dred nhanometers. The methods of light scattering in organic
configuration entropy per molecule ig(T)~In 2/N(T). liquids revealed the existence of dense clusters with charac-
Adam, Gibbs, and DiMarzfbalso introduces the concept of teristic spatial scales up to 1@m (Fischer clusteis’*~?8In
block structure of glass-forming liquids, which was widely addition, the observed ‘ultraslow’ modes appear as a result of
used later by other authors in an analysis of various propemiffusion-induced rearrangements of Fischer clustefs.
ties of glass-forming liquidssee, for example, Refs. 9-J11 These results can be regarded as a direct evidence of the fact
In this case, the contribution of liquid domains was disre-that glass-forming liquids are essentially heterostructural and
garded, and the possibility of ergodicity breaking in the sys-heterophase systems. Consequently, a realistic description of
tem was ignored. thermodynamic properties of glass-forming liquids should be
A certain advance in the description of thermodynamicbased on the analysis of heterophase fluctuations.
properties of glass-forming liquids was made by using the Glasses and liquids as heterophase states were consid-
two-level model or the two-state modéTSM). The two- ered in Refs. 1 and 29-31 on the basis of the droplet ap-
level model was introduced for the first time by proach and the mixed-state model. In the droplet approach,
Vol'kenshtein and Ptitsy}¥ for describing relaxation pro- nuclei of one phase in the other phase are regarded as iso-
cesses in a glass-forming liquid. Later, this model was usethted droplets that do not interact with one another. In Ref. 1,
for the description of thermodynamic properties of superthe free energy of an isolated noncrystalline cluster is de-
cooled liquids(see Chap. 4 in Ref. 13 and the referencesscribed by taking into account the multiplicity of structural
cited therein. Macedo, Capps, and Litovitzproposedap-  states. This allows us to derive kinetic equati¢asalogous
parently, independentiythe TSM(we shall use this name of to the Zel'dovich equationsdescribing the equilibrium size
the model for definitenegsas applied to the description of distribution function for clusters as well as the rate of nucle-
the temperature dependence of specific volume of liquidation and growth of nuclei in the noncrystalline solid phase.
B,0;. Later, Angel et al?>'® proposed the lattice bond It has been demonstrateldow the possibility of formation of
model which is essentially a version of the TSM. two or more solid amorphous phases from a liquid is taken
The basic assumptions of the TSM can be formulated agto consideration. Thus, a kinetic description of the forma-
follows. A supercooled liquid is regarded as a one-phasd¢ion of polymorphous glasses has been developed. It turns
system. At the same time, each molecule can be in two statesit, however;?°that the droplet approach is inapplicable for
to which different values of enthalpy, entropy, and specificdescribing the thermodynamics and kinetics of phase trans-
volume are ascribed. Molecules are assumed to be statisfiermations of a liquid in a wide temperature range. Accord-
cally independent. Under these assumptions, we can easilgg to estimates, the width of this temperature interval is
construct the partition function of the system and determingroportional toZ. In this range, the assumption concerning
the probabilities of finding a molecule in each possible statethe smallness of the volume fraction of nuclei of a new phase
We put aside a more detailed discussion of the TSM to Seds not justified, and the droplet approach leads to contradic-
5, observing here that, in spite of the lack of appropriatetory results. In Ref. 29, the model of mixed st&d¢SM) is
substantiation, the TSM provides a correct qualitative deproposed for describing the states of a supercooled liquid, in
scription of the behavior of thermodynamic quantities overwhich the fractions of phases being mix@iguid and solid
comparatively wide temperature intervafs-+1’ are comparable. In a mixed state, infinitely large percolating
Thermodynamic properties of supercooled liquids weresolid and liquid clusters coexist. The MSM was used to
also considered partially in Refs. 18 and 19 devoted to @rove®*that a mixed state can contain only one phase in
description of first-order phase transitions of the liquid—the entire range of its existence or two phases whose mutual
liquid type, whose existence follows from a number of ex-transformations are associated with a first-order phase tran-
perimental observationgsee Refs. 18—20 The model of sition depending on the relation between thermodynamic pa-
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rameters. In Ref. 30, a criterion for the existence of the criti-

cal point and first-order transitions in the mixed state is N:N1+k>2k KN . ()
obtained. Moreover, it is shovtfithat weak first-order phase o0

transitions(accompanied by small jumps of the order param-Herekyg is the minimum size of a droplet.

eteh) are quite possible near the percolation threshold of a  The Gibbs free energfthermodynamic potentipbf the
liquid cluster in glass and a solid cluster in liquid. A detailed System can be written in the form

analysis of thermodynamics of glasses and glass-forming lig-

uids on the basis of the droplet approach and the MSM has G(P,T)=N1M2+k>§; Gor(P, T)N,

not been carried out yet. This publication aims at filling of ~¥20

this gap. The version of the droplet model used here differs - -

in some details from the approaches described in Refs. 4, 5, +kgT| Ny |n(N1/N)+k>2k Ny In(N/N) |,
=120

and 7; this model will be considered in the next section.
(4)
wherekg is Boltzmann’s constant.
1. DROPLET MODEL It should be recalled that) is the chemical potential
without taking into account the contribution of heterophase
fluctuations, ands,, the free energy of a nucleus, which can
Let us consider the thermodynamics of phases 1 and Re presented in the following form fde1:

1.1. Basic concepts

(the first is the high-temperature and the second the low- _ 0 )
temperature phas@ear the phase-equilibrium curig,(P) Gu(P. T =kl pzt P (ps— w2, ®
described by the Gibbs condition Where,ug and u¢ are the chemical potentials of phase 2 in
the absence of heterophase fluctuations and of the phase
(P, T)=ua(P,T), (1) boundary respectively, ang(k) is the fraction of boundary

whereu,; andu, are the chemical potentials of phases 1 anoatoms. For spherical droplets wik1, we have

2, respectively. Phase 1 is stableTat T,,, while phase 2 is p(k)=(36m/k)*3. (6a)
stable afT<T;,. For definiteness, we shall consider first theF lowing Fischer h th . "
thermodynamics of phase 1, taking into account the contri: oflowing FIscher,” we f:an choose the expression fik)
bution of heterophase fluctuations, i.e., nuclei of phase 2, ! & more general form:

the droplet approach. p(k)=Ak’ 1, (6b)

The droplet model is based on the following two 35" \Where 0.5co0<1 andA is a geometrical factor. It is conve-

sumptions. : . o
(A) The interaction between nuclei of phase 2 is insig_nlent to use the expression fpfk) in this form for analyz-
nificant ing the system in the critical region, whege,~ u>,~ us,

and o is one of critical indices.

For small nuclei, wherk<1(? and the radius of a
nucleus is equal to two or three atomic spacings, the coeffi-
cient p(k) is close to unity, and the division of atoms into
surface and bulk atoms is conditional. For this reason, the
. . - estimate of the contribution from small nuclei to thermody-
nuclei of phase 2 is negligibly small. ) " o . .

L . : : - namic quantities, which is obtained by usiff), cannot

The validity of this assumption can easily be verified. It . ) .

. o . . : claim high accuracy. However, in the cases when large nu-
is admissible when we are dealing with small nuclei of phase . . - .
. . Clei start playing a significant roléhe behavior of the sys-
2, but can lead to noticeable errors in the cases when the = o S 4
. . . tém in the phase-transition region is just the ¢aapproxi-
probability of formation of large nuclei is not small. Weak- . . R
. . . . mation (5) and (6) is quite justified.
ening or removal of assumptigB) does not involve consid- e . . .
e Stable equilibrium of the system is attained at the mini-
erable difficulties. : ” )
. mum of G, where the following conditions hold:

Let a system contaifN atoms(molecule$. In the long
run, we will be interested in the behavior of the system inthe  9G/dN,=0; aZG/aN§>O. (7
thermodynamic limit N— ), but the analysis starts from a
system containing a finite number of particles.

We denote byN; the number of monomers, i.e., the
number of atoms of phase 1, and Wy the number of drop- Ne=N; exp(—AG,B), B=1kgT, (8)
lets of phase 2, each of which contakstoms. Following here
Frenkel, we treat droplets as molecules. In this case, the totd
number of molecules is AGy =G (P, T)—kul(P,T). 9

Substituting(8) into (2)—(4), we find that forT=T,,

This assumption is valid for a small volume fraction of
nuclei, when interactions between thémg., as a result of
collisions or due to exchange interactipr® not play any
significant role.

(B) The probability of formation of nuclei of phase 1 in

Using (4) and (7), we can find equilibrium numbers of
clusters:

N:N1+k;kzo N @ G(P,T)=N[xdP,T)—ksT[1+Ry(2)] 1
for a constant number of atoms +Ry(2)]In[1+Ry(2)11, (10
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N:Nl[lJr Ro(2)]; Ny=N[1+Ry(2)]7 1%, (11) It can be seen fron{5) and.(_9) .that this cond_ition is
satisfied just on the phase-equilibrium curve defined by an
equality of the form(1) without taking into account het-
erophase fluctuations:

where
Rn(2)= k™ —A = 2,.... 2
m( ) k;kzo eXF( szﬂ)i m 0711 1 (l ) /_Lg(P’T):/_Lg(P,T) (18)

For brevity, we shall henceforth omit the index “2” in On the other hand, in order to determine the phase-
the parentheses &, when this does not lead to misunder- equilibrium curve, we must equate the total chemical poten-

standing. tials of the phases, taking into account the contribution of
It can be seen from12) that the strong inequality heterophase fluctuations. The observed difference is due to
Rn>Rpn_1 holds forkye>1. the fact that while deriving expressiori$4) and (15), we
Noting that used assumption6d) and (B) and neglected mutual influ-
N, /N=(1+R;) ‘=c,, ence of nuclei as well as heterpphase fluc.tuations in nuclei. It
will be proved in the next sections that this drawback of the
(N=N;)/N=R;/(1+R;)=c,, (13 droplet model can be eliminated by weakening the above

wherec; andc, are the concentrations of atoms belonging to@ssumptions.

the first and second phase respectively, we can conveniently
present expressiofi0) in the form 1.3. Analyticity of free energy at the phase-transition point

-1 = _,0 The behavior of free energy at the first-order phase tran-
NG D=pP. D) =p(P.T) sition point was analyzed by Andre®vand by Fishef. It
—C1kgT[1+Rp(2)]IN[1+Rp(2)]. (14)  was found that free energy has a noticeable singularity at the
The obtained expression does not dependNcand can transition temperature. It follows frorf10) and(13) that, in
be used in the thermodynamic limit— . the version of the droplet model considered above, free en-
Expressions similar td8)—(14) are also valid for free ©rdy has no significant singularity &t="T,,. In order to
energy in the stability region of the low-temperature phase Y€1y this, itis sufficient to note that botR, andR, contain
(T<T,,) if the contribution from heterophase fluctuations is € €Ms~ exq_k(“l_“g)@ and possess a significant sin-
taken into consideration. For example, the expressionufor 9ularity at the phase-transition poiftt) for k—, but their
can be obtained by the simple substitution of index “2 for ratio has_ no singularity of this type_. A more detailed analysis
index “1” in (14) and in relations(8), (9), (11), and (12) of equality (14) leads to the following result:

connected with this expression: M?(P,T)—kBTRo, T—T(P)+0,
_ 0 _1 w(P.T)~1 op 1 ToToP—0. (19

w(P,T)=uy(P,T)—kgT[1+R1(1)] [1+Ry(1)] uo(P,T), —T1(P)—0.
XIn[1+Ro(1)]. (15) This expression shows that chemical potengiéP,T) is

continuous at the transition temperature to within the dis-

The sumsR;,(1)(m=0,1) on the right-hand side ¢15)  crepancy in the definition of transition point noted in the
differ from those defined by formulél?) in that AG,c in previous section, although its derivatives with respecPto

them should be replaced byC, defined by relation9),  andT obviously have discontinuities. The observed discrep-

“2", and vice versa. . . w, (see below. In this case, free energy is continuous at the
The second term on the right-hand side 1), (14), and  transition point.

(15) describes the contribution of heterophase fluctuations. It
differs from similar expressions obtained in Refs. 6, 7, 10

. ) . . .’ - 7'1.4. Metastable states
and 11 in view of the type of approximations used in its

derivation. Expressiong14) and (19) do not describe the free en-
In the case of an infinitely small volume fraction of the ergy of the high-temperature phase in its metastability re-
new phase, wheR;<1, we have gion, i.e., atT<Tq,. Neither the obtained free energy, nor
0 the equation of state derived from it can be extrapolated from
#(P.T)~pu1(P,T) ~ksTRo(2) (16) the high-temperature region to this region. This peculiarity of
and the formulas derived by us coincide with those in thethe droplet approach was noted by Fish@untonet al®
above-mentioned publications. showed how metastable states of a system can be described

on the basis of the droplet model. It should be noted that at
T<T,, nuclei are characterized by a finite critical size

k* =[oA(us— )l (1= u2) 1M, (20
A phase transition in the droplet model is determined ongych that nuclei are dissolved with a very high probability

the basis of Eq(14) from the emergence of a finite probabil- for k<k* and grow unlimitedly fok>k*. The system is in

ity of formation of an infinitely as large drop, for which  the metastable state until a nucleus of a supercritical size
lim exp(—AG,8)=1. (17)  appears in it, after which the metastable phase is transformed
k—o0 into a stable phase. It follows hence that only subcritical

1.2. Phase transition
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nuclei exist in the metastable state and make a contributiors the volume per atom in phases 1, 2, and in the boundary
to free energy. Consequently, the chemical potential of dayer, respectively,
metastable phase obeys the following expression:

k*
(P, T)=pul(P,T)—KgT(1+R}) " H(1+R}) v_i=(R’{)‘lk>Zk K?[vi+p(K)(vs—vj) ]exp(—AGB),
=Ko
XIN(1+RY), T<Ty,, (22) (28)
where K*
" U= (R 2, Kewit+p(k) (05— vi)Jexs ~AGB).
RE= S kMexp—AGuB), m=0,12... (22 ’ 29

k=k
2 ) The first two terms on the right-hand side @6) de-
The lower boundary of the temperature interval of meta-gcripe the mean value of volume per atom, while the last

stability can easily be established. The difference-u2  term describes the “anomalous” contribution due to pres-
increases upon cooling, and according(0), the critical g1 gependence of concentration of nuclei. This contribu-

size of the nuclei decreases so that it assumes the minimugy, is noticeable only in the vicinity of the transition point,
possible value at a temperatufg defined by the equality when the producchz is not a negligibly small quantity.

Kyo=Kk* (T). (23) The last term on the right-hand side @26) for
Rq,R,<1 is negligibly small and can be omitted, after

Upon further cooling, the energy barrier separating the meta hich this expression assumes the form

stable and stable phases disappears, and hence the equation -
v(P,T)=v3(P,T)—c,[v)(P,T)—v,(P,T)]. (30)

T=Ti(P) (29

The second term on the right-hand sidg®®) describes
the contribution of heterophase fluctuations to the volume.
If we disregard the difference in specific volumes in the
ndary layer and in the bulk, expressi@®) can be sim-
plified:

(25) v(P,T)=cv(P,T)+cud(P,T). (31

defines the spinodal of the high-temperature phase.
Taking (21) into account, we can write the expression

for the chemical potential of the high-temperature phase irﬂ) ou

the form

_u(PT),  T=Tap
#miP =12 (P T), T<T.,

Since the size of a critical nucleus of the low-

temperature phase becomes finite onlyTatT,,, we can For the thermal expansion coefficieat=d In v/dT, we
formally use expressiof21) in the stability region of phase obtain from(31) '
1 as well as in its metastability region. For this reason, we
shall henceforth use the above definition of the chemical a=v [cial+ca3+ (v9—v9ac,/dT], (32
potential of this phase throughout the entire region of its h
existence without special stipulations. where

Expressions similar t621)—(25) are valid for the chemi- a‘iz: d In vggaT.
cal potential, critical size of the nucleus of the new phase,

and the spinodal of the low-temperature phase in the entire E)_(pressmns similar ¢80 and(31) fre also Val.'d for the
region of its existence, i.e., foF<T} . equation of state of the system for<T5 . Comparing these

expressions, we can easily find the volume jump during a
phase transition, i.e., 8t=T,:

Av(P,T1)=0v1(P,T1) —v,(P, Ty =(v—03)

It should be noted that an expressions of this type is
postulated in Ref. 14.

1.5. Equations of state

The equations of state of a system, i.e., equations estab-
lishing the relation between volume, pressure, and tempera- X[1=-Ry(1)—Ry(2)]. (33

ture, follow directly from the expressions for the free energy |t can be seen that the inclusion of heterophase fluctua-

presented in the previous section. Indeed, the expression fgp s |eads to a decrease in the volume jump occurring dur-
volume per atom can be obtained by differentiation Ofing a phase transition.

chemif:al potentia! with respect to pressure. If we are int_er- The specific entropys(P,T) is the derivative of the
ested in th_e equation of sta_te for a phase in its stability régioRhemical potential with respect 6. Using relations(15),

as well as in the metasta_bm_ty region, we mqst use expressiofyg), (19), (21), and(25), we can obtain expressions for the
(21) for chemical potential instead ¢14). This gives entropy of stable and metastable states in various approxima-
tions. For example, for phase 1 B&<T7 , we have

o1 0o — —
v(P,T)=—==024¢1 (v~ 1v,)R¥[1+In(1+R%)] ~
P 17 C1lv1 702 0 Sl(P,T)Z—&Ml(P,T)/&TEC152+C252+C2AG/kBT

—ci{vl-VoIRE(1+RE)IN(1+R5),  (26) +Cy(1+RE)IN(1+RY), (34)
where wheres_2 andAG are the values of entropy and free energy
vi=duiloP, 1=1,2s (27 of cluster formation defined by expressions of the fq&8)
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and averaged over the ensemble of clusters. The last terms Go(P,T)=k{uo(P,T)+p(K)[ us(P, T)— uo(P, )1},
on the right-hand side describes the contribution of the en-
tropy of mixing.

Expression(34) leads to the following formula for heat
capacity: whereu,(P,T) is the chemical potential of phase 1, taking

~ . (0 0 py into account heterophase fluctuations.

Cp1=C1Cp1 FC2Cpp  AGIC, /IT. (35 The dependence of chemical potentials on the size of

Expressions similar t631)—(35) were obtained by Fren- nuclei can be written in the form
kel on the basis of the droplet model and were used for OP.T), Kke<k
analyzing peculiarities in the behavior of thermodynamic = (P, T.K) = Kt -
guantities near the transition point, which are associated with p R wi(P,T), k>k'
heterophase fluctuations.

AGy=Go—kuq(P,T), (39

(39

Using expressiori39) in the calculation of sums i68)
16. Critical boints and (2)—(4), we find that the phase transition occurs at the
e P temperatureT ;, defined by the equation

The existence of critical points on phase-equilibrium

curves(1l) and (16) is a question of special importance. At #1(P.T)=po(P.T). (40
critical points, the difference between the chemical potential$n this case, instead d@fL9), we obtain from(15)

of the phase boundary and phases in equilibrium vanishes. B B

For this reason, the equation for critical points has the form p(P.T) =P Dlr—1 0= #2(P Dlr-1,p-0- (41

#1(P,T)=po(P,T)=puy(P,T). 36 g Droplet model in the excluded volume approximation

studied by Fishef'' by using equations of state slightly o per of atoms. This approximation remains correct as
differing from those presented above. It will be shown belowIong as condition(A) is satisfied, i.e., as long ag<1. As

the systems we are interested(glass-forming liquids can- the value ofc, increases, the probability of contact and
not be described in the framework of the droplet approachrnerging of nuclei increasegin proportion to c,). For

£=0.15, the percolation threshold for the new phase should
be reached, i.e., the overwhelming majority of randomly ar-
ranged nuclei are in contact with one another, forming an
infinitely large (percolating cluster®>3* However, the for-
mation for such a cluster at>T,, is impossible since it
The version of the droplet model described in previousinvolves an increase in the free energy of the system by an
sections has the obvious drawback that can be eliminated. ifinitely large value. In the above formulation of the droplet
can be seen frorfl9) that the equality of chemical potentials model, nuclei of the new phase whose shape differ signifi-
is violated if we take into account the contribution of het- cantly from spherical are disregarddhcluding clusters
erophase fluctuations to the free energy of the highformed as a result of contact or merging of nuclei of a
temperature phase at the transition poifits(T1,). This dis-  smaller sizg just due to a comparatively large increment of
crepancy is associated with assumpti@®). It is just the free energy accompanying their formation. On one hand,
disregard of heterophase fluctuations in droplets of a newheir contribution to free energy is disregarded in view of a
phase (including infinitely large dropsthat leads to the negligibly small formation probability, but on the other hand,
above-mentioned error. the probability of contact between nuclei calculated by using
The obvious way of elimination of the discrepancy in the equilibrium distribution function turns out to be signifi-
(19) lies in the replacement of the “unperturbed” chemical cant. Let us prove this.
potentialu3(P,T) in the expressioks) for the free energy of The equilibrium concentration of nuclei containikgat-
a nucleus by the potential,(P,T) calculated by taking het- 0ms can be written, in accordance wi#), in the form
erophase fluctuations into consideration. It should be borne NN _
in mind, however, that it is expedient to take into account Ck=Ni/N=N /Ny =exp(— AGB). 42
heterophase fluctuations in the free energy of large dropSince the free energy of a nucleus of siz@rmed as a result
whose size is much larger than the average size of nuclei aff contact between two smaller nuclei of sizg@ and
the other phase. It should be noted that the phase transition ks(k; +k,=Kk) is approximately equal to the sum of free
associated just with the formation of an infinitely large dropenergies of contacting clusters, the concentratigrf such
for which this requirement is satisfied in all cases. nuclei is estimated by the formula

The average sizk of a droplet is equal t&R; /R,. Tak- ~ _ _ _

ing into account what has been said above, we obtain, the Ce=exil (AGK1+AGK2 AG1)A], (43)
following expression for the free energy of formation of  HereAG,, is the free energy of interaction between nu-
large k>k) drops instead of5) and(9): clei. It is proportional to the overlapping of nuclei.

(36) lie outside the range of applicability of the droplet ap-
proach(see Sec. B

1.7. Modified droplet approach
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It should be noted thaﬂGk1+AGk2>AGk; conse-

quently, if AG1,<0 or AGlZ<AGk1+AGk2, the value of N=N1+k;ko Ni., (48)
Ty turns out to be smaller thar .

Let us estimate the probability of overlapping of a  N=N,+ >, K(K)Ny, (49)
nucleus of sizd, with any other nucleus of sizeif they are k=kq

formed and grow without any mutual influence. It can easily. here N

. . . . where N
be verified that the concentration of overlapping nuclei con
tainingk,; andk, atoms and distributed randomly in the vol-
ume is approximately equal to

is the number of atoms of phase 1 outside the
insulating shells.

Using (48) and(49), we obtain the following expression
for chemical potential instead ¢15):
w(ky ko) ={ki[ 1+3(ka/ky) "] N,

_, 0 _
o[ 143 (ke [ko) T} exp —AG ). (44 (P T)=p2(P.T) ke T g (14 Ro)In(1+Ro)

Consequently, the concentration of overlapping nuclei with =u3(P,T)—kgT(1+Ry) (1+Rp)IN(1+Ry),
sizesk; andk, must have the form (50)
c(ky ko) ={ke[ 1+3(Ky /kp) ™| where
+ko[1+ i - + . ~ ~ ~
ko[ 1+3(ko/ky) }exd — (AGy +AGy,)B] R,= 2 K(K)exp — AGB8) = (K)Ro. 51
(45) k=Ko

For example, foky=15 andd=1a, which corresponds
to nuclei withr, =1.5a and the minimum separation between
nuclei equal to two characteristic atomic diametéks,=70.
Noting that spheres form a random dense packing for the
C(F()ES?Z exd — (AG, +AG, )B]. (46) filling coeffi'cie'nt approximate!y equal. to 0.65, we find that
1 2 the state with insulated nuclei can exist up to the concentra-
Comparing formulag46) and (43), we see that the equilib- tion ¢, of atoms contained in nuclei of the new phase, which
rium concentration of nuclei obtained by overlapping nonin-iS approximately equal to 0.1. This value is slightly lower
teracting nuclei is much higher than the thermodynamicallythan the percolation threshold and determines the limits of
equilibrium concentration of nuclei having the shape ancapplicability of the droplet model.
size of overlapping nuclei. This means that the interaction of
nuclei cannot be neglected unless the concentratikp,k,) 2. THERMODYNAMICS OF GLASSES AND LIQUIDS TAKING
is negligibly small. INTO ACCOUNT HETEROPHASE FLUCTUATIONS
. The result of 'nt.eraCt'on_ of CIUSterS‘_ can easily be deter'z.l. Peculiarities of droplet approach in the description of
mined. If two nuclei come in contact in the course of the gjasses and supercooled liquids
formation and growth, a nuclei of size=2k with a free
energy noticeably higher thahG, is formed. For this rea-
son, such nuclei are feeble and dissociate rapidly. In all pro
ability, they first of all split into two smaller nucldiwhose

size_is gpproximately equal .tb)'. As a res.”“’ the_m_JcIei of a normal liquid abovd; (see, for example, Sec. 1.4nd
coming In cont_act undergo klnet_lc “repulsion.” Th'S INer- e thermodynamics of a crystalline solid, taking into ac-
?‘C“O” of nuclei should be taken into account while C""ICUI""'['count heterophase fluctuations. The glassy state is metastable
ing the free energy of the system. . and can set in only if crystallization of a supercooled liquid
The interaction of nuclei can be taken into account byhas no time to occur for some reason or anoteay., due to
introducing _the fo_rr_nal exclusiqn of their contact. FOT this rapid cooling. Nevertheless, the system can be i,n this state
purpose, it is sufficient to require that each nucleus Is SUTor such a long time that it is expedient to introduce the free
roun_ded by_a_miat_least monatom)dayer of the stable_ pha_se. energy of glass confining its calculation only to the contri-
If. this condition |§.observed, estlm§(é6) becomes invalid 1, ion of states from a fraction of the total phase space of the
since the prc_>bab|llty .Of contact vam_shes, ) system, which is attainable for the phase trajectory over a
: Under this condition, the nuclei is supplementgd with aMime much shorter than the characteristic time of crystalliza-
|nsu|at|ng shell, gnd the total number of atoms in such Rion. The free energy and chemical potential of glass that will
nucleus is approximately equal to be used below have just this meaning. Glass is a state of a
K=4m(r+d)%3a3, (47) system with proken ergodicit{_/see.Refs. 2 and)3whose
thermodynamic analysis, taking into account heterophase
wherer is the radius of the nucleusd, the thickness of the fluctuations in the form of liquid nuclei, is justified if the

Assuming thak,; andk, are equal to the average sike
of nuclei, we obtain the following estimate of the concentra-
tion of overlapping nuclei:

Supercooled liquids and glasses are metastable states
b\5vhich crystallize after a certain time. While describing the
thermodynamics of such states, we must omit the crystalline
phase. Otherwise, we can describe only the thermodynamics

insulating layer, ané the atomic size. equilibrium distribution of these fluctuations sets in over a
Taking into accoun{47), we obtain the following ex- time much shorter than the time of crystallization. Similarly,
pressions instead @2) and(3): the disregard of nuclei of the crystalline phase in the calcu-
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lation of the free energy of a supercooled liquid is justified if L
their contribution remains much smaller than the contribu- ,ul(P,T)z,u?(P,T)—kBT N (1+R5)IN(1+RY)
tion of noncrystalline solid nuclei.

Let us apply the droplet model for describing the ther- =Mg(P,T)—kBT(1+'F'2‘j)*1(1+ Ro)
modynamics of a glass and a supercooled liquid taking into .
account heterophase fluctuations. We denotg:byand u9 XIn(1+Ry), (55

the chemical potentials of the liquid and the glass, respeGinhere

tively, without heterophase fluctuations andythe chemi-

cal potential of atoms in the surface layer. We denot€ py e m e _

and{, the configurational entropies per atom in the bulk of a Rm_k;kzo kP exp(—AGxp), m=012,.. (56)
solid nucleus(cluste) and in its surface layer, respectively.
These quantities were calculated in Ref. 1. It was noted i
Introduction that glass can be treated as a monocluster or a AGS =G5 (P, T)—ku(P,T). (57)
polycluster in one of possible SS and is a system with broken o

ergodicity. We take for the average energy of the glass the 1aKing into account56) and(57) for small values of the
quantity averaged over all possible structural states. The cortactionx of atoms belonging to solid clustefwhich is just
figurational entropy of glass is equal to zero in view of vio- the condition of applicability of the droplet modeive can
lation of ergodicity, and the quantity, describes the struc- Write expressions5) in the form

ture co_mpl_exity(see Refs. 2 and)_3|_:or this reason, the bulk ua(P,T) = ul(P,T)—kgT(k) " x(1—X), (58)
entropies in the glass and in a finite-size cluster in the liquid

differ by the quantity/,, and the chemical potentials of at- Where

r(fmd [see Eq(9)]

oms in them coincide. We denote im the bulk chemical x=R%(2)= (K exn — kal u€— .+ n(k _ e

potential of atoms in a structurally ergodic solidustej. 1(2)=(kjexp ~kol = 1+ plko) (s~ 2 I

Then we can write =koexp{ — kol u§— 1+ P(Ko) (15— 1)1},
K5(P.T)=u3(P.T)= LT, (52) R=x(R)(K). (59
As regards the quantity, it is smaller than the chemi- It follows from (55) that, at the temperaturé=T, de-

cal potential of atoms in the surface layer of crystalline NnU-ermined from the equation

clei by approximately/T, which leads to a noticeable de-

crease in the free energy of formation of noncrystalline — #1(P,T)=pu3(P,T)=ug(P,T)— 5T, (60)
nuclei (see also Refs. 1 and R9Ve can now use the theory the

presented in Sec. 1 for describing the thermodynamics OP
liquid and glass on the basis of the droplet approach.

first-order liquid—solid phase transition takes place.

A comparison of(54) and(60) shows that the formation

of an infinitely large drop and conversion of glass into liquid
must take place at the temperatdrg which does not coin-
cide with the temperatur@, of formation of an infinitely
Expression(15) describes the chemical potentjal, of  large solid cluster in the liquid. The reason behind such a

2.2. Thermodynamics of glass

glass on the basis of the droplet model: difference in temperatures of transition can easily be estab-
N lished. In the expression for free energy, clusters are ergodic;

pg(P,T) = uS(P,T)—kgT 1+ Ro)In(1+Ry) moreover, this expression takes into account the contribution

N from clusters of all possible configurations. This means that,

0 ~ _ at T<T,, the liquid is metastable to structurally ergodic
=u2(P,T)~keT(1+Ry) " H(1+Ry) clusters. On the other hand, express{bd) implies that the
XIn(1+Ry). (53) glass atT>Tg, is metastable relative to liquid. The differ-
enceT.— Ty, is proportional tol,.

The observed difficulty in the description of the thermo-
dynamics of glasses and liquids indicates that the droplet
model is inapplicable for describing phase transitions with
broken ergodicity, which are accompanied by a loss of con-
ug(P.T)=puq(P,T). (54) figuration entropy and the formation of structures with a non-
f7_ero complexity. In Refs. 29 and 30, a description of ther-
modynamics of a liquid on the basis of the mixed state model
is proposed for the temperature interval in which the droplet
model is inapplicable. Mixed state is the term applied to the
state of the system in which coagulation of solid nuclei into
large clusters is not ruled out and in which infinitely large,

In the droplet model, the thermodynamics of liquids is mutually percolating liquid and solid clusters can coexist.
described by an expression of the ty3), the only differ-  Structural rearrangements in a solid cluster restoring its er-
ence being that it containg$ defined by expressiof62)  godicity mainly occur due to displacements of phase bound-
instead omg. This gives aries. This process can be too long as compared to a reason-

Among other things, it follows from this equation that, in the
case of a positive differences— Mg, we have a first-order
glass-liquid phase transition at the temperatlire T,
which is determined from the equation

Since the chemical potential of glass is higher than that o
the crystal, the value oFy is smaller than the crystallization
temperature for the liquid.

2.3. Thermodynamics of liquid
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able time of experiment. In this case, measurements reveal
not actual(manifested over infinitely long intervals of time + { [1—p(ko)+2p(ko)X]r(x)+[{1—p(ko)}x
but apparent violation of ergodicity. A detailed analysis of

this process is essential for describing relaxation properties R ar(x) T kT n———0
in the liquid, but is beyond the scope of this paper. +p(ko)x7] IX 2T +kgTko ™ I 1—x
3. THERMODYNAMICS OF MIXED STATE (63)
3.1. Free energy in the model of mixed state for
. . . . 2 2
In Ref. 29, the existence of mixed state in clusterized 9 #mix/9x“>0. (64)

liquids is established, and the expression for free energy of For further analysis, we introduce some additional as-

such a state is derived. The derivation of the expression i§umpti0ns concerning the functiar{x). We shall assume
carried out by using the assumption that the fractions of NUgy o+ this function is negligibly small up to values of the order

clei of both phases are comparable, and the size_s of nuclei %farameter slightly higher thao=1/2. Moreover, we assume
both phases are bounded from below by certain valugs oty (x) differs from unity insignificantly near the percola-
andko,. Moreover, we assume that the presence of isolatefjo treshold of a liquid cluster in the solid fraction. The use
I|qU|_d_nucIe| in glass does not lead to restoration of its er-of these assumptions does not lead to any qualitative changes
godicity. o in the results of analysis, but simplifies it considerably.
Assuming for simplicity that Let us first consider the thermodynamics of the mixed
Kor=Koz=Ko, (62) state for small values of in the vicinity of T, when the
violation of ergodicity is not observed or is insignificant. For

and that large nucldiwith k>k,) can be treated as complex x<1, relations(62) and (63) for r(x)=0 lead to

molecules combining small “molecules{with k=kg) of
both types, we can obtain the following expression for the ,umix(P,T)=,u2(P,T)—kBTk51X(1—X), (65)
free energy of mixed state in the mean-field approximation:

GmiX(P!T): NMmiX(PIT)!
. _ e _ An analysis shows that E¢63) has only one real-valued
Hmix = pa(1=X) Lo+ 1 () LT IXF ko) X(1=X) (s root satisfying conditior(64) (i.e., defining the minimum of
—uS—r(X)T)+kgThky [x In x+(1—x) Mmix) for

xIn(1—x)]. (62) P(Ko)Ams=p(Ko) (s— u5) <2kpTeKg . (67)

Herex is the fraction of atoms of the solid phase. It will be In this case, the fractior increases continuously upon cool-
shown below thak plays the role of order parameter. The ing, and no phase transitions are observed in the mixed state,
functionr (x) describes the loss of ergodicity of a percolatingin particular, no first- and second-order phase transition oc-
solid cluster. It tends to zero as the percolation threshold focur atT=T,. It should be recalle@see the previous sectibn
such a cluster is reached from above and is close to unitthat a phase transition takes place in the droplet model irre-
when the infinitely large(percolating liquid cluster disap- spective of conditio(67) at T=T, if Au=0.

x=exp{ —Ko[ w5~ p1+Pp(ko) (s— 13) 18} (66)

pears. The analytic expression fois unknown although its Under the condition
physical nature is simple: the skeleton of an infinitely large 4
percolating cluster acquires regions in which atoms are “fro- P(ko)A ps>2KkgTekg (68)

zen” and virtually do not change their configuration. In the Eq. (63 at T=T, has three real solutions two of which sat-
bulk of a solid, virtually all atomic configurations are frozen, isfy condition(64), i.e., define the minima gk, The third
1 Irny mix =

and hence (x) =1 in this case. It can be seen that the emer+aal solution determines the maximum valuesof,, . This
gence of a term proportional t{x) in (62) is due to ergod- equilibrium state of the system is unstable.
icity breaking in the process of formation of a noncrystalline For
solid.

The first term on the right-hand side @?2) describes the P(ko) A pws=2KgTcko (69
contribution of the liquid fraction, the second the contribu- o ) o
tion of the solid fraction, the third the contribution of phase the derivativedx/dT together with the second derivatives of

boundaries, the last term being proportional to the entropy of‘mix With respect taP andT are infinitely large forT="Te,
mixing of phases. i.e., a second-order phase transition occurs in the mixed

An expression for free energy similar {62 was also  State.
used in Refs. 36 and 37. It can be seen that plays the role of the order param-

The equilibrium values of and free energy in the mixed eter. Expressiori66) defines its temperature dependence for

state can be determined from the conditions of minima ofMall values ok. Let us write expressions fo((T) that are

expression(62) as a function ok, i.e., from the equation ~ Valid over a wider range of. _
When condition(67) is satisfied, expression$2) and

(63) lead to the following approximate expression diT)
obtained by expanding in the vicinity of x=1/2;

J Mmix _
ox

pS— w3+ p(ko) (1—2%) (s— p3)

28 Low Temp. Phys. 24 (1), January 1998 A. S. Bakai 28



1 35 described by relatioi67), when no first-order phase transi-
X=3 + 31452 (700 tion exists, is most interesting. In the same approximation as
that used while deriving31), we obtain the following equa-
where tion of state:
P he(Te T) (71) UE(l_X)Ul+Xl}2. (77)

~ Td4ko "keT—2p(ko)Apus]’
Herev, andv, are specific volumes per atom in the liquid
he= 0(#3‘#2)/19T|T:Te : (72)  and solid components, respectively.
It can be seen that this expression coincides in form with
xpression31) obtained on the basis of the droplet model.
The entropy satisfies the following expression:

When condition(68) is satisfied, two stable equilibrium
states of the system exist in the temperature interva1a
[T_,T.], where

ho= p(Ko)FA 2. s=(1-X)S;+ xS+ kgky 1[x In x+ (1—x)In(1—x)],
Te= (78

=T Asg+In[(L=F)/(1FF)]’
wheres; ands, are the entropies per atom in the liquid and
F=[1-2kgTe/kop(ko) A% Ase=he/Te. (73 solid components, respectively. The last term describes the
Here we do not write out the cumbersome analytic ex-entropy of mixing.
pressions for the order parameter in stable equilibrium states. It can be seen from the above expressions that specific
As regards the temperature dependence of the order paravelume and entropy in the mixed state are weighted average
eter for an unstable equilibrium state in the vicinity of the quantities(if we take into account the contribution of the
temperatureT,, (for T,>T>T_), it can be approximately entropy of mixing in the case of specific entropy
described by formulaé71) and (72). If we measurey(T) ands;(T) under a fixed pressure at
It can be easily established that the state with the parantemperatures so high that the value>f66) is negligibly
eter x<<1/2 is stable forT>T,, while the state for which small and extrapolate the obtained dependences to the region
x>1/2 is stable forT<T,. At T=T,, a first-order phase of low temperatures, measure the values gfT) ands,(T)
transition takes place. for glass at a temperature slightly lower than the glass-
When a second-order phase transition oc¢oomdition  transition pointT,, and extrapolate the obtained depen-
(69)], the following expression holds for the order parameterdences to the temperature range abbygthe substitution of
these quantities int¢77) and (78) makes it possible to find

1 -
x=3 (1+3(Te—T)/Te) for T<T, (749  the order paramete(T) empirically.
_ 1 —
x= 2 (1=V3(T=T)/Te) for T>Te. (74b) 3.3. Compressibility, heat capacity, and thermal expansion

. . . coefficient of mixed state
The above expressions for the chemical potential of the

system in a mixed state clariffout do not exhaust, see be- Let us write the expressions for the compressibikty

low) the question concerning the existence of phase transpeat capacityC,, and the thermal expansion coefficient

tions atT=T,. It can be seen that a first- or second-ordert€ing measured, which can be expressed in terms of the de-

transition can indeed exist at this temperature. At the samgvatives ofv(P,T) ands(P,T) with respect td® andT. Let

time (see Sec. ¥ transitions associated with transformationsUs consider the case of an ergodic mixed stafe) =0]. It

of glass and liquid with isolated nuclei of the new phasefollows from (77) and(78) that

(isolated dropletsinto a mixed state can take place in addi-

tion to the phase transitions described above. o=
Let us now consider the thermodynamics of a mixed Xvat+(1=X)vy

state with a small volume fraction of the liquid phase, i.e., X(1=X)(v1—0v5)?

XU1K1+(1_X)02K2

y=1-x<1. For this purpose, we put(x)=1 in (62 in + — = =XkK,
accordance with the above assumption. Calculations similar [xv2+(1=X)v1][4Ko “T—2p(Ko) A ps]
to those made while deriving expressiof85) and (66) +(1-X)ky
readily give )
0 -1 X(l_x)(vl_UZ)
=exp{ — ko[ u3— u3+ p(Ko) (s— 1)1} 76

y=exp{ — ko[ u1— uz+p(ko)(ms—u1) 1} (76) Cy=(1-X)Cpy+XCpy
3.2. Specific volume and entropy of mixed state X(1—=x){ko(s2—51) + kg In[x/(l—x)]}2 ©0)

Using the expressions for chemical potential and equi- Ko[1—2kop(ko)X(1=X)Aus/T]

librium value of the order parameter derived in the previous
section, we can obtain the equation of state and the expres-

XU1a1+(1_X)02a2
a=
sion for entropy for a system in the mixed state. The case Xva+(1=X)vg
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X(1—X)(v1—v2){ko(S,— 1) + kg IN[x/(1—x)]} relation between the percolation problem and the problem on

ko[ L— 2Kop(Ko)X(1—X)A g/ T] - thermodynamic phase transitions has not yet been analyzed
completely(see Ref. 338
(81) Here we present the results of a more consistent analysis
Here k=4 Inv;/dP,i=1,2. (than that in Ref. 3Dof phase transitions associated with the

The above expressions together wif9) and(74) show formation of mixed states. Comparing expressions for free
that x, C,, and @ are monotonic functions of when condi- ~ energy of the system in different SS, we can find the stability
tions (67) are satisfied, but become infinitely large and un-regions for the mixed state as well as for glass and liquid
dergo discontinuities af=T,, when equality(69) holds. (taking heterophase fluctuations into consideration

For r(x)#0, the expressions fok,C,, and o« become Let us first compare the chemical potentials for the lig-
more cumbersome and for this reason are not given here. uid and for the mixed state. For this purpose, we use approxi-
mate expression®8), (59) and(65), (66) which are valid for
a small fraction of solid clusters. In order to distinguish be-
tween the mixed and the droplet states, we mark the order

It would be interesting to describe the fluctuations of theparameterx by indicesm and d so thatxy is defined by
order parametex(T) in the mixed state. Noting that the expression59) andx,, by expression(66).

3.4. Fluctuations of order parameter

fluctuations of the free energy of an aggregat& atoms are Equating the chemical potentials
kgT, i.e.,
° _ pa(P,T)= pmis(P,T) (87)
_ 2y 2\ _
([G(k) = G(K)]%)=(5G(k)*) =ksT, (82) and solving the obtained equation foy we obtain the tran-
where sition temperatureT;;(P). Below this temperature, the

— mixed state is stable, while the droplet state of the liquid is
G(k)=ku(P,T), (83 metastable or unstable. The liquid is stableTatT,;. At
from (82) and from the equality T=T;,, we have a first-order phase transition in the general
o =2 2 case. This transition is associated with a change in the topo-
2(8G(k)%) =k((x=x)%)d"pl % (84) logical structure of solid clusters in the liquid: isolated small
we obtain nuclei are combined into large clusters and form a percolat-
T2y 2 2 ing cluster forx=x,=0.15. According to estimateg,,=X
k((X=X)%) = 2Kg T/ (9"l 7X°). (85) atT=T,;. In this casexy=0.1, so that the statement formu-
This expression shows that the fluctuations of the ordefated in Ref. 1 and concerning the existence of weak first-
parameter have maximum intensity in the temperature rangerder phase transitions near the percolation thresholds in the
in which the second derivativé?u/Jx? of chemical poten- mixed state can be regarded as substantiated.
tial is small. Let us write the explicit expression for Let us obtain a rough estimate ®f, that is valid for
{(x—x)?) under the conditior{67), assuming that the non- pP(ko)Aus<2kgT/ky:
ergodocity parameter is zero(k)=0):
godocity p () =0) 2KgTo/ko— P(Ko)A s

2k TX(1—X) Tu=Te* As, ®8

L ————. (89
Ko ke T—2p(ko) A psX(1=x) It can be seen that in this ca3g,;>T,. For Aus=0, the
It follows hence that the value d&((x—x)?) becomes transition temperaturg, is close toT,.
infinitely large when conditiori69) is satisfied, and tends Equatingug (58) and ppix (79), i.e.,

o Te. fg(P.T)= (P, T), (89)

we can find the temperatuiig, of transition of glass to the
mixed state. For negligibly small values afu, the tem-
peratureT,, is close toT, and is shifted in the region of
In the previous two sections, we derived expressions folower temperatures upon a decreaseAip <0. For this
the free energy of a system in various SS. The droplet modelase, the following estimate is valid:
describes glas8iquid) in the presence of nuclei of the liquid T.<T (90)
(solid) phase in the form of isolated droplets in it. In the 2= gl
mixed state, the droplets of the two phases can merge intdt T=T,,, a weak first-order phase transition associated
one and get mixed, forming finite as well as infinitely large with a transformation of glass to the mixed state also takes
clusters. In Refs. 29 and 30, the MSM was used for describplace. In the mixed state, a percolating liquid cluster is
ing the mixed state. It was proven that weak first-order phaséormed.
transitions near the percolation threshold for the liquid phase Thus, the mixed state is a special phase of a glass-
in glass and solid state in liquid have a high probability. Informing liquid in which infinitely large(mutually percolat-
spite of the fact that the order paramefidre probability that ing) liquid and noncrystalline solid clusters coexist. The tem-
an atom belongs to a percolating clugtas well as the scal- perature interval T,,,T;1] in which the mixed state exists is
ing laws typical of second-order phase transitions are condetermined by the configurational entropy and is quite broad
nected with the formation of a percolating cluster, a directwhen the chemical potential of atoms in the surface layer of

k((x—x)?)=

4. PHASE TRANSITION INVOLVING THE FORMATION OF A
MIXED STATE
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‘ a P b 6. DISCUSSION

In this section, the results of the description of thermo-
dynamics of droplet and mixed states obtained above are

G compared with the previous results obtained by using other
L co approaches mentioned in Introduction. The ideas concerning
the nature and structure of glass-forming liquids and glasses
- used here are in qualitative agreement with those formulated
T T by various authors during many decades. As regards the
FIG. 1. Schematic phase diagrams of amorphous ph&sstands for glass, structural details of different approaCh.eS’ the discrepancies
L for liquid, andg for gas; the region of existence of the mixed state is @€ much more numerous. By comparing the basic results,
hatchedx, is the critical point of the gas—liquid systemthe critical point ~ we can better determine the advantages and drawbacks of

of the system liquid—noncrystalline solid, ahdhe triple point. The cases (ifferent models and approaches.
with dAus/dP>0 (a) anddA us/dP<O0 (b) are depicted.

6.1. Adam-Gibbs—DiMarzio approach

It was mentioned in Introduction that the decrease in the
configurational entropy of a supercooled liquid in this ap-

solid nuclei is smaller thankT./k,. For exampleT;; can b ted with the f : £ ol
be higher than the crystallization temperature for the quuid.,proac Is associated with the formation of clusters possess-

In this case, a transition to the mixed state occurs in thé"9 the specific configurational entrofiper moleculg that
normal (not supercoolediquid decreases with temperature and can be presented in the form

Besides, when conditiof68) is satisfied, two phases ex- {=ACL(T-TY)ITy, (91
;tn;l t?rzc?é):]edofs tastgl.i dthghr;lsg:—;egnls)ze)rat:;?j ’)t?zselovv\c_th %vhere T. is the temperature at which the entropies of the

temperature phase in which the fraction of the solid phascl—:!qu'd and of the crystal are equal, viz., tHautzmanrtem-

exceeds 1/2. The phase transition occurring &{T, is ac- perature.

companied by a iumowise change in the fraction of the solid In our analysis, the decrease in configurational entropy is
b y ajump 9 described by the ergodicity breaking parameter) whose

phase. temperature dependence in the vicinityTof can apparently
be represented in linearized for(®l). However, in this case,
the constant® ., is deprived of a physical meaning. A similar
5. PHASE DIAGRAMS AND TEMPERATURE DEPENDENCE opinion on the Kautzmann temperature was also formulated
OF ORDER PARAMETER by other authorgsee, for example, Ref. 20

The stability regions fofliquid and solid droplet states
as well as the stability region of the mixed state were deter6.2. Two-state model
mined above. In the case when conditi@8) is satisfied in If we interpret two structural states of molecules in the

the range of the mixed state, tfle=Te(P,T) curve is the gy a5 pertaining to the solid and liquid fractions, this
boundary separating the stability regions of high- and low-

X model is qualitatively similar to the mixed state model. It
temperature phases on the,T) plane. Figure 1 shows sche- ¢ hoted above that the TSM postulates a formula of the
matically the phase diagrams constructed on the basis Gfy (31) and(77) that describes the specific volume in the
these results. It should be recalled that the stability region fOHropIet model as well as in the mixed state model to a high
the crystalline solid phase is not shown in the figure. degree of accuracy. As regards the order parametets

The temperature dependences of order parameter at Copsynerature dependence in TSM is described by the follow-
stant pressure are shown in Fig. 2. Small jumps of the ordelhg expression:

parameter can be seen near the percolation thresholds for
liquid and solid clusters. It follows froni87) and (89) that X(T)= exd —h(1-T/Te)B]
the jump in the order parameter is approximately equal to the ~1+exgd —h(1-T/T)B]"

square of its value, i.e., amounts 100.02. Here T,=h/s, andh ands are the differences in enthalpy
and entropy in the two states, which can be obtained from
the fitting of experimental data.

Expression92) can be obtained by minimization nof

(92)

3( a X b the chemical potential of a substance in which molecules can
~— 1 _—ﬂ, be in two states:
0.5} 05} J/ (P T)=(1—X) g+ Xpaa+ kg T[X In X+ (1—x)IN(1—x)].
{ (93
0 —— 0 S A comparison 0f(93) and(62) shows that these expres-
ToTe Ty T T, T p P

sions coincide forA us=0, kg=1, andr(x)=0.
FIG. 2. Schematic representation of temperature dependences of the order The TSM makes sense Whell" each m0|eCU|e IS statisti-
parameter fop(ko) A us<2Tky* (@) andp(koe)Aus>2Tckyt (D). cally independent and can be in two different structural
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states. This assumption is justified only in the case wherfcommunal entropy S; to which atomic configurations of
intermolecular interactions can be replaced by a certain mediquid clusters contribute is determined. Liquid clusters con-
field to a high degree of accuracy. Obviously, the assumptiosist of coupled liquid-like cells whose number in a cluster is

is wrong if a supercooled liquid contains. the quuiq gnq solidequal to or larger thanolv_f, wherev_f is the average free
fractions in comparable amounts. In this case, it is iImposygume per liquid-like cell.(In our notation,volv_f=ko.)

sible to introduce a unified mean field. At the same time, thel’he basic property 08, is that it depends on the fractign

TSM can be used successfully for interpreting and numericght aioms belonging to liquid clusters and increases rapidly
fitting of experimental datésee above This means that an jth the formation and growth of a percolating cluster near
expression of the typ€92) correctly approximates the be- o percolation threshold.

havior of the order parameter for an appropriate choice of  The chemical potential of the systefsee formula(41)
fitting parameters. Expressidii0) obtained on the basis of , Ref. 22 can be written in the form

the MSM must also possess this property. In order to com-

pare expressiond0) and(92), we write the latter in the form mw=yu1+(1=y)u,—TS+kgT[y Iny+(1-y)
g]i‘vir; expansion in deviations of temperature frégn This xIn(1—y)]. 97)

Here we used the notation adopted in this paper. The

X= £+ ﬁ (94) chemical potentialg:.; and u,, which are functions of vol-
2 3+465% ume and temperature, were obtained in the framework of the
2
S=h(T—To)/aksTT,. (95  chosen modet

The most significant results of the theory developed here
Observing that relatiofi71) can be represented in the form can be formulated as follows:

_ ho(T—Te) _Fe(T—Te) (1) a phase transition takes place at the percolation threshold
T 4kgTTo(ky *—p(ko)Apug/2ksTe)  4kgTTe of a liquid cluster; N _

(96) (2) it is a first-order phase transition generated by a rapid
increase inS, behind the percolation threshold.

o

we see that expressiofigl) and(92) differ insignificantly in

form over a wide temperature interval ip(kg)Aus It should be noted that the chemical potenti@l) is

<2kgTeko ' andh=h,. It follows from (96) that, with in-  close in form to those used for describing the droplet and

creasingA us, the value offi, increases and becomes infi- Mixed stategsee formula(62)]. Indeed, if we put in(62)

nitely large at the critical point fop(Ko) A sus=2kgTeko L. It T(¥)€2(1-Y)=Sc(y),ko=1 and neglect the contribution of

can be seen that, if conditic67) is satisfied, the TSM gives Phase boundaries, expressig68) and(97) coincide. It can

an expression fox close in form to that obtained on the be seen that the contribution of entropy of mixing(@v) is

basis of the MSM. If this condition is not satisfied, the TSM €xaggerated, and the interfaces between the liquid and solid

leads to qualitatively different results since phase transitionfhases are disregarded. Nevertheless, the thermodynamics of

at T=T, are impossible in this model. the system in the TSM is qualitatively similar to that de-
For ko~10—15, the entropy of mixing is smaller than Scribed by Cohen and Grest.

that appearing in the TSM in which it is normally assumed

that ko=1. Consequently, the contribution to free energy

from the term proportional to entropy of mixing in the TSM 6.4. Theory of self-forming frustration-limited domains

is exaggerated.

, A thermodynamic theory of supercooled liquids based
It should be noted that cooperative phenomeéng., a-

; > " > on the assumption that the system possesses an “excluded”
relaxation and the formation of a Fischer cluster in a superyitical point was proposed by Kivelsoet al. 2 It is as-

cooled liquid cannot be explained consistently in the TSM. sumed that the behavior of a supercooled liquid in a wide

Indeed, the driving force of formation of a Fischer clusterygmneratyre interval, including the region of existence of the

depends on the contribution of phase boundaries to the freg, iy and extending to the region above the crystallization
energy of the system, but this contribution in the TSM iy nerature, is close to critical. The reason behind short-

assumed to be zero. range ordering is associated with intermolecular forces, but
the short-range order generated by them is such that it is
incompatible with the long-range ordering and with the for-
mation of an extended solid structure. If, for example, inter-
The thermodynamics of glasses and supercooled liquidsiolecular forces lead to the formation of noncrystalline
is described in Refs. 22 and 23 on the basis of the model atosahedral clusters, the merging of these clusters into a
free volume. In this approach, solid and liquid-like atomic single structure is ruled out due to an increase in mechanical
cells (Voronoi polyhedra are introduced. The volume, of  stresses with the size of a solid nucleus. In the absence of
a solid cell is close to that in a crystal. Liquid-like cells such accumulating stresses, we should expect the existence
contain an excesdree) volumevs;=v;—uvq. Herev; is the  of a critical point, associated with long-range ordering of
volume of a Voronoi polyhedron of thgh atom. It is as- domains. Frustrations rule out the possibility of emergence
sumes that the free energy of an at@ncluding vibrational of such a point but the behavior of the system remains close
entropy depends only omy;. In addition, the cooperative to critical. The assumption concerning the presence of

6.3. Model of free volume
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frustration-limited domainsgsolid nucle) in supercooled lig- heterophase fluctuations becomes higher than the free energy
uids was also used by MalomuZh*®who described relax- of the droplet state. This leads to the conclusion that in the

ation phenomena in glass-forming liquids. general case we should expect a weak first-order phase tran-
Under the assumption that the critical point should existsition near the percolation threshold.

in the absence of frustrations at a certain temperafifre It is important to note that the volume fractions of het-

Kivelsonet al. 2! proposed the scaling law for the sigg of  erophase fluctuations in the droplet state are comparatively

frustration-limited domainsRy~¢”, v>1 fore=(T—-T*)/ large (~0.05-0.1) in rather wide temperature intervals,

T*. They also proposed a qualitative phase diagram of th&hich makes them accessible for direct experimental obser-

system on theT,K) plane, where is the so-called frustra- vations.

tion parameter that has not received a reasonable definition A comparison of the expressions derived for equations

yet. of state, compressibilities, thermal expansion coefficients,
In actual practice, the thermodynamics of a liquid con-and heat capacity with experimental data will make it pos-

taining frustration-limited domains is studied insufficiently. sible to establish the relation between thermodynamic and

The main qualitative assumption in the proposed model istructural characteristics of glass-forming liquids and

that the thermodynamics of a supercooled liquid is deterglasses.

mined by locally ordered clusters, and there exists a certain . .

characteristic transition temperatufé below which coop- '€ author expresses his deep gratitude to Prof. E. W.

erative processes are manifested. Fischer for numerous fruitful discussions facilitating the re-
The description of thermodynamics of a glass-formingS€arch whose results are reported here.

liquid proposed in this paper resembles qualitatively the This research was _partly finar_lced by the International
model of frustration-limited domains in that we also have a>°"S Program Supporting Education, grant No. SPU062003

characteristic temperaturg, similar to T*, below which and by the Ukrainian Center of Science and Technology,

the system is in the mixed state. The thermodynamics of thE0Ject No. 442.
mixed state is determined by the properties of solid and lig-
uid clusters, and hence dynamic processes must be coopef&-mail: bakai@kipt.kharkov.ua
tive. As regards the critical behavior of the system in the
vicinity of T;; and the scaling relations associated with this *A. S. Bakai, Fiz. Nizk. Temp20, 469, 477(1994 [Low Temp. Phys20,
temperature, they indeed are observed in the mixed state negi;7~°’cv_‘37§(|19949]- 4D, L. Stein, Relaxation in Complex Systerfeg. b
the percolation thresholds for liquid and solid clusters since " 'N;agqe,;:\;‘, Vork ('198'35;”’ irelaxation In L-ompiex Systerec. by
the percolation itself is associated with a phase transiflon. =g Palmer, Ady. Phys31, 669 (1982.
The order parameters in this case is the probability that arfI. Frenkel, Zh. Eksp. Teor. Fiz9, 95(1939.
atom belongs to an infinitely |arge cluster. As regards ther-sl' Frenkel,Kinetic Theory of LiquidsClarendon Press, Oxford 934.
. .. . 8A. R. Ubbellohde Melting and Crystal StructureClarendon Press, Ox-
modynamic phase transitions, we should expect in all prob- ¢, 4 (1965.
ability a weak first-order phase transitionTat Ty, (See Sec.  7m. E. Fisher, Physic§Long Island City, NYj 3, 255 (1967).
4), 8G. Adam and J. H. Gibbs, J. Chem. Ph¥8, 139(1965; J. H. Gibbs and
E. DiMarzio, J. Chem. Phy8, 807 (1958.
9F. H. Stillinger, J. Chem. Phy89, 6461(1988.
107, R. Kirkpatrick, D. Thirumalai, and P. G. Wolynes, Phys. Rev4®

. - _1045(1989.
. An analySlS of the contr!bu'Flon of hetemphase fluctua 11E .J. Donth,Relaxation and Thermodynamics in Polymefgademie-
tions to the free energy of liquids and glasses leads to the\/enag, Berlin(1992.
conclusion that, along with the droplet statas which het-  *2M. V. Vol'kenshtein and O. B. Ptitsyn, Zh. Tekh. Fi26, 2204 (1956

erophase fluctuations are in the form of isolated drops  [Sov. Phys. Tech. Phyd, 2217(1956].

. . . R A 130. V. Mazurin,Glass Formatior{in Russian, Nauka, Leningrad1986.
mixed state in which infinitely large liquid and noncrystal- w5 5"\ ocodo . Capps, and T. A. Litovitz, J. Chem. Phy. 3357

line solid clusters coexist also takes place. Transitions from (196

droplet states to a mixed state are phase transitions in tHéC. A. Angel and J. Wong, J. Chem. Ph{S, 2053(1970.

sense that two order parameters in the mixed state diffeiﬁ? TA- A_Tjge' angKin' R‘?‘Oﬁ)g- Chgm-;hgg‘c‘f%gwa-

from zero along wittx(T), i.e., the probabilities that atoms g’ A Kivelson. XL zhao, D, Kivelsomt al, J.(Chez{. Phys101, 2391
belong to infinitely large liquid and solid clusters. On the (1994

other hand, only one of these order parameters in the droplétP. H. Poole, F. Sciortino, T. Grand al, Phys. Rev. Lett73 1632

state differs from zero. Universal scaling laws should be ex,(19%%- .
C. A. Angel, Science267, 1924(1995.

pected to hold for quantities depending on the topology of amip jveison, s. A. Kivelson, X.-L. Zhacet al, Physica AA219, 27
infinitely large cluster near the percolation threshold. Since (1995.
the free energy of the system in the models used here do%@ﬂ- H. Cohen and G. S. Grest, Phys. Rev2@ 1077(1979.
i~ “>M. H. Cohen and G. S. Grest, Phys. Rev2& 6313(1982.

not depe-nd explicitly on the gbove order parameters, no d'24B. Gerhartz, G. Meier, and E. W. Fischer, J. Chem. PB2s7110(1989.
rect relation between percolation and phase transitions is obsg \y_rischer, G. Meier, T. Rabinat al, J. Non-Cryst. Solid431-133
served. At the same time, it was proved that droplet states134(1991).
become thermodynamically disadvantageous when the vofzE- WhFischer, Physica /:201, l|83(19h93- ) (1996

; - : I. Cohen, A. Ha, X.-L. Zhaet al, J. Phys. Cheml00, 8518(1996.
ume fractlo_n of droplets_ is c_Iose to the percolation thresholqul_l__ Zhao and D, Kivelson, J. Phys. Chesg, 6721 (1995,
in the continual approximation. On the other hand, the freess s pakai, inGlassy Metals lll(ed. by H. Beck and H.-J. Githerod,

energy calculated in the MSM for small volume fractions of Springer, Heidelberg1994.

CONCLUSIONS

33 Low Temp. Phys. 24 (1), January 1998 A. S. Bakai 33



30A. S. Bakai, Fiz. Nizk. Temp22, 956 (1996 [Low Temp. Phys22, 733 3R. Zallen and H. Sher, Phys. Rev.m!, 4471(1977).

31(1996]. _ _ o S6E. Rapoport, J. Chem. Phy48, 1433(1968.

N. V. Alekseechkin, A. S. Bakai, and N. P. Lazarev, Fiz. Nizk. Te@h.  37p .. de GennesScaling Concepts of Polymer Physiggornell Univ.
32565 (1995 [Low Temp. Phyle,_ 440(1999]. Press, Londor(1978.

A. F. Andreev, Zh. Esp. Teor. Fiz45, 2064(1964) [Sov. Phys. JETRS,

1415(1964] 38D. Stauffer, Phys. Refb4, 3 (1979.

. 29 g .

333, D. Gunton, M. San Miguel, and P. S. SanhiPihase Transitionsvol. 4ON' P. Malomuzh and S. B. Pel!shenko, Ukr. Fiz. 285, 388 (1990.
8 (ed. by C. Domb and J. L. LeibovitzAcademic Press, New York N. P. Malomuzh and S. B. Pelishenko, Phys. L£84B, 269 (1991).
(1983.

34H. Sher and R. Zallen, J. Chem. Phg8, 3759(1970. Translated by R. S. Wadhwa

34 Low Temp. Phys. 24 (1), January 1998 A. S. Bakai 34



Nonstationary effects in NbSe 5 intercalated with hydrogen
Kh. B. Chashka, V. A. Bichko, M. A. Obolenskii, Raid Hasan, and V. |. Beletskii

Kharkov State University, 310077 Kharkov, Ukrdine
(Submitted June 25, 1997; revised September 5, 1997
Fiz. Nizk. Temp.24, 47-52(January 1998

Temperature dependences of resistivity and current-voltage characteristics af ditiifie

crystals intercalated with hydrogen are investigated in the temperature range 90—-300 K in the
normal state and in a state with a charge density wave near the first phase transition at

145 K. A state with nonlinear conductivity 8t>145 K, IVC with a negative differential
resistance, and low-frequency voltage oscillations in the state with the CDW are discovered. The
results are interpreted on the basis of concepts of redistribution of intercalated hydrogen

under the action of temperature diffusion and electric field during the propagation of a charge
density wave. ©1998 American Institute of Physids$§1063-777X98)00701-4

The transition to a state with a charge density wave In our earlier publicatiof,we proved that the tempera-
(CDW) which is typical of many compounds with an aniso- ture of the first CDW transitiorfat 145 K depends on the
tropic electron spectrum is manifested most clearly in quasiamount of intercalated hydrogen weakly and nonmonotoni-
one-dimensional compounds-or example, niobium trise- cally. The CDW state is partially suppressed in this case,
lenide NbSe exhibits two transitions accompanied by the which is manifested in a decrease in the amplitude of resis-
formation of CDW at 145 and 59 K. The charge carrier den-tive anomaly afT <145 K. For a certain hydrogen concen-
sity in the CDW state in a given directiox) can be repre- tration, NbSg exhibits a metal-semiconductor transition.

sented in the form We shall describe below the results of analysis of non-
_ stationary effects associated with the passage of current
p(X)=po[ 1+ a cogQx+¢)], @) through NbSg single crystals intercalated with hydrogen in

wherepy is the uniform electron densityyp, the amplitude the CDW state.
of charge modulationQ=2kg the modulation wave vector,
andkg the Fermi wave vector. The phagecharacterizes the
position of the CDW relative to the ionic lattice.
Additional information on the transition and structure of All measurements were made on NBSingle crystals
the state with a CDW was obtained from the experimentsbtained from the chemical gas-transport reaction. Single
with NbSe single crystals under the action of external fac-crystals were saturated with hydrogen from the gaseous
tors (mechanical deformatioh,axial loading® and hydro- phase under a pressure of 10 bar, after which a fraction of
static pressuf¢ as well as under intrusion of impuritiés. hydrogen was removed consecutively by periodic annealing
It was shown in Refs. 3 and 4 that the Fermi surfd€®  under a pressur®~10 ° bar. The temperature of heating
is distorted under the action of axial or hydrostatic pressureduring annealing did not exceed 200 °C; the results of mass
This in turn leads to a decrease in the area of the FS regiorspectrometry indicate that evolution of hydrogen under such
coinciding upon a parallel translation by the vedf+ 2k, conditions occurs without a loss in the stoichiometric com-
and hence to an increase in the number of noncondensegmbsition of the compound Nb&eThis technique made it
charge carriers in the CDW state, resulting in partial supprespossible to obtain all the results on virtually the same initial
sion of the CDW. The doping of quasi-one-dimensionalsample of NbSgand to attribute all the changes in elecro-
structures(NbSg and Ta$) with transition metafs also  physical parameters observed in experiments only to the
leads to partial suppression of the state with CDW and, irchange in hydrogen concentration in the sample and to the
addition, to a shift of temperature corresponding to the onsedtate of hydrogen in the lattice.
of the CDW transition. It is well known, howevéthat it is Temperature dependencB§T) of electrical resistance
difficult to obtain a uniform distribution of impurities in the were measured by the four-probe method in direct current in
sample as a result of doping. Also, the number of elementthe temperature range 90—300 K.
that can be used for doping crystals based on chalcogenates The differential resistance, threshold fieHg of CDW
of transition metals is not very large. disruption and corresponding transport currdpisvere de-
Intercalation by light impuritiege.g., hydrogenconsid-  termined from the current—voltage characteristis&C). The
erably extends the potentialities of the experiments. A conexperimental setup allowed us to record directly thé)
siderable advantage of this method lies in the possibility ofdependence by using tkxe-y graphic recorder and to deter-
varying the hydrogen concentration in the same sample. Imine the nonlinear contribution to IVC with the help of a
view of its small atomic radius, hydrogen virtually does notcompensating bridge circuit. We recorded,(~U;) as a
distort the matrix lattice. At the same time, being a chargedunction of I, whereU, is the voltage across the sample
impurity, it must change the occupancy of the conductiondetermined by the slope of the IVC in the state with a linear
band of the matrix. (ohmig conductivity andU; the current value of the voltage

EXPERIMENTAL TECHNIQUE
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FIG. 1. Typical IVC of a sample in the CDW state, recorded according to
the bridge circuit. The inset shows the same IVC recorded by using a con-

ventional method.
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across the sample. Such a method of IVC recording has
made it possible to increase by three orders of magnitude the
resolution in detecting the emergence of a nonlinear seg-
ment. The threshold field,, was determined from bridge
IVC as (I4R,)/L, whereR, is the ohmic resistance of the
sample on the linear segment of the IVICthe separation
between potential contacts, atgl the current determined
from the IVC obtained by using the bridge circ@Eig. 1),

and corresponding to the emergence of a disbalance voltage
of 1X10 7 V. The sweep time for direct current could be
varied during the IVC recording from 1 to 18.

RESULTS OF MEASUREMENTS

Figure 2 shows typicaR(T) curves recorded for Nbge
single crystals saturated with hydrogen during consecutive
annealing in vacuum. Annealing and thermal cycling of the
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FIG. 2. Temperature dependences of the resistance of a;NtiSgle crystal saturated with hydrogen Rt=10 bar(a, after the first annealing {b
immediately after the second annealing, (@nd after 48 (i 96 (& and 144 h (f.
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FIG. 4. Typical IVC for NbSe samples recorded after the first annealing in
the temperature range 100K <300 K. The inset shows the IVC hyster-
esis on segmerit on a magnified scale.

the region of high nonlinear conductivity; is observed.
With increasing current, the voltadé) increases step wise,
which is followed by the region of conductivity, described
; by Ohm’s law (in this case,o;~705). In this state, two
)
-

U, - Ug , arb. units

voltage jumps(2 and 3) are usually observed. These jumps
0 emerged for the same values of the field which did not de-
\/ pend on temperature and amounted Hg=55 V/m and
b E»,=200 V/m. The maximum values of the field on the IVC
! 1 —L : segment® and3 were 65-10% V/m and 376:10% V/m,
I, arb. units respectively. The regions of jum@sand3 are segments with
FIG. 3. IVC of a NbSg sample recorded by a conventional method at a negative differential electrical resistan®DER). This is
T1=.29.2 K (solid curve ind T2p= 150 K (dasheyd curveimmediately after mamfeSt_ed most clea_lrly in regidin Wthh an increase n .
saturation (and by the bridge method at<145 K for a sample with ~ Voltage is accompanied by a decrease in current. The varia-
hydrogen(solid curve and without it(dashed curve(b); (U,—Uy) is the  tion of the sweep rate allowed us to estimate the time during
nonlinear contribution to IVC. which the sample is in the state with a NDER
(Taper=0.4 s). After each jump, the sample returned to the
state with the ohmic conductivity,.
samples in the course of measurements led to a change in the It can be seen from Fig. 4 that, in the case of reverse
form of theR(T) dependence and to an increase in the valuevariation of current, the IVC is described by Ohm’s law with
of R in general. the conductivityo,, and a stepwise decreadeof voltage
Figure 3 shows examples of IVC recorded for a NpSe opposite tol takes place only once.
sample immediately after its saturation with hydrogen. The ~ When the sample is in the state corresponding to the
IVC obtained conventionally in the temperature rangeR(T) dependence depicted in Fig. 2c voltage oscillations
T>Tcpw (Fig. 33 can be described by Ohm’s law, while were observed on the IVC recorded by the bridge method in
the IVC obtained in the region of <Tcpw by the bridge the temperature range 112KI<121K in the fields
method(Fig. 3b deviate from the linear dependence to theE>E;,. An example of recorded IVC with oscillations is
side corresponding to an increase in the differential resisshown in Fig. 5a. The oscillation frequency does not depend
tance of the sample, which was not observed for puref the sweep rate or transport current and amounts to
samples. With increasing transport current, this deviatiom~0.3 Hz. The oscillation amplituddU (Fig. 5b depends
was compensated by the contribution of CDW to conductivdinearly on the transport current. As the sweep rate for the
ity. transport current increases in the region of maxima and
After the first annealing, when the sample was in a stataninima of voltages, the oscillatory curve displays a fine
corresponding to th&(T) dependence depicted in Fig. 2b, structure depending on the transport curréfg. 6). For
the IVC whose typical shape is shown in Fig. 4 were re-small currents, the structure has the form of instabilities that
corded. It should be noted that the IVC has such a shape iacquire the shape typical of relaxation processes with in-
the temperature range 106K <300 K. For small currents, creasing current.
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FIG. 5. Voltage oscillations on IVC of Nb§esamples after the second
annealing, obtained dt=121 K (g and the oscillation amplitude as a func-
tion of transport current (b

DISCUSSION OF RESULTS

Experimental results show that intercalation of hydroge

mobility even at low temperaturésThis is even truer true of
low-dimensional conductors based on chalcogenides of tran-
sition metals in which hydrogen atoms are partially located
in the Van der Waals gap. In the presence of a mobile im-
purity, the processes of heat and charge transfer can create in
metals atomic flows and gradients of concentrations of mo-
bile impurities associated with them.

In the presence of an electric field, the fofeee*E is
generated, where* characterizes the electric charge acted
upon only by the same forces as those acting on hydrogen
atoms intercalated in the metal in the presence of the external
field alone. Under the action of this force, hydrogen concen-
tration is redistributed and increases near the cathode. Along
with the flow induced by the electric field, a diffusion flow
associated with the concentration gradient is formed. In this
case, the total flux of hydrogen can be written in the form

J=-nD grad c+ncMF, 2

wherec is the hydrogen concentration, i.e., the ratio of the
number of hydrogen atoms to the number of matrix atams,
the number of lattice atoms per unit voluni® the diffusion
coefficient, andM the mobility of intercalated hydrogen
atoms> On segmentl of IVC (see the inset to Fig.)4the
second term in relatioi2) obviously prevails at first as a
result of the high mobility, small gradient, and hign the
average concentration of hydrogen in the sample. As the
electric field increases, the concentration gradient increases
as a result of transport, the average concentration of hydro-
gen in most part of the volume decreases, and the first term
in (2) becomes predominant.

It can be seen from Fig. 2 that hydrogen redistribution in
the sample leads to thH®(T) dependence typical of semicon-
ductors. Hence we can assume that the same processes oc-

ncurring during the recording of IVC are responsible for the

in the NbSg lattice leads to significant changes in the teM-f5rmation of a region with the semiconducting behavior of

perature and field dependences of electrical conductivity i
the normal as well as in the CDW state. In ordinary metals
hydrogen atoms are interstitial impurities possessing a hig

Ux- Uf , arb. units

1 1 1
1, arb. units

FIG. 6. An example of IVC recording corresponding to Fig. 5 for an in-
creased sweep rate of transport current.
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he resistance and a high resistivity near the cathode. These

rocesses corresponds to segmehtnd 3 on the IVC on

hich the resistance increases sharfdge Fig. 4 In this
state, the second term in relati@®) decreases abruptly, and
the total hydrogen flux is determined by the first term, i.e.,
the semiconducting layer is resolved by diffusion, and hydro-
gen is redistributed over the volume of the sample.

The characteristic time required for damping of diffusion

processes is defined by the formula

Tair=1%/D, 3

wherel is the distance over which diffusion takes pldce.
Assuming that the time during which the voltage across
the sample attains the value at which the jump takes place
and the interlayer with a high resistivity is formed is equal to
74r,» While the time of switching to the initial state +g;, we
can estimate the characteristic values of
D~2.5x 10 2 cn¥/s. This value is several orders of magni-
tude higher than the values of diffusion coefficient for three-
dimensional metal3indicating exceptionally high diffusive
mobility of hydrogen in NbSg Such a process of formation
of semiconducting regions must apparently be observed for
large currents also, but it could not be detected in view of
superheatingJoule effects.
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As the hydrogen concentration decreases, but the samp#gructure in our case will be determined by the diffusion rate
is still in the metallic state with the temperature dependencef hydrogen, which is several orders of magnitude lower.
of resistance depicted in Fig. 2c, periodic oscillations of volt-The linear increase in the oscillation amplitude with the cur-
age are generated in the temperature range b&lgyy, cor-  rent(an analog of Ohm’s lajwemains unclear. It should be
responding to the first transition. At the present time, experinoted that temporary low-frequency oscillations of voltage
mental results do not allow us to indicate unambiguously thevere observed by us earlfavhile studying superconducting
reason behind the generation of such oscillations, but we cdoridges made of NbSeas well as by other authors who
assume that the propagation of a CDW in the correspondingtudied narrow long superconducting films in the resistive
state with CDW in fieldsE> Ey, affects the hydrogen sub- state'® It should be noted that the resistive state of supercon-
system. It should be noted that in states with the resistiveluctors and the state with a CDW propagating near threshold
anomaly associated with CD\¢ee Figs. 2a and 2las well  fields of disruption have many peculiarities in comn{see,
as upon a subsequent transition of the sample to the senfisr example, Ref.
conducting statésee Figs. 2d, 2e, and)2fvoltage oscilla- ] ] ]
tions are not generated. The reason behind such a behavior is NS research was partly financed by the International
still unclear. Soros Program Supporting Education in Sciefk&SEB,

It was proved in Ref. 7 that CDW in low-dimensional Grant No. SPU62041.
systems intercalated with hydrogen can lead to the formation
of a superstructure of hydrogen clusters. Under the action ofE-mail: mikhail.a.obolenskii@univer.kharkov.ua
electric and magnetic fields, this structure may move. The
CDW transition in quasi-one-dimensional NkSe mani- LElectronic Properties of Inorganic Quasi-One-Dimensional Materials.
fested most clearly, and the formation of a quasiperiodic by P. Monceay part I, D. Reidel Publ. Co., Dordrecht, Boston, Lancaster
structure of hydrogen clusters is quite probable. Taking int02(1985)- _ _
account what has been said above about the observed IVCEéSSé(iggL; M. J. Skove, E. P. Stillwell, and A. Brill, Phys. Rev28
we can assume that the sample can be divided into alternatyy, g chashka, M. A. Obolensky, V. A. Bychko, and V. I. Beletskii, Fiz.
ing metal-semiconductor regions. Unfortunately, we are not Nizk. Temp.22, 1200(1996 [Low Temp. Phys22, 918(1996)].
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Ukraine, 310164 Kharkov, Ukrairie
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Point-contact spectra of organic conducttiG,Hs),N]g { Ni(dmit),] and (BEDT-TTF),l; have

been measured. The plots of point-contact functions of the electron—phonon interaction

in these compounds have been constructed, and mean and root-mean-square values of frequency
have been obtained. The relation between the intensity of the electron-vibrational interaction

and conducting properties of the materials under investigation have been obtained. A correlation
is observed between the intensity of these processes and the superconducting transition
temperature. The criterion for the synthesis of new organic superconductors is discussEgb8 ©
American Institute of Physic§S1063-777X98)00801-9

Persistent interest in the study of organic conductors obp,5eq or[BEDT—TTF]”+ and[M(dmit),]" (M stands for

served in recent years is stimulated by a number of factorg,atal and dmiC,S:). Since the superconducting transition

among which the search for new superconducting materialg,mneratures for such compounds are known as a rule, it is
plays_ an |_mportant role. _In such |nvestlg§1t|ons, main atten'sufﬁcient to study the EPI spectra of the objects under inves-
tion is paid to an analysis of the properties of familiar or- tigation. It should also be noted that the EPI data for organic

ganur:] sgperconguc:)(:rs_ _a|mtehd at_tde_te;mmtlr?g thethpa_mn ompounds from the Kimit), family are scarce or not avail-
mechanisms and obltaining the criteria 1or € Syntnesis O, " o all, and hence the measurement of EPI spectra for

new organic superconductors with predictable propertiesSUCh materials forms an independent problem which is inter-
One of the key problems of utmost importance for explainingesting as such

superconductivity in organic compounds is associated with : . —
. L . We chose as objects of investigation the compound
the role of intramolecular vibrationdMV ) which are not .
(BEDT-TTH,3 and one of organic conductors

observed in ordinary metals. Yamajiroposed a supercon- : . ' .
S . . ) . C,H5)4N]o d Ni(dmit),]. Let us first consider the results ob-
ductivity mechanism for organic metals involving an IMV [(. 2" 1574770 2 ) :
y g g tained for the compound from the family (8mit),. The

donor. Subsequently, various methods were tiged obtain | CHONT- INi(dmi duri |
data indicating the possibility of operation of such a mechaCrystals off (CoHs)uNJo { Ni(dmit),] were grown during elec-

nism in BEDT—TTF salts. For example, a strong interactiontrOChemical synthesis under galvanostatic conditions. The
between conduction electrons and IMV of an organic conSYNthesis ~was carneq out in the mixed solvent
ductor was observetf' These results lead to the conclusion CHsCOCH—CHCN  (1:1) from the initial salts

that the IMV contribution to the formation of the supercon- L(C2HsNICIO, and[(CHg),NINi(CoSe),]. The crystals of
ducting phase of such compounds can be significant. TheC2Hs)aNlodNi(dmit),] had the form of dark plates with an
variation of the intensity of such processes upon a transitiofverage area’x2 mm and a thickness of the order of 0.1
from one compound to another and their correlation with the"M. They have the structure of layered materials similar to
superconducting properties of the materials remain uncleafhat of BEDT-TTF saltgsee, for example, Ref.) 5Anions

It is logical to assume that if the IMV contribution to the [Ni(dmit] are packed in the crystal “plane to plane,”
formation of the e|ectron_phonon interacti(()EPD in or- which is typlcal of all quaSi-tWO-dimenSional OrganiC metals,
ganic conductors is significant, the intensity of the electronand form stacks. The system of stacks forms highly conduct-
vibrational interactio(EVI) can correlate with the supercon- ing anion layers alternating with layers of cations
ducting parameters of the materidin particular, the [(CzHs)sN]os. Thus, as in the case @BEDT-TTF),l3, the
superconducting transition temperatdrg. In other words, highest conductivity is also observed in layers formed from
materials with a higheT, must display a higher intensity of the set of dimer units of a composition close to BEDT-TTF.
interaction between conduction electrons and the IMV of theAt low temperatures, the compouf@,Hs)sN]o  Ni(dmit),]
organic conductor, and vice versa. For this reason, it woulds characterized by a metal-type conductivity, while its near-
be interesting to compare the results of measurements of ER5t analod(C,H3)4N][Ni(dmit),], goes over to the supercon-
spectra with the values &, in different organic compounds. ducting state under pressife.

In order to simplify the problem, it is expedient to use first We studied heterojunctions CU€,H5),N ] d Ni(dmit),]
organic compounds with close compositions and structuregnd Cu4BEDT-TTF),l; at T=4.2 K. Crystal of organic
such as, for example, compounds belonging to familiesnetals were mounted in a special device for creating point
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Cu-(C,Hs)4N], £ Ni(dmit),] junctions contain the superpo-

£ sition of contributions from copper and the organic metal.
v, } E’V The contribution from copper has the form of a high-
rf,l' intensity low-energy peak at 17—18 meV due to the interac-
s tion of conduction electrons with transverse acoustic
§ : phonons. According to the form of the obtained point-contact
spectra, we are dealing, as in Ref. 3, with asymmetric junc-

tions. As a matter of fact, the point-contact spectrum of het-
erojunctions of metals is the sum of partial contributions of

the spectra of each conductor. In the case of a symmetric
heterojunction, the volume of phonon generation in each
electrode is the same, which leads to the equality of the
contributions of contacting metals of electrodes with close

electronic parameters talfVv/d1?)(V). A change in the size

of the region of constriction formed by one of the electrodes

leads to a change in the corresponding contribution to the

2
\f“r\/ » point-contact spectrum. In heterojunctions of metals with

ﬁ different Fermi velocities, the intensities of singularities in

0 g 5 o 3 % 3 the point-contact spectra are redistributed in accordance with
] } g’ “fj ﬁﬁ the relationgpc(w) =g () + (00 E) g62() pd Gpo( @)

is the point-contact EPI function, and 1 and 2 are the num-
bers labelling the metals in contdcThe second derivatives
of IVC for a symmetric point contact display a suppression
1 | 1 1 1 1 of the intensities of the peaks responsible for EPI processes
40 80 120 in the material with a higher Fermi velocity and, accordingly,
V., mv an increase in the intensity of the peaks in the point-contact
FIG. 1. Point-contact spectra for CL(€,Hs),N], { Ni(dmit),] heterojunc- spect_rum, which are due to the m,etal_ Wlth, a lower Fermi
tions for Ry, Q: 45 (curve 1), 66 (curve2), and 150(curve 3). velocity. For Cu(C;Hs)4N]o o Ni(dmit),] junctions, such an
effect should result in suppression of EPI singularities in
copper and enhancement of peaks from the organic metal
contacts and were brought in contact with a copper electrodagainst the background of the former effect. However, the
in liquid helium. Heterojunctions were created by using theexperimentally observed spectra are characterized by a
displacement technigfieand were formed in the region of higher intensity of copper peaks. It was proved in Ref. 3 that
contact between the edges of an organic crystal and the coflie most probable reason behind this effect can be the lack of
per electrodgsee the inset to Fig. 1 in Ref).4Such a ge- symmetry of the contact, namely, the fact that the contact
ometry of arrangement of electrodes made it possible to okregion is mainly formed due to copper and not due to the
tain and study mainly the junctions whose axis was orientegrganic conductor. Such a situation is quite realistic in the
along anionic planes in the case[d€,Hs),N], dNi(dmit),]  case under investigation also since we used the materials
and along cation planes in the case BEDT-TTHF),l;, i.e.,  similar to those used in Ref. 3 and created point contacts by
in the direction corresponding to the highest conductinghe methods similar to those in Refs. 3, 4.
properties of the organic crystal. It was proved in Ref. 8, 9  Singularities of the second derivatives of IVC of the
that, for contacts with the axis in the plane of organic mol-contacts under investigation for an energy above 32 meV
ecules, the main contribution to point-contact spectra comeg&he boundary energy for the EPI spectrum of copgerre-
from processes associated with the current flowing along layspond to the interaction of charge carriers with the vibra-
ers formed by organic moleculéthe contribution from the tional modes of the organic conductor. The most clearly pro-
transverse component has the minimum value in this)casenounced singularities are peaks corresponding to the energies
For this reason, peculiarities associated with the scattering &6—58, 70, 84, and 96 meV. Singularities at higher frequen-
charge carriers in a highly conducting plane of organic mol-<ies could not be observed since the material heating effects
ecules are manifested with the highest probability and have the constriction region at voltagés>100 mV led to the
the maximum intensity. Accordingly, the effect of EVI on loss of stability of the junctions, a change in their resistance,
the point-contact spectrum is the strongest in this case. Comr complete breakdown.
sequently, in order to analyze the manifestations of the IMV ~ The shape of singularities of point-contact spectra for
contribution to the point-contact spectrum and its correlationCu-{(C,Hs)4N]y 4 Ni(dmit),] junctions depends on the con-
with the conducting properties of organic metals, it is suffi-dition of electron passage through the point contact much
cient to study the characteristics of junctions oriented alongnore strongly than in the case of junctions between tradi-
conducting layers. tional conductors. As a matter of fact, the organic conductor
We measured the current—voltage characterigt¢€)  [(C,Hs)4N]p dNi(dmit),] as well as BEDT—-TTF),l; is close
of points contacts and their second derivatiyesint-contact  in electronic parameters to semimetafs A typical feature
spectra at 4.2 K. The point-contact spectra of of such materials is the existence of point-contact spectra

[ 2 Y
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with opposite singularities, namely, along with ordinary
(“direct” ) dependences, inverse spectra, i.e., the second de-
rivatives of IVC of contacts with the opposite sign, can be 1.0} 2
observed in some casé¥ Inverse spectra are typical inthe g
case of small inelastic mean free paths for electrons, as a
result of which electron states can be localized in the region

of constriction'® The EPI disturbs the localization of elec- 0.8 -
trons and leads to an increase in the conductivity of the con- *
tact (accordingly, a decrease in its resistaneehich is reg- ,
istered as a minimum on the second derivatives of IC 0.6k
contrast to the peak in the case when the contact resistance ) I

increases The accumulation of phonons in the constriction
region upon an increase in voltage can also lead to a decrease
in the mean free path in the contact region. In this case, the 04}
mode of the passage of electrons through the contact changes
from the ballistic to diffusion mode for which weak localiza-
tion effects play a significant role. This must naturally affect
the behavior of singularities in the point-contact spectrum.
As a result, point-contact spectra of an intermediate type
appear(with inverse singularities at high voltage€urve 3
in Fig. 1 can serve as an example of a characteristic. It con-
tains a number of minima which correspond to peaks at en-
ergies 56-58, 70, and 84 meV on curvesind 2 and are :
their mirror image relative to the abscissa axis. The small 0 20 40 60 80 100
variation of the position of singularities on the curves can V,mv
easily be explained. Curves of the typare characterized by
the background function which obviously differs from the _FIG._Z. Point-contact functions of electron—‘phonon interaction for hetero-
background function in the case of a “direct” spectrum. TheJ(‘;SC{“(%”:H5)4,\?]‘:;?\5(3;3)3%;k m(gfgr,lkes, ggf\g curve 1) and
summation of the spectral function and the background func-
tion in the(opposite cases under consideration will probably
lead to different displacements of peaks on the EPI spectranvestigation&* in which it was noted that the intensity of the
which can lead to a certain mismatching in the position ofpeak at 1300 cmt* in optical reflection spectra for dmit),
EPI peaks on different types of spectrum. salts is much lower than the intensity of corresponding sin-
It was noted above that the experimental setup forgularities in the salt§BEDT—TTP with a charge transfer.
Cu~+BEDT-TTH)l; junctions was similar to that used for This might indicate a lower EVI level in such materials. If
the conductof(C;Hs)sN]o f Ni(dmit),]. We obtained the sec- we take into account the assumption that IMV make a certain
ond derivatives of IVC corresponding to the orientation of contribution to the formation of the superconducting phase
the contact axis along high-conductivity planes of organicof such materials, it is not surprising th@EDT-TTH salts
molecules. The behavior of such spectra was analyzed iare superconducting, while most of(¥nit), compounds are
detail in Ref. 4; hence we shall confine ourselves here to anormal metals, and only some of these go over to the super-
analysis of point-contact EPI functions reconstructed fromconducting state under press@r&hus, a correlation is ob-
the measured second derivatives of IVC of the junctions. W&erved between the EVI intensity and the superconducting
selected for calculations five most inter(secording to pre- transition temperature of the organic compounds under in-
liminary estimatep point-contact spectra of heterojunctions vestigation.
of organic conductors under investigation. Typical depen-  Taking into account what has been said above, it is logi-
dences or normalized point-contact EPI functions for eacltal to assume, in view of the correlation between the inten-
material are shown in Fig. 2. The values of méan and sity of the point-contact spectra and the valudgf that the
root-mean-squargw?) 2 frequencies of vibrations are 13.54, EVI level can serve as a criterion for the synthesis of new
17.803 and 15.86, 15.414 for the first and second curve resrganic conductors. This is especially important for families
spectively. The plots of the functiorgg,. make it possible to  of organic conductors for which superconducting properties
estimate the contribution of the EVI to the point-contactare expected, but the values Bf for whose known repre-
spectrum. It can be seen from the figure that the intensity ofentatives are difficult to measure. Consequently, by measur-
high-frequency peaks corresponding to the interaction ofng the EPI spectra for materials with a close composition
electrons with IMV on curvel is much higher than the in- and observing their variation in a series of analogous mate-
tensity of similar singularities on curv@. This speaks in rials, we can predict the prospects of the synthesis of new
favor of a considerably larger contribution of the EVI to the organic conductors belonging to this series. Since the search
point-contact spectrum fABEDT—TTF),l; than in the case for new superconductors among organic materials is often
of [(C5Hs)4N o g Ni(dmit),]. carried out for analogs of a certain specific family, and the
Our results also correlate with the results of opticalsynthesis of each nhew compounds takes quite a long time,
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

EPR studies of N, H, and D atoms trapped in the matrix of solid molecular nitrogen
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The behavior of nitrogen, hydrogen, and deuterium atoms trapped from the gaseous phase and
matrix-isolated in solid molecular hydrogen are studied by the EPR method. It is

established that all these atoms are localized in the substitutional position of the matrix crystal
lattice. The linewidths in the EPR spectrum of nitrogen are found to be one fourth of the
linewidths recorded by most authors. It is shown that a version of theoretical calculation gives a
linewidth matching with the experimental value. It is proposed that two different types of

matrix surroundings are possible for a nitrogen atom trapped in the substitutional position, one of
which corresponding to the undistorted crystal lattice ¢f Whe EPR line broadening under

the action of zero-point atomic vibrations is observed for hydrogen and deuterium atoms. The
magnitude and temperature dependence of the spin-lattice relaxation time for N, H, and D
atoms in the solid Blmatrix are obtained experimentally. ®98 American Institute of Physics.
[S1063-777X98)00901-3

INTRODUCTION are given in Table I. Colet al® did not assess the atomic
concentration, and hence their results cannot be used to find

Rout whether this broadening is associated with the dipole—

dipole interaction of electron spins of trapped atoms or is

Nitrogen atoms in the matrix of solid moleculap Were
one of the first objects of matrix isolation studied by the EP

method! This system proved to be most promising for ob- A
taining high concentrations of atomic mattetomic nitro- ~ caused by other factors. However, Jenal." recorded the

gen and its compounds in matrices of solidified gases aré2Me linewidtt(2.3 G for N atoms in N, obtained by depo-
also objects of persistent interest of researchers working ifition from the gaseous phase. These authors noted that in

the fields of astrophysics and chemical physics. A still largei€W of the small concentration of atoms, the line broadening
number of publications are devoted to matrix-isolated hydro£annot be due to the dipole—dipole interaction between elec-

gen atoms in view of the following three circumstancgg: ~ tron spins of nitrogen atoms. As regards other spectral pa-
simplicity of the electron shell of the atoms, and hence thg@meters, the HFS constants reported in these two publica-
possibility of a more exact calculation of the variation of tions coincide to within experimental error, while the
EPR spectral parameters due to interaction with the matrig-factors differ significantly. A quite different method of ob-
surroundings, which makes it possible to verify theoreticaltaining stabilized nitrogen atoms in the, Matrix was used
approachest2) the small mass of atoms ensuring manifestaby Wall et al® A sample of solid molecular nitrogen was
tions of essentially quantum effects such as quantum diffuexposed to the~radiation from a Co-60 source. The spectral
sion, subbarrier chemical reactions, zero-point vibrationsparameters, including the linewidth~@ G) coincide with
and ortho—para conversion in the matrix; a3l the abun-  those obtained in experiments with depositisee Table)l
dance of hydrogen which is the most wide-spread element iff is significant that solid nitrogen itself was prepared in Ref.
the Universe and hence is an exceptionally interesting objeét by freezing the liquid phase, which should result, accord-
of investigation for scientists studying chemical reaction ining to the authors, in the growth of a denser and more ho-
the interplanetary space. mogeneous sample than in experiments on deposition from
Using the experimental setup described in our earliethe gaseous phase. Special attention was paid to the determi-
publication® we obtained nitrogen atoms trapped from thenation of concentration of atoms in the matrix. For N ig N
gaseous phase in solid,dy deposition of products of a gas samples with different concentrations of atoms varying from
discharge in nitrogen on a cold surface<£1.3—-4.2 K). The 0.001 to 0.07% were obtained. It was noted that the line-
results proved to be quite unexpected: the EPR linewidth fowidth remained unchanged. This means that the measured
nitrogen atoms in the N matrix was equal to valued 2 G isdetermined not by the dipole—dipole interac-
AH=0.49(3) G irrespective of the temperature, whichtion of electron spins of trapped atoms. In Ref. 2, the sample
amounts to one fourth of the linewidths reported by most ofwvas prepared by condensation in superfluid helium of the
other authors. For example, Cot al! obtained nitrogen He—N, gaseous mixture passed through a discharge. In these
atoms in the N matrix by deposition of the products of a experiments, a superconducting magnet creating a strongly
high-frequency gas discharge on a surfac&a®.2 K as in  nonuniform field was used. For this reason, apparatus effects
our experiments. The linewidth in the obtained EPR spectréed to an additional broadening of the EPR line for N atoms
was ~2.5 G. The hyperfine structut@iFS) constantA, its  trapped in N microscopic crystals. Hiraoket al® obtained
matrix shift AA=A—A;, the g-factor, and the linewidths trapped nitrogen atoms in EPR experiments by exposing a
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TABLE |. Spectral parameters for nitrogen atoms in molecular nitrogen matrix obtained by different methods.

A, MHz A-A¢, g AH, G Method Reference
MHz of obtaining

11.5-13.7 1.1-3.3 1.008 =25 deposition 1

12.0812) 1.6312) 2.002008) 2.3 deposition 4

11.55) 1.1(5) 2.0 =2 radiation 5

11.8316) 1.3916) 2.00155%5) 0.4-0.6 chemical 7

11.856) 1.4006) 2.0020112) 0.493) deposition our results

Remark.Numbers in parentheses indicate errors in last digits.

polycrystalline N sample to x-rays at a temperature of 4.2 Euvam
K. The sample contained a mixture of molecular &hd H X En+En
(5.0 mol. % of H impurity in N,). The parameters of EPR

spectra for N and H atoms in the solid nitrogen matrix aréyhereAywss is the HFS constant for as2electron in a free
not presented, but is can be seen from the reported spectréy atom, (s|z|p,)2=0.607% is the square of the matrix
that the linewidth for N in N is approximately equal t0 2.5 glement of the operatar calculated for a transition between
G. The only publication in which the linewidth for N inN  ine 25 and 2 states of the nitrogen atofn,
are close to our results is the paper by Lindsédt/follows Ey= —0.402€%a,) is the energy of excitation of aslec-
from the data reported in this article that the linewidths arggn to the D energy level £y, the ionization energy for a
equal to 0.4-0.6 G in the temperature range 7.7-28.5 Kinatrix atom with the negative sigay, the polarizability of
Lindsey used a quite different method for obtaining trappeda matrix atompR the distance to the nearest matrix particles,
atoms. Atpmic nitrogen was formed as a result of CO-m the number of such particles, aag the Bohr radius.
condensation of Cs atoms and molecular oxygen with an ¢ follows from formula (1) that the matrix shift of the
excess of I o _ HFS constant for a trapped nitrogen atom is always positive,
Thus, the accumulated data on EPR linewidths for N inj ¢  the effect of the matrix leads to an increase in the HFS
N, are contradictory. According to the results obtained byconstant. This effect is the stronger, the higher the polariz-
most authors, the EPR linewidth in the absence of the congpjjity of the matrix atomgmolecule$ and the smaller the
centration dipole—dipole broadening varies from 2 to 2.5 Gyjstance to the nearest neighbors. Thus, substituting the ex-
irrespective of the method of growing the mattfom the  perimental value ofAA=1.40 MHz into this formula, we
gaseous or liquid phasand the method of creating atomic ¢an determine the distance to the nearest molecules of the
centers of N in it(iradiation or deposition from a gas dis- matrix, and hence determine the region of localization of the
charge. In Ref. 7 (chemical method of creation of atomic trapped atom. For the nitrogen matrix, we have
centerg and in our experimentgdeposition methog the an,= 11.74% and EN2=—0.57(e2/a0). This gives

linewidths were in the range 0.4-0.6 G. Such a stron_g d'SR=7.4830. An undistorted crystal lattice of solid nitrogen at
crepancy deserves attention and calls for an explanation.

. o helium temperatures is a face-centered culic) latti
In order to determine the EPR linewidth of atoms elium temperatures is a face-centered c ) lattice

i din th tri iselv. it Id be int with a lattice constant of 10a4!° and the distance to the
rapped in the H matrix more precisely, it would be inter- .centers of mass of the nearest neightiRys,= 7.548, (sub-

esting to obtain the spectra of H atoms in the same matriX . vional position of the atom Accordingly, Ryo.=5.33,

and under the same condition and to compare them with th]%r an octahedral position of the atom. Thus, the observed

results obtained for N atoms. EPR spectra are due to nitrogen atoms trapped in the substi-
tutional positions in the crystal lattice of moleculag.N'he
data contained in Table | lead to the conclusion that in ex-
periments of other authors the atoms are also in substitu-
The region of localization of a nitrogen atom in the ma- tional positions since the matrix shift of the HFS constant for
trix can be determined by comparing the experimental an@n atom in an octahedral interstitial position would be ap-
theoretical values of the matrix shift of the HFS constantProximately eight times larger, i.e 11 MHz. This means
Our observation of narrow EPR lines has made it possible téhat the strong broadening of the EPR lines of N atomsgn N
measure the HFS constant and the relative matrix shift of théh these experiments cannot be explained by the localization
HFS constant for trapped atoms to a high degree of accuracgf atoms at other positions in the crystal lattice. In all prob-
A=11.85(6) MHz, AA/A;=13.46)%, where A; ability, the broadening of EPR lines for N atoms is primarily
=10.45 MHz is the HFS constant for a free nitrogen atomdue to hyperfine interaction of spins of unpaired electrons of
The g-factor was found to be equal to 2.00202). Adriarf  the atoms in thé'S;;, state with the nuclear magnetic mo-
derived the following formula for the matrix shift of the HFS ments of matrix molecules. Let us assess this broadening.
constant for a nitrogen atom: Natural nitrogen mainly contains the isotope
0?2 | 1 1 19N(99.63%) with a nuclear spin equal to unity. The concen-
AAy=—m =5 (_ - tration of the isotopé®N (0.37%, with a nuclear spin of 1y2
R* \En  EnTEwm introduces a negligibly small contribution to line broadening.

<S| Z| pz>2AN142$a (1)

1. NITROGEN ATOMS IN N, MATRIX
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Molecular nitrogen consisting of centrally symmetric mol- 1\6 1\6
ecules has two modifications: the orthomodificatfasth the (—) :< )
total nuclear spin of a molecule=0,2 and with an even
angular momentum)=0,2,4,..) and the paramaodification
(1=1,J=1,3,5,..). Therotational energy of a molecule is
E;=BJ(J+1), whereB, is a constant equal to 2.875 K for _ )

a 1N, molecule. Consequently, molecules in gaseous nitrowherer g is the separation between the trapped atom and the

gen at room temperature are distributed over the valugs of CeNter of gravity of the matrix moleculg:=(5/2)/r;, andy
in accordance with a statistical weight=0 for 1/9 of all S the angle formed by the line connecting the equilibrium

molecules | =1 for 1/3 of molecules and=2 for 5/9 of position of the trapped atom and the center of gravity of a

molecules. In the formed nitrogen crystal, this distribution is"€19nboring molecule with the axis of the molecule. The

preserved. The symmetry group of the crystal lattice at heduantity in the brackets assumes the maximum value when
lium temperatures i®a3. The unit cell contains four mol- these directions coincide. The ratio of this value to the value
ecules whose centers of gravity lie at the sites of the fc@€du@l to twowhich corresponds t&=0, i.e., to the disre-

lattice, and the axes are directed along the spatial diagonagaard of the size of a moleculés equal to 1.41 for molecules

of the cube(the so-called orientationally ordered phg@e [rom the first coordination sphere, 1.19 for the second
with librational vibrations of molecules. sphere, 1.13 for the third, and so on. Let is calculate the

Let us estimate the anisotropic, i.e., dipole—dipole Cc)m_second moment and the linewidth taking into account the

ponent of EPR line broadening for nitrogen atoms due tcfj'_ri(_:t'o?]s ?f rr}olecular axes. Sumhmatlon IhS'I cafrned ?Ut
hyperfine interaction with atomic nuclei surroundingmiol-  Within the first four coordination spheres, while, for mol-
ecules. These lines are close in shape to Gaussian curvé&Cules lying at larger distances, summation is replaced by
which is confirmed by the assumption concerning theirinfegration(the concentration of molecules in solid nitrogen

. _3 . .
broadening due to the interaction with nuclear magnetic mo'S 27 7% 10*cm ). As a result, we obtain the following
ments of the matrit! Thus. the theoretical value of the line- €XPression for the linewidth due to dipole—dipole interaction:

1 3
r rop) L\ 1+x2—2x COS)/)

+

1 3
1+x%42x c05y> '

width can be obtained by calculating (AHheod gip=0.25G. (3
(AHheod dip= V4(M2) 4ip, Where M), is the second mo- Let us now estimate the contribution of the isotropic

ment of the line for the dipole—dipole interaction. The sec-hyperfine interaction to the linewidth. For this purpose, we
ond moment for a powdered sample with cubic symmetry iruse the formula obtained initially for calculating the contact
the case of broadening due to interaction with the nucleainteraction ofF-centers with the nuclei of adjacent atoms in
magnetic moments located at the sites of a regular lattice ithe KCI crystal lattic€® and later applied successfully for a
given by number of new systems, e.g., for calculating the width of the

4 116 EPR line for H in B3

(Mz)dip=1—59nﬁnl(l+1)2 (r—) : 2 64 o Llitl
T (Mo)ig=5= 722 uf =7— [W(})[?-34.13, )

Here B, is the nuclear magnetory, the g-factor of the , J . , .
nucleus,l its spin, and; the separation between the trappedWhere M);s is the second moment of the isotropic interac-
atom and thgth atomic nucleus of the lattice molecule. The fion curve in gaussy; the magnetic moment of thgth
summation is carried out over all nuclei. We apply this for- Nucleus of a neighboring nitrogen moleciiile nuclear mag-

. . . 2 .
mula in the case when lattice sites contain two-nucleus sym?€tons3, 1 the spin of thejth nucleusj\_If(J)l the density of
metric molecules 1/3 of which has the total nuclear spin®" Unpaired electron at théh nucleus in atomic units, anit

equal to unity, and 5/9 of these molecules have a spin equdl® €lectron wave function. ) _

to two. The right-hand side of formulé) splits into two In order to calculaté¥ (j)|*, we must orthogonalize the

terms: electron wave function of the nitrogen atom to the electron
6 wave function of the matrix molecule. This leads to the

M _4 1 11+ .4 5 emergence of electron wave functions of the molecule with

2= : gnﬁn' ( + ) 4 ] + ' gnIBn . .

15 3 T\ 15 9 the same spin component as for unpaired electrons of the
6 atom in the wave function of the trapped impurity atoms.

) _ Since the density of 2-electrons of the Bl molecule at its

nuclei is zero, while, in calculatingM,);s we must take into

In both terms, summation is carried out over all moIecuIes.account only the impurity of intrinsic £electrons of the

Let us now consider the quantity. The separation between g]o()r:zcgflezlsr-letlr;it\rl\cl)i\éei;u?r?(gorg;feéztlaea;%?il—htigv:;/:n:ugfe_
the nuclei in a nitrogen molecule &= 2.1a,. The nuclei of

a molecule are indistinguishable, which means that eacﬁIose n t.hls case. Th|s impurity of &slectron of the_ mol-
ecule is proportional to the overlap integral

nucleus occupies one of the two positions with a probability . .
of 1/2. After averaging over nuclear coordinate wave func-<\P25(N2)|\P2"(N)>'. Itis well knowri® that electron orbitals
tions of the Hamiltonian of the dipole—dipole interaction be- 3" be orthogonalized by the method of successive approxi-

tween the electron spin and nuclear sdimsthe derivation mations:

of formula (2)], we obtain the following expression for the Vo (iN=K- (D 1w (i) — S (i 5
quantity (1f 1° W 1(1))=Kn(i)| [Wr(i)) ;c., L) |, )

X2(2+1)>, (ri
“ar

J
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whereK (i) is the normalization constart;; are indetermi-  constant, it must increase, in accordance with formda
nate coefficients, ang, =(W(i)|¥,(j)). The coefficients  from 1.38—1.40 MHzsee Table)lfor a undistorted lattice to
¢ij must satisfy the condition;; +c;; = 1. Such a method of approximately 1.8 MHz. It can also be seen from the table
orthogonalization is a Gram—Schmidt transformation in thethat the most accurate result fArA of broad lines indeed
case when one of the coefficierts or c;; is assumed to be |eads to a value larger than that measured by us or in Ref. 7.
zero. Forcjj=c;;=1/2, we are dealing with the adin  The reasons behind and conditions for the realization of a
transformation. In calculations of a contact hyperfine interertain equilibrium surroundings cannot be indicated at this
action, a certain orthogonalization meth@thmidt or Lav- stage. The second type of surroundings is apparently ob-
din transformatiopis often used without mentioning the rea- served when stresses facilitating the rearrangement of the
son behind the specific choice. However, the values ofpcal surroundings of an impurity atom are created in the
energy of contact interaction calculated on the basis of thesgatrix.
two methods can differ significantly. This circumstance was
emphasized in Ref. 15, in which the linewidths for hydrogen
atoms trapped in para,Hwere calculated. Li and Voth
stressed that in actual practice the coefficieptslefined by Hydrogen and deuterium atoms form another object for
the condition of minimum of the electron energy for the which, in analogy with N atoms in §jl we can expect both
system under investigation cannot be chosen arbitrarily. Th@arrow and broad EPR lines in the matrix of solid molecular
calculations made by these authors prdvehat these coef- nitrogen. In Ref. 17, the EPR spectrum of H atoms in N
ficients for H in H, are close to 1/2, and the theoretical was obtained for the first time. The parameters of this
widths are close to experimental values. On the contraryspectrum at the substrate temperature 1.6 K were as fol-
Schmidt transformation led to linewidths differing consider-lows: A=1415.1(3) MHz, AA/A;=-0.392)%, g
ably from experimental results. In our estimates of the iso=2.00207(12). It was found that the linewidth for a sample
tropic component of the linewidth{(H);s= v4(My);s by for-  obtained by deposition on the surface at a temperature
mula (4), we used the Ladin transformation procedure and T,=1.6 K is 4 G. In the case when the substrate temperature
the Ruthan—Hartree—Fock electron wave functions of the niwas 4.2 K, the linewidth was 1.2 G. In both cases, the width
trogen atorrt? which led to the following value: of the recorded lines did not change upon a further decrease
(AHipeo)is=0.56 G. (6) or increase in the sample temperature. A considerable broad-

. line broadeni b db di ening observed af = 1.6 K can be explained by the growth
Since line broadening can be governed by two different,; o sample with a large number of defects at this tempera-

r_nechanisms(dipole—dipple _and contact_ hyperfine interap— ture. However, a comparison of our present results for N in
;Il?r?cs'zi,otr?se Sgggetﬁgtwﬁgcv? dl';acC;nnngUtg):fiﬁfe:jWZg:::rSIan'\Iz [AHexp=O.49_(3) G with our earlier resultd shows that
— > o > even the lines witlAH =1.2 G are much broader than should
= \/(AH_thechim;Jr (AHineo)is: Substituting the quantities) e expected for hydrogen atoms in the substitutional position
and (6) into this formula, we obtain in the undistorted crystal lattice of solid molecular nitrogen.
AHeo=0.61 G, (7) Indeed, the theoretical estimates OfAHneo)aip and
(AHheopis Obtained according to the above procedure for a
nitrogen atom lead to the following value for an H atom:

2. HYDROGEN AND DEUTERIUM ATOMS IN N, MATRIX

which is comparable to the width of narrow lines recorded in
our experiment$§AH,,,=0.49(3) G and by Lindsey (0.4—
0.6 G and is much smaller than the results obtained by other AHneo=0.57 G. ®)
authors(2-2.5 Q. In the present research, we obtained the EPR spectra for
Thus, the data on the linewidths for N in,Nan be hydrogen and deuterium atoms trapped in the matrix of solid
divided into two ranges: 2-2.5 G and 0.4-0.6 G. It is rea-N, from a gas discharge in the,ND,:H, mixture. The con-
sonable to assume that this is due to the existence of twditions of sample growth were close to those under which we
different equilibrium surroundings for a nitrogen impurity recorded the EPR spectrum for nitrogen atqisee Sec. 11
atom trapped in the substitutional position in the crystal lat-The parameters of the spectra for H and D atoms at the
tice of solid N,. According to the above theoretical esti- substrate temperature 1.5 K were as follows. For hydrogen
mates, one of such equilibrium surroundings is apparenthatoms: A,=1415.2426) MHz, gy=2.00209(12),
the structure of undistorted crystal lattice of solid nitrogen.(AH),=0.835) G (AA/A;)y=—0.364(19)%. For deute-
Another possible version of the matrix surroundings of anrium atoms: Ap=217.29953) MHz gp=2.00207(12),
impurity atom is also a substitutional position, but neighbor-(AH);=0.815G, (AA/A;)p=—0.439(25)%. Thus, the
ing nitrogen molecules are, for example, turned so that theilinewidth was found to be close to the theoretical value and
axes are directed towards the center of a matrix cell with themaller than in Ref. 17. A probable explanation of the fact
trapped atom that can be regarded as a vacancy in view of ithat much broader linegl G) were obtained in Ref. 17 at 1.6
small size. In this case, the increase in the energy of interK lies in a higher concentration of molecular hydrogen in the
molecular interaction between particles of the first and nexiN, matrix and a higher rate of deposition of the sample.
coordination spheres is compensated by a sligby An analysis of the resulfgelations(7) and(8)] leads to
0.3-0.3%) displacement of the centers of gravity of nearestthe conclusion that the calculated value of the linewidth for
neighbors towards the impurity atom. In this case, calculanitrogen is slightly higher than the experimental result, while
tions give for the EPR linewidth of N in N for hydrogen the theoretical value is smaller than experimen-
AHiheo=2.0—2.5 G. As regards the matrix shift of the HFS tal. It should be noted that, in contrast to atomic nitrogen, H
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atoms, which are a light impurity in the crystal lattice, per-in view of the smaller mass of the former atoms, and hence
form intense vibrations about their equilibrium positions. If the linewidth for H must be slightly larger than for D atoms.

the inequalities According to calculations in which we assume that
ho>kT, ho>hf, (9) AHheo=AHe,=0.83 G for hydrogen atoms and take into
. : —1/4
hold in this case, i.e., the resonant frequeificgf the EPR account the fact thatys is proportional tom™™", we can

transition is much smaller that the frequeneyf zero-point expe‘?‘ thath Hpeo=0.76 G, for deuterium. In other words, .
vibrations of a trapped atom, and the temperatUref the th_e difference between this value ar_1d tha_t for hyd_rog_en is
sample is small enough to assume that only the zero-poirit!9htly smaller than 10%, and the isotopic effect in line-
vibrational level is populated, the Hamiltonian of interaction Widths is therefore within the experimental error.
of the electron spin of the atom with the nuclear magnetic _ FOr & xenon matrix, it was found experimentally that the
moments of a matrix molecule should be averaged over thdifference in the linewidths for hydrogen and deuterium at-
positions of the atom in a matrix cell described by its coor-0MS in a substitutional position in the cryocrystal is of the
dinate wave function. Since the energies of the dipole- an@rder of 10%:°
contact hyperfine interactions increase with decreasing dis- [N the analysis of linewidth, we assume that H and D
tance between H and a neighboring molecule of the matrixatoms are localized in the substitutional position in the crys-
the EPR linewidth for vibrating hydrogen atoms must betal lattice. Let us prove that this is indeed true. As in the case
larger than the value for a stationary atom. Indeed, it wa®f nitrogen atoms considered in Sec. 1, we shall proceed
established in Ref. 18 that, as a result of zero-point vibraffom the measured value of the matrix shift of the HFS con-
tions, the EPR linewidth for hydrogen atoms trapped in astant. The theoretical values of the quantitiAg\(A); were
substitutional position in the xenon matrix increases by 80%calculated for some matrices by AdrighAmong these ma-
In this case, for the sample temperatiire 4.2 K and EPR  trices, solid argon is the closest tg Ms regards its param-
spectrometer of the 3-cm range, we hav&=0.36 meV, eters(lattice constant and polarizability of matrix particles
hf=0.038 meV, andfw=10meV, ie., inequalites(9)  Adriar?®obtained the following values for the relative matrix
hold. Obviously, the frequenay of zero-point vibrations for  shift of the HFS constant of hydrogen atoms in argon:
a more compact denser matrix cell of solid i still higher ~ —0.72% for a substitutional position of the atom and 0.80%
than for xenon, and hence relatiof® hold. for an octahedral interstitial position. A still larger positive
It was noted above that our method of calculation of theshift must be observed for a tetrahedral position. The experi-
linewidth for a stationary atom gives a slightly exaggeratedmental value was found to be 0.4698)% 2! The extraor-
value of AHy,e, (this follows from a comparison of the the- dinarily small value of the linewidth0.05515) G] indicates
oretical, 0.61 G, and experimental, 0.49 G, linewidths forstrong regularity of the crystal surroundings. A comparison
atomic nitrogein This means that the linewidth for a station- of experimental and theoretical values of the relative matrix
ary hydrogen atom estimated in the same way would be apshift of the HFS constant leads to the conclusion that hydro-
proximately equal to 0.46 G. The effect of zero-point vibra-gen atoms are stabilized in the substitutional positions in the
tions on the linewidth calculated by formulé® and(4) can  solid Ar crystal lattice. In view of the closeness of the pa-
be found by the averaging of the square of the overlap interameters for solid Ar and }l hydrogen atoms must have a
gral (W,4(N,)|W14(H))? of a trapped atom, determining the positive shift of the HFS constant in octahedral position in
energy of contact interaction with the nuclei of neighboringN, and a negative shift in substitutional positions. If the EPR
nitrogen molecules, and of the functiom3/determining the  spectra recorded by us are due to H atoms in substitutional
coordinate dependence of the energy of dipole—dipole hypegositions in the N matrix, the ratio of the matrix shifts in the
fine interaction, over the coordinate wave function. WhI|EtW0 matriceS(Nz and Ar) under investigation calculated in

obtaining numerical estimates, we used for a hydrogen atorgccordance with the thedf i.e., Weyp=(—0.364/-0.469)
the model of harmonic oscillator in a spherically symmetric—=g 78 must correlate with the quantitw= (aN2/a")
potential well. In this case, its coordinate wave function can,

b itten in the f (RQ’/RS'Z)“, in which the first parentheses contain the ratio
e written in the form

of polarizabilities of matrix particles and the second the ratio
o Ar? f the distances to nearest neighbors for the substitutional
<I>(r)=(—) exp(——), 1g o' heds . "9 ; !
T 2 positions in these matrices, raised to the sixth power. This
where\ =In 2/(r,9? andr,s is the amplitude of zero-point Means that_ the Van der Waal_s_interactic_m qf an H atom Wi_th
vibrations of the atoms, determined by the distance betweef@lrix particles makes a decisive contribution to the matrix
the equilibrium position and a position in which the probabil- shift of hydrogen atoms in substitutional positions. Substitut-
ity of finding the atom is equal to half the probability of its N the  values o*'=11.08&5,  a“e=11.74,
being in the equilibrium position. Assuming that Re'=7.10ag, Ry?=7.54a, into the above expression for,
AHiheo= AHeyp, We obtain the following estimate for the we obtainwyeo~0.74, which is very close to the experimen-
amplitude of zero-point vibrations of a hydrogen atom:tal valuewe,,. We took the value 7.%4 as the typical dis-
ro5~0.83,. This is a reasonable value matching with thattance to nearest neighbors in the nitrogen matrix, neglecting
given by Baldint® for hydrogen atoms in a substitutional a small eccentricity of the electron shell of a nitrogen
position in the crystal lattice of solid argong s~ 1.0a,. molecule® Thus, the EPR spectra recorded by us are due to
It should be noted that the amplitude of zero-point vibra-hydrogen and deuterium atoms trapped in the substitutional
tions of hydrogen atoms is smaller than for deuterium atomgosition by the crystal lattice of solid molecular nitrogen.
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9 value. In all probability, two different types of equilibrium

- surroundings are possible for a nitrogen atom trapped in a
8} substitutional position, one of which corresponding to an un-
R distorted N crystal lattice, and the other to a position in
7k » which the axes of nearest neighboring molecules are directed
i towards the trapped atom, and the centers of gravity of mol-
6l ecules are displaced by 0.3—0a330 the center of the ma-
w? ] trix cell.
'9 For hydrogen and deuterium atoms, we considered the
a 5r EPR line broadening under the action of zero-point vibra-
= i tions of atoms in the Nmatrix and obtained experimental
4r * results on the magnitude and temperature dependence of the
i spin—lattice relaxation time for N, H, and D atoms in this
3 matrix.
oL ¢ One of the author§Yu.A. D) is grateful to A. E. Kilup
i for support.
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T,K
FIG. 1. Temperature dependence of the spin—lattice relaxation time for
nitrogen atoms in the Nmatrix. *E-mail: dmitriev@mares.ioffe.rssi.ru

3. SPIN-LATTICE RELAXATION
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the exponent to-1 suggests the one-phonon mechanism of (394
spin—lattice relaxation. A similar power dependence close to*c. k. Jen, S. N. Foner, E. L. Cochran, and V. A. Bowers, Phys. R,
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. . . . . 11 . -
energy of magnetic interaction of a paramagnetic partlcle Ya. S Lepedev :?md V. 'I. MuromtseEPR and Relaxation of Stabilized
Radicals[in Russiar, Khimiya, Moscow(1972.
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ratio of spin—lattice relaxation times for hydrogen and nitro-23a. f. Kip, C. Kittel, R. A. Levy, and A. M. Portis, Phys. Re91, 1066
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15D, Li and G. A. Voth, J. Chem. Phy400, 1785(1994).
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The equations describing the propagation of acoustic waves in relativistic superfluid two-
condensate systems are derived and solved. It is shown that the presence of an additional acoustic
mode and two types of waves of fourth sound is a peculiarity of the system under

investigation. ©1998 American Institute of Physid$$1063-777X98)00201-1

In this paper, we consider the propagation of acoustic AM=gr—vMo!, v, AMN=0, v,AN=0;
excitations in a relativistic quantum system in a local equi-
librium state below the critical point in the case when one  AM=g""—v}v/, v,A}M'=0;
normal and two superfluid compondiivo types of conden-
sate$ coexist with their own densitiep,(x),p/(X), and
pr(X) of a certain generalized charge and with their own
velocity field u”(x),v/(x), andv;/(x). Each condensate is dP=S,dT+p,d(i,y, 1)+ pnrdit, + pridu
characterized by its own gas of excitations with the density .
pni(X) andp,,(x) and its own conserved currejft andj; . +pd(ay ), (4)
The velocities of both gases of excitations are assumed 10 Rgherep is the pressureT the temperature, and the Lorentz
identical since they are leveled out by viscosity. Nonrelativ-aciorsy, and y, are defined as follows:
istic systems of such type were analyzed in Refs. 1-6. The
phenomenological relativistic theory of superfluidity for sys- vi=v/u,=1N1-(v,— u)é,
tems with two types of condensates was considered in Ref. 7,
while the propagation of acoustic excitations in a nonrelativ- Ye=0/u,=1N1-(v,—U)g,

iéstic two-condensate system was discussed in Refs. 2, 4 aRghere the subscrig denotes the Einstein difference in ve-
: locities; and

(d) the equation of energy—momentum conservation

gM* is the metric tensory, and u, are chemical potentials
defined by the following thermodynamic identity:

We write equations of hydrodynamics describing the
system under investigationThis system includes

(a) the continuity equations 9,TN'=0, ®)
3,ii=0, 4,j’=0, (1) where the energy—momentum tensor has the form

where TM=(TSy+ mipni+ ) WU+ ¥ tpiofof
JI=pat”+pi’,jr=pn”+proy, +9; tueptof— PG
Pnit Pnr= Pn- Here we choose the energy—momentum tensor in additive

form. In this case, we disregard the mixed term containing

It follows from Egs.(1) that the densitieg,,,p,, andp, are X o
defined as Lorentz-invariant, and velocity vectors in compo—the product of superfluid velocities of both condensates of

nents have the formcE=1) the type
w'=(11-w?, w/y1-w?), w'w,=1,

wherew” stands foru”,v/, andv/;
(b) continuity equation for entropy

Wy (00} + o7},

describing the effect of reciprocal drag by superfluid motions
predicted by Andreev and BashKinA comparison of the
results obtained in Refs. 4 and 6, in which the propagation of

3,S"=0, (2)  sounds in nonrelativistic two-condensate superfluid systems

whereS'=S,u”: were considered without taking the drag effect into account,
(c) equations for superfluid motions with the results obtained by Andreev and BasRkiro in-

cluded this effect shows, however, that the inclusion of

(! it = AN, (! n), mixed terms does not change the number and nature of
N N acoustic modes in the system under investigation and onl

(el yvrduwr = A du(pel ), © changes insignificantly th); velocity of soundsgiI We can natu}/
where rally expect that the situation in the relativistic case will be
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similar, but for simplicity we shall disregard the contribution and choosing?, «;, and i, as independent variables, from
of the mixed term to the velocity of sounds since calculationghe compatibility condition of Eq97) we obtain the disper-

in this case are much more cumbersome.

Let us find the solutions of the system of equati¢hjs-
(5) describing acoustic processes. The sounds will be de-
scribed in an explicitly covariant form. We shall mark by the
subscripts “0” and “1” the equilibrium values of quantities
(assuming that they are independent of coordinates and time
and small deviations from equilibrium values, respectively.
In the equilibrium state, as well as in an analysis of a similar
problem in the nonrelativistic theory of superfluidity, we can
assume that the superfluid and normal components move
with the same velocityug=uv|y,Ug=v/g.

It should be noted that, since

— . V__ V__ V__
uu’=1; v,v'=1 v,0/=1, Ugluy=1

The quantitiesu},v/;, andv/; in the linear approxima-
tion are orthogonal taig:

Ug,U; =0/1Ug,=0v1Ug,=0. (6)

Using the orthogonality relation®), we obtain the follow-
ing relations accurate to within second-order terms:
n=ly=1

After linearization of Eqs(1)—(5) and cancelling out the
derivatives ofuj,v;;, andv|;, we obtain a system of three
equations describing the propagation of sounds in the two-
condensate relativistic system under investigation:

d2e,+0P,=0;
Joo1+ BOPL+ aOpy1+ a1 01 =0;

895p1+v 501+ (prol wio) Omin+ (pro/ tro) Opte1=0.

sion equation in the wave vectar which defines the square
of the velocity of sound:

k([ o(dpl aP) + v(dal IP) [ (del dm)) (ol dpuy)

—(9eldpe)(doldu) ]+ [o(dpl )
+v(dalap)][(delaP)(dol du,) — (del dauy)
X(901aP)]+[ o (dplaw, )+ v(daldw) [ (del IP)
X(dalam)—(deldm)(dalaP)]}

+ kM [a(dpl IP)+ v(dol IP) [ e, (del )

— o (9eldue) 1+ (prol mio)[ (9e/ IP) (ol dpur)
—(delduy) (9ol IP) |+ [ o (dpl )
+(v(daldm) [ ar(delaP) — B(del du,) ]

+(prol o) (98l IP) (9ol ) — (el dpay)
X(dal IP) |+ [0 (dpl dpm,) + v(daldu,)]

X[ (92l IP)— B(del dpm) 1} + k*{ e[ o(dpl dpuy)
+ (9ol dw) ]+ a[ o (dpl dur) + v(dal duy)]

+(prol o) i (del IP) + (dal dp) + (del dpy)
X (30l IP) — B(del du) 1+ (prol o) ar(del IP)

+(doldp,)+(del I, ) (daldP)— B(del dw,) |}

+ a(pro/ pro) + ar(pio/ pio) =0. (8

() In an analysis of a similar problem in the nonrelativistic

Here

theory of superfluidity, we assume that the quantities con-

taining the thermal expansion coefficiet=p~*(dp/dT)

are small as compared to those which do not congin

o=Slp, 0=AM9,0,, d,=ugyd,, : ) L .
view of the smallness of this coefficient. Moreover, since
w— woret €2 in the nonrelativistic limit, we will henceforth
do(piot Pro) o )
B=———", 0no=(TSy+ mpm+ KrPnr)o: assume for the sake of simplicity, following Ref. 8, that
Po@no
p YaplaT)<1, Tlw<l, Tlu,<1. 9)
_ wnot mio(prot pro)
=~ (pi0oo/ iopo) , . . .
Wno It was shown in Ref. 8 that the following relations hold un-

der these conditions:

6=1—(pno/po),

[1-(0Ploe)(2a/dm)]<1, [1—(JdPlde)(daldu,)]<1l.

. wnot tro(piot pro)
a;=—(progo! kropo) @ ,
n

v=—pnol 0oy,

ande is the invariant energy density defined by the equality[1+T0/(M|+Mr)]_1[

g=UuoupT,,
Analyzing the solution of systeif?) in the form of plane
waves(all thermodynamic quantities vary according to the

(10

In addition,(9) and(10) lead to the inequality

}(aP/as)(aP/aT)<l.
(11

mip1t oy

Taking into account relation§9)—(11), and after long

law exp{k”x,), andk” is the four-dimensional wave vecjor transformations we can reduce E§) to the form
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6 A (dT190) (1ot pro)(@not wioF @r0) + (P/de) (pr10p10+ Kropro)
MioP1oF MroPro

proProl tip1 (I 13pe) + pepr (e 1dpy) ] ] 2{ (8T/30')0'2(p|0+ pro)(@not o+ wio) (IP/de)
a?(p—pno) + proprol (dmi 13p) + (e 1dpy) ] MioP10F KroPro

N (0T130)a*(pro+ pro)(@not 1o+ @ro) [ ipi (A 1 dpe) + pepr(dper 19py)]
(i0Pro-+ HroPio ){a2(p— Pno) + proprol (di 19p) + (I, 1dp,) 1}

proprol mei (I 1dpy) + pepr(Ip /0p|)](f9P/88)}
a*(p—pno) T proprol (dm 1dp) + (pc 19p;)]

(dT190) *(pio+ pro)(@not w0t o) pupi (I 1dpe) + pepe(due [9p)]

- = = = (12
(981 IP)(miopro + tropio ) 02(p = pno) + proprol (i 13py) +(dpe 1 dpy) ]
|
The first root of this equation, i.e., u”(x)=ug(x), ul(x)=0.
K§= (0P/de) (13)  We shall linearize equations under the simplifying conditions

determines the velocity of first sound whose waves are os- Uo=Vio, Ug=vro, %=v =1

cillations of density and pressure in the absence of temperarg jinearized system of equations in this case has the form
ture oscillations. The obtained expression coincides with the

expression for the velocity of first sound in relativistic one-  dupi+pi0d,v {1+ prod,v1=0,

velocity system$.The second root
00dup1t poduo1=0,
Tl do) o2 +pro)(wno+ wp+ wrg) N h A
K%Z( (P10 pro)(not w0t ro (14 povlod =AMt b od 0t = AN et
M10P10~ MroPro

] ) . Aye1+ Mmi0P10d0 1 F MroProd, vl =0,
determines the square of the velocity of propagation of sec- v OFI0TIa T AroFr 0% P

ond sound waves that are oscillations of temperature and  op)0duv 1+ MroProdut 11— AN\ P1=0. (16)
entropy in the absence of pressure oscillations. In the case . L . .

. . Cancelling out the derivatives of velocities and assuming
when one of the densities of the condensates vanishes, the

obtained expression coincides with the relevant expressiot at the second equation fro6) implies that only two

. . ermodynamic variables are independent in the case under
for the squared velocity of second sound in a one-condensate o . :
L Investigation, we obtain a system of two equations. The solv-
relativistic systenf.

. ability condition of the system leads to a biquadratic disper-
The third root : ! L .
sion equation that can be used for deriving the following

o Proprol tipr (9 19pe) + prpr(dpe [ 9p))] expressions for the velocities of fourth sound:
K3= 15
8 0%(p—pno) tpioprol i 19p) + (I 1dpy)] (15 2 pro(1+ poooé))
4= — ,
defines the squared velocity of one mdtkird) acoustic opol (pl IP) — & (dp1dT)]
mode whose propagation is a specific property of two- pro( 1+ podol,)
condensate systems. In the case when one of superfluid den- Kﬁ,= [(9ploP) =& (9p 1))’ (17
sities vanishes, the velocity of sound ({h5) also vanishes. HoPol 0P rLoPr
The waves of this sound are oscillations of densities andavhere
chemical potentials.
: . +
The acoustic waves considered above are of the same l:UO(ap'/aP) pO(aal&P),
type as in the nonrelativistic theory of superfluidity. In the oo(dp1 1dT)+ po(dal IT)
nonr_elativistic Iimit_ -(CHOO,IU,H,U,merl‘ c2),_ the expression_s oo(dp, 19P)+ po(dal aP)
obtained for velocities are transformed into the expressions §&,= (op 1aT)+ pol 90l aT)
for velocities of acoustic modes obtained by Khalatnfkov ToloPr pPoloa
during the solution of a similar nonrelativistic problem with- The existence of two types of fourth sound waves is a
out drag effect. typical property of two-condensate systems. In the case when

Let us now consider the propagation of fourth soundone of the densities vanishes, the corresponding acoustic
waves in a two-condensate system. By definifidiourth  mode vanishes also, and the obtained equation is transformed
sound corresponds to oscillations emerging in the systerimto the expression for the velocity of fourth sound in a one-
when the normal component is retarded. In our analysis ofondensate systetfl Fourth sound waves are oscillations of
fourth sound, we assume that the following relations hold intemperature, entropy, and corresponding density in the case
view of the retardation of the normal component: when the normal component is retarded, which is in accord
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Acoustic emission accompanying the superconducting transition in HTS ceramics
TIBaCuO

I. V. Ostrovskii and I. N. Salivonov

Taras Shevchenko University, 252033 Kiev, Ukraine
(Submitted March 3, 1997; revised July 22, 1997
Fiz. Nizk. Temp.24, 67—-70(January 1998

A peak of acoustic emissiofAE) is observed experimentally at the superconducting transition
temperature in samples of the superconducting ceram@&aBuQ;, .. AE signals have

been recorded by a piezoelectric transducer with the resonant frequency 1 MHz in the temperature
range 80—300 K. Relaxation anomalies are attributed to a change in the charge state of

linear defects and variations of the parameters of the cuprate layer in the samplé9980©

American Institute of Physic§S1063-777X98)01001-9

Phase transitiofPT) in high-T. (HTS) materials remain EXPERIMENTAL TECHNIQUE
the objects of interest for experimenters. The results of in-
vestigation of electric, magnetic, elastic, and other propertieBaid to the selection of glue for fixing a piezoelectric trans-
of HTS materials are discussed in the literattifHowever,  gucer 10 an HTS ceramic sample. We first investigated vari-
a comprehensive theory describing the nature and peculiargys types of glugepoxy adhesives and glues based on or-
ties of the superconducting transition in HTS materials hagjanic solvents with various solidification times. Test
not yet been developed. experiments allowed us to select a glue that does not make

Acoustic emission studies of loading of Y- and Bi-basedany contribution to AE signals in the temperature range un-
superconducting ceramics are described in Refs. 5 and 6. Tigter investigation.
authors of these publications obtained interesting results in- 1he AE intensity was measured in the temperature range
dicating the efficiency of acoustic emissiohE) in studying 80—300 K. Acoustic emission signals were detected by a
physical and mechanical properties of HTS materials. It wa iezoelectric transducer with a resonant frequency of 1 MHz.

shown that AE methods can be used for detecting structura)r:)e hjﬁpzerminilrsggrjgu??ee(/?itﬁgt:g;h;{;e\?v:infgerigﬁeofgr_
transformations in Bi-based ceramfts. ' '

) ) ) the upward and downward motion along the temperature
In spite of a large number of experimental studies Ofgcgle and was equal to 0.1 or 0.5 K/min for different series of
HTS materials, thermally activated acoustic emission hagxperiments. The acoustic contact between the sample and
been investigated insufficiently. The same also applies téhe piezoelectric transducer was ensured by a specially se-
emission accompanying a cyclic variation of temperature irlected glue. The transducer made of a piezoelectric ceramic
the range including the phase transition. Such experimentsf the lead zirconate-titanatd®ZT) type detected acoustic
not only provide new information on HTS materials, but aresignals of AE and transformed then into electric signals
also interesting from the point of view of fundamental physi-Which were subsequently amplified by a special preamplifier
cal studies. and detected by an acoustic emission device AF-15. The

It should be noted that the results obtained in earliefSmPerature was con_trol!ed by a semiconducting.pickup and
attempts to measure AE during superconducting PT in HTgeasyred _by a special mstrumep_t. The measuring chamber
materials did not permit an unambiguous interpretation Oﬁsupplled with & temperature-stabilization system was placed

i : : ) ~~In nitrogen vapor. Temperature variation was carried out by
physical processes associated with the PT in Cerah'CSVarying the gaseous nitrogen flux.
moreover, the experimental technique often did not meet the

requirements on reliability of experimental resulésg., ad-
hesiveless contact between a porous sample and an AE tramaSCUSSION OF EXPERIMENTAL RESULTS

ducer and a high rate of temperature variatidn . . :
. : The results of acoustic emission experiments are pre-
In this paper, we report on the results of experimental

di ¢ the | . ¢ th I imulated _sented in Fig. 1, where the AE intensiyis given in relative
studies of the intensity of thermally stimulate acoustlcunits_ The absolute value of the intensity varied from 70 to

emission as a function of temperature in the vicinity of the,q pulse/s. The curves were plotted on the basis of experi-
superconducting transition in ;Ba,CuQ; ., ceramics. The mental results averaged over five thermal cycles. It can be
existence of acoustic emission in Y-based HTS materialgeen that the maximum AE intensities recorded during heat-
during the superconducting transition was establishedhg (curve 1) and cooling(curve 2) differ by approximately
earlier® an order of magnitude.

During preparation of experiments, special attention was
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FIG. 1. Temperature dependence of AE intensitypon heatingcurve 1) ,
and cooling(curve2) at a rate of 0.1 K/min.
FIG. 2. Temperature dependences of relative resistBiR¢293 K) of the
sample and the rate of its variatiofR/dT.

In order to verify the coincidence of the temperatiite
corresponding to AE peaks with the superconducting transi-
tion temperaturél ., the electrical resistance of the sample perature increases above., the electrostatic interaction
was measured by the four-probe method. It was found thadigain comes into play, and internal elastic stresses again
the temperature region in which the sample resistance variehange jumpwise. Thus, &&= T, mechanical stresses in the
sharply coincides with the region of increase in the AE in-bulk of the sample must change, which was detected by us
tensity. The temperature corresponding to the peak on thigom the change in the AE intensity.
intensity curveN(T) virtually coincides with the maximum Undoubtedly, AE contains a contribution associated with
ratedR/dT of variation of the sample resistandeg. 2). temperature changes in mechanical stresses in micrograins of

The obtained results can be explained from the point othe sample due to purely geometrical changes in its size, i.e.,
view of the charge state of defects in HTS ceramics. Thehermal deformations. This contribution, however, is not
HTS samples used in our experiments had grained structurlarge. For example, the maximum value of the AE intensity
and hence contained groups of various dislocations, concefn our experiments was- 700 pulse/s, while the AE inten-
trated mainly at the surface of micrograins. A change in thesity of barium titanate ceramic$,which was attributed to
sample temperature gave rise to elastic stresses causipgrely mechanical effects, did not exceed 140 pulse/s. In our
changes in the state of dislocations. Group dislocation effectexperiments, such a background signal amounted to 20—30
in crystals and ceramics are usually accompanied by thpulse/s.
emission of acoustic pulséS. In general, different heights of AE intensity peaks re-

The mechanism of the emergence of AE during PT carcorded during heating and cooling can be attributed to relax-
be described as follows. Dislocations in HTS ceramics astion processes, leading to temperature annealing of internal
well as in any other material are electrically charged, butstresses upon heating to room temperature. The AE signal in
their electric field is screened at a temperaflireT.. . Inthe  the PT region recorded during cooling cannot have a high
initial state (T>T,), various types of elastic fields including intensity since it is due to a change in internal stresses from
long-range fields of dislocations, dislocation groups, and milow (relaxed values to still smaller stresses in the supercon-
crograin boundaries exist in the sample. As a result, a certaiducting state. The maximum intensity of the signal recorded
initial field of stresses in formed in the sample. At tempera-by us was 70 pulse/s. In the case of heating, the sample near
tures aboveTl ., mechanical stresses have two componentsT, goes over to a state with relatively higher interfahre-
purely elastic stress and that associated with ponderomotiMaxed stresses, which can be detected from a change in the
forces induced by the electric fields of dislocations and poAE intensity. We recorded its maximum value
larization charges. Temperature variations change the type 700 pulse/s.
and magnitude of internal elastic and electric fields. The  Strictly speaking, relaxation processes must affect the
screening of electric fields of dislocations and their groups aform of the N(T) dependence if the rate of temperature
a result of cooling belovil . decreases internal forces of in- variation is higher than or comparable with the rate of relax-
teraction, giving rise to pulses of mechanical stress. As temation processes in the ceramic material.
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The absence of “blurring” of théN(T) dependence at a
10l . sample heating rate of 0.2 and 0.1 K/niRigs. 1 and 3
indicates that the rate of relaxation processes is higher than
the temperature variation rate. Since the temperature varia-
tion rate was virtually constant in the course of experiments,
we could calculate the time of attenuation of relaxation pro-
cesses, which amounted to (22) min.

i)
IS
S
5 0.6
= CONCLUSION
< -1 . .
o We can draw the conclusion that the superconducting PT
- ' 's:!rz in the samples of HTS ceramics,BB,CuG;,  is accompa-
‘t\, nied by acoustic emission. Sources of emission can be asso-
Y .:V ciated with a change in the stressed state in internal micro-
02l 4/;‘4“‘ ’:*:m scopic regions or in individual grains of the ceramic sample

as well as with a change in the parameters of the structure in
1' L the region of cuprate layer. In all probability, changes in
TTOK 120 internal microscopic stresses are also connected with a

change in the electric state of structural defects and their
FIG. 3. Temperature dependence of the AE intensity for different rates ofONgestions.

sample heating, K/min: 0.&curve 1), 0.3 (curve2), 0.4 (curve 3), and 0.5
(curved).
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SHORT NOTES

Resistive studies of creep controlled by plastic deformation of a vortex lattice
M. A. Obolenskii, A. V. Bondarenko, V. A. Shklovskii, R. V. Vovk, and A. A. Prodan

Kharkov State University, 310077, Kharkov, Ukrdine
(Submitted July 21, 1997
Fiz. Nizk. Temp.24, 71-74(January 1998

Current—voltage characteristi¢®/C) are measured for YBaCuO single crystals in a magnetic

field applied at 45° to twinning planes. The current- and field dependences of the pinning
potential are derived from the IVC curves. The obtained dependences indicate that the flux creep
in the range of relatively strong magnetic fields is controlled by the plastic deformation of

the vortex lattice. ©1998 American Institute of Physids$1063-777X98)01101-3

Magnetic studies of YBaCuO single crystals in the tem-  In this communication, the dynamics of magnetic flux in
perature range 80 KT<85 K proved that the magnetic flux YBaCuO single crystals with pinning at point defects is ana-
dynamics in weak and strong magnetic fields differlyzed. The results of measurements of IVC of a bridge con-
significantly! At T=85K in weak fieldsH<3 kOe, the ef- taining a system of unidirectional twins are presented for the
fective pinning potential increases with the magnetic field invectorJ oriented parallel to thab-plane and almost parallel
proportion toB®® (B is the magnetic inductionwhich is in  to the planes of twin boundari€¥B) (the angle between the
qualitative agreement with the theory of collective pinning. vectorJ and the TB plane was Y.°Measurements were made
However, in strong field$1=5 kOe, the pinning potential at T=85.1K, i.e., below the melting point of the vortex
decreases with increasing mzagneuc field. Such a behavigattice. The magnetic field vector was oriented at an angle
was interpreted by Blattest al” as the creep controlled by g=45° to the axisc of the crystal. Such a choice was dic-
plastic deformation of the vortex lattig&/L). tated by the fact that a fraction of vortex filaments are

The current dependence of pinning potential in the casgapped by the TB plane when the disorientation angle
of creep controlled by diffusion of dislocations is giver’by petween the vectd and TB planes is smaller than a certain
critical value#*, which can affect significantly the magnetic
flux dynamics. For angleg> #*, twins do not deform a
whereu=1/2 andJ,, is the critical depinning current corre- vorte>'< f||famen12, ar)d hence the pinning a'F TB s equivalent to

! . . the pinning at point defects. It can easily be proved on the
sponding to plastic flow. Under the assumption that the cur; . 7 o
. - : basis of the model developed by Blattdral.” that the criti-
rent dependence of pinning potential is determined by rela- : . . . : .
. . ; S —_cal angle in anisotropic case is defined by the relation
tion (1), the pinning potential decreases with mcreasmge*_ ~1 tan(2AU/U)Y2, whereU s the linear tension of a
magnetic field in proportion t8~%7,* which is in qualitative - ’

. . - .. vortex filament in the bulk of the superconductor, akd
agreement with the field dependence of pinning potential Ir1he difference in the energies of a vgrtex in the bulk of the
the case of plastic deformation of the vortex lattice 9

superconductor and a vortex localized at a twin boundary.
UY(B)~eeqap~B 12 2) The ratio AU/U for YBaCuO single crystals is approxi-

P mately equal to 10%,%° and, assuming that=1/6, we ob-
Heree=m/M is the anisotropy parameteto=®,/(4m\) tain 6* ~50°. Thermal fluctuations and interaction between
the energy of a vortex filamengg~ (®,/B)*? the separa- Vortices reduce the value of. An analysis of the angular
tion between vorticesp, the magnetic flux quantum, and  dependences of pinning parameters shows that the value of
the magnetic field penetration depth. 0* in the magnetic field range under investigation is

It should be noted that it is difficult methodologically to 15-20°° Thus, in the experimental geometry in question,
single out the current- and field dependences of pinning popinning takes place at point defects.
tential from an analysis of experimental data since both the The superconducting transition temperatdre of the
induced current density and the magnetic induction in thesample was 92 K for the transition widthil ;= 0.3 K in zero
sample change in the course of measurements. In additiomagnetic field. The width of the bridge was 0.2 mm and the
resistive measurements make it possible to estimate the critihickness was 2@m. In order to improve heat removal, the
cal depinning currentby using the Bardeen—Stephen model,sample was glued to a bulk copper substrate by the epoxy
which is important for obtaining quantitative estimates ofglue BF-2. Measurements made in the normal state proved
pinning parameters. The number of resistive experiments othat the deviation of the sample temperature from the equi-
YBaCuO single crystals for high densities of transport cur-librium value did not exceed 16 K for a maximum power
rents is scarce® and the results of measurements have noof 70 uW liberated in the sample during measurements. The
been analyzed from the point of view of plastic deformationlVC curves were recorded in direct current.
of the VL. Figure 1 shows IVC in the lo§ vs.J~ 2 coordinates. It

Up(9)=U3(B)[1-(IIph*],
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tals for the field orientatiomlic proved that the differential
resistancey(J) =dE(J)/dJ for transport currents exceeding
the critical depinning current does not depend on current and
is successfully described by the Bardeen—Stephen ntBdel:

pa=pes= PNB/Hcs. (3

Consequently, the value of the critical currely can be
estimated by extrapolating the raiiq(J)/pgs to unity.

The resistivitypy at 85 K, which is determined by the
extrapolation of the linear segment of tp€T) curve, was
6x10°° Q-cm. The second critical fieltH., can be as-
sessed assuming thdH.,/dT=—1.8 T/K for Hilc, while
the dependences on the angle and temperature is determined
by the reIatioanz(H,T)=(dH'(':2/dT)(T—TC)/s(0), where
e(0)=(&? cog #+sir? )*? and e=1/6. The value ofH,
obtained in this way forT=85.1K and 6=45° is
FIG. 1. Current—voltage characteristics for a YBaCuO single crystal, mea=~ 180 kOe. By way of an example, the inset to Fig. 2 shows
sured aff =85.1 K for various values of the field, kOe: 4.7, .5.3, 6.5,7.5, the current dependen%(J)/pBS obtained from the mea-
8.6,9.7,10.8,12.0, 132, 14.3, and 1fcdrves1-11, respectively. surements in the magnetic fieti=10.8 kOe. It can be seen
that in the range of currents under investigation, the ratio

can be seen that the(J) dependence in the field interval Pd(J)/pgs is smaller than unity, while the current depen-
5.3 kOesH<13.2 kOe is correctly described by relati¢i) dence is almost linear in semilogarithmic coordinates.

for w=1/2. An increaseto H>14kOe or a decreaséto In view of what has been said above, we determined the
H<5 kOe of the magnetic field leads to a negative curva-value ofJ, by a linear extrapolation of the ratjey(J)/pes
ture of theE(J) curve, indicating a decrease in the exponentl@ unity (see inset to Fig. )2 Substituting the values afy,

w. The field dependence of is represented by curvé in obtained in this way into formulél) and interpolating the
Fig. 2. experimental curves by this equation, we have obtained the
The exponentu=1/2 obtained in the field range field dependence of pinning potential presented by c@rive

5.3 kOesH<=13.2 kOe can signify a creep controlled by the Fig. 2. It can be seen that the pinning potentig} in mag-
diffusion of dislocations in the VL. In order to determine the Netic fieldsH=5.3 kOe deg:reases with increasing magnetic
pinning potentialu$(B) from the experimental dependences fiéld, and the depe”gen@pl(?’) cannot be described by the
E(J), we must know the critical curredt, . The value of, ~ Power dependence,~B” with a constant exponent It
can be assessed by using the Bardeen—Stephen model. fn be seen from the figure that the exponemtecreases

deed, experimental studies of IVC for YBaCuO single crys-gradually from —0.55 for H~6kOe to —1.1 for
H=11 kOe. The value of~ —0.55 is close to the theoret-

ical value—0.5. Possible reasons behind the increase in the
2000 ]os absolute value of near the melting temperature of the vor-
tex lattice were discussed in Ref. 1.

According to formula2), the value inSI in a magnetic
field H=5.3kOe for \(T=85 K)~3000—-4000 A varies
from 1100 to 1900 K. Thus, the experimental value of
US,(H=5.3 kOe)=1600 K is in good agreement with theo-

0.0 retical estimates.

The sign reversal of the exponemtobserved in a mag-
netic fieldH =4.7 K might indicate a transition to creep con-
trolled by elastic deformation. This is confirmed by the de-
crease in the pinning potential with magnetic field, which is
predicted by the theory of collective pinniAg.

_3 J-05 Let us consider briefly the difference between our results
e and the results obtained in Ref. 1. In Ref. 1, the expopent

4 5 6 7 8 910 was always negative, although it was assumed in the pro-
H, kOe cessing of experimental results that the current dependence

of pinning potential is described by formuld) with p=1/2.

FIG. 2. Field dgpendences of the exponeriturvel) and p_inn_ing potent_ial However, we obtained the value mc: 1/2 in a wide field
(curve?2). The inset shows the current dependence of pinning potential nor: .
malized to the resistance to viscous flux flow in the Bardeen—Stephel'lnterVa—I (5.3 kO&=H=<13.2kOe). It was mentioned above
model. that this difference in exponentscan be associated with the
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difficulties in the separation of the current- and field depen+E-mail: mikhail.a.obolenskii@univer.kharkov.ua
dence of pinning potential. It should also be noted that the
authors of Ref. 1 did not mention the presence or absence of
twin boundaries. If crystals contained twins, enhanced pin-
ning on TB planed could affect the magnetic flux dynamics
significantly in our experimental geometrH{(clTB). For 1Yl. Abulafia, A. Shaulov, Y. Wolfuset al, Phys. Rev. Lett77, 1596
_example, twice a_s large values of pinning poter_mal Obtamedzgs.gg%tter, M. V. Feigelman, V. B. Geshkenbesth al, Rev. Mod. Phys.
in Ref. 1 can be just due to the presence of twins. 66, 1125(1994).

Summarizing the experimental results described abovely. B. Geshkenbein, A. I. Larkin, M. V. Feigelman, and V. M. Vinokur,
we can draw the following conclusions. The current depen-45’hgsiflﬁtﬁﬁi—?&i?&%?&%a DislocationsWiley, New York (1982
dence of pinning pote_ntlal 'S In QOOd agreement_wnh thesy v, Bondarenko, V. A. Shk){ovskii, R. V. \rllovlet Z{l., Fiz. Nizk. Temp.
model of diffusion of dislocations in the vortex lattice, and 3 1281(1997 [Low Temp. Phys23, 962 (1997].
the value of pinning potential corresponds to the energy ofév. F. Solovjov, V. M. Pan, and H. C. Freyhard, Phys. Re\5® 13724
plastic deformation of the vortex lattice. The field depen- 7g93f;-tter 3. Rhyner, and V.. M. Vinokur, Phys. Rev4B, 7826(1991)
dence of pinning potential matche_s to theoret_lcal pred|ct|onsaL.'Y. Vinnikov, ﬁ' v ‘Grigor‘.eva-, LA G’urev);ch, and A. E. Koshelev,
for the creep controlled by inelastic deformation of the vor-  syperconductivityg, 1120(1990.
tex lattice away from the melting point of the vortex lattice. °L. A. Doroshinskii, V. 1. Nikitenko, A. A. Polyanskii, and V. K. Vlasko-
As we approach the melting point, the pinning potential de- V1asov, Physica G246 238 (1995.
creases upon an increase of the field at a rate higher than- £a/deen and M. J. Stephen, Phys. Red4§ 1179(1965.

predicted by the theory. Translated by R. S. Wadhwa
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LETTERS TO THE EDITOR

Two-gap superfluidity in the theory of a Fermi liquid
A. I. Akhiezer, A. A. Isaev, S. V. Peletminsky, and A. A. Yatsenko

National Science Center “Kharkov Physicotechnical Institute”, 310108 Kharkov, Ukraine
(Submitted October 7, 1997
Fiz. Nizk. Temp.24, 75—-76(January 1998

The possibility of a phase transition from the one-gap superfluid state with the singlet or triplet
pairing of fermions to the two-gap superfluid state corresponding to the superposition of
states with the singlet and triplet pairing in a Fermi liquid is considered. The thermodynamic
stability of new two-gap solutions is analyzed. 98 American Institute of Physics.
[S1063-777X98)01201-9

As a rule, superfluid states in a Fermi liquiL) are  parameterd\o(T) andA(T) in this case can be determined
considered as emerging as a result of a phase transition frofrom the relations Ay(1/2)x[1+d(x,T)], A=(1/2)x[1
the normal state. Such states are characterized by a singted(x,T)]. One-gap solutions can be obtained fré®) as
order parameter, which is singlé&tcalaj if the spinS of a  solutions of the equationsd(x,T)=1 (singled and
Cooper pair is equal to zero and tripleecton is the spin of  d(x,T)=—1 (triplet), and the corresponding critical tem-
a pairS=1. However, phase transition that might also takeperaturesT; and T, can be found from the equations
place in the superfluid FL can lead to the emergence of new(0,T;)=1 andd(0,T,)=—1. For definiteness, we assume
superfluid states. Thus, we are speaking of phase transitiotisat g;>g;. An analysis of the behavior of the function
from one superfluid state to another. A new superfluid stat® (x,T) shows that no one-gap solutions exist at tempera-
can be characterized by not one but several order parametetaresT>T, only one singlet solution exists far<T<Tj,
In this communication, we consider the case when the stateshile for T,,<T<T, the system is characterized by two one-
of a Cooper pair emerge in a superfluid Fermi liquid in thegap(singlet and tripletsolutions. Finally, af <T, we have
form of a superposition of states with the singlet and triplettwo new ST solutions in addition to the known solutions. In
pairing. For these states, the spin of the pair is equal either torder to determine the critical temperaturg at which ST
zero, or to unity with a certain probability. solutions emerge for the first time, we have two equations:
Our analysis is based on the theory of a superfluid FL ,
developed in Ref. 1. For a superfiuid FL with the singlet— 9 T)= 1 x&(xT)=2. @)
triplet (ST) pairing of fermions, the matrix order parameter  The first of these equations indicates that ST solutions
has the form are continuously branched from the one-gap triplet solution,
_ while the second equation is the condition that the derivative
A1=[A0(P1)(02) 0, + A(P1(002) g, 5,1p, -, 2 D, (x,T) vanishes at the branching point. The calculation of
the second derivativB,(x,T) at the critical point s, Ty
where o; are Pauli matrices, %p;,0. The quantitiesA,  gives D},(Xs,Ts) =0, i.e., the mechanism of branching of
andA; in (1) define the singlet and triplet components of theST solutions is the formation of inflection on the curve
order parameted, respectively. Henceforth, we shall assumez=D(x,T,) for x=x,,. The temperature behavior of ST
that the structure oA, and A; is such thatAg(p)=Ao(P)  branches of solutions of the equati@n(x,T)=1 near the
andA;(p) =RiPrA(p), whereRy is a certain rotation ma- critical temperaturd, is determined by the formulas
trix (RR=1,R%=R;). Omitting intermediate calculations, ——
we write the final equation for determining the temperature X2 (T) =Xst = VB(Ts= TH/A,
dependence of the order paramet&rg=Aq (p=pg) and  where

A=A(p=pg):
p—pe) B2y 04 + ol
d(x,T)d[xd(x,T), T]=D(x,T)=1, 2
1 3 1
where A= 3 Ao (d))° = 5 dedi— 5 X(dy)?
d(x,T)= 4gsgt)\(x,j') 9 gt, in this case, it is necessary thatA>0. We shall give the
97 0s results of numerical determination of the critical tempera-
o d¢ E tures T, Ts, and T, for a model case witlgs=0.25 and
Mx,T)zf £ Ttanho=, E= V& +x2. =0.2 for #=0.01s;:T4=2.84X10 3, T,=4.46
- X10 3gp, and T,=3.33<10 3g¢. At the temperature
Hereg, andg, are the singlet and triplet dimensionless T=2x10 3¢, for ST  solutions we have

coupling constants and the cutoff parameter. The order Ay=+2.58<10 3 andA=4.05<10 3¢ . It should also
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be noted that the above analysis remains valid in the cassdvantageous, while foy;< ys; the triplet state is more ad-

when the coupling constants satisfy the inequadjtyr g, vantageous. However, in both cases the ST solutions are less

the only difference being that the ST solution now branchestable than the singlet solutiorg(T). Thus, ST states

from the singlet one-gap solution. emerge in the form of branching from the thermodynami-
An analysis of thermodynamic stability shows that thecally less stable triplet branch and corresponds to a certain

expansion of the thermodynamic potentfal of the triplet  metastable state in the superfluid FL. This state can probably

and ST solutiorf Q(x,(T))=Q(x_(T))] has the form be stabilized by application of an external magnetic field as,
Q)= Q(Xst, Ts) = k(Ts= T) + 9, (Tgr— T)? for example, in the case of the superflligphase ofHe.

[A=(t,st)], where the coefficienk does not depend on the
type of solution, and the coefficientg can be expressed in
terms of the derivatives of the functiat(x,T) with respect

tox andT. If y,> 1y, the ST state is thermodynamically Translated by R. S. Wadhwa

IA. I. Akhiezer, V. V. Krasil'nikov, S. V. Peletminsky, and A. A. Yat-
senko, Phys. Re245 1 (1994.
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CHRONICLES

On the 90th birth anniversary of Lev Davidovich Landau (1908-1968)
A. |. Akhiezer

National Science Center “Kharkov Physicotechnical Institute”, 310108 Kharkov, Ukraine
(Submitted March 17, 1996
Fiz. Nizk. Temp.24, 77—84(January 1998

[S1063-777%98)01301-2

The 90th birth anniversary of Lev Davidovich Landau, Yezhov's agents for helping unmask a “fierce enemy of the
one of the most outstanding physicists of the XX century,people who had concealed himself unostentatiously in our
falls on January 22, 1998. team”. However, Kapitza did not call any such meeting, did

L. D. Landau made immense contributions to quite dif-not engage himself in any breast-beating or confession of the
ferent fields of theoretical physics. He was not only a greasins he had never committed, but threw himself with rare
scientist possessing a rare universalism, but also a unigdertitude to save an absolutely innocent person and con-
Teacher with a capital T. He founded a world-famous schoofjuered. The scientific community owes him a debt of grati-
of theoretical physicists who also contributed significantly totude for this.
the development of physical science through their works. Landau’s rehabilitation came only in 1990, many years
Landau was an outstanding teacher who read brilliant lecafter his death. Thus starting from April 28, 1939, the day he
tures not only on theoretical physics, but also on general andias released, right until his death on April 1, 1968, he re-
elementary physics. The ethical image of Landau is also emnained accused and “adequately exposed as a participant of
viable, and he is remembered for his refusal to compromis¢he anti-Soviet group”.
on basic matters, kindness and goodwill, as well as the moral The collected works of Landau contain only one paper
support he extended to budding scientists in their hour oby Landau on electromagnetic showers published during
need. 1938, the year of his arrest. In 1939 also, there was only one

Landau led a magnificent and yet tragic life. He becamevork on the de Haas-van Alphen effect which had actually
a legend in his lifetime, and rightly so, since he attainedoeen written much earlier. However, a large nhumber of pa-
exceptional success in his scientific activity and also camgers started appearing from 1940 onwards. This is due not
face to face with death on two occasions. The first time wa®nly to the fact that Landau had been freed, but also because
in 1938 when he was arrested by the NKVD agents as ahe was on very good terms with Petr Leonidovich Kapitza,
“enemy of the people”, and the second time it was a bizarrewho was sympathetic towards Landau. So closely related
car accident in 1962. were the interests and works of these two magnificent scien-

He was saved on the first occasion by Petr Leonidovichists that the Institute of Physical Problems was called the
Kapitza. This was a heroic feat, as Kapitza did not flinch andKapitza-Landau Institute abroad.
wrote a letter directly to Stalin the very next day after Lan-  The second tragedy struck on January 7, 1962 when
dau’s arrest. In his letter, Kapitza gave Landau an excellenitandau, driven by some “evil force”, decided to go by car
testimonial and pleaded, “... in view of his exceptional tal-to Dubna in spite of a road made highly slippery with ice.
ent, to give appropriate instructions to consider his case witlidis savior angel Kapitza was not around to dissuade him
extreme care... | also feel”, wrote Kapitza, “that we must from undertaking the journey. The car in which Landau was
take into consideration his temper which can be called nothtravelling collided with a truck, and Landau received fatal
ing but outrageous. He is a tease and a bully, loves to finihjuries which were not compatible with life according to the
faults in others and having found them, especially in pomp-medicine luminaries of Moscow. However, Landau’s life
ous old men like our academicians, starts mocking them diswas saved, thanks to the heroic efforts of the doctors, nurses,
respectfully. This has earned him many foes... But in spite ofind the united efforts of physicists from all over the world
all the drawbacks in his disposition, | find it very hard to who acquired the necessary medicaments and sent them by
believe that Landau could do something dishonorable.”  air to Moscow. The battle to save Landau’s life was launched

Landau was spared from a savage reprisal. Owing to than the true sense of the word and was won only formally,
stupendous efforts of Kapitza, Landau was set free. Howsince only the body of Landau could be saved while his
ever, the charges against him were not withdrawn, and hintellect was lost. It was awful to watch Landau without his
was released under Kapitza’'s guarantee. The courage afudilliant intellect. The only redeeming point was that Landau
fortitude of this great man and scientist deserve all praise. Itid not feel nor realize the magnitude of the tragedy. If
was indeed a heroic deed during such hard days. In all othesomeone approached him with a scientific question, Landau
organizations, a general staff meeting would be called on thevould usually ward him off saying, “let us discuss it tomor-
day following the arrest of an “enemy of the people”, where row.” His memory preserved only his knowledge of foreign
the Director, striking his chest with his fists, would thank languages which he had mastered perfectly.
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Lev Davidovich Landau was born on January 22, 1908 Many talented scientists including I. V. Obreimov, A. I.
in Baku. His father was a petroleum engineer, and his mothekeipunskii, L. V. Shubnikov, K. D. Sinel'nikov, A. K.
was a doctor. Landau’s mathematical talent was revealed iwal'ter, V. S. Gorskii, G. D. Latyshev, A. F. Prikhot’ko, O.
early childhood. He remarked later that he could not rememN. Trapeznikova, and L. V. Rozenkevich migrated from
ber when he had learnt differentiation and integration. At the_eningrad to UPTI.
age of 14, Landau joined the Baku University from where he L. D. Landau was invited to work at UPTI by I. V.
moved to the physics department of the Leningrad UniverObreimov, the Director of the Institute. Many years later,
sity from where he graduated in 1927. Ivan Vasil'evich told the author that Landau was underesti-

This was a period of tumultuous growth of the new mated at UPTI, and Obreimov, who knew how talented Lan-
physical theory called guantum mechanics. The scientific cadau was, offered him the post of head of the theoretical phys-
reer of Landau was thus related closely with all stages ofcs division and gave him full freedom in preparing young
growth of this important physical theory. Landau had totheoretical physicists and in the choice of the scientific top-
work a lot to keep pace with the new science. He even sufics. In effect, Obreimov created the first division of theoret-
fered from nervous exhaustion at one stage, lost his sleejial physics of this kind in any physics institute of the coun-
but managed to withstand the strain. try. It can be stated that the formation of this division and the

Landau’s friends G. A. Gamow and M. P. Bronshtein migration of Landau to UPTI was facilitated by the complex
went on to become renowned physicists. Gamow created threlation between loffe, the director of LPTI, and Landau who
theory of alpha decay of nuclei, predicted the existence ofvas an outspoken person and did not hesitate to criticize
relict radiation left by the Big Bang marking the formation of some specific works of loffe on thin-film insulators. Accord-
our Universe. He was one of the first to explain the genetidng to Landau, these works were fallacious.
code associated with the structure of genes. Bronshtein was Landau’s task was quite obvious from the very begin-
the first to quantize the gravitational field. ning: it included organizing the theoretical department, dis-

In 1929, Landau was sent abroad by the Peoples’ Comeovering talented youth and supervising them, theoretical
missariat on Education, and spent one and a half years worlphysics studies and teaching in Kharkov educational institu-
ing in Denmark, England and Switzerland. The most impor-tions, writing of books and reviews on theoretical and gen-
tant of his visits was in Copenhagen where theoreticakral physics, and creative contacts with the experimenters at
physicists from all over Europe gathered at the TheoreticaUPTI.

Physics Institute of the great Niels Bohr and discussed the After Landau’s arrival in Kharkov, UPTI became one of
fundamental problems of contemporary theoretical physics ahe best centers of theoretical physics in the world. The
the famous seminars conducted by Bohr. The scientific at“*Journal of Soviet Physics”, which began to be published at
mosphere, augmented by the charming personality of Bohthe Institute, acquired worldwide fame.

had a decisive influence on the formation of Landau’s out-  An International Conference on Theoretical Physics was
look on physics, and he always considered himself to be &eld in Kharkov in the summer of 1934. The conference was
pupil of Niels Bohr. Later, he visited Copenhagen on twoattended by Niels Bohr and many leading theoretical physi-
occasions in 1933 and 1934. cists both from the Soviet Union and abroad. These included

On his return to Leningrad in 1931, Landau worked atV. A. Fock, I. E. Tamm, Ya. |. Frenkel’, E. Williams, R.
the Leningrad Physicotechnical Institute from which hePeierls, I. Waller, and others. One could see Bohr and Lan-
moved to Kharkov in 1932, to work at a new research centerdau walking in the courtyard of UPTI and engrossed in a
the Ukrainian Physicotechnical InstitufgPTI). lively discussion of physical problems.

This institute was founded in 1928 following the deci- During this period, leading physicists like P. Dirac, V.
sion of the Ukrainian government at the initiative of Acade-A. Fock, R. Peierls, V. Weisskopf, H. Placzek and G. A.
mician Abram Fedorovich loffe, a leading organizer of So-Gamow visited UPTI and worked there, frequently for long
viet physics. As the foremost task, loffe pointed towards theperiods.
need to “decentralize physics”, i.e., to create a network of  Let us now turn to the scientific and organizational work
physics institutes all over the country instead of confiningof Landau in establishing the theoretical physics department.
them to just Leningrad and Moscow. As the first step, heThe main idea was that a young scientist, who wanted to
emphasized the need to create a powerful physics institute ilevote his life to theoretical physics and to work under the
Kharkov, an important industrial center of the country andguidance of Landau for this purpose, had to pass the so-
the capital of the Ukraine(The capital of the Ukraine was called theoretical minimum examination conducted person-
shifted to Kiev in 1934 under orders from Stalin. ally by Landau and covering the main branches of theoretical

The core of the staff at UPTI was formed by physicistsphysics.
migrating from the Leningrad Physicotechnical Institute The theoretical minimum included classical mechanics,
(LPTI). The group of scientists leaving for Kharkov were fundamentals of statistical physics and thermodynamics,
seen off at the railway station with fanfare since their deparcontinuum mechanics, special theory of relativity and classi-
ture was seen as an important patriotic step. cal electrodynamics, electrodynamics of continuous media,

A famous architect of Leningrad designed the buildinggeneral theory of relativity and gravitation, nonrelativistic
for the new institute according to the project of its future quantum mechanics, relativistic quantum mechanics, quan-
director Ivan Vasil'evich Obreimov. The UPTI building tum statistics and kinetics. In addition, it was essential to
turned out to be an excellent structure. possess adequate knowledge of mathematical analysis, dif-
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ferential equations and the theory of functions of complexof the fundamentals of electricity and magnetism. According

variables. The programs of theoretical minimum wereto Landau, Einstein’s special theory of relativity had to be

worked out meticulously by Landau himself with a view to taught before electrodynamics, and a large number of prob-
avoid any overcrowding with superfluous details complicat-lems had to be solved before the field theory and Maxwell’s
ing the task of the examinees. Only the most important topicglectrodynamics could be touched. We shall not go into de-
were selected. The same yardstick was used for mathematidsils of the manner in which other sections of theoretical

Landau did not ask for the proofs of various subtle theoremsphysics were taught, although many important and interest-
All that was required was a quick evaluation of integrals, theing steps were taken, especially in the description of quan-
solution of the basic differential equations, and the applicatum mechanics. Let us dwell a little on the teaching of gen-

tion of the theory of functions of a complex variable. eral physics.

In all, eight examinations had to be taken in various Landau himself started teaching general physics to the
branches of physics, in addition to one in mathematics. Afirst-year students at the physics faculty. The subject covered
budding scientist after passing the theoretical minimum wasnechanics and molecular physics. A large number of pitfalls
taken into Landau’s group and could even address him fastill plague these topics. These include the introduction of
miliarly as ‘thou’. Landau assigned a scientific topic to thosethe concepts of mass and force, the definition of inertial ref-
passing the theoretical minimum. This assignment had to berence systems, Newton’s laws, the concept of temperature,
completed independently without Landau’s help, and wouldrreversibility of thermal phenomena, and the introduction of
eventually form the material for a Ph.D. thesis. the concept of entropy. All these concepts were presented in

A. S. Kompaneyets and E. M. Lifshitz were the first to a simple, clear and logical manner by Landau who never
have passed theoretical minimum in Kharkov and to becomeased excessive mathematics and avoided the description of
pupils of Landau. The author was the third, and I. Ya. Po-experimental details which could only obscure the clear
meranchuk the fourth. Laslo Tisza was the fifth to pass thehysical picture. The main experiments were demonstrated
examination. A total of 43 persons passed these tests bat the lectures. In Kharkov, this was done by a special assis-
tween 1934 and 1961. tant. Later, when Landau taught this course at the Moscow

A Faculty of Physics and Mechanics was opened in theState University, the demonstration of the experiments was
Mechanical Engineering and Machine Building Institute indone by P. L. Kapitza. Thus the course on general physics in
Kharkov, on the lines of the Physics and Engineering FacultyMoscow was taught jointly by Landau and Kapitza.
at the Leningrad Polytechnical Institute. The department of Landau’s lectures on general physics at the Kharkov
physics at this faculty was headed by I. V. Obreimov. Lan-University were so magnificent that they were attended not
dau headed the chair of theoretical physics at this deparbnly by the staff of the theoretical physics department, but
ment. In 1935 he became the head of the department of exalso by leading scientists like L. V. Shubnikov, V. S. Gor-
perimental physics at the Kharkov University. Landauskii, and L. V. Rozenkevich.
involved the staff of the theoretical physics department Landau was a great patriot and considered it very impor-
headed by him at UPTI in teaching activity. Teaching was artant to raise the level of teaching physics in the country. He
essential part of staff activity and was carried out in rotationwanted to enlist in this task the support of higher authorities
i.e., each member taught different courses in different yearsand requested an audience with N. I. Bukharin, who was a
Thus, theoretical physics and general physics were masteredember of the Politbureau of the Central Committee of All-
in the best possible way by the young scientists. Union Communist Party(Bolsheviks. Bukharin received

Landau attached a lot of importance to the teaching acLandau who was fascinated by the former and even pub-
tivity, and his teaching methods and programs can truly bdished an article “Bourgeoisie and Contemporary Physics”
called revolutionary. Let us cite a few examples. Before Lan4in Izvestiya of November 23, 1935. The very title of the
dau, theoretical mechanics was taught independently of thggaper shows that Landau was devoted to the ideas of social-
oretical physics, and in the most archaic manner at that, eveism, highly valued the scientific contribution of Marx and,
without the use of vector algebra. But mechanics, after all, idike Einstein, held Lenin in great esteem. It is not for nothing
the very basis of theoretical physics. Hence Landau comthat in Copenhagen, Landau was considered at least “pink”
bined the subject of theoretical mechanics with theoreticaif not “red”. He went to Copenhagen on three occasions and
physics and made it the first subject that was taught in theeturned to his motherland each time. It should be pertinent
general course on theoretical physics. The presentation @b mention here that N. I. Bukharin evinced a keen interest in
theoretical mechanics was based on the variational principlthe achievements of physical science when he received Lan-
and the introduction of Lagrangian functions. This estab-dau, and listened to Gamow'’s lecture on nuclear power in
lished a connection with the subsequent sections of theorel-eningrad. He even offered Gamow the facility of all electric
ical physics and a common approach for understanding thgower stations of Leningrad for one night for experiments on
oretical physics as a single entity. Much attention was paid toeleasing nuclear energy. N. I. Bukharin, the real initiator of
explain the properties of the space-time symmetry and téhermonuclear research in the USSR, was later executed as
force interactions. A book containing problems in mechanican “enemy of the people”.
was published, and exercises from this book were solved by Reforms in the teaching of physics hurt the interests of
the students. Unfortunately, no subsequent editions of thenany representatives and professors of the old thought to
book were published. whom Kapitza referred as “pompous old academicians” in

The second important reform concerned the presentatiohis letter to Stalin. Animosity and resentment against Landau
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were rising and looking for an opportune moment to surface. Landau’s activity in Moscow was an “analytical con-
Such an opportunity arose after the murder of S. M. Kirov,tinuation” of Landau’s work in Kharkov, if one may say so.
the Secretary of the Leningrad Regional Party CommitteeHis ideas and plans were the same, but their magnitude and
when Stalin’s reign of terror began. scope grew enormously. It was the same theoretical mini-
Landau was dismissed from the university in Marchmum, the same seminar, the same favorite work, the same
1937. The reasons for his dismissal were not mentioned itask of writing books and papers, and the same connection
the order, but it turned out later that Landau was removeavith experimenters, but all this activity now involved new
due to his propaganda of idealism. Evidently, he was made people not only from Moscow, but from all over the Soviet
victim of slander and denunciation. Union. New brilliant students appeared as well as new re-
As a mark of protest, Shubnikov and other members ofmarkable results of Landau’s multifaceted genius.
the theoretical physics department working at the university Landau’s seminar was transformed into a weekly gath-
tendered their resignation. This was treated as a strike, areting of physicists in Moscow, which was attended by sci-
the entire group was summoned to Kiev by the minister ofentists from Leningrad, Kharkov, Kiev, Thilisi, and other
higher education V. P. Zatonskii. Discussions with Zatonskiicities. It was not a simple matter to speak at Landau’s semi-
clearly revealed the contents of denunciations against Lamar since Landau treated the material to be discussed very
dau. At the end of the meeting, the minister advised thecritically. However, it was always a great honor for a scien-
“strikers” to return to their place and continue working. tist to present the results of his work at the seminar, and
However, Landau returned to his work. Landau’s approval was the ultimate praise one could hope
Meanwhile, the atmosphere at the UPTI also started befor. A situation arose in which Landau became the highest
coming unfavorable for Landau. The leadership of the Insti-authority for theoretical physicists, and his opinion was the
tute started giving preference to second-rate works over Larlast word not only for young specialists, but for prominent
dau’s outstanding works, and even started dubbing thecientists also.
former as works significant for the defense of the country. What did Landau achieve? His legacy is enormous and
Landau decided to go to Moscow and work with P. L. covers literally all branches of theoretical physics.
Kapitza for whom the USSR government had built a new, In quantum mechanics, Landau introduced the density
first-rate institute. In the spring of 1937, Landau finally matrix in 1927 independently of von Neuman. This work
moved to Moscow and became the head of theoretical divishows the depth to which the 19-year old youth had grasped
sion at the Institute of Physical Problems. He remained athe ideas of quantum mechanics.
this post for the rest of his life. The multifaceted genius of  In 1931, Landau completed a fundamental work together
Landau was revealed to the fullest extent at this Institutevith R. Peierls, analyzing the uncertainty principle in the
which became like home for him. relativistic region and setting new constraints on the mea-
Moving to Moscow was the wisest step taken by Lan-surement of various dynamic variables.
dau, for it saved his life. Stalin’s terror had begun and was Landau evinced a very keen interest in the problems of
spreading. Revelling in denunciations and slander, demonguantum electrodynamics. As early as 1934, he studied the
unleashed their bloody atrocities, mocking, torturing andformation of electron-positron pairs during collisions of
killing absolutely innocent people. heavy charged particles. His works on determining the
At night people feared the arrival of “raveng(special asymptotic forms of the so-called quantum electrodynamic
cars for arrested peopleFinally they came to the UPTI Green'’s functions appeared in the fifties in coauthorship with
courtyard also and took away remarkable people and exceA. A. Abrikosov and I. M. Khalatnikov. As a result of these
lent scientists like Shubnikov, Gorskii and Rozenkevich forinvestigations, Landau and Pomeranchuk arrived at the para-
slaughter. Had Landau remained in Kharkov, he would haveloxical conclusion that the real physical charge of the elec-
inevitably met the same fate as Shubnikov and other friendson must be equal to zero owing to polarization of vacuum
and would have been executed. The wave of terror engulfetso-called “nullification of charge” or “moscow zerg!
Landau in Moscow only after a year, and he remained alivelhe solution of the problem appeared much later following
only owing to Kapitza’s intervention. the emergence of non-Abelian gauge field theories, viz., the
Among the experimenters at UPTI, Landau was closestheory of strong interactions and the theory of electroweak
to Lev Vasil'evich Shubnikov, one of the most famous andinteractions, combining the theories of weak and electromag-
prominent physicists of our time, one who made remarkablaetic interactions. Unlike Abelian quantum electrodynamics,
discoveries. For example, he discovered that magnetic fielthese theories also contain the antiscreening effect in addi-
cannot penetrate a superconductor, and that the resistantien to the charge screening effect. In the unified theory,
variation of bismuth in a magnetic field is oscillatory in na- antiscreening exceeds screening, which is characteristic only
ture. Landau kept himself abreast of all the works of Shub-of the Abelian field theory. Hence charge nullification does
nikov. They discussed scientific problems jointly, and theirnot occur in real physics. One can only lament over the fact
continued interaction enriched both. After moving to Mos-that unification of interaction came much too late for Landau
cow, Landau interacted with P. L. Kapitza more than anyand Pomeranchuk, both of whom having passed away by that
other experimenter. There is no doubt that the brilliant distime.
covery of superfluidity of helium Il by Kapitza led to the Studies of quantum electrodynamics were carried out in
emergence of an equally brilliant work by Landau on thefull swing in Landau’s school in Moscow, Leningrad and
theory of superfluidity of quantum liquids. Kharkov. However, Landau’s interests were not confined to
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just these studies. The range and depth of his scientific intecreation of plasma thermonuclear devices. It was here that
ests were truly enormous. In our age it is hard, nay, imposscientists recalled Landau’s work on the kinetic equations in
sible, to find a scientist with such a broad range or, in thehe Coulomb interaction of particles, and the collision inte-
language of physics, spectrum of interests. His universalismgral came to be known as Landau’s collision integral. With-
was truly unique as it was characterized by a rare insight int@ut this integral, one cannot solve the relaxation problem in
the essence of physical phenomena. plasma, the problem on the electrical conductivity of plasma,

Landau predicted the existence of neutron sfpntsars. or the problem on plasma heating.

Landau created the theory of second-order phase trans- Let us now consider another plasma problem. Collisions
formations. of particles are rare in plasma, hence the starting mathemati-

He constructed the theory of the intermediate state ircal equation for describing the properties of such a plasma is
superconductors. The Landau-Ginzburg equation has athe kinetic equation that does not take into consideration the
enormous significance in the theory of superconductivity. collisions between particles, but does include the self-

Landau’s diamagnetism is quite famous. consistent field of particles. This equation was first obtained
Landau constructed the theory of superfluidity and theby A. A. Vlasov and is called Vlasov’'s equation.
theory of Fermi liquids. Analyzing the quantum equation of plasma without the

In the physics of elementary particles, Landau’s contri-collision integral, Landau came to the remarkable conclusion
bution comes in the form of the two-component neutrinothat plasma oscillations will attenuate in spite of the absence
theory and the introduction of the concept of combined parofcollisions. He discovered attenuation of waves which is

ity (independently of Lee and Yajg now called Landau damping.
Landau proposed a general approach for studying the Magnetism was an old fascination of Landau. During his
peculiarities of Feynman diagrams. deputation abroad, he determined the energy spectrum of an

Landau made significant contribution to the developmenglectron in a magnetic field.andau levelsand used it in the
of several branches of physics, like plasma physics and thproblem on the magnetic properties of a free electron gas. He
physics of magnetism. But before discussing these subjectdjscovered that, in spite of the prevailing opinion, a gas ac-
it must be remarked that Landau always found the “appro-quires a diamagnetic moment in the quantum theory, which
priate mathematics” each time for each work. He had arpartially neutralizes the so-called Pauli’'s spin paramagnetic
excellent knowledge of mathematical analysis, but was esmoment. In this connection, an argument arose between Lan-
sentially a pragmatist and did not indulge in profound math-dau and Pauli, and was won by the former.
ematical theories. He even scoffed such an approach and The most important work by Landau in the field of mag-
mentioned that he knew mathematics because he had solvedtism concerned the movement of magnetic moment in a
all the problems from the book “The Ten Sages”. Of course,ferromagnetic. Together with E. M. Lifshitz, he constructed
such a ‘philosophy’ had to be revised strongly at times. Fothe equation of motion for the moment. This equation is used
example, his knowledge of group theory was evidently inadwidely for studying various processes in magnetically or-
equate, and this became apparent when he created his thealgred media. It is also especially important for studying os-
of second-order phase transformations. Luckily for him, N.cillatory phenomena in such media.
G. Chebotarev, who was a leading specialist in the subject of Landau had an excellent perception of physics associ-
algebra, was visiting the Kharkov Mathematical Instituteated with magnetism. We can mention, for example, the sim-
next to UPTI at that time. Landau and Chebotarev playeglicity and elegance with which he explained the macro-
tennis together, and this interaction helped Landau underscopic nature of Bloch spin waves and how clearly
stand the theory of groups which was essential for construceverything fell into place after this.
ing the theory of phase transformations. It should also be mentioned that Landau is the author of
Many mathematical papers by Landau were simply marthe first mathematical theory of the domain structure of fer-
velous. For example, he obtained Mellin's transformationromagnets.
and Poisson’s sum rules on his own, without knowing about It is impossible to cover in this brief review the entire
their existence for a long time. Mellin’s transformation was scientific legacy of Landau. Speaking of Landau and recall-
necessary for him to solve kinetic equations in the theory ofng his famous scientific discoveries, we must compare them
electromagnetic showers constructed by him. with rare and precious stones, which compose a sort of
Landau arrived at Poisson’s sum rule while constructingcrown over Landau’ head. However, there are “many more
the general theory of the de Haas—van Alphen effect. It ismaller diamonds and gems”, as the saying goes from the
significant each new “conjecture” was always pertinent toopera “Sadko”, “not counting diamonds in stone caves”.
the theory being developed by him. They were also scattered in his encyclopedic course on the-
At the dawn of his career, Landau completed his classioretical physics, in problems contained in this course, in the
cal work on the kinetic equation for the Coulomb interactionoriginal derivations by Landau of many laws and relations.
of particles. In this work, he established the form of the  The creation of this course was the task of a lifetime and
collisions integral in the Coulomb interaction. At the begin-a matter of pride for Landau. In conformity with Landau’s
ning, this work was treated as purely academic research. Butishes, the course was written in coauthorship with his clos-
as more and more scientists started studying the properties eét pupil Evgenii Milhailovich Lifshitz. This course is really
plasma, plasma physics became one of the most importaan epic in the true sense of the word, and theoretical physics
branches of science, especially in view of the possibility ofhas been taught for many decades with the help of these
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books all over the world. It can be stated with confidenceSciences in 1946. Later he won many orders, including the
that students will be using these textbooks not only in theDrder of Lenin twice, and the title of Hero of Socialist
20th century, but in 21st as well! Labor. These awards were given not only for purely scien-
Six volumes of the course were published during Land-ific achievements, but also for his contribution in fulfilling
au’s lifetime. These include mechanics, statistical physicspractical assignments of the State. He won three State
field theory, electrodynamics of continuous media, hydrody-Awards, and the Lenin Prize in 1962. There was no dearth of
namics and the theory of elasticity, and nonrelativistic quanhonors bestowed on him by other countries also. As early as
tum mechanics. Relativistic quantum mechanics and physicah 1951, he was elected a member of the Danish Academy of
kinetics were published after Landau’s dedffihese books Sciences, and in 1956 he was elected to the Dutch Academy
were written in coauthorship with B. B. Berestetskii and of Science. In 1959, he became a member of the British
L. P. Pitaevskii. Landau’s course is incredible, for it is hard physijcal Society, and an Overseas Member of the Royal So-
to imagine how one person could have possessed suchcgety in 1960. In the same year, he was elected to the Na-
colossal amount of material. These volumes are not onlyjonal Science Academy, USA, and to the American Acad-
splendid textbooks, but can be compared with Rayleigh'smy of Arts and Sciences. Landau won the F. London award
famous “Papers”. If one starts investigating any specific(ysa) and the Max Planck med&FRG) in 1960. Finally, he
question pertaining to macrophysics, one must first see Whajon the Nobel Prize in Physics in 1962 “for pioneering
Rayleigh and Landau thought and wrote about it. This isresearch in the theory of condensed state of matter, espe-
especially true for fluid dynamics and macroscopic electrogajly liquid helium.”
dynamics. Muscovites took pride not only in that the city housed
Landau was fully cognizant of the achievements in mod+he Kremlin, the Tret'yakov Gallery, and the Arts Theater,
ern experimental physics, and this is equally true for theyyt also in the fact that Academician Lev Landau lived and
nuclear physics, solid state physics, and the physics of elyorked in Moscow.
ementary particles. He always listened keenly to the experi-  gix years after the tragic accident, Landau passed away

menters describing their results. However, as was mentionegl, April 1, 1968. Scientists as well as people from different

above, he was very close to two great masters in experimefa ks of life all over the world mourned the death of a ge-
tal physics Lev Vasil’evich Shubnikov and Petr Leonidovich nius, the passing away of a great scientist and teacher who

Kapitza. Their experiments inspired Landau, and discussiongs an indelible mark in the history of science and
with Landau helped Shubnikov and Kapitza.

Landau earned worldwide fame after moving to Mos-
cow. He was elected a Member of the USSR Academy offranslated by R. S. Wadhwa

civilization.

63 Low Temp. Phys. 24 (1), January 1998 A. I. Akhiezer 63



International Conferences held to commemorate the 80th birth anniversary
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The 80th birth anniversary of I'va Mikhailovich Lif- evening of the conference under the chairmanship of Ya. G.
shitz, a leading scientist who made an enormous contributioSinai. Zoya Ivanovna, widow of I. M. Lifshitz, took part in
to the development of physical science and founded a largthe meeting. The meeting aroused considerable interest
school of theoretical physics, fell on January 13, 1997. among the participants, many of whom know II'ya
International conferences were held in many countries tviikhailovich only through his work and were never ac-
commemorate the jubilee of Prof. I. M. Lifshitz. quainted personally with him. The colleagues and friends of
A conference on statistical physics dedicated to thalya Mikhailovich participating in the conference spoke
memory of I. M. Lifshitz was held in the Rutgers University, warmly about his remarkable human qualities.
New Jersey, USA on December 15 and 16, 1996. The me-  The conference was divided into 12 sessions spread over
morial part of the conference was organized by J. Lebowitziyree days, starting at 9 A.M. and running till late evening.

Journal of Statistical Physics who is well known for his  gnference:

work in various branches of mathematical and theoretical 1 Grinfeld (Educational Testing Service, Princeton,
physics of the condensed state. Professor Lebowitz is an OIQSA): “|. M. Lifshitz’ Results in Continuum Theory of
admirer of the scientific works of II'ya Mikhailovich. It was ppaoce Transformation in Solids’™

he who organized in 1986 a special issue of Jbearnal of I. Erukhimovich (Moscow State University, Russia
Statistical Physicsto commemorate the 70th birth anniver- «q,_gel Transitions in Weak Gels as a Genuine Phase
sary of I. M. Lifshitz (unfortunately, none of the journals
published in the Soviet Union could bring out such a specia

issue. . . o i
O. PenrosdHeriot-Watt University: “On the Lifshitz—
The USA event was held as a regular conference O%Iyosov Theory of Coarsening in Alloys”:

statistical physics, which has been organized with notable M. Marder(University of Texas, USA “Statistical Me-

enviable success by Prof. Lebowitz twice every year forChanics of Cracks”:

{ely pariipated in he organizaton of n6 conference, Thia A Bertozzi (Duke Uriversiy, USA: “Singulatiies i
yp P 9 ' .SLong Wave Unstable Interface Equations”;

conference was undoubtedly one of the best in the series L. Pastur(Institute for Low Temperature Physics and
both as regards the scientific level and the number of partici- ' P Y

pants who represented a wide geographical affiliation: US Englne.erAng,EKhat:kog/, |U|t:|ra”|3/|e dL(?,c,;allzgtl?g of Sllqufacek
Russia, Ukraine, England, Germany, France, Poland, SwitA;Wes'h r\]N Xl‘?c fyA glu i_ O e an ome Remarks
zerland, Brazil, and Mexico. The largest nhumber of partici- out the Work of A. Slutskin™;

pants came from the USA, but at least one third of them were . M. thlatnikov(TeI-Avi_v Univers_ity, Israel and L. D'_
representatives from the former Soviet Union. Hence al-@ndau Institute for Theoretical Physics, Moscow, Russia

though English was naturally the working language of the ©Naos in Cosmology™;

conference, the language behind the scenes was mainly Rus- A" Abrikosov (Argonne National Laboratory, USA

sian. A running joke among the non-Russian-speaking par_Lifshitz Resonant Tunneling as the Mechanism @\xis

ticipants was requesting permission from the audience tdansportin High-Temperature Superconductors”;
speak in English. L. Gorkov (Florida State University, USA and L. D.

The scientific program of the conference, in keepinglbandau Institute for Theoretical Physics, Moscow, Russia
with the established tradition, consisted of 20-minute talks Lifshitz-Kosevich Oscillations in Superconductors at Fields
and five-minute report@bout 80 in all were presented at the Well Below H¢,™;
conference connected directly or indirectly with the scien- A. F. Andreev(P. L. Kapitza Institute for Physical Prob-
tific activity of Il'ya Mikhailovich. Hence it is not surprising lems, Moscow, Russja“Bose-Condensation and Supercon-
that the range of the topics covered at the conference wagdlctivity in Mesoscopic Systems: Spontaneous Violations of
very broad, and even touched such fine aspects as the biblomogeneity of Time”;
chemical evolution, which was the subject of the lecture de- H. Saleur (University of Southern California, USA
livered by the Nobel laureate P. W. Anderson. “Exact Correlations and Transport Properties in Quantum

A memorial session to I. M. Lifshitz was held on the first Impurity Problems”;

Transition Due to Spontaneous Breaking of Monomers’
|dentity”;
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R. Shankar(Yale University, USA: “Renormalization
Group for Fermions: An Introduction”:

E. Brezin (ENS): “Random Matrices: From P Quan-
tum Gravity to Disordered Systems”;

J. L. Birman(CUNY, USA): “Random Matrix Theory
of Impurity-Band Tails: An Old Problem Revisited™;

S. NechaeyL. D. Landau Institute for Theoretical Phys-
ics, Moscow, Russia “Random Matrix Approach for
Words Enumeration in the Braid Groups”;

A. A. Chernov (Universities Space Research Associa-

tion, USA): “Growth Induced Imperfections in Protein Crys-
tals”;

A. Khokhlov (Moscow State University, Rusgid‘Sta-
tistical Mechanics of lon-Containing Polymers”;

S. Obukhov(University of Florida, USA: “Long-range
Forces in a Polymer Melt: Polymer-Magnet Analogy”;

G. Zaslavsky (NYU, USA): “Renormalization Ap-
proach to the Kinetic Description of Chaotic Dynamics”;

Ya. Sinai(Princeton University, USA “On the Distri-
bution of Maximum of Fractal Brownian Motion™;

P. W. Anderson(Princeton University, USA “Some
Thoughts on the Evolution of Independent Entities”;

C. Tang(NEC, USA: “Why Do Proteins Look Like
Proteins?”;

E. Shakhovich(Harvard University, USA “Statistical
Mechanics of Protein Folding, Design and Evolution™;

D. Thirumalai(University of Maryland, USA “Cellu-

J. Birman, J. Lebowitz, and Mrs. Zoya Lifshitz.
INFORMAL SESSION

C. Doering, Co-chair, “What Can Mathematics and
Physics Contribute to Biology at the Present Time?”

C. Peskin(Courant Institute, NYU, USA “Random
Walks on Microtubules”;

A. Libshaber(Rockefeller University, USA “DNA and
Recognition”;

A. Parsegian(NIH, USA): “Harnessing the Hubris: a
Wishlist of Useful Things Physicists Can Do in Biology.”

An international conference dedicated to the 80th birth
anniversary of Academician I. M. Lifshitz was held at the
Kharkov University from 21st to 23rd January, 1997. After
the welcoming address by V. V. Ul'yanov, Chairman of the
Organizing Committee, A. M. Kosevich, L. A. Pastur, V. G.
Peschansky, V. V. Slezov, and A. A. Slutskin reminisced
about their dearest teacher II'ya Mikhailovich. This was fol-
lowed by scientific papers. The organizing committee mem-
bers(N. T. Gladkikh, A. M. Ermolaev, V. V. Ul'yanoydid
not do any pruning of the papers submitted by the contribu-
tors and allowed all those desiring to honor the memory of
the outstanding scientist I. M. Lifshitz who had worked for
many years at the Kharkov Physicotechnical Institute and
Kharkov University. II'va Mikhailovich founded the depart-
ment of Theoretical Physics at the Kharkov State University
and was its chairman until he moved to Moscow. As a result,

lar Protein Folding: How Nature Beats Topological Frustra-20out 200 papers were presented at the conference. About a

tion”;
M. Hecht (Princeton University, USA “Combinatorial

Methods for Protein Design: Novel Proteins by the Dozen”;

K. Dill (University of California, San Francisco, USA

third of them were read as ten-minute reports while the re-
maining ones were presented at poster sessions.

The topics of the papers presented at the conference
were quite diverse, and included the theory of the condensed

“Partition Functions of Bimolecules and Other CompactState, low-dimensional systems and superconductivity, in-

Polymers”;

A. Grosberg(MIT, USA): “Thermodynamics Versus
Kinetics in Protein Folding”;

M. Frank-Kamenetski{Boston University. “Specificity
and Affinity of Bimolecular Interactions”;

M. Kardar (MIT, USA): “Conformations of Charged
Heteropolymers”;

V. Pande(UC Berkeley, USA: “Freezing Transitions of
Compact Polyampholytes”;

D. Torney (Los Alamos National Laboratory, USA
“Spectral Analysis of Biological Sequences”;

E. Siggia (Cornell University, USA: “Physics from
Jelly Fish”;

S. Fraden(Brandeis University, USA “Modelling Cel-
lular Guts With Colloidal Soups”;

M. Cieplak (Polish Academy of Sciences, Poland
“Cell Dynamics of Model Proteins”;

A. Stasiak(Lausanne, Switzerland“ldeal Geometric
Forms of Knots and Equilibrium Trajectories of Knotted
Polymers”;

MEMORIAL SESSION TO I. M. LIFSHITZ

Ya. Sinai, Chair, “The Life and Scientific Work of llya
Lifshitz”

A. Grosberg, I. M. Khalatnikov, L. A. Pastur, A. A.
Abrikosov, L. P. Gorkov, A. F. Andreev, A. A. Chernov,
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cluding high-temperature superconductivity, solid state spec-
troscopy, magnetic properties of the condensed media, mass
transport in real crystals, relaxation phenomena in solids,
plasticity and strength, localization effects, photo-induced ef-
fects in light-sensitive layers, surface phenomena and phase
transitions in thin films, low-temperature materials science,
etc.

The conference turned out to be quite fruitful and facili-
tated a closer cooperation between researchers working in
fields bordering on theoretical and experimental physics. It is
hard to name all the interesting papers presented at the con-
ference. We shall mention only those relating mainly to the
low-temperature physics and theoretical physics:

M. Ya. Azbel (Harvard University, Cambridge, USA,
and Tel Aviv University, Isragl “Transport in 2D Sys-
tems”;

M. |. Kaganov (Belmont, USA: “Local Geometry of
the Fermi Surface and High-Frequency Properties of Met-
als”;

A. M. Kosevich, E. S. Syrkin, and A. V. Tutoiinstitute
for Low Temperature Physics and Engineering, Kharkov,
Ukraine: “Surface Shear Waves in FCC Crystals™;

M. M. Bogdan, I. V. Gerasimchuk, and A. S. Kovalev
(Institute for Low Temperature Physics and Engineering,
Kharkov, Ukraing: “Dynamics and Stability of Localized
Modes in Nonlinear Media with Point Defects”;
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V. G. Peschansk{institute for Low Temperature Phys- Transition on Low-Temperature Jumplike Deformation of
ics and Engineering, Kharkov, Ukraineand D. |. Metals and Alloys”;
StepanenkdKharkov State University, Ukraine“Nonlin- V. V. Eremenko, V. A. Sirenko, and V. V. Brulnsti-
ear Magnetohydrodynamic Waves in Compensated Metals"tute for Low Temperature Physics and Engineering,

T. N. Antsygina, L. A. Pastur, and V. A. Slyusaréw- Kharkov): “Magnetostriction in Superconductors”;
stitute for Low Temperature Physics and Engineering, E. E. Semenenko and V. |. TutdPhysicotechnical In-
Kharkov, Ukraing: “On the Self-consistent Localization stitute, Kharkoy “Superconductivity of Beryllium Films
Theory™; Deposited on a Hot Substrate™;

I. V. Krasovskii (Institute for Low Temperature Physics E. Ya. Rudavskii, I. A. Usherov-Marshak, V. K.
and Engineering, Kharkov, Ukraiheand V. I. Peresada Chagovets, and G. A. Sheshimstitute for Low Tempera-
(Kharkov State University, Ukraine“Spectral Density of a ture Physics and Engineering, Kharkov‘Kinetics of

Periodic Jacobi Matrix”; Nucleation and Stratification oiHe—*He Superfluid Solu-
V. Ya. Maleev(Institute of Radioengineering and Elec- tions. Formation of the Metastable Phase”;

tronics, Kharkov, Ukraing “Physics of Structural Transfor- I. N. Adamenko, A. V. Zhukov, and K. E. Nemchenko

mations in the system DNA-Water”; (Kharkov State University “Thermal Conductivity of Sol-

V. V. Slezov (Physicotechnical Institute, Kharkov, ids and Quantum Liquids Associated With the Flow and Dif-
Ukraine and O. A. OsmaevKharkov State University, fusion of Thermal Excitations”;

Ukraing: “Impurity Segregation in Grain Boundaries of D. V. Abraimov, A. B. Verkin, A. Yu. Kolesnichenko,
Polycrystals™; A. V. Khotkevich, and V. V.Khotkevich(Institute for Low

A. M. Ermolaev, N. V. Gleizer, and N. V. Ul'yanov Temperature Physics and Engineering, Khajkd\Point-
(Kharkov State University, Ukraine“Quantum Spin Exci- Contact Spectroscopy of Electron—Phonon Interaction in Zir-
tations in Normal Metals with Resonance Electron States in @onium”;

Magnetic Field”; E. N. Khats’ko, A. S. Chernyi, and A. |. Kaplienkin-

V. V. Ulyanov, O. V. Zaslavskii, and Yu. V. Vasi- stitute for Low Temperature Physics and Engineering,
levskaya (Kharkov State University, Ukraine “Quantum  Kharkoy and V. P. D’yakonov(Physicotechnical Institute,
Spin Systems: New Methods and Exactly Solvable PotentiaDonetsk: ‘“Low-Temperature Magnetic Properties of
Models™; KDy (WQ,),";

G. Gonsalez de la Cruz and Yu. G. Gurevi@enter for L. T. Tsymbal and A. N. CherkasotPhysicotechnical
Research and Advanced Educational Techniques, Mgxicolnstitute, Donetsk “Suppression of Deformation and Induc-
and O. I. Lyubimov(Kharkov State University “Transient  tion Interactions of Electron and lonic Subsystems in Com-
Thermoelectric Phenomena in Semiconductors”; pensated Metals”;

Kh. B. Chashka, M. A. Obolenskii, V. A. Bychko, R. A. A. G. Belov, G. M. Gorbulin, I. Ya. Fugol’, and E. M.
Hasan, V. |. Beletskii(Kharkov State Universify A. V. Yurtaeva(Institute for Low Temperature Physics and Engi-
Basteev and A. N. PrognimakKinstitute for Machine- neering, Kharkoy. “Spectroscopic Evidence of Electron Lo-
Building Problems, Kharkgv “Electrophysical Properties calization in Neon Cryocrystals.”
of Quasi-One-Dimensional Metal-Hydrogen System”; The Russian Academy of Sciences and the Moscow

S. A. Gredeskul, M. Zusman, Y. AvishaBen Gurion  State University where II'yva Mikhailovich taught during the
University, Israel and M. Ya. Azbel’: “Electron Localiza- last 18 years of his life organized an international conference
tion in Two-Dimensional System with Point Scatterers in aon “Problems in the Theory of Condensed State” in Mos-
Magnetic Field”; cow on June 1-4, 1997. This conference attracted not only

O. Galbova and G. IvanovskySkopje, Macedonja  numerous pupils of II'va Mikhailovich, but also scientists
O. V. Kirichenko and V. G. PeschansKinstitute for Low  who have actively continued the trends of theoretical physics
Temperature Physics and Engineering, Khajkd#coustic  initiated by him. These include the electron theory of metals
Transparency of Layered Conductors”; with an arbitrary form of the electron energy spectrum,

E. V. Bezuglyi, N. G. Burma, A. L. Gaiduk, I. G. theory of disordered media, and the peculiar approach
Kolobov, and V. D. Fil' (Institute for Low Temperature adopted by I. M. Lifshitz towards the polymer physics. The
Physics and Engineering, Kharkoand van KemperUniv. Organizing Committee headed by Yu. M. Kagan and A. R.
of Nijmegen, Netherlands “Electron Relaxation Rate in Khokhlov invited several leading scientists from USA, En-
Al”; gland, Germany, Italy, France, Japan and Israel to participate

A. S. Bakai(Physicotechnical Institute, Kharkpw. Z. in the Conference. Research centers from Russia and
Bengus, and E. D.Tabachnikodastitute for Low Tempera- Ukraine were also amply represented. English and Russian
ture Physics and Engineering, Kharkov‘Microscopic  were working languages of the conference. In his introduc-
Mechanism of the Effect of Topological and Chemical Ordertory remarks, Yu. M. Kagan described the remarkable
in Metal Glasses on Resistance to Plastic Shear”; achievements of I. M. Lifshitz in the theory of condensed

V. D. Natsik and S. N. Smirnodnstitute for Low Tem-  state, touched upon the most important results obtained by
perature Physics and Engineering, KharkoVElectron  him in the solid state theory and polymer physics.

States and Elastic Waves in a Crystal with a Disclination”; M. V. Sadovnichii, the Rector of the Moscow State Uni-

V. V. Pustovalov(Institute for Low Temperature Phys- versity, emphasized the role of II'ya Mikhailovich as an out-
ics and Engineering, Kharkgv“Effect of Superconducting standing professor who made a tremendous contribution in
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preparing the scientific personnel at the Physics Faculty andersity, Corvallis, Oregon, USA “Quantum Oscillations in
helped in building the reputation and image of the Moscowinteracting Systems”;
University. He mentioned the brilliant knowledge of the V. P. Mineev and M. G. VaviloLandau Institute for
mathematical apparatus which Prof. Lifshitz used successFheoretical Physics, Moscow, RussidDe Haas-van Al-
fully in solving various physical problems. Thanks to I. M. phen Effect in Superconductors”;
Lifshitz, an active cooperation grew between physicists well-  A. M. Dykhne (TRINITI) and I. M. KaganovdInstitute
versed in the modern mathematical apparatus, and mathemar High Pressure Physics, Troitsk, RugsigAbsorption of
ticians interested in physical problems. A brilliant exampleElectromagnetic Waves by a Conductor with Small-Scale In-
of such cooperation and interaction were the papers préaomogeneities”;
sented by the mathematicians S. P. Novikov and Ya. G. Si- J. L. Birman(City College of Cuny, N.Y., USKX “Ran-
nai. Lifshitz’ ideas in studying the topological structure of dom Matrix Theory: Impurity Band Tails and Mean-Field
the electron energy spectrum of metals were realized in NoApproximations”;
vikov’s paper in the form of elegant and rigorous mathemati- Ya. G. Sinai: “Stationary Distributions for Burgers
cal theorems. Equation with Random Forcing”;

A. F. Andreev, Vice-President of the Russian Academy  A. A. Chernov: “Formation and Perfection of Protein
of Sciences, referred to the role played by II'va Mikhailovich Crystals™;
in the development of research activity at the Institute of S. A. Gredeskul, M. Zusman, Y. Avish&aBen-Gurion
Physical Problems, in which he succeeded L. D. Landau itJniversity of the Negev, Beer Sheva, Istaednd M. Ya.
1968 as the Head of the Theoretical Physics Division at thé\zbel' (Tel Aviv University, Israel: “Spectral Properties
invitation of P. L. Kapitza. and Localization of an Electron in al2 System with Point

The scientific level of the conference was very high andScatterers in a Magnetic Field”;
probably matched the level of the remarkable First Interna- M. V. Feigel'man and M. A. Skvortso{Landau Institute
tional Conference on Solid State Theory organized by Proffor Theoretical Physics, Moscow, Russid Statistics of
Lifshitz in 1963. The following list of the oral papers pre- Electron Levels in the Vortex and Low-Temperature Dissi-
sented at the conference devoted to |. M. Lifshitz shouldpation”;
provide an idea about the participants and the wide range of A. M. Kosevich(Institute for Low Temperature Physics

the problems discussed there: and Engineering, Kharkov, Ukraife“Geometry of the

B. I. Halperin (Harvard University, USA “Quantum  Fermi Surface and Localized Electron States at the Free Sur-
Hall Effect: The State of the Art”; face of a Metal”;

A. I. Larkin (L. D. Landau Institute for Theoretical A. F. Andreev(P. L. Kapitza Institute for Physical Prob-
Physics, Moscow, Rusgid‘Divergence of Classical Trajec- lems, Moscow, Russja“Bose-Condensation and Supercon-
tories and Quantum Chaos”; ductivity in Mesoscopic Systems”;

P. Fulde (Max-Planck Institut fu Physik Komplexer L. P. Pitaevskii (P. L. Kapitza Institute for Physical
Systeme, Dresden, Germany‘Crystallization of Elec- Problems, Moscow, Russia, and Department of Physics,
trons”; Technion, Haifa, Isragl “Phenomenological Theory of

A. A. Slutskin (Institute for Low Temperature Physics Mode Collapse-Revival in Confined Bose Gas”;
and Engineering, Kharkov, Ukraijie" ‘Frozen’ Electron L. V. Keldysh (P. N. Lebedev Physics Institute, Mos-

Phase and Electron Glass in Narrow-Band Conductors”; cow, Russig “The Nonlinear Optical Response of Excitons
V. G. Peschanskyinstitute for Low Temperature Phys- in Semiconductors”

ics and Engineering, Kharkov, Ukrainé'On Galvanomag- V. V. Slesov(Kharkov Institute of Physics and Techn-
netic Phenomena in Layered Conductors”; lology, Ukraing: “Kinetics of the First Kind Phase Transi-
M. I. Tribelsky (University of Tokyo, Japan “Symme-  tions in Solid Solutions™;
try and Direct Transition ‘Rest State-Turbulence’ in Dissipa- I. P. Ipatova and V. A. ShchukifA. F. loffe Physico-
tive Systems”; technical Institute, St. Petersburg, RugsidCompositon
V. Ya. Demikhovskii and D. I. Kamene\Nizhny = Domains in Films of Semiconductor Alloys”;
Novgorod State University, Rusgia“‘Quantum Chaos in V. B. Shikin and Yu. V. ShikingInstitute of Solid State
Degenerate Hamiltonian System”; Physics and Institute of Microelectronics Technology, Cher-

A. V. Dmitriev and A. B. Evlyukhin(Moscow State nogolovka, Russia “Role of Initial Conditions in the De-
University, Russig “High Electric Field Transport and velopment of Spinodal Decomposition”;
Breakdown in a Semiconductor with an Impurity Band”; I. M. Suslov (P. L. Kapitza Institute for Physical Prob-
S. V. Novikov and A. Ya. MaltseyLandau Institute for lems, Moscow, Russja“Density of States of a Disordered
Theoretical Physics, Moscow, Russidldeas of I. M. Lif- System Near the Mobility Edge in (4¢) Dimensions”;

shitz and Topological Phenomena in Normal Metals™; A. Grosberg (MIT, USA): “Statistical Mechanics of
C. Castellani, C. Di Castro, and M. GrillUniversita di  Disordered Polymers and the Protein Folding Problem”;
Roma “La Sapienza,” Italy. “Non-Fermi Liquid Behavior A. J. Libshaber(Rockefeller University, New York,
and d-Wave Superconductivity near the Charge-Density-USA): “DNA and Information: An Experiment on Kinetics
Wave Quantum Critical Point”; of Search and Error Detection”;
M. Springford(N. H. Wills Physics Laboratory, Univer- K. Yoshikawa(Nagoya University, Japan‘Hierarchy

sity of Bristol, USA and A. WassermafOregon State Uni- in Coil-Globule Transition of DNA Chains”;
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T. M. Birstein, L. I. Klushin, and A. A. Mercurievén- A. N. Semenov(University of Leeds, UK “Polymer
stitute of Macromolecular Compounds, St. Petersburg, Rugnterfaces and Adsorbed Layers: the Effect of Chain Ends”;
sia): “Regular and Singular Phase Diagrams for Polymeric ~ S. Lustig(Du Pont Central Research Experimental Sta-
Brushes with Liquid-Crystalline Ordering”; tion, Wilmington, Denmark “Solvent Transport in Poly-

I. Ya. Erukhimovich(Moscow State University, Rusgia mers”; ) i i
“Sol-Gel Transition in Weak Gels as Spontaneous Breakin A. R. Khokhlov (Moscow State University, Russiand

f the M Identity: The Infinite Cl S . G. Khalatur (Tver State University, Tver, Russia
of the ronomer entity: e in Inite Cluster Structure, «pgiein-fike Copolymers: Computer Simulation.”
Phase Diagrams and Scattering;

Another 72 reports were presented in two poster ses-
E. Raphae(Laboratorie de Physique de la Matiere Con-sjons. In addition to the sessions devoted to scientific works,
dense U.R. A. C. N. R. S,, College de France, Paris, Oedexa memorial session was held, in which M. I. Kaganov, A. F.
“Adhesion of Elastomers”; Andreev, L. P. Pitaevskii, Ya. G. Sinai, and A. G. Grosberg
S. I. Kuchanov(M. V. Keldysh Institute of Applied reminisced about II'ya Mikhailovich Lifshitz, an outstanding
Mathematics, Moscow, Russiand S.V. PanyukoP. N.  scientist, a talented teacher, and a charming person. At all

Lebedev Physics Institute, Moscow, Rugsi&The Lifshitz ~ three conferences commemorating the jubilee of I. M. Lif-
Entropy in Statistical Physics of Heteropolymers™; shitz, it was noted regretfully that a remarkable scientist and

M. Rubinstein and A. V. DobryniriUniversity of North a gifted person, who earned the affection of all those who

Carolina, Chapel Hill, USAand S. P. ObukhovUniversity chr:ilythe fortune to come in contact with him, had left us too
of Florida, Gainesville, USA “Cascade of Transitions of '
Polyelectrolytes in Poor Solvents”; Translated by R. S. Wadhwa
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SUPERCONDUCTIVITY, HIGH-TEMPERATURE SUPERCONDUCTIVITY

Correlation of the properties of high- T, superconductor La ,_,Sr,CuQO,
and anharmonicity of atomic potentials
V. G. Chudinov, A. G. Chirkov, and R. R. Nurgayanov

Physicotechnical Institute, Ural Branch of the Russian Academy of Sciences, 426001 Izhevsk, Russia
(Submitted March 19, 1997; revised August 26, 1997
Fiz. Nizk. Temp.24, 13-16(January 1998

The molecular dynamics method is applied to the_L&r,CuQ, system to prove that canonicity
conditions are violated in the case of a large contribution of anharmonism. This can lead to

the formation of “hot” regions~0.5 nm in the vicinity of Sr impurity atoms with an average
kinetic energy two or three orders of magnitude higher than in the matrix even at low
temperatures. The matrix is “effectively” cooled and can basically carry superconducting current
due to percolation for any electron pairing mechanism. The velocity distribution is described

by not one but at least two Maxwell functions. The fcc lattice of Ni near the phase-transition point
also acquires “hot” spots which are not, however, localized in space, but mi@wite a

lifetime ~10~ 12 s) and have a much smaller difference in kinetic ener¢iigsa factor of 1.5-2)0

At low temperatures, canonicity conditions are always satisfied.1998 American Institute

of Physics[S1063-777X98)00301-4

1. Sievers and Takedoproved in 1988 that localized metrical parameters was also verified and was eliminated to
low- or high-frequency oscillations can be excited in homo-within the experimental error.
geneous lattices in the case of a large contribution of anhar- It follows from fundamental principles that the basic
monism(depending on its signBurlakovet al? discovered laws of thermodynamics can be observed only in canonical
that these oscillations are genetically connected with envesystems:” Normally, systems that are not closed are re-
lope solitons, and no complete thermalization is observed. Igarded as noncanonical.it has been proved, however, that
the framework of local anharmonism, it was establishbdt ~ only a very small number of systems satisfy the canonicity
either local “cold” or local “hot” regions can be formed conditions rigorously. An example of such a system is an
near defects. It was assumed that anharmonic oscillatof§€al gas in which atoms interact according to the laws for
(system were in equilibrium with the phonon fiel@reser- perfectly rigid spherésor a gas with the potential energy of
voir). The hypothesis on microscopic “hot” spots was also rePU|Si°”NA/rn(”>4)-lo In condensed media, the problem
put forth in attempts made to explain “cold” thermonuclear POIlS down to an analysis of a gas of quasiparticles
reaction’ Localization of kinetic energy was discovered in (Phonons, but the phonon gas can be regarded as ideal only
Ref. 5 by using the molecular dynamics method in thel thg harmonlc approxmqmqn. If we take anharmpmsm into
strongly anharmonic anisotropic system,LaSrCuQ, in consideration, the:* syst_em is in g_eneral not canonlca_ll, and the
the vicinity of St impurity atoms. However, the influence of emergence of soliton-like excitations becomes possible. Such

this phenomenon on the physical nature of high-temperatur%xc'tatlons have solutions only in special cases, which lead

L . t0 results that are not typical of static thermodynamics, i.e.,
superconductivity is not completely clear. The quasi- yp y

: e L local energy and concentration distributions, heat transfer,
harmonic approximatictwith a small contribution of anhar- %y

. s . . and so on.
monism, which is normally used, might turn out to be inap- Simulation was carried out by the molecular dynamics
plicable in this case.

method according to the program specially oriented to HTS

2. In this research, we analyze the effect of the noncang, aterials with interatomic interaction potential calculated in

onicity of the system on its dynamic properties. We shallpas 11 for the compound La,Sr,CuO,. The crystallite

estimate the extent of noncanonicity by the deviation fromegnsisted of~2000 atomgin two stationary L&SH—O lay-

the ideal Maxwell velocity distribution for a given average grs and a layer of mobile CyOatoms. We used cyclic

kinetic energy of atoms. boundary conditions along the directioasand b and at-
Special attention was paid to the attainment of equilib+tained relaxation times-10~1° s by using~ 1(f iterations.

rium by the system, which set in over 10-20 periods ofThe same but randomly directed velocities were imparted to

oscillations with the relaxation time, . To within the accu-  all atoms at the initial moment, and then the system was

racy of our computer experiment, equilibrium is reachedbrought to equilibrium.

over a time~5x10 s, i.e.,~10r,. For 7, we take the 3. By way of an example, Fig. 1 shows equilibrium ve-

time after which the state of the system becomes independefucity distributions for oxygen atoms in the $a .Sr,CuQ,

of the initial conditions. The effect of the crystallite geo- system for various values of (compounds withx=0 and

9 Low Temp. Phys. 24 (1), January 1998 1063-777X/98/010009-03%$15.00 © 1998 American Institute of Physics 9
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FIG. 1. Velocity distribution in La_,Sr,CuQ, for average kinetic energy

70 K for various Sr concentrations 0.17 (Curve 1)’ 0.25 (Curve 2)’ 0.12 FIG. 2. VeIOCity distribution near the mel“ng pOint of nickel B&930 K:

(curve 3), 0.08 (curve 4), 0.03 (curve 5), and O(curve 6); curve 7 corre- experimental distributioricurve 1) and theoretical curv€?). The best de-

sponds to Maxwell's distribution &= 70 K. scription is obtained aT;=910 K with the weight contribution 0.97 and
T,=1610 K with the weight contribution 0.03.

x>0.17 are model compoundsThe maximum deviations ) . ) )
from the Maxwell distribution are observed far=0.17. It ~ 0-03, respectively(Fig. 2. Naturally, the difference is much
should be noted that the dependence of the superconductisgraller than for La_,Sr,Cu0,, but s still significant. In the

transition temperature on the Sr concentration is parabolif€0ry of liquid and amorphous states, the hypothesis con-
with the peak ak=0.17, and the system is superconducting®e"ning the inhomogeneity of these media was put forth long
in the concentration range=0.05—0.25. ago*® For example, “hot” spots can be responsible for these

The experimental curve was fitted by four Maxwell dis- effects. A similar situation was observed by us in the amor-
; 14

tribution functions with T;=9 K, T,=11K, T;=400K, Phous alloy NigZrao. o _ .
and T,=900 K with the weight contributions of 0.75, 0.1, It is quite possible that the violation of canonical condi-
0.1, and 0.05 respectively. Virtually all highenergy distribu-ions can lead to the emergence of “hot” spots at which a
tions are created by oxygen atoms of the Guayer, which thermonuclear reaction can be realizgde temperature of
are localized near Sr impurity atoms. Their average energy i€ body~10° K, while at “hot” spots it can be~ 195 K,
approximately 100 times higher than the average energy gind the probability of such a reaction is high-al0" K).
matrix atoms. A much weaker effect is observed in extreme Nis hypothesis was discussed in detail by Tsafed any
model cases fox=0 and 2, when the contribution of anhar- 'ate correlations are observed, for example, for the systems
monism in the system is significant, but systems are homoPd—D and YBgCu;0;—D with a strong anharmonism.
geneous. The velocity distribution differs from the Maxwell  4- Thus, it is shown for the systems 13SrCuQ, and
distribution less stronglyT,;=50K, T,=110K, and the Ni that static and dynamic inhomogeneities in which the ve-
weight contributions are 0.55 and 0.45, whilgq=40 K, locity distributions can be described by a set of Maxwell
T,=120K, and the weight contributions are 0.5 and 0.5 functions at various temperatures can emerge in condensed
respectively. For other concentrations, the situation is interMedia with a strong anharmonism due to violation of canoni-
mediate. It should be noted that no local oscillations are ob¢al conditions. The superconducting transition temperature
served forx=0, while for x=2 they have the form of mi- correlates with the extent of deviation from canonicity.

grating excitations of the soliton type. Spatial localization of
kinetic energy is of the same type, but only at each specifi@e-mail: chud@fti.udmurtia.su
instant of time. In linear systems, such a situation is well

known from theoretical publications as well as from com- ,
A. Sievers and S. Takeno, Phys. Rev. Léit, 970(1988.

puter eXpe'_"_meng- ) ) 2y, M. Burlakov, S. A. Kiselev, and V. I. Rupasov, Pis'ma Ztkdp. Teor.
In addition, we made test calculations forNi at Fiz. 51, 481(1990 [JETP Lett.51, 422(1990].
T=300 K (solid state, small contribution of anharmonism °E. . Salamatov and V. G. Chudinov, Fiz. Tverd. T¢8t. Petersbung6,

i i o = _ 1392(1994 [Phys. Solid Stat&6, 761 (1994].
.and in the premeltmg regiom . 1300K (strong anharmon 4V. A. Tsarev, Uspekhi Fiz. Nauk60, 1 (1990 [Sov. Phys. Usp160, 169
ism). In the former case, no difference between the theoret- 7990

ical and calculated dependences of velocity distribution was’v. G. Chudinov, A. G. Chirkov, E. B. Dolgushevet, al, Sverkhprovodi-
observed to within experimental error even for a time most: Fiz., Khim., Tekh6, 205(1993.

~10"12s. However, detailed analysis shows that in the lat- k/io[;Eé\?vagg ;‘”d E. M. LifshitsStatistical Physicéin Russiaf), Nauka,

ter case at least two distributions are requirédith "Yu. L. Klimontovich, Statistical Physicgin Russian, Nauka, Moscow
T,=910 K andT,=1610 K with the weight factors 0.97 and  (1982.
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8G. Nikolis and I. PrigogineSelf-Organization in Nonequilibrium Systems ~ Mechanicgin Russiaf, Naukova Dumka, Kie1989.

Wiley, New York (1977). BBV, V. Nemoshkalenko, A. V. Romanova, A. G. Ilinskiet al, Amor-
9V. S. Ivanova, A. S. Balankin, I. Zh. Bunimt al, Synergetics and Frac- phous Metallic Alloygin Russiani, Naukova Dumka, Kie\1987).

tals in Material Sciencéin Russiani, Nauka, Moscow(1994). 1R. R. Nurgayanov, V. G. Chudinov, and V. I. Lad’yanov, Fiz. Tverd. Tela
10J. Libovitz and E. Montrol(eds), Nonequilibrium Phenomena. The Bolt- (St. Petersbung39, 961 (1997 [Phys. Solid Stat@9, 861 (1997)].

zmann EquationNorth-Holland, Amsterdani1983. 15 v, A. Tsarev, Usp. Fiz. Nault61, 152 (199)) [Sov. Phys. Usp34, 340

1y, G. Chudinov, E. B. Dolgusheva, and A. A. Yurev, Sverkhprovodi- (1992)].
most’: Fiz., Khim., Tekh4, 2086(199J).
2A. M. Kosevich and A. S. Kovalevintroduction to Nonlinear Physical ~ Translated by R. S. Wadhwa
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