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Abstract—The Alexander—Haasen theory of deformation in semiconductor crystals with low dislocation den-
sity was generalized by taking into account the effect of dynamic aging of dislocation caused by the impurity
drag. The generalized theory explains some qualitative distinctions of the elastic—plastic transition in Czochral-
ski-grown Si crystals from that in crystals of higher purity. Particularly, this concerns the dependence of the
height of the yield-point peak on the initial dislocation density and the weakening of the strain-rate sensitivity
of theyield stress. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Dislocations, being the extended defects of acrystal
lattice, profoundly affect the electrical and mechanical
properties of semiconductors. Interaction with dopants
changes the dynamics of dislocations and provides the
possibility of producing semiconductor materials with
desirable characteristics. For example, Czochralski-
grown Si crystals containing an appreciable amount of
oxygen atoms and other impurities prove to be more
suitable for obtaining integrated circuits than purer
crystals grown by the floating zone method [1, 2]
because of the formation of immobilizing impurity
atmospheres, that is, so-called aging of dislocations.

The process of aging may involve both the diffusion
of impurity atoms to dislocations and the drag of impu-
rities by moving dislocations (dynamic aging). In the
first case, as a consequence of the interaction with an
impurity atmosphere, certain starting stresses occur
which must be overcome in order to enable a disloca-
tion to move [3-5]. In the second case, this interaction
creates an additional retardation which renormalizes
the driving force. Under certain conditions, dynamic
aging leadsto the unstable jump-like motion of disloca
tions because of the detachments from their atmo-
spheres[6].

Experiments are aimed at studying both the mobil-
ity of individual didocations, aswell asthe macroscopic
plastic deformation of semiconductor crystals [1-5,
7-10]. Hereafter, we discuss the mechanical active-
loading testing (at a constant strain rate € = const). The
plastic deformation of crystals with low dislocation
density is characterized by the peculiar nonmonotonic
behavior of kinetic curves at the transition from the
elastic stage to a developed plastic flow. After attaining
the highest stress at the end of elastic deformation (the
so-called upper yield point 1) and at asufficiently large

density of mobile dislocations, the intense plastic flow
progresses (a drop in loading to the so-called lower
yield point t1)). This part of a stress-strain curve is
known as a yield-point peak. After passing the yield
point, the stress T increases relatively slowly owing to
hardening by internal stresses partialy caused by the

fields of generated dislocations T;; = a./N, where o is
Taylor’s hardening coefficient. The qualitative shape of
stress—strain curves T(t) for intrinsic and extrinsic crys-
talsisshownin Fig. 1.

For the description of the initial stage of plastic
deformation of low-dislocation crystals, Alexander and
Haasen suggested a model which accounts for the
yield-point peak and makes it possible to evaluate the
magnitudes of the upper and lower yield points [10].
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Fig. 1. The stress—strain curve, o= 1. (1) Intrinsic crystal,
Cs=Cy = 0; (2) illustration of dynamic aging effect, Bcg =
B¢, = 1; (3) predominance of static aging, B¢ = 6, e, = 1.
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However, extrinsic semiconductors exhibit anumber of
features that cannot be explained within the context of
the Alexander—Haasen model. Apart from the apprecia-
bleincrease of deforming stress, the height of theyield-
point peak isfound to be almost independent of the ini-
tial dislocation density, contrary to the conclusions of
the theory suggested by Alexander and Haasen [10] for
intrinsic semiconductors. Thereis also adiscordancein
behavior of sensitivity to the rate of deforming stress,
amongst other disagreements. In this study, the Alex-
ander—Haasen model has been modified and general-
ized to extrinsic semiconductors, taking into account
the dynamic aging of dislocations. First, we shall con-
sider a model assumed for the description of intrinsic
crystalswith aninitially low dislocation density.

ALEXANDER-HAASEN MODEL

The kinetics of didocation multiplication is
described by the equation [10, 11]
dN
Ot WNV. Q)
Here, N isthe dislocation density with initial value N,
V =1.Bisthedidocation velocity, and 1. isthe effective
stress obtained from the external stress 1t by subtract-
ing the internal counteracting stresses. According to
[1-5, 7-10], B contains the Arrhenius factor B =
Voexp(—E/KT). In the original Alexander—Haasen model,
the multiplication coefficient wis chosen proportional to
T.. However, as was found later, for a better description
of the experimental data, the quantity w should be taken
asaconstant [1]. Thistype of model isused in our study.
The change of stressis described by the expression
which represents the rate of total strain € as a sum of
elastic and plastic contributions:

1dt
Sdt
where Sisthe combined elastic modulus of the sample
and test machine, and b isthe magnitude of the Burgers
vector of dislocations.
We shall measure stress, the dislocation density, and
time in units of 13 N and t[; respectively, and aso
introduce the dimensionless coefficient of hardening

= £—NbV, @)

arg
1. = § t, = L N. = 1'/\/@
* T AwB ¥ JSwWeB’ * bNSB’
o, = QBT
JptEHd 18]
Equations (1) and (2) are reduced to
N = Nt,, ©)
T = 1-Nrt.. 4
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The solution of Egs. (3) and (4) yields the following
results. The upper yield point is expressed as

In,/2In(1/Ng) + 1
1,= J2In(1/Ng) - 2|nn((1/|\(1)))+ NG
0

The lower yield point is described by the formulas

B(a,/2)%, a, <2/[2In(1Ng)]
O

T = %u* A Oa/A—oC 2+ (L, +0%/4)  (6)
%b(* > 2/[2In(U N ¥*.

Here, t, isthe position of aminimum in the stress—strain
curve,

t, = /2In(1/Ng) +[2/./2In(T/Ny)]
x In{ [ /2In(1/Ng) + a2 /4] —a, 12} .

With an increasein the hardening coefficient ar; the
lower yield point rises, and, after exceeding a critical
value arg, the yield-point peak disappears and the
stress—strain curve becomes monotonic. This critical
value of hardening is determined by the relation

P 2
|n(1/N0).~.§EP7*E +5In(a,/54)+3. (D)
Let us passon to the generalization of these results con-

sidering the dynamic aging of dislocations.

MODEL OF DYNAMIC AGING
OF DISLOCATIONS

We shall describe the drag of impurities by the
equation

c_ig . rvi,
dt — 0 g2

where c isthe concentration of impurity atoms at adis-
location (the fraction of atoms per single lattice param-
eter); ¢, isthe concentration of impuritiesin the bulk; r
is the impurity capture radius, the smallest value of
which isthe lattice parameter a; and ¢, = ¢yr/a’w. Equa-
tion (8) implies that the process of impurity capture per
unit time involves all impurities in alayer with dimen-
sions V in length and r in width. The velocity of dislo-
cationsis supposed to be moderate to allow the impuri-
ties to be dragged.

After the displacement of a didlocation over several
lattice periods, the concentration of impurities at a dis-
location begins to exceed appreciably the bulk concen-
tration c,. Inthe theories of dislocation aging, it iscom-
monly accepted to associate the excess of atoms in a
dislocation core with the retarding stress t,, = Bc [6],
where the proportionality factor (3 is on the order of

= CZTe’ (8)
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Ey/a’tgand E, is the energy of the binding of an impu-
rity to a dislocation. This contribution also reduces the
effective stress 1., which drives the dislocation; there-
fore, 1, = T —T;; — Tj». It issuggested that the change in
the driving force is the main factor in the impurity
effect, even more important than the modification of
parameters.

The amount of impurities collected by a dislocation
is determined by its path length, which depends on the
time of generation of thisdidocation. Correspondingly,
the dislocations generated at different times are differ-
ently sensitive to the effective stresses. The dislocation
generated at the moment t; will collect by thetimet the
concentration c(t, t;), which is determined, according to
Eq. (8), by therelation

t

o(t,ty) = CzI[T(t')—G*«/N(t')—BC(t', t)ldt. (9)

t

Theinitial dislocationswith the density N, that exist
in acrystal havetimeto collect an impurity concentra-
tion ¢ prior to the onset of the diffusion process due to
the static aging. Thisimpurity atmosphere is associated
with the starting stress 3¢, which must be overcomein
order to activate the process of dislocation motion.
Thus, in the beginning, only elastic strain takes place,
and stresses linearly increase until the moment t; = 3c..
Then, the dislocations begin to move, their multiplica-
tion begins, and the process of elastic flow setsin.

The production of new dislocations will be different
at the dislocations with different histories. In order to
take this into account, we introduce the quantity p(t),
which is the density of dislocations generated within
the time interval between t and t + dt. Then, the incre-
ment of total density of dislocations AN intimedt is
AN = p(t)dt. This value is the sum of contributions of
all dislocations: theinitial and newly generated ones at
various moments between t, and t. As aresult, we have

P(t) = No[T(t) —o, /N(t) —Bci(1)]

‘ 10
+Ip(t1)[T(t) — 0, ~/N(t) = Be(t, ty)] dt;. (10

Here, ¢(t) istheimpurity concentration at initial dislo-
cations.

The didocations generated at various instants of
timet, are moving at amoment t with various velocities
V(t, t;) and, consequently, contribute differently to the
rate of plastic flow €,. Summing up all contributions,
we obtain the generalized Orowan’s relation

t

&y = NobVi(t) + [p(t, t)bV(t t)dt,. (1)

S

SEMICONDUCTORS Vol. 36 No.2 2002

123

Here, Vi(t) is the velocity of initial disocations. In
dimensionless variabl es, the equation for the change of
deforming stress takes the form

T = 1= No[T(t) —a, /N(t) = Bci(t)]

t 12
~ [PILT(D) — oty /D - B, )] (12)

Some special features in the influence of dynamic
aging of dislocations on the plastic strain in crystals
should be noted. While the fluctuations of interna
stress are generally disregarded and assumed to be uni-
form for al dislocations, in the model considered here
they should be taken into account because of the occur-
rence of a variety of internal stresses to which the dis-
locations generated at different times and having vari-
ous path lengths are sensitive. Generally speaking, the
existence of such “time-nonlocal” internal stresses
complicates the detailed description of many of the
characteristics of the deformation process. However, in
the context of our smple model, it becomes possible to
describe relatively easily the temporal changes in total
deforming stress and total dislocation density.

The relation describing the total increment of dislo-
cation density at a moment t, obtained by the integra-
tion of Eg. (10) and taking Eq. (8) into account, is

t

AN(t) = [p(t)dt = No[e(t) —cd/c,
N (13)

t

+ (1/c2)Ip(t1)c(t, t,)dt,.

t

S

Using this relation, which contains the averaged inter-
nal stress created by impuritiesat all generated disloca
tions, theintegral EqQ. (10) can be reduced to the differ-
ential equation

AN = AN[T(t) — o, «/N(t) = Bc,)]
+ No[T(t) —a, «/N(t) —Bcd .

Furthermore, comparison of Egs. (10) and (12) leadsto
therelation T =1 —p(t), which, after integration, yields

T(t) = t—AN(L). (15)

This relation makes it possible to exclude the vari-
able t from Eq. (14) and to finally obtain a closed-type
equation for AN(t).

Let us analyze the initial stage of the process when
the didlocation density is till low and the nonlinear
terms in Eq. (14) can be disregarded. Equation (14) is
then reduced to

AN = (t—Bc,)AN + Ny(t - Bcy).

(14)

(16)
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Fig. 2. lllustration of the dependence of the upper and lower
yield points on the initial dislocation density. (a) Calcula
tion, o= 1: (1) Intrinsic crystal, ¢ = ¢, = 0; (2) extrinsic
crystal, B(cs—¢,) = 10. (b) Experimental data[12] for sili-
con grown (1) by floating zone method and (2) by Czochral-
ski method.

The solution of this simplified equation is given by
AN(t) = Nyexp(t/2 —Bc,t)

t

x J’(t' —Bc)exp(—t?/2 + Bc,)dt'.

t

(17)

s

Theintegral in (17) converges rapidly. The upper limit
at large t can be taken equal to infinity. Then, we have

AN(t) = Noexp{ (t—Bc,)*/2 , (18)
where

00

No = Noftexp{~(1/2)[t+ B(cs—Cp)]% dt.  (19)
0

It can easily be seen that the above derivation allows
generalization to the case of the spectrum of starting
stresses T, = 3c.. For doing this, because of the linearity
of theinitial Eq. (16), the fina expression (19) can be
averaged relatively easily over the spectrum.

From Eg. (18) it follows that the density of newly
generated dislocations at t > 3¢, abruptly increaseswith
time and soon becomes higher than the initial density
No. As aresult, we may disregard the term containing
Ny in Eq.(14). The resulting equation differs from that
for impurity-free crystals (3) only by the shift in time
3c,. As can be seen from expression (18), the quantity
N, plays the role of initial dislocation density. Thus,
the problem is reduced to that solved previoudly, and
we can use the results (5)—7) with corresponding
renormalization of their parameters such as the shift of
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stress by Bc, and substitution of Ny by N, . If we denote

theyield pointsfor anintrinsic crystal as T8,| (No), these
guantities for an extrinsic crystal will be expressed as
T, 1 = B, + Ty, (Ng) with N defined by (19). Return-

ing to dimensional values, the upper yield point is
determined by

BCor

2
wa

,=

(20)

+T*D 2|n(N*/NO)_In./2|n(N*/N0) + ]J%
O /2In(N4/Ny) 0O

The lower yield point is equal to

_ Beor
wa’

T

B(0.12)7, o, <2[2n(NNYT™
0

+ 1, %u* Jto+oli4—ai/2+1(t, +a2ld)
St > 2/[2In(N, /N)] ¥,

As can be seen from formula (19), for highly aged ini-
tial dislocations (Bc, — ©)IN(1/Ng) = In(1/Ny) +
B2(cs — ¢,)%2 and, according to formula (5), T, —=
T3¢, Inthis case, the height of the peak in the stress-

strain curve is governed primarily by the starting stress
T.. It should be noted that the occurrence of impurity
contributions results in the weakening of the depen-
dence of the deforming stress on the strain rate. In
the opposite limit, when ¢, — 0, ¢, — 0 we have

Ny — N, and 1, changesto its value for an intrinsic
crystal.

Figure 2a shows the calculated dependence of the
upper and lower yield points on the initial dislocation
density N, for intrinsic and extrinsic crystals. As can be
seen, the interaction with impurities results in the rise
of theyield point. Furthermore, the height of the yield-
point peak (T, — T;) decreases more weakly with an
increase of theinitial dislocation density, which results
in the widening of the range of the yield-point peak
existence. This feature agrees qualitatively with the
experimental data presented in Fig. 2b.

CONCLUSION

The interaction of moving dislocations with impu-
rity atoms resultsin achangein the dynamic properties
of dislocations. In order to quantitatively describe this
effect of the dynamic aging of dislocations, we gener-
alized the Alexander—Haasen model, which success-
fully explains many features of elastic-to-plastic transi-
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tions in intrinsic semiconductors. The generalization
includes, among other factors, the idea of a*“nonlocal”
(in time) internal stress, which is different for disloca-
tions with different histories.

The formulas obtained in this study yield the depen-
dences of the characteristics of the yield-point peak on
temperature, strain rate, concentration of impurities,
initial dislocation density, and other parameters. The
generalization of the model showed that the effect of
aging may be responsible not only for anincreasein the
deforming stress of extrinsic semiconductors, in com-
parison with intrinsic semiconductors, but also for the
radical changes in various relationships inherent in
intrinsic semiconductors. For example, the height of the
yield-point peak decreases much more slowly with
increasing initial dislocation density; this phenomenon
is actually observed in the experiments with doped sil-
icon[1, 12]. Thisresultsin the widening of the range of
theyield-point peak existence. In addition, thisleadsto
the weakening of the rate dependence of the deforming
stress, which is also in accordance with the experimen-
tal data[1, 13].

Thus, we may conclude that the suggested model
satisfactorily explains a number of distinctions of the
deformation behavior of intrinsic and extrinsic semi-
conductor materials. In conclusion, we must state that
this study is concerned with the initial stage of the
dynamic aging of dislocations, disregarding various
possible effects at a subsequent stage. For example, the
saturation of adislocation core by impurities may result
inthe stabilization of theimpurity content. On the other
hand, the detachments of dislocations from their atmo-
spheres may result in the possibility of the repetition of
the process described and in the instability of plastic
strain (the Portevin—Le Shatelier effect, see review in
[6, 14]).
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Abstract—It is ascertained that implantation of 1-MeV ytterbium ions with a dose of 102 cm into silicon with
subsequent annealing at temperatures of 600-1100°C givesriseto donor centers. The donor-center concentrationis
higher in the samples implanted additionally with oxygen ions. The results show that at least two types of donor
centers are formed; these centers contain either ytterbium or oxygen impurity atoms. The dependence of electron
mobility on the concentration of electricaly active centers in the silicon layers implanted with the ytterbium rare-

earth ionsisdetermined in the concentration range of 7 x 10°-10% cm 3. © 2002 MAIK “ Nauka/ I nterperiodica’ .

Recently, interest has been aroused in the properties
of silicon doped with the rare-earth elements (REs) [1].
This interest is caused by the prospect of using the
structures doped with REs in silicon-based optoelec-
tronics as light-emitting sources. Specifically, the most
extensively studied RE erbium emits at awavelength of
1.54 um, which corresponds to the lowest losses and
dispersion in the fiber links; this circumstance makes
the Si:Er system promising for silicon-based optoel ec-
tronics. Photoluminescence and el ectroluminescence at
awavelength of 1.96 um have been observed in silicon
doped with holmium [2, 3]. The luminescence effi-
ciency depends on the characteristics of the optically
and electrically active centers that contain RES. How-
ever, at present, thereisno clear insight into the process
of formation of these centers. From this standpoint,
studying the electrical properties of silicon doped with
various REs istopical for ascertaining the general laws
in the processes of formation of electrically and opti-
cally active centersin such systems. So far, in addition
to the electrical properties of Si:Er layers [4-6], those
of Ho- and Dy-doped Si layers [7] and of the Si layers
implanted with ytterbium ions and annealed at temper-
atures of 700 and 900°C [8] have been studied. In this
paper, we report the results of studying the electrical
properties of Si layers implanted with RE ytterbium
ions and then annealed in awide range of temperatures.

For substrates, we used the polished wafers of float-
zone n-Si (n-FZ-Si) with aresistivity of 80-140 Q cm
and of Czochralski-grown p-Si (p-Cz-Si) with aresis-
tivity of 20 Q cm. The oxygen concentration in the
origina sampleswas <2 x 106 (in n-FZ-Si) and 1.1 x
10 cm3 (in p-Cz-Si). The 1-MeV ytterbiumionswere

implanted at a dose of Q = 1 x 10" cm using a High
Voltage Engineering Europa2MV heavy-ion accelerator.
A fraction of the wafers were additionally implanted
with 135-keV oxygen ions; the dose was 1 x 10 cm.
Theionswereimplanted at an angle of 7° to the normal
of the surface in order to avoid channeling; the sub-
strate temperature during implantation was no higher
than 50°C. Implantation did not result in amorphization
of the material. Isochronous annealings for 30 min
were performed in the temperature range T = 600-
1100°C in a chlorine-containing atmosphere. Concen-
tration profiles of electrically active centers n(x) were
determined from the capacitance-voltage (C-V) char-
acteristics of the Hg—Si Schottky barrier using a mer-
cury probe. The sheet resistance R, was measured using
the four-point probe method. The charge-carrier mobil-
ity was determined from the Hall effect measurements
at room temperature with sequential removal of thin
(~0.02 um) layers. The effective activation coefficient
for electrically active centers, k, was determined using
the following two methods. In one of these, the coeffi-
cient k was defined as the ratio of the number of donor
centers contained in the n-type layer and determined by
integrating the profile n(x) to the overall ytterbium-
implantation dose. In the second method, k was deter-
mined by dividing the number of donor centers con-
tained in the n-type layer according to the measure-
ments of the sheet resistance by the total implantation
dose using the relation k = (euR)Y/Q, where e is the
elementary charge and | is the electron mobility (u =
1350 cm? V-1 s1); this method was used for calculating
the coefficient k after annealing at temperatures of 600
and 1100°C.

1063-7826/02/3602-0126%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Postimplantation annealing of the Si:Yb layers in
the temperature range of 600-1100°C gives rise to
donor centers; in p-Cz-Si, the p—n conversion of the
conduction typeis observed in theimplanted layer. Pre-
vioudly [8], the Hall effect was used to evaluate the for-
mation of donor centersin the Si:Yb layers as a result
of annealing at 700 and 900°C. The concentration pro-
files of electrically active centers n(x) in the layers
under investigation have the shape of peaked curves
(Figs. 1a, 1b). The highest concentration is observed
after annealing at T = 700°C. Anincreasein the anneal-
ing temperature is accompanied with a decrease in the
concentration of introduced centers at its maximum
Ny and with a shift of the position of the peak X,
deeper into the sample. In the samples implanted addi-
tionally with oxygen, thevalue of n., islarger and X,
is closer to the surface in the entire range of annealing
temperatures under consideration.

The method of differential Hall effect was used to
measure the concentration profiles of electricaly
active centers n(x) and the electron-mobility profiles
H(x). By comparing these data, we plotted the depen-
dences of electron mobility on the concentration of
electrically active centersin the silicon layers implanted
with 1-MeV Yb ions with a dose of 10** cm™ (Fig. 2,
points 1, 2) and implanted additionally with oxygen
ions with different doses (Fig. 2, points 3, 4). The con-
centration dependence of mobility p(n) can be ade-
quately approximated by the formula used to describe
the similar dependence in silicon layers doped with
conventional doping impurities[9]; i.e.,

Mmax = Hmin
1+ (n/N,)"

The parameters tma, Himine Nrer, @nd 0 were determined
using the least-squares method. The determined values
of the parametersin the dependence for theY b impurity
and the parameters of this dependence for the majority
donor impurities (P, As, and Sb) determined previously
[9] arelisted in the table. It can be seen from the data
shownin Fig. 2 and listed in the table that the concen-
tration dependence of the electron mobility (dashed
line) in the concentration range under consideration
(7 x 10*°-10* cm™) is close to the corresponding
dependence for the majority donor impurities (the solid
line). An analysis of experimental data showsthat elec-
tron mobility is nearly independent of the energy spec-
trum of the electrically active centers; this spectrum
changes as aresult of additional implantation with oxy-
gen ions and variation of the annealing-temperature.
This fact suggests that, as in the case of the conven-
tional donor impurities, the electron mobility at room
temperature in the Si:Y b samplesis controlled by scat-
tering at isolated electrically active centers and at the
thermal lattice vibrations.

Dependences of the activation coefficient k for elec-
trically active centersin Si:Yb and (Si:Yb):O layerson

M(n) = Umin+
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Fig. 1. Concentration profiles of electrically active centers
determined from the measurements of the C-V character-
istics after (1, 3, and 5) implantation of ytterbium ionsand
(2, 4, and 6) coimplantation of the ytterbium and oxygen
ionsinto (&) n-FZ-Si and (b) p-Cz-Si with subsequent iso-
chronous annealing for 0.5 h at temperatures of (1, 2) 700,
(3, 4) 800, and (5, 6) 900°C.

the temperature of isochronous annealing T are shown
in Fig. 3. Concentration of electrically active centersin
p-Cz-Si is higher than in n-FZ-Si (see Fig. 3, curves 1,
3). The largest values of k are observed at T = 700°C
and amount to ~14% in Si:Yb and ~18% in (Si:Yb):O
in relation to the total concentration of implanted ytter-
bium. Additional implantation of oxygen ions enhances

The values of parameters in the concentration dependence of
electron mobility

The majority
Parameter Si:Yb donor impurities
insilicon[9]
Hmin, CM2 Vs 60 65
Hmax, CM? V1 st 1350 1330
Ny, C3 1.1 x 10Y7 8.5 x 10%
o 0.72 0.72
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Fig. 2. Dependences of electron mobility on the concentration
of electrically active centers in the silicon layers implanted

with ytterbium ionswith adose of 1013 cm™ and with oxygen
ionswith adose of (1, 2) 0 and (3, 4) 10 cm™. The anneal-
ing temperature T was equal to (1, 3) 700, (2) 800, and
(4) 900°C. The dashed line corresponds to Si:Yb, the solid
lineisfor silicon doped with typical donor impurities[9].
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Fig. 3. Dependences of the activation coefficient for electri-
cally active centers on the annealing temperaturein (1, 2) n-
FZ-Si and (3, 4) p-Cz-Si after (1, 3) implantation of ytter-
bium ions and (2, 4) coimplantation of the ytterbium and
oxygen ions.

the concentration of the electrically active centersintro-
duced (see Fig. 3, curves 2, 4).

After an annealing at T = 700°C, the concentration
of donor centersin n-FZ-Si is several times higher than
the oxygen concentration in the original material (see
Fig. 1a, curve 1). This finding suggests that the domi-
nant donor centers do not contain oxygen atoms but
contain the RE atoms. It has been ascertained previ-
ously [8] that annealing of the implanted Si layers at

ALEKSANDROV et al.

700 and 900°C resultsin formation of two types of cen-
ters, these are the oxygen-containing quenched-in
donors and the donor centers containing the RE atoms.
It has been assumed that, along with oxygen atoms,
intrinsic point lattice defects (vacancies and/or silicon
interstitial atoms), produced in the course of annealing
the implantation-induced defects, are involved in the
formation of oxygen-containing quenched-in donors.
The datarepresented in Figs. 1 and 3 favor this assump-
tion. A higher concentration of electrically active cen-
ters in p-Cz-Si compared to that in n-FZ-Si (Fig. 3,
curves 1, 3) isindicative of the involvement of oxygen
in the formation of electrically active centers. The
annealing of the Si:Yb and (Si:Yb):O samples at the
same temperature is accompanied with an increase in
the concentration of the introduced electrically active
centers and with a shift in their concentration profile
towards the surface as aresult of the additional implan-
tation of oxygen; this fact also indicates that oxygen
atoms are involved in the formation of donor centers.
Theinvolvement of intrinsic point defectsin the forma-
tion of donor centersis indicated by a decrease in the
concentration of introduced centers and the shift of
their concentration profile away from the surface asthe
annealing temperature for the same sample increases
[5]. Since diffusion of RE atoms has not been observed
in the annealing-temperature range under consideration
[5, 7] and the energy distribution of oxygen-related
guenched-in donorsis nearly independent of the type of
implanted RE ions (Dy, Ho, Er, and Yb) [8], we may
assume that the atoms of RE impurities are not con-
tained in the oxygen quenched-in donors.

Thus, we studied the effects of annealing tempera-
ture and oxygen impurity on electrical properties of sil-
icon layers implanted with ytterbium. Introduction of
Yb, as well as other RE elements (Er, Ho, and Dy) is
accompanied with the formation of donor centers. It is
ascertained that the electron mohility is virtually inde-
pendent of the types of electrically active centers that
formed; rather, the mobility is controlled by the total
concentration of these centers. The concentration
dependence of mobility p(n) inthe silicon layers doped
with ytterbium is close to the corresponding depen-
dence observed in the silicon layers doped with the
majority donor impurities.
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Abstract—The effect of optical radiation on internal friction in piezoelectric semiconductors was studied; this
effect is related to electronic—mechanical relaxation at deep-level centers. It is ascertained that the behavior of
internal friction depends heavily on the intensity and wavelength of radiation and on the sample temperature. An
anomal ous peak isobserved in the spectral dependence of internal friction; this peak islocated in the fundamental-
absorption region and is associated with a shift of the optical-absorption zone to the irradiated surface. The effect
of the internal-friction slow relaxation after the illumination was switched off was observed. A model relating the
dow relaxation to thermal depletion of attachment levelsis suggested. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The phenomenon of electronic-mechanical relax-
ation related to deep levels was first described by
Mitrokhin et al. [1, 2]; this phenomenon consistsin the
emergence of relaxation maximain the bending vibra-
tions in the samples of high-resistivity piezoelectric
semiconductors (GaAs, GaP, InP, and CdS). In this sit-
uation, the parameters of peaks in the temperature
dependence of internal friction depend on the parame-
ters of the deep-level centers, which govern the electri-
cal properties of the sample. Mechanical energy of
vibrations is spent on the Joule heat release as a result
of aflow of charge-relaxation current in the piezoelec-
tric field induced by the sample deformation.

A model of electronic-mechanical charge relax-
ation via deep levels [1, 2] accounts for the contribu-
tions of the following interrelated processes. thermal
ionization and reverse capture of charge carriers by
deep-level centers and the Maxwell relaxation of free
charge carriers and their drift through the sasmple in a
piezoelectric field. The relaxation time is expressed in
terms of the intricate combination of characteristic
times for the af orementioned processes.

Further experiments demonstrated a high sensitivity
of the measured acoustic attenuation to optical radia-
tion, which gives rise to the internal photoeffect in the
semiconductor under investigation. Depending on the
wavelength and intensity of radiation, the photogener-
ated nonequilibrium charge carriers screen the piezo-
eectric field and can radically modify the relation
between the quantitative parameters of the aforemen-
tioned components of the relaxation time of charge car-
riers involved in electronic—mechanica relaxation via
the deep levels. Photoelectric phenomena in semicon-

ductors include such features as depth-nonuniform
optical absorption, which gives rise to the nonuniform
concentration of charge carriers; variation in the occu-
pancy of deep levels in the course of illumination; an
intricate kinetics of photoconductivity; and so on.
Therefore, optical radiation can profoundly affect the
processes of relaxation of the piezoel ectric-polarization
space charge in the sample bulk and, consequently, the
magnitude and parameters of the peaks in the acoustic
attenuation.

Thisstudy is concerned with gaining insight into the
effect of optical radiation on the charge-carrier elec-
tronic-mechanical relaxation via deep levels under
conditions when the equilibrium process of thermal
activation of nonequilibrium charge carriersfrom deep-
level centersis accompanied by the photogeneration of
nonequilibrium charge carriers and the emergence of an
aternating-sign piezoelectric field in the semiconduc-
tor bulk. These studies made it possible to gain new
information about the photoel ectric properties of piezo-
electric semiconductors using contactless acoustic
methods.

2. EXPERIMENTAL

We determined internal friction by measuring the
damping of free bending vibrations of a rectangular
plate [3, 4] at frequencies ranging from 5to 20 kHz in
the range of temperatures T from —120 to +180°C; we
estimated the number of vibrations between two fixed
amplitude thresholds. The samples were installed hori-
zontally onto quartz supports at the node points of
bending vibrations[4]. Thefacilitiesfor fixing the sam-
ples equipped with electrodes for electrostatic excita-
tion and detection were installed in a vacuum chamber,
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which was made of stainless steel and incorporated a
vessel for filling with liquid nitrogen and a furnace for
heating the samples.

The samples were cut from single-crystal wafers of
semi-insulating GaAs, GaP, and InP semiconductors,
doped with transition-metal impurities from the melt,
and grown by the Czochralski method. The samples
were 20 x 6.0 mm? in areaand 0.4 mm in thickness and
had an orientation parallel to the (100) plane, with the
long axis oriented al ong the pi ezoactive [110Cdirection.
For such a crystallographic orientation of the sample,
the piezoelectric field induced by flexural deformation
propagates through the largest sample volume and
gives rise to the highest intensity of the charge relax-
ation and, correspondingly, to the highest peaks in the
internal friction.

[llumination of the sample was accomplished
through a quartz-glass window in the vacuum-chamber
body. The source of optical radiation was an IKS-21
spectrometer, the light from the exit dit of which was
first passed through a focusing lens and was then
directed to the sample in the vacuum chamber. The
combination of the internal-friction measurement facil-
ities with spectroscopic systems made it possible to
measure the spectral dependences of relative variations
in internal friction under sample exposure to optical
radiation at fixed temperatures and also to measure the
kinetics of the interna-friction recovery after the
pulsed optical irradiation.

In addition to the above-described experiments, we
used the same samplesin comparative measurements of
spectral curves and kinetics of dc photoconductivity
using an SDL -2 spectral—computing system.

3. RESULTS

3.1. Temperature Dependence of Internal Friction
in the Course of Optical Irradiation

In Fig. 1, curve 1 represents the temperature depen-
dence of internal friction Q~* =f(T) for Cr-doped GaAs
with a resistivity of p = 6 x 10° Q m for the flexural-
vibration frequency of 8.2 kHz. In this curve, measured
without illumination, the initial Debye peak of internal
friction can be distinguished at the temperature T =
+70°C, which is caused by electronic—mechanical
relaxation due to deep levels[1] and features the relax-
ation-process activation energy of (0.76 + 0.02) eV and
the frequency factor of 1.6 x 10% s,

If the sampleis exposed to the fundamental -absorp-
tion radiation with medium intensity E = 0.3E,,5 (Emax
is the highest intensity used) and with the photon
energy of hv = 1.4 eV, theinitially symmetric internal-
friction peak broadens appreciably on the side of low
temperatures (curve 2). An increase in the radiation
intensity to E = 0.5E,,,, |eads to a decrease in the peak

height (curve 3); for E = E,, (<100 W/m?), complete
suppression of the initial peak to the internal-friction
SEMICONDUCTORS  Vol. 36
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Fig. 1. Temperature dependence of interna friction in
GaAs.Cr (1) without irradiation and (2—4) under optical
irradiation (hv = 14 eV) with intensities equa to
(2) 0.3E a0 (3) 0.5E 5%, and (4) Eqpax

background occurs (curve 4). Similar behavior of the
internal-friction peak was observed under exposure of
the sampl e to the extrinsic-absorption radiation with the
photon energiesin the range of 0.7—1.3 eV. Broadening
of the internal-friction peak related to the deep-level
electronic—mechanical relaxation to the side of negative
temperatures and its suppression with afurther increase
in the intensity of illumination inducing the internal
photoeffect occurs in al the studied samples of semi-
insulating GaAs, GaP, and InP semiconductors doped
with Fe, Cr, Co, Cu, Mn, and Ni transition-metal impu-
rities.

Measurements of the internal-friction dependence
on the intensity of radiation belonging to the intrinsic-
absorption region for GaAs.Cr at room temperature
showed (Fig. 2, curve 2) that an increase in theinternal
frictionisat first observed as aresult of the peak broad-
ening, and then adecreasein this peak setsin, whichis
related to optical suppression of the broadened peak.
Such behavior of internal friction takes place at al tem-
peratures bel ow those corresponding to the peak, i.e., in
the entire range of the peak broadening (Fig. 1). At the
same time, when internal friction is suppressed at the
temperature corresponding to its peak (+70°C), the
maximum in the intensity dependence is not observed

104 Q—l
10

Il I
02 04 06 038 1.0
E, arb. units

Fig. 2. Dependence of internal friction in GaAs.Cr on the
irradiation intensity E at temperatures of (1) +70, (2) +20,
and (3) -50°C.
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Fig. 3. (1) Spectral dependence of a relative decrease in
internal friction AQ™ = (1 - QY Q) and (2) spectral
dependence of photocurrent Iy, in GaAs.Cr.

(Fig. 2, curve 1). A decrease in the radiation intensity
results in the reverse run of the curves shownin Fig. 2.

Thus, illumination of the samples leads not only to
suppression of the initial internal-fiction peak but also
to changes in its parameters, such as the width and the
temperature position. At the same time, a decrease in
the peak height, when the resistivity p of the sampleis
decreased [1, 2], occurs without variations in the peak
temperature position and without changes in the main
parameters of the peak. We believe that the distinction
is related to differences in screening the piezoelectric
field in the sample bulk; this screening can be caused
either by the equilibrium concentration of free charge
carriers distributed uniformly over the bulk (as in the
case of variation in p) or by the nonequilibrium charge
carriers that have a gradient over the sample depth (as
in the case of illumination). Such an interpretation is
generally consistent with special features of our exper-
imental results, which are described below.

3.2. Spectral Dependence of the Internal-Friction
Suppression

As was mentioned above, the degree of suppres-
sion of the internal-friction peak as aresult of illumi-
nation depends on the wavel ength of optical radiation.
In this context, we studied the spectral characteristic
of the relative decrease in the internal-friction peak

AQ = (1— QY Qpey) for Cr-doped GaAs. The results
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are shown in Fig. 3 (curve 1); it can be seen that an
appreciable suppression of internal friction setsin with
the energy of quanta close to the ionization energy of
the corresponding deep-level center (0.76 V). In the
photon-energy range of hv = 0.9-1.0 eV, the curve fea-
tures aresonance-type peak; in the vicinity of the photon
energy of 1.4 eV corresponding to the GaAs band gap, a
narrow peak with a haf-width smaler than 0.1 eV is
observed.

Since the degree of the internal-friction suppression
is directly related to the concentration of nonequilib-
rium charge carriers generated by optical excitation, it
is appropriate to compare the obtained curve with the
photoconductivity spectrum of the same sample. Such
measurements were performed for GaAs.Cr, and the
resultsare shown in Fig. 3. In Fig. 3, it can be seen that
there is a pronounced similarity between the spectral
curves of relative decrease in the internal friction AQ™
(curve 1) and the photocurrent Iy, (curve 2) in the
extrinsic-absorption region; at the sametime, thereisa
significant distinction between these curves in the
intrinsic-absorption region, which may be interpreted
in the following way.

The major contribution to photoconductivity is
made by the regions of the sample with a higher con-
centration of nonequilibrium charge carriers. There-
fore, asharp increase in the intrinsic optical absorptiv-
ity and, asaresult, ashift of the absorption region to the
sample surface does not greatly affect the photocurrent.
The intrinsic-absorption region in Fig. 3 (curve 2) has
the conventional form of a step with a threshold in the
vicinity of hv = 1.4 eV. The presence of a narrow peak
in this spectral region when the internal friction is mea-
sured (Fig. 3, curve 1) can be explained in thefollowing
way. Internal friction isamanifestation of theinelastic-
ity effect, and its magnitude depends on the volume
fraction of the sample portion in which acoustic losses
occur. An enhancement of the internal -friction suppres-
sion in the initial region of the intrinsic absorption is
replaced by its rapid decrease during intense photoion-
ization as aresult of a shift of the absorption region to
the irradiated sample surface (the optica intrinsic-
absorption coefficient a in GaAsis equal to ~10* cm
[5]). These two competing processes form a narrow
peak for the photon energy close to the semiconductor
band gap. Apparently, the residual suppression of inter-
nal friction for hv > 1.42 eV is caused by the diffusion
of free charge carriers to the sample bulk.

The coefficient of extrinsic absorption a is smaller
by three orders of magnitude than that of intrinsic
absorption [5]; therefore, the gradient of the nonequi-
librium-carrier concentration across the sample thick-
nessissmall. Asaresult, the shapes of the curvesinthe
extrinsic region for internal friction and for photocon-
ductivity differ only dlightly.
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3.3. Kineticsof Internal Frictioninthe Sample Exposed
to Optical Radiation

The use of the sguare-wave modulation of the light
intensity made it possible to study the kinetics of
growth and decay of the internal friction and to gain
insight into the dynamics of recovery of the balance
between the electronic-mechanical relaxation pro-
cesses related to deep levels. In Fig. 4, we show the
dependence of internal friction at the peak (+70°C) on
timet for GaAs.Cr in the case of the abrupt switching
on and off of theintrinsic-absorption radiation. An opti-
cal pulseresulted in asharp suppression of internal fric-
tion. The decay and recovery of internal friction
occurred in atime of ~0.2 s, which is close to the time
of mechanical relaxation of flexural vibrations in the
sample or to the damping time of free oscillations. This
time may be considered as the lower limit of the
response timefor the method used. Similar dynamics of
internal friction was observed at the high-temperature
portion of the peak.

A radically different internal-friction kinetics was
observed at temperatures lower than that of the peak. If
we subject the sampl e to the intrinsic-absorption radia-
tion with moderate intensity (0.3E;,), Which resultsin
a rise of the low-temperature portion of the internal
friction peak, (Fig. 1, curve 2) and then switch off the
radiation, the internal friction recovers to the initial
value in a time of ~1 min. The internal-friction relax-
ation curve corresponding to this situation is shown in
Fig. 5. This curve includes two portions: portion a of
fast relaxation and portion b of slow relaxation. Repre-
sentation of this dependence on the semilog scale made
it possible to use the slope of rectilinear segments to
determine the relaxation times for both portions: 1, =
(1.3£0.3) s(thefast-relaxationtime) and 1, = (18 + 2) s
(the slow-relaxation time).

When the GaAs:Cr sample was exposed to high-
intensity radiation (E = E,,), which resulted in acom-
plete suppression of internal friction (Fig. 1, curve 4),
theinternal-friction kinetics was found to be moreintri-
cate, which is illustrated in Fig. 6. The presence of a
spike in portion a (curve 1) after the illumination was
switched off can be explained by the fact that the inter-
nal friction passes through a maximum (the reverse run
of curve 2 in Fig. 2) as the concentration of the photo-
excited charge carriersislowered. Thisspikeininternal
friction falls in the time range of the fast relaxation T,
(Fig. 6, portion a); after that, a dow relaxation with a
characteristic time of t, = (18 + 2) sisobserved (Fig. 6,
portion b).

Measurements of the intrinsic-photoconductivity
kinetics in the same GaAs.Cr samples in which the
internal-friction kinetics was measured under optical
irradiation showed that there is an appreciable differ-
ence between the photoconductivity-relaxation time
[(0.74 + 0.10) ms] and the internal-friction relaxation
time (18 s). This difference amounts to about four
orders of magnitude.
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Fig. 4. (1) The time dependence of internal friction in
GaAs.Cr at the sample temperature of +70°C under the
pulsed irradiation (hv = 1.4 eV). (2) The radiation-pulse
shape E(t).

Studying the effect of various factors on the slow-
relaxation time showed that T, decreases steadily asthe
resistivity islowered (by ~5 swhen p is changed by an
order of magnitude). The presence of continuousintrin-
sic-absorption illumination reduced 1, by several times.
On the other hand, the value of T, increased from 8 to
18 s as the temperature increased from —80 to +20°C.
The use of thistemperature dependence, represented as
logt, = f(1000/T), made it possible to determine the

activation energy for the level related to the slow-relax-
ation process; this energy was found to be equal to
(0.045 £ 0.005) eV.

4. DISCUSSION

In the absence of both optical irradiation and the
accompanying generation of nonequilibrium charge
carriers, the controlling stage of €l ectronic—mechanical
relaxation involving the deep-level centersin the high-
resistivity semiconductors according to the model sug-
gested in [1, 2] isthe thermal emission of charge carri-
ers from the deep-level centers. Theinitial curve repre-
senting the internal -friction temperature dependence of
the unilluminated sample corresponds to these condi-
tions (Fig. 1, curve 1). An increase in the equilibrium
concentration of charge carriers in the sample bulk
causes the peak height of the internal friction to
decrease without any changes in its shape and without
asgignificant shift in its temperature position [1, 2]. The
results obtained in this study indicate that, under expo-
sure of the sample to optical radiation, the presence of
nonequilibrium electrical conductivity results in an
appreciable broadening of the internal-friction peak to
lower temperatures (Fig. 1, curves 2, 3) and in the
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Fig. 5. (1) The time dependence of internal friction in
GaAs.Cr at the sample temperature of +20°C and under
pulsed irradiation of medium intensity (hv = 1.4 eV).
(2) The shape of theirradiation pulse E(t).

emergence of slow relaxation (after the optical irradia-
tion was switched off) of the internal friction with time
constants on the order of tens of seconds. This effect is
not observed at the temperature corresponding to the
internal-friction peak and at higher temperatures.

At temperatures below that corresponding to the
internal-friction peak, in which case the concentration
of the charge carriers activated thermally from the
deep-level centersis comparatively low, optical gener-
ation isfound to be the major source of the free charge
carriers. The flow of relaxation currents of nonequilib-
rium charge carriers in a sign-variable piezoelectric
field induced by the sample deformation causes the
internal friction to increase for certain values of electri-
cal conductivity o, which are governed by the condition
for amaximum of the Maxwell relaxation in an ensem-
ble of free charge carriers; i.e.,

Wty = 1, (D)

where 1y, = €¢,/0 is the Maxwell relaxation time for
electrical conductivity (gg, is the dielectric constant of
the material). Since the thermally activated component
in the quantity o is not large in this situation, the inter-
nal friction does not feature a pronounced peak in the
temperature range under consideration—in contrast to
the unilluminated sample, in which case the value of o
is primarily controlled by the factor exp(E-/T), where
Eq is the Fermi energy. As a result, the temperature
dependence of internal friction exhibits a certain “pla-
teau,” within which the relaxation losses are largely
controlled by the radiation intensity, provided condi-
tion (1) is satisfied.
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Fig. 6. (1) The time dependence of internal friction in
GaAs.Cr at the sample temperature of +20°C and under
pulsed irradiation (hv = 1.4 eV) of high intensity. (2) The
radiation-pulse shape E(t).

At the same time, for a medium level of illumina-
tion, thermal emission from the deep-level centers
makes an appreciable contribution to the electronic—
mechanical relaxation related to the deep-level centers
both in the region of the internal-friction peak at T =
+70°C and at higher temperatures; asaresult, the shape
of the peak in the region remains almost unchanged.
Under the conditions of high-intensity illumination,
the concentration of nonequilibrium charge carriers
increasesto such an extent that the suppression of inter-
nal friction occurs (Fig. 1, curve 4); this suppression is
caused by the predominance of the Maxwell relaxation.

In our opinion, the effect of slow relaxation of inter-
nal friction after the illumination was switched off is of
particular interest (Figs. 5, 6); this effect is observed
simultaneously with the broadening of theinternal-fric-
tion peak on the low-temperature side and with the
presence of acomparatively high concentration of opti-
cally excited free charge carriers. Some of the experi-
mental data mentioned above indicate that binding of
nonequilibrium charge carriers plays an important role
in this relaxation. In compensated semiconductors, the
shallow impurity levels are mainly unoccupied, as a
result of the electron capture by deep-level traps. The
fundamental -absorption irradiation resultsin thefilling
of shalow levels with electrons from the conduction
band. In the temperature range under consideration, the
probability of reverse thermal excitation of charge car-
riers from these levels to the conduction band is fairly
high. Under these conditions, the shallow impurity lev-
els act as attachment centers that are in a state of ther-
modynamic exchange with charge carriers from the
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conduction band [6]. Termination of optical excitation
gives rise to violation of the equilibrium in this
exchange. The attachment level s begin to become grad-
ually unoccupied via interaction with the conduction
band; these levels can produce a decaying (with a char-
acteristic time of ~t,) free-carrier concentration in the
conduction band on termination of illumination and
giverise to slow relaxation of internal friction (Figs. 5,
6). In its essence, this process can be compared to the
effect of thermally stimulated electrical conductivity, in
which case initiation of a decaying thermally stimu-
lated current occurs after the fundamental -absorption
irradiation of a high-resistivity semiconductor [6].

The involvement of the attachment centers in the
internal-friction relaxation can be verified by the shape
of the relaxation curve (Fig. 5), which includes an ini-
tial portion a of fast relaxation and a portion b of slow
relaxation, and also by the value of the attachment-level
activation energy (0.045 eV) and by an increase in 1,
with temperature. In addition, a decrease in the slow-
relaxation time T, observed in our experiments under
continuousillumination intensity ischaracteristic of the
photoconductivity relaxation if the attachment centers
are present [6]. In this case, the portion of slow relax-
ation approaches in its dlope the initial portion of the
fast relaxation. Thiseffect is caused by adecreaseinthe
role of attachment when the equilibrium charge-carrier
concentration ny increases. The same cause can explain
a decrease in the value of T, as the resistivity p of the
sample decreases, which leads to an increase in n,
observed in our experiments.

Study of intrisic-photoconductivity kinetics in the
GaAs.Cr samples showed that any significant slow
relaxation was absent; the relaxation time determined
from these measurements was found to be four orders
of magnitude shorter than T1,. This may serve as evi-
dence to the effect that the relaxation parameters of
nonequilibrium electrical conductivity in the sample
bulk (asin the case of internal friction), or preferably at
the surface (as in the case of photoconductivity), are
radically different. This may be caused by the existence
of alarge number of recombination centers at the semi-
conductor surface, the presence of which suppresses
the origination of the attachment effect and, conse-
guently, decreases the relaxation time of nonequilib-
rium conductivity in the surface region of the semicon-
ductor compared to the bulk relaxation time.

5. CONCLUSION

Thus, optical irradiation of single-crystal piezoelec-
tric semiconductors containing deep-level impurity
centers leads to an appreciable variation in the parame-
ters of the sound absorption, which is related to the
electronic-mechanical relaxation of deep levels. The
origina Debye peak of internal friction broadens by
severa tens of degrees centigrade to lower tempera-
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tures. In addition, acomplicated dependence of internal
friction on the radiation intensity is observed; this
dependence is related to specific features of relaxation
of nonequilibrium charge carriers generated by irradia-
tion in asign-variable piezoelectric field.

We discovered an unusual type of internal-friction
spectral dependence. Thelatter features asharp peak in
the fundamental-absorption range; we explain the
emergence of this peak by a shift of the optical-absorp-
tion region to the semiconductor surface layer.

The study of the internal-friction kinetics under
optical irradiation made it possible to revea the effect
of the slow internal-friction rel axation after optical irra-
diation wasterminated. Werel ate this effect to the Max-
well relaxation of nonequilibrium electrical conductiv-
ity under the conditions of establishing thermodynamic
equilibrium between the conduction band and the
attachment level.

The results we abtained may posses a certain practi-
cal importance. In particular, one can use a contactless
acoustic method to rapidly determine many electrical
parameters of piezoelectric semiconductors. Thus, for
example, one can use the spectral dependence of the
internal-friction suppression to determine the spectrum
of energy levels in the band gap; also, the temperature
dependence of the band gap can be studied with ahigh
accuracy on the basis of the sharp peak in the intrinsic
absorption. By studying the internal-friction relaxation
kinetics under optical irradiation, one can (by analogy
with the induced extrinsic photoconductivity) deter-
mine impurity-center parameters, such as the capture
cross section and concentration of the centers, their
occupancy after preliminary intrinsic-absorption illu-
mination, and so on [6].
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Abstract—Dense electron—hole plasma (EHP) was generated in a GaAs layer by a picosecond light pulse.
Superluminescence phenomenon and local deviations of the light-absorption spectrum from that calculated
for the Fermi distribution of EHP were observed. Deviationsin the enhancement region, where the measured
gain is less than the calculated one, and in the absorption region, where the opposite relation takes place,
were named the “hole” and the “protrusion”, respectively. The shape of the hole was similar to the shape of
the superluminescence spectrum in the spectral region of the hole, as well as to the shape of the protrusion
in the absorption spectrum. Both the spectral width of the spike, which was roughly equal to that of the hole,
and its spectral position with respect to the superluminescence spectrum were governed by the energy of the
longitudinal optical phonon. These correlations were attributed to superluminescence-induced depletion of
levels at the conduction-band bottom and their filling with electrons due to the emission of longitudinal opti-

cal phonons. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

A physica mechanism behind the local electron
depletion of the levelsin the conduction band was pro-
posed in [1]. According to this mechanism, the deple-
tion develops during picosecond superluminescence
and involvesintraband electron transitionsviatheemis-
sion of the longitudinal optical (LO) phonons. Let us
consider how it works in the following situation. At
room temperature, an interband absorption of an intense
light pulse of 10-ps duration in a thin (~1 um) GaAs
layer resulted in generation of dense (n = p > 10 cm)
electron-hole plasma (EHP). EHP generation in GaAs
was accompanied by superluminescence [2-5], which
is the stimulated recombination radiation in an active
medium without a resonator. Superluminescence inten-
sity was estimated at >10° W/cm?. Superluminescence
relaxed with a characteristic time of about 10 ps and cor-
related with the relaxation of the concentration and the
temperature of EHP[6, 7]. Presumably, the recombina-
tion superluminescence caused the depletion of inverse
populations at the energy levels because of the stimu-
lated recombination of electrons. This depletion led to
aviolation of the principle of the detailed balancing and
to attenuation of screening [8] of the eectron-LO-
phonon interaction. As a result, highly intense transi-
tions of electrons to the levels with depleted inverse
populations occurred via the emission of LO phonons.

The transitions accompanied by emission of LO
phonons turned out to be sufficiently intense to cause
the second depletion of the population in the conduc-
tion band. The second depletion region was located
abovethefirst one by the energy of an LO phonon Aw, o
and induced a local increase in the absorption coeffi-
cient, hereafter referred to as the “ spike” in the absorp-
tion spectrum.

Note that the depletion mechanism described above
was used as a basis for interpreting the [1] modulation
of the spectrum of transparency enhancement in a
GaAs layer by “phonon” oscillations with a period

A = Ao o(1+m/my), (D

where m, and m, are the masses of an electron and a
heavy hole, respectively. This mechanism was aso
used to explain the energy transport of electrons, which,
according to our previous study [9], occurred via the
emission of LO phonons during picosecond superlumi-
nescence.

Although thisfact was not stated in [1] in an explicit
form, depletion of populations discovered there due to
electron transitions with the emission of LO phonons
evidently implied the following approximate equality:
Te_Lo=Te_o Where T, _| o isthetime of electron relax-
ation to the conduction band bottom with emission of
one LO phonon, and T,._. is the time of the intraband
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relaxation of electron energiesto the Fermi distribution
due to inelagtic collisions between charge carriers.

In this study, correlation between the superlumines-
cence spectrum and the local deviations of the light-
absorption spectrum from that calculated for the Fermi
distribution of EHP was discovered. The discrepancies
between the calculated and the experimental spectra
were observed in the region of light amplification (the
experimental gain exceeded that calculated) and in the
adjacent region of absorption (the experimental absorp-
tivity was larger than that calculated). In what follows,
the former deviation will be denoted as the hole in the
enhancement region, and the latter one, as the protru-
sion in the absorption spectrum. The correlation was
found between the shape and spectral position of the
superluminescence spectrum, the holein the amplifica-
tion region, and the protrusion in the absorption spec-
trum. It is suggested that this correlation follows from
the depl etion mechanism described above [1].

EXPERIMENTAL

All the experiments were carried out at room tem-
perature. As the experimental samples, we used
Alg2,Gay76As-GaAs-Aly ,GayAS  heterostructures
grown by molecular-beam epitaxy on (100) GaAs sub-
strate. Each epilayer was about 1 um thick. The concen-
tration of background impuritiesin the heterostructures
did not exceed 10'° cm3. The substrate was etched over
an area of 4 x 4 mm?. Al,Ga, _,As layers, intended for
stabilizing the surface recombination and mechanical
rigidity, did not absorb the light with 2w < 1.7 €V used
in the experiments. The samples were coated with SiO,
and Si;N, antireflection layers, which ensured the
reflection of the normally incident light to be no more
than 2% in the actual conditions of experiment. The
interband absorption of a high-power 14-ps excitation
pulseincident at an angle of 10° with the normal to the
surface produced EHP inthe GaAslayer. The excitation
beam was focused to a diameter D = 0.5 mm in experi-
ments with samples 1, 3 and to diameter D = 0.25 mm
with sample 2.

The spectra of radiation from the GaAs layer and
absorption in the GaAs layer were obtained. The time-
integrated energy spectra of radiation W(f1) were mea-
sured within the space angle of 4° by the method
described in [1]. To determine the absorption spectra, we

measured the dependence A = log[ To(% w,lj MTO(RW,)],
which characterizes the spectrum of optical density A,

of the unexcited sample (A, = AIn10, where TC is the
transparency of the unexcited sample, 7, isthe photon

energy of the probe pulse, and f’m),l) isthe photon energy
that is gtill insufficient for the interband absorption to
begin. A probe pulse with aduration of 14 psand adiam-
eter D, = 0.3 mm was used. The “pump-probe” scheme
was employed to measure the spectral dependence
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log(THTO) = f(f,), which represents the decrease in
the optical density of GaAs due to EHP generation [4];
here, T! isthe transparency of photoexcited GaAs. The
probe beam was incident on the GaAs layer aong the
normal to the surface and propagated through the center
part of the photoexcited region. The absorption coeffi-
cient in the photoexcited GaAs layer was determined
from the expression a = [A — log(TYT9]In10d,
where d isthe GaAs layer thickness.

Note that distribution of theintensity of light across
the excitation beam (as well as the probe one) was
approximately Gaussian. Therefore, the concentration
and temperature of EHP, as well as the superlumines-
cence radiation, may be nonuniformly distributed in
space[10, 11].

The above-outlined physica mechanism for the
depletion of levelsin the conduction band was formu-
lated and experimentally confirmed in [1]. More
recently, under the same experimental conditions and
using a sample similar to sample 1, an amplification
spectral band was observed in the excited region of the
GaAs layer [12]. However, the attempt to directly
observe picosecond superluminescence failed in both
studies for the following reason. Superluminescence
radiation propagated in theradial direction, i. e., chiefly
aong the waveguiding GaAs heterostructure. The
intensity of radially propagating superluminescence
radiation considerably decreased (i) with distance from
the active region and (ii) due to absorption of various
nature, in particular, viathe absorption by the band tails
inthe passive region of the GaAslayer. Because of this,
the first stage of the experiments was intended to verify
the radial propagation of superluminescence along the
heterostructure photoexcited by a picosecond light
pulse.

To do this, we used sample 2, which presented the
same structure as sample 1 but was completely sepa-
rated from the substrate. This heterostructure was
pumped with a light beam 0.25 mm in diameter adja-
cent to the heterostructure end in order to minimize the
absorption of the stimulated recombination radiation in
the passive region of the GaAs layer. An intense direc-
tiona radiation coming out of the end of the hetero-
structure was detected, thus confirming the longitudinal
propagation of superluminescence parallel to the struc-
ture plane. The spectrum of radiation was significantly
narrower than that of spontaneous luminescence at
room temperature. The spectrum and the direction pat-
tern of radiation with photon energy 7w, =1.379 eV are
presented in Fig. 1. It can be seen that the maximum of
radiation does not correspond to the direction parallel
to the heterostructure layers. The point is that the
amplification of light in an active medium is greater for
theradiation that has experienced multipletotal internal
reflection from the GaAgAlLGa, _,As interfaces than
for the radiation that has been propagating parallel to
them. The radiation coming out of the heterostructure
normally to the surface (corresponding angle in the
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Fig. 1. Spectrum of the stimulated recombination radia-
tion from the end of GaAslayer under excitation with pho-
ton energy 7w, = 1.513 eV, sample 2. Inset showsthe dia-
ram of stimulated radiation with the photon energy
ws = 1.379 eV. B isthe angle measured from the normal to
the epilayer surface.
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Fig. 2. (1) Superluminescence spectrum of GaAs, sample 3.
Spectraof absorption in GaAs at 14 = -3 psfor (2) sample 3
and (3) sample 1. (4) Absorption spectrum with the Fermi
digtribution of EHP agp(hw). Curves (5), (6) are
expounded in the text, fiwg, = 1.558 eV.

directivity pattern is 3 = 0) contained two comparable
contributions. the spontaneous radiation and a small
fraction of superluminescence that escaped from the
heterostructure because of a certain imperfection in its
waveguiding properties.

Note that the spectrum and other characteristics of
the stimulated recombination radiation coming out of
the end of the heterostructure (Fig. 1) should differ
from those of superluminescence. Hence, it followsthat
this radiation is unsuitable for investigating the effects
produced by superluminescence. The difference in
characteristics stems, firstly, from the reflection of radi-
ation from the end of the structure, which givesrise to
the optical feedback affecting the characteristics of
radiation. Secondly, the absorption in the passive
region of the GaAs layer resultsin aheavy dependence
of the spectrum of radiation on the distance between the
active region and the end of the heterostructure, on the
diameter of the pump beam, and so on.

Infurther experiments, we used sample 3. Thishetero-
structure differed from sample 1, used in [1, 12], only
inits reduced capacity for waveguiding. Thisled to the
partial escape of superluminescence radiation from the
heterostructure through the surface. The experiments
performed in [5] with sample 3 proved that important
features of superluminescence radiation are inherent in
the radiation portion coming out of the heterostructure
normal to the surface. Pumping sample 3 in the same
manner as was donewith sample1in[1, 12], we deter-
mined the superluminescence spectrum by measuring
theradiation coming out of the structure normally to the
surface (Fig. 2). Under the same pump conditions with
sample 3, a protrusion in the absorption spectrum was
measured for the pump—probe delay 14 = -3 ps, i.e,
near the peak of the pump pulse.

Figure 2 aso shows the amplification of light and
the protrusion in the absorption spectrum obtained for
sample 1 even in more detail than in [12]. The protru-
sion in the absorption spectra looked similar for sam-
ples 1 and 3. Thus, the superluminescence spectrum,
the light-amplification region, and the protrusion in the
absorption spectrum shown together in Fig. 2 were
obtained under the same picosecond photoexcitation of
GaAs samples and may be considered simultaneously.

DISCUSSION

The interpretation of the experimental results
obtained was complicated by the lack of a theoretical
basis for both the kinetics of non-Fermi EHP and the
picosecond superluminescence in the active region of
the GaAs layer.

At highly intense superluminescence, certain inver-
sion energy levels become less popul ated than those for
the Fermi distribution of carriers. In other words, “hole
burning” occurs in the amplification region of the
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absorption spectrum. The“hole€” spectrum in the ampli-
fication region is defined by the expression

0 (hw) = dpp(hw) —a(fiw), )

where o gp(fiw) isthe absorption spectrum for the Fermi
distribution of EHP and a(%w) is the absorption spec-
trum obtained experimentally.

The spectrum o p(%w), shown in Fig. 2, was calcu-
lated in two stages. At the first stage, we assumed that
all the holes were heavy and the electrons were located
in the ' valley. Energy dependences of singe-particle

states p;, were taken in the form p; O Eiﬂz. For quasi-

Fermi levels of electrons i, and holes p,, the following
obvious relationship was valid:

n(ch p'e) = p(Tc1 p'h)! (3)

where n and p are the concentrations of electrons and
holes, respectively, and T, is the temperature of the car-
riers. The electron concentration in the conduction
band was defined as

n= NcFl/Z(Ze)' (4)

Here, N, isthe effective density of statesin the conduc-
tion band

N, = 2[2rmKkT /(21)] %, (5)
and F,,(¢,) is the Fermi-Dirac integral with the sub-
script /2 and ¢, = YJ/(KT.). The hole concentration in
the valence band is defined by

P = N, Fy(p). (6)

Here, the effective density of states in the heavy hole
band N, can be determined from an expression similar
to (5) with substitution of m,by my, ¢y = (E, — 1)/ (KTy),
where E, is the energy of the valence-band top mea-
sured, as well as , and p,, from the conduction band
bottom.

Using the expressions presented above and taking
into account the neutrality condition (3), we obtain

Fuo(Qe)/ Fua(Zp) = muima? = 22, @

where m, = 0.063m, and m,, = 0.5 m, are the respective
effective masses of the electrons and the heavy holes.

The first spectrum was calculated by fitting. Two
criteria were used for the fitting. The spectrum calcu-
lated should, firstly, pass through the experimental
points near the short- and the long-wavel ength wings of
the protrusion in the absorption spectrum and, sec-
ondly, satisfy the relationship (7). Moreover, it was
required that the long-wavel ength wing of the spectrum
coincide with the band gap Ey = 1.37 eV. The latter was
determined as the photon energy at which the long-
wavelength slope of the superluminescence spectrum
intersects the radiation energy level, which is dightly
above zero, W, = 0.12 arb. units [13-15]. This proce-
dure eliminated the influence of the internal strain and
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Fig. 3. Absorption spectrum of unexcited GaAs for sam-
plesland 3.

impurities otherwise leading to the “smearing” of the
spectrum edge. The values T, = 52 meV, Y, = 0.145 eV,
My = —E4+0.083 eV, and n = p = 4.7 x 108 cm3 were
determined from the absorption spectrum cal culated by
fitting. A small error isintroduced into the values of the
parameters specified above due to the fact that, in the
vicinity of the band gap edges, the p;(E;) function has
the shape of an abrupt step, which is dlightly different

from the shape assumed for the calculation, p; [ Eil/2
[16].

The experimental spectrum of absorption 0g(%w)
for an unexcited sample is shown in Fig. 3. To account
for the decrease in the band gap due to the Coulomb
interaction, this spectrum was shifted towards the
longer wavelengths to the energy E; = 1.37 eV men-
tioned above. Using the shifted spectrum and the values
of T, He and py, indicated above, we calculated the
more realistic second spectrum by the following for-
mula

Uep(fw) = Ag(hAw—(Eg—Ey))
x{1-fe(€e) — frn(€n)} -

Here, Eq = 1.403 €V is the band gap of the unexcited
sample; €, and g, are the respective energies of the elec-
trons and heavy holes related by a direct optical transi-
tion; and f, and f,;, are the Fermi—Dirac distributions of
the electrons and heavy holes, respectively.

Let us consider simultaneously the superlumines-
cence spectrum, the hole in the amplification region,
and the protrusion in the absorption spectrum (Fig. 2).
The combined study enables one to reveal a number of
features which may follow from the depletion of popu-
lations [1] arising during picosecond superlumines-
cence and involving the intraband electron transitions
viathe emission of LO phonons.

(8)
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(i) The spectral position of the minimum of the hole
coincides with the peak on the superluminescence
spectrum. The peak of the protrusion in the absorption
spectrum is shifted by A with respect to the peak on the
superluminescence spectrum.

(if) The spectral width of the protrusion on the
absorption spectrum, aswell asthe spectral width of the
hole in the amplification region, turned out to be equal
to A. The short-wavelength edge of the hole coincides
with the long-wavelength edge of the projection.
Apparently, the emission of LO phonons, stimulated by
a violation of the principle of the detailed balancing,
limits the spectral width of both the hole and the protru-
sion.

(i) Let W. designate the energy of superlumines-
cence at the two values of Aw corresponding to the
edges of the hole. Then, we separate the portion of the

superluminescence spectrum above the W, level, nor-

malizeit to the fitted constant coefficient b, and add the
result to the calculated spectrum app(Zw). The fina
result,

Oep(hw) + { DW(fiw) - W3 ,

is presented in Fig. 2 by curve 5, which is in good
agreement with the experimental values in the amplifi-
cation region. This fact indicates that the shape of the
superluminescence spectrum above the W level is
similar to the shape of the hole in the amplification

region:
W,(hw) —Ws = —ay(hw). ©)
(iv) The superluminescence spectrum portion lying

above the W, level was normalized to the fitted con-
stant coefficient by, shifted by A to the short-wavelength
region, and added to the spectrum o gp(%w). The result
is shown in Fig. 2 by curve 6, which correlates well
with the protrusion in the absorption spectrum. The
protrusion isgiven by op(fiw) + by{ Wy(hw—A) — WL} .
The protrusion was defined by the expressions

ay(hw) = a(fiw)—agp(hw).
Thus, the shape of the superluminescence spectrum

above the W, level issimilar to the shape of the protru-
sion in the absorption spectrum:

ap(hw) O Wy(fiw— A) — Wy, (10)

(v) As evident from items (iii) and (iv), the hole in
the amplification region and the protrusion in the
absorption spectrum are similar in shape: ap(fiw—A) O
-y (hw).
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Abstract—The ballistic and shift linear photovoltaic effects caused by asymmetry of the probability of optical
transitions between subbands M} and M in tellurium (involving long-wave optical phonons) and by carrier

shift in real space at quantum transitions, respectively, are considered. The temperature and frequency depen-
dences of the current of both ballistic and shift linear photovoltaic effects for the photon and phonon mecha-
nisms are analyzed. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Steady current initiation in homogeneous piezoel ec-
tricsexposed to linearly (or circularly) polarized light is
referred to asthe linear photovoltaic effect (LPVE) (see
[1, 2]).

This effect is described by the tensor of the third
rank Xqpys i-€.,

ja = IXchy(eore;/k +eye§)/21 (1)

where | is the intensity, e is the polarization vector of
exciting light, and | is the LPVE current density. The
tensor Xqp, iS Symmetric with respect to the last two
subscripts and similar in symmetry properties to the
piezoelectric tensor; hence, the LPVE can arise in
piezoelectric crystals.

The LPVE in semiconductors (Te, n-GaP, and
p-GaAs, see, for example, [1, 2]) was studied at fre-
guencies lower than the fundamental absorption edge.
Under these conditions, the LPVE is obviously caused
by either impurity photoionization or light absorption
at free carriers. The one-phonon LPVE mechanism in
semiconductors was suggested in [3, 4]. This mecha
nism is related to transitions between subbands of
degenerate bands or between adjacent bands of the
same type (n or p) and was later referred to as the bal-
listic LPVE (BLPVE). Thiseffect is caused by terms of
different parity in the wave vector k in the electron—
phonon (phonon mechanism) or electron—photon (pho-
ton mechanism) interaction Hamiltonian. This mecha-
nism was also assumed in [3] to be responsible for the
LPVE observed in tellurium.

There exists one more contribution to the LPVE,
i.e., the displacement LPVE (DLPVE) caused by acar-
rier shift to a finite distance in rea space at quantum
transitions. The consistent kinetic theory of the DLPVE
was developed in [5] taking into account scattering and
recombination. The problem of the quantitative theory
of photon and phonon mechanisms of both BLPVE and
DLPVE in gyrotropic crystals remains to be solved.

This study is aimed at solving this problem using the
example of tellurium.

We note that the question asto what mechanismsare
responsible for the LPVE in specific crystals under cer-
tain experimental conditions can be solved only by the
guantitative comparison of theoretical and experimen-
ta data. Before proceeding to the concrete LPVE
mechanisms, we dwell briefly on the tellurium band
structure. Asisknown, the Te conduction- and valence-
band extrema are located at points M and P of the Bril-
louin zone, transiting from one into the other by the
time reversal (see, for example, [6]). In the bases M,

and M,, the basis functions are (Y, + Y_3,)/2Y? and

(Y, — Y. 32)/2Y2, respectively. On the other hand, 1, o,
and a,, o, are transformed by the representations I', =

M, x M7 =M, x M3 and ", = M; x M3, respectively,
where 1 isa2 x 2 unit matrix and o, (a0 = X, y, 2) are

the Pauli matrices. If we passto the basis Y5, and Y_g,
using the unitary transformation

. 0 0
- LH11H
J201 -10

0, Oy, and g, are transformed into o,, 0, and —0,,
respectively. The old and new basis notations are G, ,

Oy, 0, and 0, Oy, O,, respectively.
Thetime reversal operator

. Op 40
kK =g9%-1g
01 00

transforms the bases M; and M, into M, and (-M,),

respectively. The unitary transformation K changesthe
0, and 0, signs, whilethe G, sign remainsunchanged,
since the former matrices are odd with respect to the

1063-7826/02/3602-0141$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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time reversal and oy is even. Then the effective Hamil-
tonian of charge carriersiswritten as

H = Ho+ zAaoa, 2)
a

A =A+CI+ LK)
—noki =Nk +iy'k(k—K), (Ty); ©)
A = (K=K +8" (I +K), (T);

A, = Bk, +i8 (K =K% + 3ok, (K +K3). ().

Here, the terms Ho in parentheses are the representa-
tions according to which Ho and A, are transformed.

The M} , function phases are chosen so that the factor
a k,isredl; i.e., thereisno term proportiona tok, in A,
This procedure can always be employed. Taking into
account that K k, = —k,, we can readily show that the
constants 3, &', C', A, B, ¥, and & do not reverse sign
when passing from M to P, while &y, ng, ny, Y, C, and

8" do (k. =k * ik, ké = |k,[%, and 2A is the spin—orbit
splitting of the valence band at the point M(P) of the
Brillouin zone). Therefore, the terms including a prod-
uct of even or odd band constants are hereafter retained
(when calculating the LPVE current).

The wave functions M; and M, in the upper

valence bands represent the superpositions of states
with the angular momentum z-component m, = +3/2,

Wy, = cOIm,0 (4)

m, = £3/2
(2 _

where C§) = €13, =C, = /(1+n)/2, CY, =—C =

C,= J(1=-n)/2, and n = Bk(A? + B2k>)Y2. Here, one
should bear in mind that the choice of coefficients C,
(I =1, 2) correspondsto A > 0, i.e,, C; x C, = 271 x

A(A? + B2K: Y2 and contains A, rather than |A| (the sub-
scripts “2" and “1” are related to the lower and upper

hole bands, respectively). In order to readily passfromM
to P, we introduce the parameter r = —A/|A]in C,; i.e,,

C,=r./(1—n)/2. Since the spectrum E; 0 —/A” + B?K2
inthe lower valence band, the signs of C, and C, should
be different and vice versa for electrons of the valence
band. Then, the hole spectrum in the valence band is
given by

Ew,, = A, £ (8% +BKD)", ®)

1,2
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where\, = Ak3 + Bk, A=#42/2m,, B = h2/2m, and m,
and m are the transverse and longitudina effective

masses of holes in the subbands M) and M, and are
equal to the opposite-sign effective masses of electrons.

BALLISTIC AND DISPLACEMENT LINEAR
PHOTOVOLTAIC EFFECTS

Now, we successively consider the (phonon and
photon) BLPVE and DLPVE mechanisms|[7, 8]. First,
wegroup the optical processesinto (i) intraband and (ii)
interband ones (see Figs. 1a-1d in [4]). To simplify the
problem, we set 2A, 2w > Q) ,, kgT (Awisthe photon
energy, 7Q; , isthe LO phonon energy, T isthe temper-
ature, and kg is the Boltzmann constant). Then, we

regard the upper valence band M, as empty, and we

takeinto account the nonparabolicity of thelower band.
In general, we should take into account the processes
related to the stimulated emission of a photon, assum-
ing that it is initially emitted and then absorbed (see
Fig.1lein[4]). We note that the contribution of theintra-
band optical transition of holes to the BLPVE differs
from that discussed in [9, 10] by the following. We take
into account the intraband optical transitions involving
virtual states in other bands, while the virtual state in
[9,10] is in the same band during intraband light
absorption (involving two phonons or doubl e scattering
at impurity atoms). In theformer case, one-phonon pro-
cesses or single scattering at impurity atoms can cause
the LPVE (see, for example, [10]). In the latter actual
case, when the operator of interaction between elec-
trons and phonons or impurity atoms depends only on
the momentum transferred to a carrier, one should con-
sider anharmonic processes [9].

According to [4], the BLPVE current in the approx-
imation of the momentum relaxation time is written as

j =€ Z (Vn'k‘Tn'k'_Vnank)Wn'k',nk’ (6)

nk; n'k'

where eisthe elementary chargeand v = A1V, H (k') is
the vel ocity operator. Subscriptsnand n' for holesinthe
subbands M; and M, numerate subbands of the

valence band: n(n") =1 and 2 for M, and M,. The effec-
tiverelaxation timet in (6) accountsfor thefact that the
hole momentum direction is lost during two or three
sequential collisions with phonons or impurity atoms,
rather than due to a single collision. The asymmetric
component of the probability of a hole transition from
the state (n, k) to the final state (n', k) is defined by the
conventional formula of quantum mechanics,

Tt
Wi = IMR wl8(Eme—En)- (D

To determine the photocurrent, we should calculate
the transition matrix element M. . in the second
SEMICONDUCTORS  Vol. 36
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LINEAR PHOTOVOLTAIC EFFECT IN GYROTROPIC CRYSTALS

order of the perturbation theory using the following
operators of the electron—-phonon and electron—photon
interactions.

(i) Theinteraction between electrons and polar opti-
cal phonons,

D, = iCuyqq ™+ dou,g,, (8)

where C and d, are the long- and short-range interaction
constants, u, isthe displacement operator, and g = k' —k
is the phonon wavevector.!

(i) The electron—photon interaction,
Aapo = i=Ay O/ 9
el-phot — w 0 ’

where A, is the electromagnetic wave vector—potential .

Then we proceed similarly to [8]. The temperature
and frequency dependences of the BLPVE current are
determined by formulas (4a)—(4c) of [8], delta func-
tionsfix all the wave vectors of final hole states (k") for
each optical transition type. The values (k') are deter-
mined from the conditions of equal energies of the final
and one of the intermediate states.

Asisknown, 2A > AQ (for tellurium, 2A = 126 meV,
the LO phonons energiesare 1Q, = 11 meV and #Q, =
7.7 meV [6]). Therefore, real photonless transitions of

thermalized holes from the subband M} to M, (and
back) are absent.

It is noteworthy that the asymmetric distribution of
carriers over momentum in the LPVE photon mecha-
nism in semiconductorswith acomplex band arises due
to the different (in wave vector) parity of the termsin
the interband matrix element of the momentum opera-
tor. From the symmetry considerations, the latter for
tellurium can be written as

"

= Q(e,k_+ek,) + D(e,k’ +ekd),

m oH
ep, = [Mylep/M,0= 70<2k‘ Dk

e, = (e,tig)/./2,

where Q and D are the parameters including the band
constants; their dependence on k, and w can be deter-
mined by substituting (2) in view of (3) into the latter
expression and from the energy conservation law for

K = Ky +ik,,

1 We note that the distribution function asymmetry can arise if one
takes into account (along with (8)) the invariants dq(u,, qf + u_qf)

and dz(u+qf + u_qf) in the electron—phonon interaction opera-
tor. However, the phonon mechanism current (of both the ballistic

and shift LPVE types) is proportional to uf - u§ in this case,
and the effect does not arise at uf = ui.
SEMICONDUCTORS Vol. 36 No.2 2002
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the considered optical transition. Then, the current of
the DLPVE photon mechanism is readily found as

— L D(k zO)
ja = 327-KIm [Q(k —kzo)} axys

ko = B [(hor/2) —03) ™
Xotxy = (ei_ei)éax_zexeyaayi
u/kgT

€’|QI*(2myksT)%e
32mmaen, B, A (hw/2)” — A®

nw(hke/m)
eXp[T]

where the latter is the interband absorptivity of light
with polarization e 0 C, C; is the principal crystallo-
graphic axis, and | is the chemical potential of holes.
Thus, the temperature dependence of the current of the
DLFVE photon mechanism in tellurium is completely
defined by the temperature dynamics of the light
absorptivity K(w, T).

It was shown in [11] that the DLPVE phonon mecha-
nism should arise due to anisotropy in the distribution
function of photoexcited holeswith their asymmetric scat-
tering by phonons (or impurity atoms). This anisotropy is
proportiond toggkk/(K; —K; ) andarisesat e I C;intd-

lurium due to the term (U2)8,0k(k3 + k) in H (K).
Then, the correspondi ng average displacement AR =

k k K (k — K y) and, when averaged over the solid
angle, k vamsh%

The contributionsto the BLPVE current, produced by
the processes A, B, and C were derived in [8] (seeformu-
las (4a)—(4c) therein), where it is taken into account that
this contribution arises only in the kinetic-equation term
describing the arrival of carriersin the case of Boltzmann
statistics (thisis not always the case, for example, when
taking into account the “hump” of the subbands M or
Xy intellurium or n-GaP, respectively).

For convenience in further analysis, we write the
functions ®,(k, k') defined by the matrix elements of
the transitions involving a photon and aphonon,

(10)

K(wT) = (1)

®, = Im(dyepsidilerply),

P, = Im(d(z‘i)ep(fz) p12)

®; = |m(d(22)ep2+2)d(+) p12)'
®. = Imeplidilepl).
o, = Im(dWepidPerp®),

O, = Im(dPepdDer p®y,

®, = Im(epPddBer p®y .

g = Im(epldyd5ler p),
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where dﬂ)m = O, mk(epf;)]) isthe matrix element of the
transition with phonon (photon) absorption, and p,,,, =
Prik, k(P = Prie,mk) 1S the matrix element of the
momentum operator.

To make further considerations simpler, we write
the asymmetric components of the squared absolute
values of the matrix elements, used to determine the
LPVE current for the direct interband optical transition
involving a photon,

2nd1

As|My 1k| = E’Em[q)l[é(Ell) +0(Ey; —hw)]

+ @,[0(Eyy) + O(Ey —iw)]]
+(®P5—D,)0(Eyq) + (Py— P3)0(E;; —Hw)
+(Dg— D;)O(Eypy) + (D7 — D) 3(Ezq — 1) }3 (E),

for the intraband indirect optical nonradiative transi-
tion, and

ZHD

As| IV|11| == EKCDS - (D4)5(E2 1)+ (P, — P)S(E)
hwd(E)) ﬁwé(E21)
) cpl[E(zl) + 710, "EOD 4 oo %(El )

for theindirect optical transition |nvoIV| ng aphoton and
aphonon,

AsMy,[ = ﬁ‘*’q’ﬂ

21T W 4] —_ <
—%6( E11)0(E5) [CD3 -®,— g |’
where

E(:m = Enk - Emk —ﬁ(}), En‘m = Enk

£ _ ﬁ—z(k'z—k2)+ﬁ—2(k'2—k2)
ZmD O ] 2m” v4 20/

W _
En'm -

' Emk - ﬁo‘)Lv

E,m—fw,

= BI(A®) =0% h6 = hw/2;

E(Zl)(k — K, K, —= Ky kg —= K),
Pn = DKy~ Kb).

E(2 ) _

Phonon Mechanism of the BLPVE

In the case of the BLPV E phonon mechanismintel-
[urium, the functions ®; are given by

o, =-A,(n+n")p[21, 12],
®, = A(n-n’)p[12, 12],

D, =rAN1-n"p[11, 12],
®, = rA1-n?p[11,12],

(13)

RASULOV et al.

®s = rA1-n?p[22,12],
(DG = CDS, q)7 = _CDS = q)g,

where

p(ll, mM) = ep,e*ppm A, = Cdoulasq ™,

r=-A/Al, N = Bk A%+ BLKE,
n' = nk,— k),
Pk = {2 0 (Ase ko +ek,B,)

+B,0Y ”ez + 3,05 [ e,(KS — 3k,K5)
— Bk Kk, + 3ek (Ko~ k)Y,
enkp = ek, +ek,.

(14)

In (14), relativistically small terms are neglected. To
make things simpler, we consider an experimental con-
figuration withe,=0(i.e., e Czand C; || 0z) and take
into account that

2m
ep’” = O{ Aqe-Kp

+ (_1)| _1360[ex(kx - ky) - 2eykxky] kzr]} ) (15)

ep( = 3r50%> J1-n"lek (K2 —K2) —2e,k,k,] .

We note that the contributions to the current of the
BLPVE phonon mechanism, proportional to the func-

tions @, and P, are small in the parameter dk,/A and

are henceforth neglected. We introduce the following
notation:

QY = aked Baxl €k k(K —K7) — 265k, Kyki]
+ 8oy [k (I k) — 2k Skl €6y},
& = kA Baxl XK (K5 — K7) — 260k ok K]

kileeg},
Ky) — 2€5K:k]]

+ 8y [ Ky (K; — k) — 2k, KoK,

o (16)
Q= Akd ol ek (K~

+ 8y [K3(K; — ko) — 2kzki] ey}

= gk Boyl Eok, K (K — ) — 260k K, K]
+ 8y [k, K (K2 — k) — 2Kk K] €6, }
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We have the following expedient relations:

53 = (55 = —CT)G = —CT)S = szé,
®, = ®; = —B; = By = —B = —Bj = B,ikik?, (17)

®; = —® = B (21"~ 1)(kekh)%,

where
m 3 .k, / .
& h§4m OoCdou; : Z2 Xaxxf 41— 21 (18)
_ 2 2

Xaxx = 6orx(ex_ey)_zexey60ly’ (19)

o, = k,®0 &, = K, o

the broken brackets signify averaging over solid angles
k andk', i = cosp, and § isthe angle made by the vec-
torsky = {k,, k, O} and k, ={k, k;, 0}. The angular
averaging isgiven in the Appendix. Angular integration
over ¢ yields

CT) = ¢5 = —(T)e = —58 = BZO'1,
Py= —B7 = 3= Ps = —Pp = g = B,0,, (20)
64 = —67 = BZO'3,
where
o, = ki@ -b") ",
K, K.
0, = cp@oi-1), &= 2o, (D)
D 0
a=(K-k)+kZ+K3, b = —2kK.,

which, in the case ico > kgT, i.e., for k' > k, are writ-
ten as

0, = kKKHN?, 0,5 = 0. (22)

Photon Mechanism of the BLPVE

General formulas (6) are used to calculate the pho-
ton contribution to the BLPVE current. In this case,
only thefirst termisretained in (2). When calculating a
matrix element of the momentum operator, all theterms

in (6) are taken into account. Then, the functions ®,
and @, arewritten as
B3 = Ps = B = —Bg = Cokiq ™,
Py = By = —Dy = —Dy = By = D7 = C,fik3kD,
By = —B) = Cokekn(2i°-1),  (29)
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where
C, = XaxxsczuzAmé"[ﬁ% q
Then
B3 = s = —Dg = —~Dg = P,
PoomT T TTEm (24)
:CT)S:(T)4:_CT)7:CD4:_CT)7
are defined as
_ Eﬁt| at|D "ot
s, = Respl 0.t g - (o) |,
S, = Resp[o,(Qt + 1A — (kg ~— Ik,
where
*)
Ql(cx) _ 0C|(k)C (k) — C(k)aQ(k)
ok,
e oaae A )
f = CICI, C = (l:jda,
[Cy
1+no,+0./1-n%/2, t,+1 =1, (26)
@ - g = %0 on
2 x 2,/1-n2%a

0, = o,+ig,, (1=1,2).
In (25), 1 =1 and I' = 2. Here we neglect the processes

caused by spontaneous hole transitions from M, to

M. It can be readily shown (after calculation of the

trace in (25)) that the DLPVE phonon mechanism in
tellurium does not contribute to the LPVE in the situa-
tion under consideration.

DISCUSSION

From (13), one can readily verify that the processes
caused by photon emission are suppressed when pho-
tons with the energy 7w — 2A, < #Q are used for exci-
tation. In this case, the temperature run of the current of
both the phonon and photon mechani smsof theBLPVE

is defined by (13) and (14) with a = bIJ , 1.e., by the

temperature dependence of the Iight absorptivity in the
case of the direct optical transition of holes between the

subbands M, and M7,
K(w, T) = Ky(w, T) + 2Ky(w, T),

x—(xz—l)a

y

2
em wkgT
DBve B y e ,

Cnnﬁ3 XAX =1
y = kgT/A,,

Ki(w,T) =
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452 2 4 4
Ko(eo,T) = 2By oy MiKy(@ T)Azmyy

nh'x’'
70,
o= ., X = hwil2A,.
2mB, 2
The chemical potentia of holesis given by
o8 = 2TCBAp
3amg
_ " 0 2 2, 2,12 thi
s = _jdkzgexp[s(wsvkz) * ]|
2,2
+ oxp| - B2 + B + 32 | 5
2mx D

In the numerical calculations, we used the following tel-
lurium parameters. 7%2m, = 0.363 x 10 eV cm?

#2/2my=0.326 x 10% eV cm?, B2 =0.60x 104 eV cm?,
A, =63.15meV, and ny=n, = /g, = +/2.3.

One can see from the last relations that the temper-
ature and spectral dependences of the interband light
absorptivity in tellurium are controlled by the parame-

ter K at 8 < Bvky and ki = kgT/(A; — A;). We note
that in the spherical approximation (taken into account

only in the delta function arguments) in the energy
spectrum,

(i) the functions defined by the last two relations of
(19) have the form

@,

28,70 (s~ + [ 222
g 0

%;S&E

A
[

= 28,47 (G- S/ +|
|

S = Sy, —= ko),

_Kk® K. D
5= O et P

= k'k? K50
SZ = C5X—105%P1_2P3+5EPE;

_k'K? k.0

SS:Cl_OS 2+ 2Py Sn = S (k— k),

24mg

C=- 2 Cno'o,

C, = Cdyu?, 0 =0 = Bk,
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These functions are used to determine the coefficients
Agnon AN by, OF the ballistic LPVE, wherek, is deter-
mined from the conservation law for the energy of the
direct interband optical transition. This contribution has
a smallness (relative to the contribution of the photon
mechanism of the displacement LPVE) on the order of
(1-hw/2h,).

(if) The contribution of the phonon mechanism of
the ballistic L PV E has a smallness on the order ook /B,
relative to the contribution of the photon mechanism of
the displacement LPVE.

(iii) The contribution of the phonon mechanism of
the displacement LPVE to the effect vanishes if the
anisotropy of the distribution function of photoexcited
electronsis disregarded.

Finally, we note that the photocurrent is proportional
to theimaginary part of the product Q*D. Therefore, the
carrier flux directions at the points M and P coincide if
we bear in mind that the matrix e ements of the momen-
tum operator near these points of the Brillouin zone are

related as (€ - pp(K))21 = (€ - Pu(—K))5; ; the states with

subscripts m and m arise from one another under the
action of the time-reversal operator.

APPENDIX

To determine the photocurrent in gyrotropic crys-
tals, one should calculate the integrals

1 1 ' n—2_a_b_n_m
2HZT[IIdeQIk k' ™040,04 0O, ,

(A1)

where Q and Q' are the solid angles of the vectors o =
k/[k| and o' = k'/|K'|. It is convenient to reduce (A.1) to
the form

[dii(g-H) "Gz bin, il

where g is a certain quantity independent of angles and

(A.2)

G&, bjn, nil = éi ,_qu)(coszcb — sin’$)0%050; o)

which defines the photocurrent. We introduce a frame
of reference linked to the vector o. Then, the unit vec-
tors of the new frame are described as e, = (cos¢, sing)
and g, = (-sing, cosd), while the unit vectors directed
along k' are defined as O, = cos(¢ + @) and O, =sin($ +
@), where @ is the angle between the vectors k' and K.
Then, we analyze the G-function properties;

1) G(a, bjn, m) = G(n, m[a, b);
2) G(a, bjm, n) = G(a, bjn, m);
3) G(a = 2, bn, m) + G(a, bjnt, m) = £G(a, bjn, m);
) Ga+lbn+1l m+G@E b+ 1n m+1)=
1 G(a, bjn, m);

5) G(a, bjn = 2, m) + G(a, b|n, mz) = +G(a, bjn, m);
6) G(a, bjn, m) =0, if a+ b+ n+ misan odd number.
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For completeness, we present the explicit form of

the G-functionsinthecasea+ b+ n+ m< 8. For
G(a, bl0, 0,) = G(a, b), we have

1) G(2a,0) = (2a—-D!/(22*1 - al);

2) G(2,0) = 1/4;

3) G(4, 0) = 3/8;

4) G(6, 0) = 5/16;

5) G(8, 0) = 35/128;

6) G(2, 2) = 1/8;

7) G(4, 2) = 1/16;

8) G(6, 2) = 5/128.

For the functions G(a, b|n, m), we have

1) G(1, 01, 0) =—G(0, 1J0, 1) = P,(cos®)/2;
2) G(3, 0|1, 0) =-G(O0, 3|0, 1) = 3P,(cosy)/8;
3) G(5, 0|1, 0) = 5P,(cosy)/16;

4) G(7, 0|1, 0) = 35P,(cosy)/128;

5) G(2, 02, 0) = p°/4;

6) G(2,00,2) = (1 ji°)/4;

7) G(3,00, 1) = (1 - [i°)v2/4;

8) G(3, 0|1, 0) = —G(0, 1|1, 0) = [i/4.
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Abstract—The experimental, experimental—cal culated, and theoretical spectra of reflectance R, extinction coef-
ficient k, and refractive index n for fluorite crystal are compared in the energy range from 6 to 35 eV. Their impor-
tant properties and general features are determined. Serious discrepancies between the experimental and experi-
mental-calculated data of R, k, n, as well as between the results of calculations based on five theoretical models,
arerevealed. Themost reliable R spectrum is ascertained. A satisfactory agreement between the experimental-cal-
culated k spectra and the theoretical datafor two modelsisfound. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

lonic crystals with fluorite structure are acknowl-
edged as promising optical materialsfor applicationsin
the range of vacuum ultraviolet radiation, as matrices
for impurities (particularly for rare-earth impurities),
and as solid electrolytes. Therefore, the study of their
electronic structure in awide energy range is of prime
importance. However, the experimental optical spectra
and theoretical calculations of their energy bands are
quite contradictory and incomplete [1-11]: the experi-
mental spectra greatly differ in the numbers of peaks
and intensities; and the theoretical results disagree in
the magnitude of the direct band gap Eyq, the width of
the upper valence band, and in the dispersion and struc-
ture of the conduction bands. Recent theoretical calcu-
lations of spectra for the imaginary part of dielectric
constant €,(E) of CaF, in the range of 10-27 eV [10]
and 8-20 eV [11] do not correlate with each other, but
do alow for a more complete and detailed analysis of
experimental data on the éectronic structure of this
crystal.

Several experimental spectraare available for CaF,,
among them are the reflectance spectra R(E) in the
energy range E = 6-36 €V at the temperatures T = 90
and 300K [2],E=5-21eV a T=4.2and 300K [3],
and the spectra of the real and imaginary parts of the
dielectric constants €,(E) and €,(E) in the range E =
10-35eV at T =300 K obtained by ellipsometry [4] and
calculated from the spectra of characteristic losses of
electrons|[5]. Theresults of these studieswere not com-
pared despite large discrepancies between them.

METHOD FOR CALCULATIONS

The most comprehensive information about the
electron structure in a wide energy range of intrinsic
absorption can be obtained from alarge variety of fun-
damental functions [12]: the reflectance R(E) and

absorption factor W(E), refractive index n(E) and
extinction coefficient k(E), real &,(E) and imaginary
€,(E) parts of the dielectric constant, the function of
characteristic bulk losses of electrons Ime™, and so on.
We calculated this set of functions on the basis of one
of two (R, €,), or two (g4, €,) functions from [2-5, 10,
11]. In this paper, we consider the results for R, n, and
k spectra. Our aim is to obtain k(E), n(E), and R(E)
spectra using available experimental data for R(E),
&(E), €,(E) and theoretical datafor €,(E), and to com-
pare and analyze al the experimental and calculated
k(E), n(E), and R(E) spectra. The necessity of studying
these three optical functions stems from the fact that in
the most commonly used cases of normal incidence of
light, R, €,, and €, spectra are directly related to k and
n by the following simple formulas: R = [(n — 1)? +
K[(n + 1)? + k], &, = 2nk, €, = n — k2. The calcula-
tionsof R(E), n(E), and k(E) spectraare performed using
thewidely used Kramers—Kronig relations[12, 13].

RESULTS AND DISCUSSION

We calculated R(E) spectra on the basis of experi-
mental-calculated spectra €,(E) and &;,(E), obtained
from ellipsometry [4] and characteristic |osses of elec-
trons [5], and also from the theoretical €,(E) spectra
[10, 11]. They are represented in Fig. 1 by curves 3 [4]
and 4 [5], and by curves 5 [10] and 6 [11]. The experi-
mental R(E) spectra[2, 3] are shown by curves 1 and 2.

In addition, we calculated k(E) and n(E) spectra
(Fig. 2) using experimental R(E) spectra (curve 1) [2],
(curve 2) [3], experimental-calculated €,5(E) (curve 3)
[4] and €,(E) (curve 4) [5] spectra, and theoretical €,(E)
spectra (curve 5) [10] and (curve 6) [11].

Before analyzing reflectance spectra, it is necessary
to note the main features of the experimental methods
used in [2-5]. The CaF samples were cleaved single
crystals [2—4] and thin polycrystalline films [5]. Syn-
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Fig. 1. Reflectance spectra of fluorite measured using (1) synchrotron radiation in the range of 6-36 €V at 90 K [2] and (2) conven-
tional light sourcein therange 5-21 eV at 4.2 K [3]; and (3) calculated on the basis of experimental €, spectrain the range of 10—
35 eV at 300 K [4]; (4) spectrum of characteristic electron losses —ImeLin the range of 1040 eV at 300 K [5]; (5) and (6) are
theoretical spectraof €, from [10] and [11], respectively. The ten most intense R peaks [2] are numbered and indicated by arrows.

chrotron radiation [2, 4] or gaseous discharge in a cap-
illary [3] were used as light sources. The method of
determining the —Ime= function from the measured
parameters of electron losses usually does not ensure
the sufficient accuracy of the loss function itself and,
consequently, of the calculated €,(E) and €,(E) spectra.
It was emphasized in [4] that the experimental datain
the energy range E < 11 eV were incorrect because of
the imperfections in the system of light monochromati-
zation. Thisdid not allow the authors of [4] to detect the
long-wavelength absorption band of the free excitonin
the energy region E < 12 eV.

As follows from the analysis of four reflectance
spectra (Fig. 1, curves 1-4), curve 2 runstoo high, and
curve 3 runstoo low with respect to curve 1. Curve 4 is
in reasonable agreement with curve 1 in the energy
region E <18 eV but runstoo low intherange E > 18 €V.
No. 2

SEMICONDUCTORS  Vol. 36 2002

From all spectra, one can single out the 10 most intense
bands, which are indicated by arrows and numbered.
Theintensity of the 2' band found in [4] istoo low. The
additional direct measurements of the reflectance spec-
trum in the region E < 11 eV showed that R=0.12 at
the peak of the 1' band, which isalmost two times|ower
than in curve 1. This clearly indicates that the reflec-
tance R(E) obtained in [4] in the range of the first two
bands 1' and 2' istoo low and incorrect. Thiserror is so
largethat it casts suspicion on the magnitude of Rin the
entire energy range up to 35 eV. The occurrence of a
very sharp peak and dip (R= 0.02!) in curve 1 and an
appreciably larger reflection in curve 2, with respect to
the values 1 and 4 in the range E < 10.8 €V, countsin
favor of the higher reliability of curve 1 from [2] and of
the large overestimation of R(E) in curve 2 from [3].
The position of many peaksin four R(E) curves differs
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Fig. 2. () Spectraof refractiveindex n and (b) extinction coefficient k of fluorite cal culated on the basis of the experimental reflec-
tance spectra (1) [2], (2) [3], (3) &5 [4], (4) - met [5]; and theoretical spectra(5) €5 [10], (6) [11]. Ten most intense R peaks [2] are

numbered and indicated by arrows at the top.

by 0.1—0.3 eV. This can probably be explained by the
differencesin calibration of the energy scale of the spec-
trometers used in [2-5]. Thus, the most reliable reflec-
tance spectrum for CaF, is apparently obtained in[2].

The large overestimation of experimental data
obtained in [3] is most clearly seen from the calculated
spectra for the extinction coefficient k(E) (Fig. 2a): the
magnitudes of k (curve 2) are 3-4 times larger than
those for the other three curves (1, 3, 4). The data of
curves 1, 3, and 4 are in good agreement within the
energy range E = 10-18 and 25-32 eV. Intherange E =
18-25 eV, the magnitudes of kin curve 1 arelarger than
in the other two curves by factors of ~1.4 (curve 4) and
2 (curve 3). Thisis caused by the corresponding under-
estimation of reflectance measured in [4, 5] in compar-
ison with the data obtained in [2]. The largest magni-
tudes of k according to curve 1 are the following: 1.04
(1,E=11.20eV),1.02 (2,E=13.10eV), 1.23(3,E=
13.80eV),0.88 (4, E=15.30eV),0.44 (5,E=19.10eV;

6',E=20.20€eV),051(7,E=24.75¢eV),0.38 (8, E =
27.60eV; 9, E=32.20¢eV), 0.89 (10", E=34.20 eV).

In contrast to the R(E) and k(E) spectra, the data of
the three curves (1, 2, 4) for n(E) for band 1' located at
the largest wavelength arein good correl ation with each
other. The discrepancy between them in the range of the
next two bands (2', 3') is not too large. In the high-
energy range, the data of curve 2 are obviously overes-
timated, as well as the magnitudes of n(E) for curves 3
and 4intheregion E> 20 eV.

Analysis of the experimental and experimental -cal-
culated k(E) spectra shows that the most correct exper-
imental spectrum R(E) in the range E = 10-35 €V is
obtained in [2]; the data in the range E = 20-35 eV
require additional refinement by the averaging of the
three spectra (curves 1, 3, 4).

The theoretical spectra €,(E) of fluorite have been
calculated in the range E = 10-27 €V by three methods
[10]: by the self-consistent ab initio OLCAQO method in

SEMICONDUCTORS  Vol. 36
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LDA approximation without (G1), or with (G2) self-
effect correction, as well as by an additional simple
shift of conduction bands upwards by ~ 5.1 eV for
matching the theoretical band gap E, with the experi-
mental one (G3). The &,(E) spectraobtained in[11] are
calculated ab initio in the range E = 8-20 eV in the
LDA and quasi-particle approximations without (B2)
and with (B1) regard to the interaction of electron—hole
pairs. On the basis of these five €,(E) models [10, 11],
we caculated R(E), k(E), and n(E) spectra. Two (B1,
G2) of the five calculated spectra more closely match
the experimental datafor R(E) and experimental-cal cu-
lated data for k(E) and n(E). Therefore, for brevity,
hereafter we shall consider our theoretically calculated
spectra of two models (B1, G2). The purely exciton
peak 1' located at the longest wavelength in the k(E)
spectrum cal culated by the B1 model coincideswith the
experimentally cal culated value with accuracy up to 0.05
eV (Fig. 2b, curves 1, 6). Next, in curve 6 the most
intense peak 3'is observed at 13.6 eV and is shifted to
lower energiesonly by 0.2 eV relative to the experimen-
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tally calculated spectrum, and, then, a weakly pro-
nounced step appears in place of the intense peak in
curve 1.

Peaks 3-6' in curve 6 are shifted to lower energies
by 0.2 (3),and 0.7-1 eV (5, 6') relative to the peaksin
curve 1, and to higher energiesby 0.2 eV (4', 7'); astep
appearsin the theoretically cal culated spectrum instead
of the peak 1'. The peaksin k(E), calculated according
to the second theoretical-calculated model (G2), are
shifted to higher energies by ~ 0.2-0.5 eV; the exciton
peak 1', as might be expected, is absent. This points to
the fact that the structure and intensity of three experi-
mentally calculated and two theoretically calculated
k(E) spectra of fluorite in the range E = 9-26 eV arein
very good agreement.

The same detailed similarity is found between the
n(E) spectra (Fig. 2a).

Theoretical €,(E) spectra obtained in [10, 11] are
compared to obviously inadequate experimental data
[4] without discussion of the nature of the peaks. Three
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models of bands (G1, G2, G3) aong the I'L, I'X, and
'K directions are suggested in [10]. The most correct
model G2 yieldsthe value of E, which islower by AE =
3.4 eV. Taking into account this correction, we esti-
mated the energies of the most intense interband transi-
tions at E = 12.9 eV for I'(V,—C,) and 13.0 eV for
X (V,—Cy) (2); 135 eV for I'(V,—C,); 13.4 eV for
rxX(\,—C, and 144 eV I'L (V,-C)) (3); 15.4 eV for
Ir(V,—C,), NX(V,—Cs;, C,),and 'L (V—C,) (4); 17.5eV
for 'L (V,—Cy) (5, 19.5eV for ' (V—Cs) and 'L (V—C,)
(6"); and 25.4 eV for 'L (V,—C,) (7"). Many k(E) and
R(E) peaks can be caused by metastable excitons. In
this case, they are shifted relative to the energy of inter-
band transitionsto lower energies approximately by the
binding energy.

Thus, the most correct reflectance spectrum is
obtained in [2]. In the energy range of 18-35 eV, the
results obtained in [2, 4] are aso reliable. The results
obtained for R(E) spectrum in [3] are highly overesti-
mated in theregion E < 13 eV and E > 17 eV, whereas
the reflectance spectrum in [4] is strongly distorted in
intensitiesintherange E < 13 eV. The most pronounced
overestimation of R(E) [3] can be seen by comparing
four k(E) spectra. The theoretically calculated k(E),
n(E), and R(E) spectra that we obtained by using two
models of &,(E) proposed in[10, 11] arein good agree-
ment with the experimental R(E) spectra[2], aswell as
with the experimentally calculated k(E) and n(E) spec-
tra derived from the experimentally calculated €,(E)
and &,(E) spectra[4, 5].

The much more precise R(E), k(E), and n(E) spectra
obtained for fluoritein thisstudy in awide energy range
of fundamental absorption provide the possibility for
deeper insight into the optical properties of this crystal
and for more substantiated and sophisticated devel op-
ment of the theory of the structure of fluorite-group
crystals, taking excitons into account and ensuring a
detailed description of peaksin k(E) and R(E) spectra.

SOBOLEV, KALUGIN
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Abstract—The influence of the laser pump density L on the intensity and the characteristic time constant of
theintermediate-field el ectromodulation E; component of photoreflectance spectrain adirect-gap semiconduc-
tor was studied. The experiments were carried out using GaAs samples with carrier concentration n = 106 cm=
and laser pump densities in the range L = 100 pW/cm? — 1 W/cm?. For all of the samples under study, the log-
arithmic dependence of the intensity of the electromodulation signal on the laser radiation density was ascer-
tained. No effect of the attendant variations of the characteristic time constant on the measured signal was

observed. © 2002 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

Photoreflectance (PR) spectroscopy is widely used
for studying electronic, optical, and structural proper-
ties of semiconductors because of the comparatively
simple experimental implementation of the method
combined with the great variety of datacontained inthe
spectra. The main body of information can be extracted
by intermediate- or low-field measurements of the elec-
tromodulation component arising in the region of a
direct-gap (valence band)—(conduction band) transition
[1]. This component stems from the periodic modula-
tion of the surface electric field under laser irradiation
with a photon energy greater than the semiconductor
band gap. According to [2—4], the main parameter that
defines the spectral line shape and the intensity of the
electromodulation signal isthe modulation depth of the
surface electric field. Thus, laser pump density (LPD)
turns out to be one of the most important parameters
that aff ects measurements of the spectra. However, only
the low-field components have been considered in the
studies on LPD influence reported so far [5-7]. Thereis
little or no information available about the LPD effect
on the characteristic time constant of the T component,
which is a first approximation of the delay time
between the modul ated reflectance signal and the pump
[8,9].

The aim of this study was to gain insight into the
LPD influence on the intensity and characteristic time
constant of the intermediate-field electromodul ation E,
component. The measurements were conducted at

room temperature with the use of the setup described in
[10]. Phase analysis (PA) of spectra [9] from GaAs
samples (E, = 1.424 €V [4]) with the carrier concentra-
tion n = 10'¢ cm= was carried out with an SR850 two-
channel phase-sensitiveamplifier (PSA). LPD values(a
red He-Nelaser) ranged from 100 pW/cm? to 1 W/cm?.
Lower LPD resulted in such aweak signal that it could
not be measured without switching the PSA amplifica-
tion range. In contrast, for LPD exceeding 10 W/cm?,
saturation of the PR signal intensity and phase angle
was observed for some of the samples. The modulation
frequency was in the range f = 50 — 500 Hz, which
excluded its influence on the modulation signal being
measured.

Theline shape of the PR intermediate-field E, spec-
tra obtained in experiments agrees qualitatively with
that recently published [4]. The one-component charac-
ter of the spectrawas proved by simulations in terms of
a generalized multilayer model [4], as well as by plot-
ting the phase diagrams[9].

CHARACTERISTIC TIME CONSTANT

The PR signal measured with a two-channel PSA
can be represented as the square root of the sum of the
squared components, one of which isin phase with the
reference signal and the other is shifted with respect to
the reference signal by 90° [9]. However, the intensity
of the PR signal may differ from the true value AR/R(E)
defined by the parameters of modulation. Aswas shown
in[10], acomplex PR signal depends on the cyclic fre-

1063-7826/02/3602-0153%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Characteristic time constant of the electromodulation
Ey component T vs. laser pump density L. The linear depen-
denceis observed down to L < 100 pW/cm? (not shown).

guency w = 21, wheref isthe frequency of modulation,
and on the characteristic time constant T of the compo-
nent:

AR AR, _ 1+e' " .
— e P + .
R (E, w, 1) = (E) P (1+iwT) D

Thus, a necessary condition for the intensity of the
modulation signal obtained in experiment to coincide
with itstruevalueis wt < 1.

In the context of PA, estimating T from the phase of
delay ¢ implies a strictly specified time shape of the
signal AR(t) during the laser irradiation and after the
pump is turned off. One of the most frequently cited
models for AR(t) was proposed by Seebauer [8].
According to thismodel, anincreaseinthe electric field
strength under the laser irradiation is due to the drift
and recombination of the minority carriers with the
majority carriers captured by the surface states of the
traps. Since both the recombination and drift of the
minority carriers occur within ananosecond time scale,
they cannot ensure anoticeable delay when the density
of nonequilibrium carriers is sufficiently high. In con-
trast, the restoration of the surface charge after the laser
pump is turned off implies the capture of the majority
carriersand, thus, is characterized by the time constants
from the us-msinterval [11, 12]. Hence, it follows that
the time constant of the PR signal after switching the
pump off is independent of LPD. According to the
model, for 1/wt — oo, we should expect § — 0O; in
the other limiting case of L/wt — 0, ¢ — 32.48° is
expected.

Shen et al. [13] attribute modulation of the electric
field to the interaction of the surface states with the
charge carriers of both signs. Recombination with the
photogenerated minority carriers reduces the amount of
charge at the surface states; concurrently with this, cap-
ture of the mgjority carriers (the so called “restoration”
current) occurs. The time required for these two pro-

KUZ’MENKO et al.

cessesto cometo equilibrium isthe same onethat defines
1. Thistimeisgoverned by the capacitance-related effects
in the space charge region (SCR), and for low and inter-
mediate depths of modulation it is expressed as

Ares . _ EEQKT 1
dv, d qAT?

Here, C and R are the capacitance and resistance of the
surface-SCR system, respectively; J. is the density of
the restoration current; € isthe permittivity; gistheele-
mentary charge; d is the thickness of the space charge
layer; kisthe Boltzmann constant; T isthe temperature;
Ais the Richardson constant; V= Vg o — V,,, With Vg o
being the surface potential in the absence of irradiation;
and V, is the photovoltage. Since V, depends on LPD
(in terms of V,), Eq. (2) predicts a decrease in T with
LPD. On the assumption that the time constants for the
growth and decay areidentical, we derived T in the fol-
lowing form (see[9, 10]):

tand = wrt. 3

For the spectra being studied, a decrease in LPD
resulted in areduction in the signal intensity and clock-
wise rotation of the phase diagram. Rotation of the
phase line indicates that the phase angle increases.
Since the measurementswere carried out without a pre-
set of the PSA phase, the phase angle ¢ might be deter-
mined as the angle between the phase line and the X
axis [9]. A certain spread in the phase angle was
observed, but it was no greater than a few percent.
Although the values of ¢ obtained in the experiment
were within those predicted by the Seebauer model
(¢ = 5°-10°), the variations observed are sufficient to
indicate the failure of this model in the case under
study.

In order to check the above-mentioned assumption
of equality between the growth and the decay time con-
stants, the dependence AR(t) at a fixed photon energy
was read from an oscilloscope for one of the samples.
Although the signal shape was only dightly different
from a rectangular one, the growth and decay regions
displayed a noticeable delay with respect to the pump
signal. Visually, the growth and decay of AR(t) were
judged to be exponential with approximately equal time
constants. This fact allows us to calculate t from (3).
Figure 1 showsthe 1(L) function recalcul ated for atyp-
ical dependence ¢(L). As is evident from Fig. 1, the
thus obtained T1(L) can be closely approximated by a
straight line. In view of the logarithmic dependence of
photovoltageon LPD [5, 6], alinear T(L) dependenceis
predicted by (2). Thisresult presents another argument
in favor of the Shen model.

The T values obtained are within the range of (3-6) x
107 s. According to formula (1), thismeansthat, for the
considered LPD values, the nonzero characteristic time
constant does not noticeably affect the measured signal .
Therefore, the electromodulation signal intensity
obtained in the experiment may be interpreted as atrue

v
1= RC = rec = pg?(—T%. o)
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value, which is conditioned only by the parameters of
the modulation process.

In order to exclude the influence of the laser wave-
length, we performed a series of experiments with a
blue He-Cd laser (A = 441.6 nm). No qualitative dis-
agreement with previousdy obtained results was
observed. With the blue-light irradiation, however, the
values of T were smaller, which can easily be explained
by shifting the region of nonequilibrium-carrier gener-
ation towards the sampl e surface.

THE A(L) DEPENDENCE

The concept of an amplitude factor A has, thus far,
only been introduced for a low-field case, when the
spectral line shape depends neither on the electric field
strength nor on its modulation depth. As has been
shown previously [5-7], this case correspondsto alin-
ear dependence of the electromodulation signal on pho-
tovoltage or on avariation in the surface potential AV..
From the logarithmic dependence of AV, on both the
current of the photoinduced minority carriers towards
the surface Jy,c and the “restoration” current J., and
from the linear dependence of J,. on L, the logarithmic
character of A(L) immediately follows.

For an intermediate-field component, the concept of
amplitude factor may be introduced analytically only
under the conditions of (i) uniformity of the electric
field over the region of PR generation and (ii) complete
suppression of this field by the irradiation [14, 15]. In
this case, the amplitude factor might be defined as a
coefficient of proportionality between the broadened
electrooptical G function [15] and the spectral line
under investigation. As was previously demonstrated
[3, 4], these conditions are actually not satisfiable and
the spectral component shape cannot be described by a
single analytical expression. Nevertheless, the calcula
tions performed within the generalized multilayer
model [4] suggest that, withintheinterval of the electric
field modulation depth & > 0.05, the line shape, period,
and energy position of Franz—Keldysh oscillations
remain nearly constant and are defined merely by the
electric field in the absence of irradiation and the
energy of the electron—optical transition. In contrast,
within the interval specified above, the signal intensity
only depends on the depth of modulation of the surface
electricfield. The above considerationsjustify using the
magnitude of Franz—Keldysh oscillations as an ampli-
tude factor for an intermediate-field electromodulation
signal.

The dependences A(L) thus determined for severa
samples are plotted in Fig. 2. As an amplitude factor,
the magnitude of the second positive Franz—Keldysh
oscillation was used. For a fixed LPD, a considerable
sample-to-sample spread of the amplitude factor was
observed. Because of this, the results were normalized
before being compared. Quantitative analysis indicates
that all of the dependences A(L) found in experiments
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Fig. 2. Typical dependences of the photoreflectance signal
on laser pump density A(L) for the three samples studied.

can be well approximated by a logarithmic function.
This circumstance led us to the conclusion about alin-
ear relationship between the amplitude factor of the
intermediate-field electromodulation signal and the
photovoltage or variation in the surface potential AV
within the LPD range considered.

CONCLUSION

To summarize, we would like to remind the reader
that this study was aimed at gaining insight into the
LPD influence on the characteristic time constant 1
and the intensity of the intermediate-field el ectromod-
ulation component. Varying LPD within therangelL =
100 pW/cm? — 1 W/cm? results in a change in 1. This
change, however, has practically no effect on the mea-
sured signal. Using experimental dataand the results of
calculations based on the generalized multilayer model,
weintroduced a concept of the amplitude factor for the
intermediate-field component and proposed a method
for determining it. For the samples under investigation,
the logarithmic dependence A(L) was established. By
comparing the results obtained with those published
elsewhere, the amplitude factor of the intermediate-
field electromodulation signal was found to be alinear
function of photovoltage. We may conclude that the
typical response of the intermediate-field component to
a change in LPD over a wide range of L values was
obtained.
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Abstract—The method of capacitance-voltage characteristics was used to study the behavior of Si
implanted into GaAs after a postimplantation electron-beam annealing for 10 s under a beam-power density
of 7.6 W cm=. The electron beam was incident on both the implanted and rear surfaces of the wafers. The
reference samples were annealed thermally in a furnace for 30 min at 800°C. It is shown that the diffusion
coefficient D is more than three orders of magnitude larger in the case of electron-beam annealing of the
implanted surface than in the case of thermal annealing and by almost two orders of magnitude larger than
in the case of electron-beam annealing of the rear surface. It is assumed that these distinctions are caused by
along existence time of the high steady-state concentration of nonequilibrium electrons and holes due to
their spatial separation. © 2002 MAIK “ Nauka/Interperiodica” .

It has been found [1, 2] that electron-beam anneal-
ing of GaAsmakesit possibleto attain much larger val-
ues of the diffusion coefficient and the electrical activa-
tion of implanted 2Si compared to those obtained by
thermal annedling at the same temperatures. It is
assumed that this distinction is caused by the effect of
“electronic excitations” (nonequilibrium charge carri-
ers, the Auger processes, and plasmons) generated dur-
ing the electron-beam annealing on the impurity redis-
tribution. However, this assumption cannot be consid-
ered as unambiguous. First, in this case, a long
existence time of the high concentration of nonequilib-
rium charge carriers (higher than 10'° cm) should be
assumed, which is doubted by many researchers [3].
Second, the observed effects can be caused by radia-
tion-enhanced diffusion, which possibly proceeds dur-
ing the electron-beam annealing differently from that
during thermal annealing owing to a considerable dif-
ference in the heating rates of the material.

In this context, the objective of this study was to
clarify therole of ionization-related and thermal effects
in the diffusion-related redistribution and electrical
activation of silicon implanted into gallium arsenide.

In the experiments, we used wafers of semi-insu-
lating undoped GaAs with a resistivity higher than
107 Q cm. The 2Si ions were implanted at room tem-
perature, first with an energy of 50 keV and a dose of
6.25 x 10'2 cm and then with an energy of 75 keV and
a dose of 1.88 x 102 cm™. In order to eliminate ion
channeling, we used the method described elsewhere
[1]. Prior to annealing, a SIO, film 0.1-0.3 pum thick
was deposited onto both surfaces of the wafer using the
plasma-chemical method. Electron-beam annealing

was carried out for 10 sat a power density of 7.6 W cm?;
aModul’ system was used. The electron beam wasinci-
dent on both the implanted and rear surfaces of the
wafers. The control thermal annealing was performed
in aresistance furnace for 30 min at a temperature of
800°C in hydrogen flow. After the SIO, film was
removed, we determined the electron-concentration
profiles by measuring the capacitanance-voltage char-
acteristics using the Schottky barriers with ochmic con-
tacts.

In the figure, we show the electron-concentration
profilesin theion-implanted GaAs:Si layers after elec-
tron-beam annealing with the electron beam incident
on the implanted surface (curve 1) and on the rear sur-
face (curve 2), and a so after thermal annealing (curve 3);
curve 4 represents the implanted silicon profile calcu-
lated using the ion-range parameters R, and AR, deter-
mined from secondary-ion mass spectrometry. Experi-
mental doping profiles were processed using the Boltz-
mann—Motano method [1, 4].

In Table 1, we list the parameters of experimental
electron-concentration profiles.

It folows from the figure and Table 1 that, after the
electron-beam annealing of the ion-implanted surface,
the values of the diffusion coefficient D and the degree
of electrical activation n of the Si impurity are larger
than those after annealing of therear surface, which are,
in turn, larger than those obtained as a result of thermal
annealing. It is noteworthy that, for electron-beam
annealing, the thermal field propagates to the entire
thickness of the wafer in a characteristictimet, > 103 s
(1. = d%/0, where d is the wafer thickness and 0 is the
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Electron-concentration profiles in GaAs.Si (1, 2) after elec-
tron-beam annealing for 10 s with a power density of

7.6 W cm™2 when the beam wasincident on the (2) implanted
and (2) rear surfaces of wafers, and (3) after thermal anneal -
ing for 30 min at 800°C. Curve 4 represents the calculated
concentration profile of silicon implanted first with an ion
energy of 50 keV and dose of 6.25 x 1012 cm™ and then

with an energy of 75 keV and adose of 1.88 x 1012 cm .

thermal diffusivity) so that the temperatures at both sur-
faces are almost identical.

By solving the thermal-balance equation, we find
that the saturation temperature T, the time for attaining
the saturation t,, and the heating rate of the wafers are
803°C, 294 s, and 741 K s, respectively. Sincet, > 1.,
the heating rate of both surfaces is almost the same. It
should be noted that, in the case of thermal annealing,
the value of dT/dt wasequal to ~2.8 K s™. If we assume
that, in the course of electron-beam annealing of the

Table 1. Parameters of electron-concentration profiles in
GaAs:Si after annealings of various types

. Diffusion coeffi-| The degree
Typeand conditions of | “gient of D, | of Si activation

9 cm? st n, %

Thermal annealing for 20x 107 343

30 min at 800°C

Electron-beam annealing

for 10 sat apower density

of 7.6 W cm™

At theimplanted surface | 1.6 x 10712 40.1

At the rear surface 59x 107 52.6

M. V. ARDYSHEV, V. M. ARDYSHEV

rear surface, migration of defects into the GaAs bulk
occurs, the difference between the diffusion coeffi-
cients during the el ectron-beam and thermal annealings
is caused by the impurity diffusion stimulated by
defects. There are groundsto believethat thisprocessis
a consequence of the high heating rate of the sample
during electron-beam treatment, owing to which the
annealing of implantation-induced defects and the acti-
vation of impurities occur simultaneously [5]. How-
ever, the radiation-enhanced diffusion resultsin aninsig-
nificant increasein D (by afactor of 4, see Table 1). Tak-
ing into account that, in the case of electron-beam
annealing of theion-implanted surface, anincreasein D
amounts to several orders of magnitude and the non-
equilibrium charge carriers are generated within the
layer of the ion-implanted impurity, the most probable
cause of the observed large values of D and n are the
ionization effects.

Previoudly, the following mechanisms for enhanc-
ing the diffusion by the excitation of an electronic sub-
system were suggested: the recombination 6-burst
mechanism suggested by Lenchenko [6], the mecha
nism of inverse potentials suggested by Oksengendler
[7], the Corbett—Bourgoin mechanism [8], and other
mechanisms [9]. However, each of the above mecha
nisms has one or another drawback.

We represent the accumul ation kinetics for nonequi-
librium charge-carrier concentration as

AN _ An 3 9°An
W = G- T _V(An) +Dn,p aXz ) (1)

where G isthe generation rate; T isthe lifetime of non-
equilibrium charge carriers, whichiscontrolled by their
recombination; y is the coefficient of the Auger recom-
bination; and D,, , isthe coefficient of ambipolar diffu-
sion of nonequilibrium charge carriers.

A steady-state concentration of nonequilibrium
charge carriers is attained during the electron-beam
annealing; i.e., 0An/ot = 0. For low generation rates, a
decreasein the concentration of nonequilibrium charge
carriers is governed by the second term on the right-
hand side of Eq. (1); for higher generation rates, it is
governed by thethird term. The Auger recombinationis
dominant if y(An)3 > An/t. Assuming that T = 108 sand
y=3x10"3 cm®s?[10], wefind that An> 2 x 10'° cnmr3,
In order to attain such a concentration of nonequilib-
rium charge carriers, we haveto ensurethat G = y(An)3 =
2.4 x 10?" cm~3 s71. We used the datareported in [11] to
obtain the estimate of G = g;N,j/e, where g; isthe ion-
ization cross section, N, = 4.45 x 10?> cm~3 is the con-
centration of the semiconductor atoms, j isthe electron
current density (j = 7.6 x 10% A/cm?), and eisthe ele-
mentary charge. The value of o; was determined from
the expression

o, = (OONy) "dE/dx, 2
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where [Iis the mean ionization potential for GaAs
atoms, and dE/dx are the specific energy losses of elec-
trons taking into account the backscattered particles.

In Table 2, we list the results of calculations. It can
be seen that, for the electron-beam annealing used, the
generation rate is much lower than the value at which
the Auger recombination becomes dominant. There-
fore, the steady-state concentration of nonequilibrium
charge carriers Ang is controlled by the first, second,
and fourth terms on the right-hand side of Eg. (1). We
then take into account that the electron mobility , in
GaAs is much higher than the hole mobility p,; as a
result, separation of charge carriers occurs. Assuming
that the surface recombination isinsignificant and that,
at an annealing temperature T, the concentration of
thermally generated charge carriers ny(T,,,) is equa to
Ang at a depth of x = 3L (L isthe charge-carrier diffu-
sion length), we obtain the following expression for the
steady-state concentration of nonequilibrium charge
carriers.

= (B Hn * ]
A = no(Tar) PR = -1) 3

Here, Ng(Tey) = [Ne( T Ny (Ter)] V26X PI-AE(Tory) 2K Tyl
where N(T,,,) and N (T,,,) arethe densities of states(at
the annealing temperature T,,,) in the conduction and
valence bands, respectively; AE(T,,,) isthe band gap of
GaAsat T,,,; and Up isthe potentia barrier.

The values of mobilities , and y, at T,,, = 800°C
are mainly governed by scattering at optical phonons.
Estimations show that, in this case, y /|, = 5. At the
same time, we have n,(800°C) = 10" cm. In order to
satisfy the condition Ang = 10ny(T,,,), we have to
assumethat Up = 2(kTg,/€); i.e., wehave Uy = 0.2V a
T,n = 800°C. Thisvalue of U, appearsredistic.

Thus, we substantiated experimentally the deter-
mining role of ionization-related and thermal processes
in the enhancement of diffusion and the increase in the
degree of electrica activation of 2Si in the ion-
implanted GaAs layers as a result of electron-beam
annealing. We also showed that the most probable
cause of the long-term existence of the high concentra-
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Table2. Theresultsof caculating theinteraction of electrons
with GaAs

Electron energy | lonization cross Generation rate
E, keV section g, 10 cm?| G, 10 cm3 st
5 85 12
10* 5.4 75
15 4.2 5.8

* |n this study, we employed the electron-beam annealing with
electron energy of 10 keV.

tion of nonequilibrium charge carriers is their spatial
separation.
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Abstract—The effect of annealing on the efficiency of high-temperature luminescence of 6H-SIC samples
grown under varied conditions and doped with boron was studied. A part of the samples was subjected to neu-
tron or fast-electron irradiation. It is shown that the efficiency of high-temperature luminescence is determined
by the concentration of deep boron-related centers, revealed by capacitance spectroscopy as D centers. High-
temperature treatment leads to dissociation of the D centers, which are Bg—V complexes, with part of the
boron atoms becoming electrically inactive. It is established that deep boron centers are thermally stable up to
=1500°C. The preservation of these centers at higher temperatures (up to 2600°C) is due to the presencein SiC
crystals of clusters acting as sources of honequilibrium carbon vacancies. Clusters of thiskind are contained in
crystals grown with an excess of silicon or irradiated with high-energy particles. This circumstance accounts
for the strong dependence of both the concentration of D centers and the temperature of their annealing on sam-
ple preparation conditions. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Boron, aGroup |11 element, formstwo acceptor cen-
tersin SIC [1, 2]. One of these, having an ionization
energy of 0.3-0.39 eV, is commonly observed in mea-
suring the Hall effect in a p-type material. The other, a
deeper energy state of boron, was originally discovered
in N-SIC samples doped with boron by the diffusion
method [3]. This state activates high-temperature lumi-
nescence (HTL) with an emission peak at 2.0-2.2 eV
for the 6H-SIC polytype. An analysis of the spectra of
boron-related luminescence [4] established that the
HTL is due to radiative transitions in donor—acceptor
pairs and to [donduction bandZ-acceptor transitions, with
the ionization energy of the acceptor equal to ~0.7 V.
A deep acceptor state with ionization energy of 0.55—
0.6 eV was observed in measuring the Hall effect in
p-SiIC samples diffusion-doped with boron [2, 5].
A similar boron-related deep center (D center) was
revealed by capacitance spectroscopy in both n- [6, 7]
and p-type SIC[8].

Electron spin resonance (ESR) and el ectron-nuclear
double resonance (ENDOR) measurements in SiC:B
samples enriched in *3C isotope revealed the nature of
the centers generated upon introduction of boron into
SiC. It was found that the shallow acceptor center in
SiC:B is created by aboron atom substituting silicon at
aregular lattice site [9], and an impurity—defect com-
plex, which comprises a boron atom and carbon
vacancy (Bg—Vc) and is oriented along the c axis of the
crystal, is responsible for the deep center [10].

The factors affecting the formation of deep centers
have been studied in sufficient detail. It has been found

that the reative fraction of these centers strongly
depends on crystal growth conditions and doping meth-
ods [1, 2, 11], donor impurity concentration [12], and
exposure to radiation [1].

Much less is known about the thermal stability of
deep boron centers. Meanwhile, the D centers, being
impurity-defect complexes, would be expected to disin-
tegrate upon thermal annealing. Thisissueisthe subject
of the present study. This paper reports the results
obtained in studying the efficiency of HTL and data of
capacitance measurements on irradiated and unirradi-
ated 6H-SiC samples of varied origin doped with boron
during growth or by the diffusion method. It is demon-
strated that the thermal stability of deep boron centers
depends exceedingly strongly on the conditions of
growth, doping, and irradiation. The effect of these fac-
torsis accounted for by the nature of the influence they
exert on the structure of point defects in the SiIC sam-
ples under study.

EXPERIMENTAL PROCEDURE

The n-type SiC samples of the 6H polytype, grown
by sublimation and doped with nitrogen and boron,
served as objects of study. Depending on the prepara-
tion conditions, they belonged to one of the following
three groups:

(2) crystals grown by the Lely method at atempera-
ture T, = 2550-2600°C under nearly stoichiometric
conditions and doped with boron in growth or by means
of diffusion (L samples);

(2) SIC crystalsor epitaxia layers grown by the sub-
limation sandwich method (SSM) [13] in the tempera-
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turerange T, = 1800-2050°C, with strong excess of sil-
icon vapor (% samples);

(3) SIC crystals of the first and second groups irra-
diated with reactor neutrons or high-energy electrons
(I samples). The irradiation dose @, was in the range
10Y-10%* cm2.

The concentration of uncompensated donors (N;—N,)
in the samples, found from C-V data or determined
using the local breakdown method [14], varied between
2 x 10% and 5 x 108 cm3. The concentration of boron
was determined, with the use of neutron activation anal -
ysis by the method of track autoradiography [2], to be
within 2 x 10%-3 x 108 cm3,

In studying the thermal stability of D centers, sam-
ples were cut into severa parts, which were then sub-
jected to 10-minisochrona annealing in Ar atmosphere
in the temperature range 1200-2500°C.

The effect of thermal treatment on the concentration
of D centerswas monitored by changesin the efficiency
of high-temperature boron-related luminescence. The
luminescence was excited by the UV light of a high-
pressure mercury lamp (A = 365 nm) with intensity J =
10 cm2. The illumination was performed from the
carbon face side. Luminescent emission was extracted
from the opposite face of the crystal, for which purpose
the sample was mounted in a holder with a through
aperture 1 mmin diameter and placed before the mono-
chromator dlit. The HTL intensity was evaluated by
measuring the signal at the emission band peak (A =
580 nm) at room temperature.

Deep level transient spectroscopy (DLTS) was used
to study acceptor centers in n-SiC layers compensated
with boron. M easurements were done on Schottky bar-
riers formed by depositing semitransparent Cr films

onto the (0001) C faces. The p-type layer formed on
the sample surface as a result of diffusion was prelimi-
narily removed by short-time etching in molten alkali.
The time and temperature of etching were chosen in
such away that the stripped surface was as close as pos-
sibleto the interface of the diffused p—n junction. Tech-
nology of this kind was aready used in our previous
study concerned with boron-related acceptor centersin
SIC[12]. Inthisstudy, DLTS spectrawere measured on
the same sample both before and after high-tempera-
ture treatment; i.e., the p—n junction stripping was done
before annealing. Such a solution guaranteed that the
compared results refer to one and the same spatial
region of a sample. However, the sample surface itself
was subject to erosion in the course of annealing. In
addition, at annealing temperatures of 2000-2500°C,
back diffusion of boron is possible from a surface layer
whose thickness is comparable with that of the space
charge region in the Schottky diode. To eliminate both
these factors, the p-layer was removed in the present
study after high-temperature treatment of the samples,
and al measurements were done on different parts of
one and the same crystal.
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In addition to Schottky barriers, the boron-related
acceptor centers were studied on epitaxial p*-n struc-
tures with the base compensated with boron introduced
by diffusion.

DLTS spectra of the samples under study were
recorded in the temperature range 80-350°C. Deep
acceptor centers were filled with holes by irradiating
the Schottky barriers with the pulsed light of a UV
laser. In the case of p*—n structures, forward bias pulses
of 1 msduration were used for this purpose.

EXPERIMENTAL RESULTS

As shown by measurements, the efficiency of HTL
from the samples under study strongly depends on their
preparation method.

L samples doped with boron during growth show
virtually no HTL, even though they contain boroninthe
amount of (3-5) x 10 cm3. In samples of this kind,
the HTL appears either upon repeated doping with
boron or after irradiation with high-energy particlesand
subsequent annealing. The boron diffusion givesriseto
high-efficiency HTL only in samples with nitrogen
concentration Ny > 1 x 10'® cmr3. Samples with alower
content of nitrogen show no luminescence at room
temperature. In the case of exposure to radiation, the
dependence of the luminescenceintensity on the concen-
tration of donors is not so pronounced. A rather strong
luminescenceis observed in sampleswith (Ng—Np <1 x

108 ¢cm~3, which show no HTL upon diffusion doping.

In contrast to Lely crystals, S samples exhibit char-
acteristic boron HTL, whose intensity increases upon
diffusion doping with boron from the very beginning.
Luminescence comparable in efficiency with that in
Lely single crystalsis observed in Ssamples at arather
low concentration of donors, below 10Y7 cm3. It should
also be noted that, at equal boron impurity concentra-
tions, the efficiency of luminescence in S samples
exceedsthat in L crystals.

The efficiency of HTL in boron-doped SIC samples
changes dramatically during their subsequent thermal
treatment. Curves 1 and 2 in Fig. 1 represent the depen-
dences of the HTL intensity on annealing temperature
for, respectively, the Lely sample, diffusion-doped with
boron, and the S sample, compensated with boron dur-
ing growth. Curve 3in Fig. 1 was measured on the same
Ssample after itsrepeated diffusion-doping with boron.

In al cases, high-temperature annealing makes the
HTL efficiency lower; however, the temperature depen-
dences of the HTL are markedly different for samples
of different types. For L samples, the HTL intensity
decreases abruptly in the temperature range 2300—
2400°C. In S samples, the HTL efficiency decreases
more gradually, with the result that these samplesretain
luminescence properties at higher annealing tempera-
tures. Such an essentially weaker dependence of the
luminescence intensity on the annealing temperatureis
characteristic of all the S samples studied, despite the
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Fig. 1. Intensity of boron-related HTL vs. annealing tem-
perature for (1) L and (2, 3) Ssamples of 6H-SiC with var-
ious concentratlons of donorsi Ng. and acceptors Na
(1) Ng.= 3 x 10%, N, =25 x 10%8; (2) Ny —5><10 Ny =
1><1017 and (3) Ny = 25x 1017, N —25><10 cm .

different concentrations of boron and nitrogen impuri-
tiesin these samples.

The luminescence properties of annealed samples
can be restored by repeated diffusion of boron (Fig. 1,
curve 3), with annealing leaving unchanged, at least at
temperatures of up to 2300°C, all differences between
L and Ssamples. Only annealing at T = 2600°C leadsto
anirreversible changein the luminescence properties of
L samples, making them similar to Lely crystals [11].
This means that repeated diffusion of boron into sam-
ples with Ny < 10'® cm does not give rise to HTL. It
should be emphasized that the temperature at which the
luminescence properties of L samples are changed irre-
versibly is close to the temperature at which SIC crys-
tals are grown by the Lely method.

DLTS showsthat the decreaseinthe HTL efficiency
under high-temperature annealing is dueto dissociation
of D centers. Curves 1 and 2 in Fig. 2 represent, respec-
tively, DLTS spectra of an S sample diffusion-doped
with boron, which were measured before and after
annealing at 2350°C. Each spectrum is normalized to
the highest peak intensity. The concentrations of deep
and shallow boron-related acceptor centersin this sam-
ple, calculated on the basis of capacitance measure-

Concentrations of uncompensated donors Ny — N, and boron-
related acceptor centers B and D in adiffusion-doped Ssample
before and after high-temperature annealing (T = 2350°C)

Parameter After diffusion | After annealing
Ng—N, (300 K)*, cm3| 6.0 x 10% 4.2 x 10%
B centers, cm3 1.0x10Y | (1.0-1.2) x 10%
D centers, cm 35x10Y | (0.2-0.3) x 10¥

* |n the starting sample Ng — N, = 5.1 x 10" cm™3.
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Fig. 2. DLTS spectra of Ssample of n-SiC (6H) (1) before
and (2) after annealing at T = 2350°C. Theinverse-rate win-
dow 1,,=21.7ms.

ments, are presented in the table. As seen from Fig. 2,
D centers, to which the peak at 280 K in DLTS spectra
corresponds (curve 1), dominate in the sample before
the high-temperature treatment. Such a situation is
characteristic of al boron-doped L and S samples
exhibiting high-efficiency HTL [12]. High-temperature
treatment of both L and S samples makesthe HTL effi-
ciency lower and, simultaneously, leads to a dramatic
decrease in the number of D centers (curve 2), so that
their concentration upon annealing becomes lower than
the concentration of shallow boron-related (B) centers.
The peak at 130 K in DLTS spectra corresponds to
these. The strict relationship between the HTL effi-
ciency and the concentration of D centers indicates that
it is these centers that activate the high-temperature
boron-related luminescencein SiC.

A decrease in HTL intensity under the action of
high-temperature treatment is also observed in SIC
samples irradiated with high-energy particles. For this
group of samples, theirradiation doseisone of themain
factors defining the onset of HTL annealing out. Fig-
ure 3 illustrates the effect of annealing on the HTL
intensity for L samples of 6H-SiC, which were irradi-
ated with high-energy electrons or reactor neutrons.
The presented dependences have a shape characteristic
of curveswith apeak. Theincreaseinthe HTL intensity
inirradiated crystals with increasing annealing temper-
ature is apparently due to annealing out of nonradiative
recombination centers, whereas its subsequent drop is
associated with dissociation of the luminescence-active
centers themselves.

At neutron irradiation doses of 10710 cm2, the
HTL intensity in L samples aready starts to decrease at
temperatures T, = 1500-1600°C (Fig. 3, curve 2). At
approximately the same temperatures, HTL is quenched
in SIC crystals irradiated with high-energy electrons

SEMICONDUCTORS  Vol. 36

No. 2 2002



ANNEALING OF DEEP BORON CENTERS IN SILICON CARBIDE

(Fig. 3, curve 1). With increasing the irradiation dose,
the HTL quenching temperature increases steeply. At
the neutron irradiation dose ®,, = 10*° cm, the HTL
centers are stable up to 1800°C, whereas at @, =
10%cm= HTL quenching begins only at =2100°C. At
doses on the order of 10°* cm=, HTL is till preserved
in samples annealed at the highest temperature possible
for solid SIC, i.e., T = 2600°C. It can be seen from Fig.
3 that, with increasing irradiation dose, an increasein
HTL intensity is observed simultaneously with the
rise in the onset temperature of HTL annealing out.

Figure 4 shows the onset temperature of HTL
annealing out versusthe dose of irradiation with reactor
neutrons for Sand L samples (curves 1 and 2, respec-
tively) having approximately the same concentrations
of both donor and acceptor impurities. Both the sam-
ples were doped with boron during growth. In accor-
dance with the aforesaid, the HTL was entirely absent
in the L sample, whereas the S sample exhibited rather
high-intensity luminescence. After irradiation and sub-
sequent annealing, HTL was observed in both samples.
Measurements demonstrated that at irradiation dose
®,, = 10* cm~? the efficiency of HTL inthe Ssampleis
much higher, and the onset temperature of itsannealing
out exceeds that for the L sample by 250-300°C. The
revealed differences are characteristic of all L and S
samples at small irradiation doses. With increasing irra
diation dose, these differences between L and Ssamples
tend to be eliminated, and at doses ®,, > 10%° cm both
theintensity of HTL and the temperature of its anneal-
ing out are closein samples of different types.

The results obtained in studying the annealing of
HTL in irradiated samples demonstrate that the trans-
formation of D centersbeginsalready at T = 1500°C in
the absence of factors hindering this process. The bind-
ing energy of the complex, evaluated on the basis of
luminescence studies, is 2.5 eV. It was natural to expect
that the dissociation of a deep boron-related acceptor
state would give rise to additional B centers. However,
according to the results of capacitance measurements
obtained previously [12] and in the present study, the
annealing out of D centers is accompanied by a
decrease in the total concentration of acceptors in a
sample, and, even if the concentration of B centers
increases, it does so to a very dlight extent. This sug-
gests that, in the course of annealing, part of the boron
atoms pass into an electrically inactive state. Presum-
ably, thisisdueto the formation of more complex struc-
tural groups incorporating boron atoms.

The possihility that part of the boron atomsarein an
electrically inactive stateis also indicated by the results
obtained in studying SiC diffusion-doped with the °B
boron isotope. Figure 5 presents diffusion distribu-
tions of the '°B boron isotopein Sand L samples with
acomparatively low concentration of nitrogen (Ng < 1 x
108 cm3), obtained by means of track autoradiography
[2, 11]. This technigue, relying upon the nuclear reac-
tion 1°B(n, a)’Li, determines the total concentration of
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Fig. 3. Intensity of boron-related HTL vs. annealing tem-
perature for L samples of 6H-SiC irradiated with (1) high-
energy electrons and (2, 3, 4) reactor neutrons Irradiation
dose @ (1) 1x 108 (2) 2x 10, (3) 1 x 1019, and (4) 1 x
10%° cm
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Fig. 4. Onset temperature of HTL center annealing out vs.

dose ®,, of irradiation with reactor neutrons for (1) S and

2L samples of 6H-SIC with various concentratlons of

donors Ng. and acceptors Na (1) Ng= 5 4 x 10 ,Ng=1x
7 (2) Ng= 5.8 x 10/ , Na -12><1O cm3

19B isotope atoms introduced into the crystal in the
course of diffusion. These dependences were compared
with the acceptor distributions in the same samples,
measured using the local breakdown method [14] with
layer-by-layer etching-off of the diffusion layer. The
comparison demonstrated that the distribution of
acceptorsin Scrystals corresponds to the distribution of
boron atoms, whereas in L samples the acceptor con-
centration profileis much steeper. Hence, it followsthat
in L samples with Ny < 108 cm part of the introduced
boron atoms do not act as acceptor impurities. Itisnote-
worthy that the difference between the acceptor con-
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Fig. 5. Diffusion distributions of (2, 3) 1°B boron isotope
and (1, 4) boron acceptorsin (1, 2) L and (3, 4) Ssamples of
n-SiC (6H) doped with nitrogen to donor concentrations Ny:
(1, 2) 5.0 x 10" and (3, 4) 5.5 x 1017 cm™3. Diffusion tem-
perature 1850°C, time of diffusion 2 h.

centration and the total concentration of boron atomsis
the greatest in that part of the crystal in which the con-
centration of introduced boron atomsis lower than the
concentration of donors (Cz < Ny). Possibly, it is this
factor that is the reason for the absence of HTL in
weakly nitrogen-doped Lely samples subjected to dif-
fusion of boron.

Thermal treatment of boron-doped samples affects
not only their photoluminescent properties. High-tem-
perature annealing of a diode structure with a boron-
compensated base can change the concentration profile
of the acceptor impurity near the p—n junction. For
example, Fig. 6 shows capacitance-voltage (C-V) char-
acteristics of three p—n structures fabricated from asin-
gle sample—an auminum-doped p* epitaxial layer
grown on a Lely substrate with donor concentration
Ny = 1.8 x 10'® cm3. The sample was cut into three
parts, one of which served as a control, and the remain-
ing two were boron-doped. In turn, one of the boron-
doped parts was subjected to a 5-min annealing at
2350°C. Then mesastructureswereformed on the basis
of al the three parts, with the Al contact 300 pm in
diameter to the p* layer and the large-area Ni contact to
the n-substrate. The C-V characteristics of structures
subjected to boron diffusion and diffusion-annealing
arerepresented in Fig. 6b by, respectively, curves 1 and
2. For comparison, Fig. 6a shows a C-V characteristic
of the control structure.

As seen, when plotted in the 1/C? — V coordinates,
the C-V characteristic of the control structureislinear,
which is typical of p*—n junctions with a uniformly
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Fig. 6. C-V characteristics of p*—n-SiC diode structures:
(a) control structure and (b) structure with boron-compen-
sated base (1) before and (2) after annealing at 2350°C (t =
5 min).

doped base. The dope of this characteristic is deter-
mined by the concentration of donorsin the n-substrate,
Ny = 1.8 x 10%* cm3. Diffusion of boron into the start-
ing sample leads to a manyfold decrease in the capaci-
tance of the p*—n structure, with the capacitance
depending only slightly on the reverse bias applied to
the sample (Fig. 6b, curve 1).

It is known from the general theory that, in the case

of ameasuring bridge with parallel equivalent circuit, a
decreasein the equivalent capacitance of a sample may
be dueto an increase in the seriesresistance in the mea-
suring circuit. However, we observed no frequency dis-
SEMICONDUCTORS  Vol. 36
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persion of capacitance, inherent in adiode with ahigh-
resistivity base.

The above specific features are characteristic of the
behavior of a p—i—n structure, which in turn points to
the presence in the vicinity of the p*—n junction of an
extended, strongly compensated region. DLTS mea-
surements show that the appearance of this region is
due to introduction of D centers by diffusion into the n
substrate of the starting sample. Subsequent high-tem-
perature annealing of the sample leads to dissociation
of the D centers, with the capacitance of the structure
again increasing (Fig. 6b, curve 2). This means that the
annealing out of D centers causes an increase in the
concentration of uncompensated donors in the diode
base. This result is in agreement with the conclusion
that part of the boron-related acceptor centers passes
into an electrically inactive state in the course of
annealing. The C-V characteristic of an annealed sam-
ple corresponds to the C-V characteristic of ap-njunc-
tion with linear distribution of the impurity in the base,
whichistypical of diffusion structures.

DISCUSSION

The obtained results indicate that the D centers, or
boron—vacancy complexes B4—V, are thermally unsta-
ble at temperatures higher than 1500°C. This fact
accounts for the strong dependence of the properties of
boron-doped SIC samples on their growth conditions.
With the structure of the D centers taken into account,
it may be stated that the probability of their formation
and preservation will largely depend on the number and
type of intrinsic defects in any particular sample.
Indeed, at the high temperature of SIC crystal growth
by the Lely method (=2600°C), equalization of the par-
tial pressures of silicon and carbon in the vapor phase
occurs, which leads to a decrease in the content of car-
bon vacancies associated with deviations from the sto-
ichiometry [15, 16]. At the sametime, this temperature
markedly exceeds the dissociation temperature of asso-
ciates and clusters incorporating both intrinsic defects
and impurity atoms [15]. As a result of both of these
factors, only B centers (isolated boron atoms in the sil-
icon sublattice) are formed in Lely crystals doped with
boron during growth.

Irradiation of Lely single crystals with high-energy
particles leads to generation of intrinsic defects of the
vacancy type. The interaction of these defects with
boron atoms results in the formation in the samples of
D centers, which is indicated by the appearance of
HTL. With increasing irradiation dose, the number of
radiation defects must grow. This must, in turn, lead to
the formation of a greater number of D centers and an
increase in the HTL efficiency, which isthe casein the
experiment (Fig. 3).

In the diffusion doping of SIC with boron, carbon
vacancies generated at the surface are injected inside
the crystal together with boron atoms [15]. Therefore,
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the probability of D center formation in the diffusion
zone is also high.

SiC crystals and epitaxia layers grown by SSM at
temperatures by 500-800°C lower than those in the
Lely process, under the conditions of strong enrichment
of the vapor phase in silicon, are characterized by an
increased content of carbon vacancies from the very
beginning [16]. This fact, combined with the lower
growth temperature, increases the probability of D cen-
ter formation in SiC synthesisby SSM. It isnot surpris-
ing that both B and D centers are observed in Ssamples
doped with boron during growth. The concentration of
carbon vacancies is particularly high in S samples
grown with additional introduction of Si vapor into the
growth zone. At equal concentrations of boron atoms,
samples of this kind show the highest efficiency HTL
[11], which indicates that they contain an increased
number of D centers. A similar effect of the Si/C ratio
on the concentration of deep and shallow boron-related
acceptor centers was observed in the CVD growth of
epitaxial 4H-SiC layers[17]. Asshownin[17], the con-
centration of shallow boron-related acceptor centersin
layers grown at a small Si/C ratio was two orders of
magnitude higher than the concentration of D centers.
Only shallow boron-related low-temperature lumines-
cence was observed in these layers. At the same time,
layers grown at alarge Si/C ratio exhibited characteris-
tic high-temperature boron-related luminescence.

The number and structure of intrinsic defects affect
not only the formation of D centersin SiC doping with
boron; the same factors determine the thermal stability
of D centers in annealing. This is most clearly mani-
fested in studying the luminescence properties of crys-
tals exposed to radiation. At small irradiation doses, the
HTL intensity already starts to decrease in such sam-
ples at a temperature of =1500°C. Presumably, thisis
the lowest temperature at which the transformation of
D centers occurs. With increasing irradiation dose, the
onset temperature of HTL annealing-out becomes
higher. To explain this effect, account should be taken
of the fact that the increasing irradiation dose raises the
concentration of vacancy defects in a sample, and a
substantial part of these defects will be present in the
form of clusters. The existence of such clustersinirra-
diated SiC crystals is confirmed by studies of these
crystals by means of positron diagnostics [18]. In our
opinion, it is the formation of vacancy clusters that
increases the thermal stability of D centers. In the
course of annealing, the clusters partly dissociate and
may serve asasource of isolated vacancies[15], whose
increased concentration will hinder the dissociation of
D centers. This effect is well known as Ostwald ripen-
ing and is widely described in the literature. Maintain-
ing the existence of boron—vacancy complexes at high
temperatures, the clusters also lead to a decrease in the
apparent activation energy of annealing (Fig. 4).

Similar processes occur in the annealing of unirradi-
ated S samples grown at moderate temperatures in an
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excessof Si. Theonly differenceisin the cluster forma-
tion mechanism. In contrast to the case of classical
semiconducting materials, clusters in SIC retain their
activity, i.e., the ability to grow or dissociate up to high
temperatures at which crystal growth or doping takes
place. [15]. Therefore, it seems quite possible that clus-
ters can be introduced into a crystal not only during its
irradiation with high-energy particles, but also during
its growth. As mentioned above, the very conditions of
SiC growth in an excess of silicon lead to a higher con-
centration of stoichiometric defects and carbon vacan-
ciesin particular. In the grown crystals, these vacancies
can only exist as secondary defects or more complex
structural groups, since single vacancies of carbon in
silicon carbide are already annealed out at =150°C [19].
The presence of vacancy clustersin Ssamplesincreases
the probability of D center formation upon additional
introduction of boron (e.g., by diffusion). Therefore, at
equal boron concentrations, such samples show higher
HTL efficiency, compared with Lely crystals. The same
factor isresponsible for the enhanced thermal stability of
D centersin Ssamples during their annealing (Fig. 1). It
is noteworthy that enhanced stability is also character-
istic of another defect complex in S samples which
incorporates a carbon vacancy, namely, the D, center
[20]. Only prolonged annealing of S samples at T =
2600°C leads to the irreversible transformation of sto-
ichiometric intrinsic defects, e.g., viatheir migration to
drains or because of the increasing cluster size (to the
point of microvoid formation), thereby making their
properties closer to those of Lely crystals.

The increased concentration of vacancy defectsin
Ssamples is revealed in comparing the luminescence
properties of L and S samples irradiated with small
doses. As aready noted, at an irradiation dose ®,, =
10Y7 cm?, the efficiency of HTL in Ssamples is much
higher and the temperature of its annealing-out exceeds
that for L samples by 250-300°C (Fig. 4). At highirra-
diation doses, the concentration of radiation defects
exceeds manyfold that of stoichiometric defectsbothin
L and in S samples, and, therefore, the sample prehis-
tory has no effect on the HTL efficiency and the tem-
perature of D center annealing out.

Thus, the whole set of the obtained datais explained
asfollows: deep boron-related centers are metastabl e at
temperatures higher than 1500°C, and their preserva-
tion in this temperature range is due to the presence of
clusters of intrinsic defectsintroduced into SiC crystals
during growth, boron diffusion, or irradiation of the
samples with high-energy particles.
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Abstract—Dependences of the spectral peak position of edge photoluminescence, its half-width, resistivity,
charge carrier mobility in crystals of semi-insulating undoped GaAs on the carbon concentration N at 77 K (3.0 x
10% cm3 < N < 4.3 x 10 cm™®) were studied. The dependences observed are explained by the interaction of
charge carriers with ionized impurity atoms and with structural defects. © 2002 MAIK “ Nauka/| nterperiodica” .

INTRODUCTION

Interest in semi-insulating undoped (SIU) GaAsis
the result of its use in the fabrication of integrated cir-
cuits and microwave devices. The SIU GaAs crystals
contain carbon atoms in the range of =2 x 103 x
10'¢ cm= [1-3]. Carbon is the main background impu-
rity, and it plays an important and diverse role in the
formation of the electrical propertiesof crystals. Onthe
one hand, reducing its concentration (N¢) resultsin the
enhancement of the electron mobility [3]. On the other
hand, carbon atoms, occupying the arsenic sites and
being shallow acceptors, control the semi-insulating
properties of the material and provide the electrical
compensation of shallow (Si, S) [4] and deep (EL2)
[1, 2] donors. This makes it necessary to maintain the
carbon concentration at the level which corresponds to
the level of contamination of material with donor impu-
rities and defects.

The previous study of the edge photoluminescence
(PL) of SIU GaAscrystals, which isrelated to the anni-
hilation of excitonsand the direct recombination of free
electrons and holes[5, 6], was restricted to the study of
crystals with various specific values of N [1]. Along
with this, the appearance and enhancement of the inter-
impurity interaction and an increase in the role of scat-
tering with an increase in carbon concentration in the
aforementioned range can affect the PL characteristics.
Therefore, it is of interest to examine the edge PL in
relation to the electrical propertiesin the wide range of
variationsin the carbon concentration.

In this paper, we report the results of such studies.

EXPERIMENTAL

Studies of emission-peak energy hv,,, and half-width
W of the edge PL band in relation to carbon content
were carried out using Czochralski-grown, nominally
undoped GaAs crystals. The carbon concentration var-

ied in therange of 3 x 10% cmr3 < N < 4.3 x 10% cmr3,
The value of N¢ was estimated using the calibration
dependencel; 49/l 51 =f(N) [7], wherel, 4 istheinten-
sity of the “carbon” PL with hv,, = 1.495, and |, 5 IS
the intensity of the edge emission band under study
with hv,, < 1.510 €V.

The resistivity p of crystals at 300 K was measured
by the two-probe method, and the mobility of the
majority charge carriers 1 was determined from Hall
coefficient measurements at 300 K. The type of con-
duction was determined by the thermoelectric-power
sign.

The PL spectra of samplesat 77 K were measured
using an SDL-1 setup in the wavel ength range of 0.8—
1.2 um. The argon laser (A = 0.488-0.514 um) with
radiation intensity 1, = 3 x 10?* cm™ s served as the
PL excitation source. An FEU-62 photomultiplier was
used as the photodetector.

The concentration of the EL2 deep-level donor
centers in the GaAs crystals was determined by mea-
suring the optical absorptionintherangeof 1.0-1.2 um
at 300 K; an SF-6 spectrophotometer was used. The
concentration of these centers was independent of N¢
and amounted to Ng , = (1 —2.5) x 10% cm3.

RESULTS

The PL spectrum of the crystals studied contained a
band of edge emission and a band at a longer wave-
length; the latter band has alower intensity, is separated
from the edge band by 15-17 meV, and is associated
with the participation of C,es-centers in the radiative
transitions [1]. The shape of the emission spectrum for
crystals with various carbon concentrationsis shown in
Fig. 1. The dependence of the PL peak energy hv,, and
of the edge band half-width W on N¢ is presented in
Fig. 2.
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Fig. 2. Dependence of the pesk energy hv,,, and half-width W
of the edge PL band on the carbon concentration. T =77 K.

A dight increase of hv,,, intherange 1.509-1.510 eV
was observed with the carbon concentration increase
in crystals with Ne < 1.4 x 10% cm3; for N > 1.4 x
106 cmr3, asignificant decreaseinthe PL pesk energy to
valuesof hv,,, [11.507 eV for N (3 x 10 cm3 occurred,
in therange 3 x 10'6 cn® < N < 4.3 x 1016 cn®, adlight

KOVALENKO et al.

increase in hv,, was observed. With the increase in the
carbon concentration, the band half-width continuously
increased from W 0 6.5 meV in the purest crystals to
W 015 meV inthe crystalswith the highest carbon con-
tent owing to broadening predominantly in the low-
energy region, and to alesser extent, in the high-energy
region. As can be seen from Fig. 2, the shift of hv, to
the low-energy region is accompanied by a substantial
increase in W with increasing Nc.

The electrical properties of the crystals studied
also depended on the carbon content. The crystals
with N¢ < 3 x 10% cm~3 were of the n-type, and those
with N¢ > 3 x 10% cm~ were of the p-type. Resistivity
p and mobility u dependences on the carbon content
are presented in Fig. 3. In the crystals with N < 2 x

10%6 cnmr3, resigtivity was independent of N and p (5 x
10’5 x 108 Q cm. With the carbon concentration
increaseintheregion N > 2 x 10 cnmr3, the p decreased
to =10 Q cm. The electron mobility | decreased from
6500 cm? V-t st in the purest crystals to p 0O for
Nc 0(2.5-3) x 10'® cm; in this case, the most signif-
icant decrease in mobility occurred in the range 1.3 x
10 cm™= < Ng < 2.5 x 10'® cm™3, in which hv,,
decreased. In crystals with N > 3 x 10% cm3, some
increase in the hole mobility was observed with an
increase in N¢ (4 0500 cm? V-1 st for Ne 4.3 x
10'6 cm3).

DISCUSSION

The peak position hv,,, [11.509 eV inthe purest crys-
tals indicates that the emission band observed is not
associated with exciton annihilation, since the differ-
ence E;hv, islessthan the exciton binding energy [8].
On the other hand, the band width in these crystals is
characteristic of excitonic radiative recombination.
These features of the edge PL can be explained as fol-
lows. According to [9], the theoretical emission band
width should be equal to 1.8 KT and the PL peak energy
should be close to E in direct-gap semiconductors for
interband radiative transitions of nondegenerate elec-
tronsand holeswith their interaction and scattering dis-
regarded. In the presence of Coulomb interaction, the
interband luminescence should be considered a result
of the annihilation of excitons, with the latter being in
the continuous spectrum states. In this case, the interac-
tion of recombining charge carriersresultsin the reduc-
tion of the band width to 0.7 KT and in a shift of the
band peak to longer wavelengths by a value smaller
than the binding energy of a free exciton. In the pres-
ence of Coulomb interaction, the scattering of recom-
bining electrons and holes yields values of W that are
intermediate between the values given above.

The fact that the values of W observed in the purest
crystals are close to the theoretical value of the half-
SEMICONDUCTORS ~ Vol. 36
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width W 00.7KT allows us to assume the predominant
contribution of interacting charge carrier transitions in
the states of the allowed spectrum to the formation of
the edge emission band. The encrease in both hv,,, and
W with increasing carbon concentration in the region
Nc = 1.4 x 10% cm2 is associated, in our opinion, first,
with the screening of the electron—hole interaction by
impurity atoms and with an increase in the fraction of
interband transitions of noninteracting carriers and,
second, with the enhancement of the indirect radiative
transitions caused by scattering at the ionized impurity
atoms. The latter fact is confirmed by the broadening of
the band towards the short-wavelength region within
the indicated range of N increase.

The most probable cause of the change in hv,,, and
W with the carbon concentration increase in the region
Nc > 1.4 x 10'® cmr2 isthe participation of thetail states
in the radiative transitions; these states are formed near
the edges of allowed bands and are caused by fluctua-
tions of the total concentration N5 of electrically active
impurities and defects (C,g, Siga, EL2, €tc). It isknown
[10] that, in lightly doped semiconductors under condi-
tions of pronounced compensation, nonuniform distri-
bution of impuritiesin the bulk induceslarge-scalefluc-
tuations of theimpurity potential dueto weak screening
of this potential by the free charge carriers owing to
their low concentration.

We believe that, in the high-resistivity crystals stud-
ied, the parameters of tails in the density of states (the
depth y of potential wells and their sizer) are governed
by screening by impurities and defects characterized by
a correlated distribution rather than by free electrons,
the concentration of which islower than Ns by several
orders of magnitude.

Estimations of parameters r and y taking into
account the impurity screening carried out for N = 3 x
10'® cm2 and Ng, , = 2 x 10® cm2 (which corresponds
to a minimum value of hv,;) according to formulas

from [10]
_ ekT
r = s
41N €

&2
Y = ;«/Nzra

yield the values of r; 04 x 10° cm and y 05.3 meV.

For such parameters of potential wells, the localiza-
tion condition 72/m*r? < y is well satisfied for holes
and poorly satisfied for electrons; it follows that, in the
region N¢ > 1.4 x 106 cm3, the edge band i s associ ated
mainly with the recombination of nonlocalized elec-
trons, with holeslocalized in the valence band tails. The
difference between the width of the GaAs band gap at
77 K (Ey = 1.5115 eV [11]) and the measured value of
hv,, for Nc 03 x 10'¢ cm3 (hv,,, = 1.5067 + 0.0005 €V)
isequal to 4.8 £ 0.5 meV and isin satisfactory agree-
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Fig. 3. Dependence of (1) the resistivity and (2) mobility of
charge carriers on the carbon concentration. T = 300 K.

ment with the calculated magnitude of y, which con-
firms the validity of the conclusion about the mecha-
nism of radiative transitions.* The tendency towards an
increasein the PL peak energy hv,,, and the stabilization
of the edge emission band width Wwith theincreasein
the carbon concentration in the region N > 3 x 10% cn3,
inwhich the crystals acquire the p-type conduction and
low resistivity, are presumably caused by the increase
in the screening of the impurity potential by free holes
with concentration p, and in the change of the potential-
well parameters as a result of screening. The estimate
of the screening radius ry by holes carried out for N¢ =
4 x 10" cmr3, Ng , =2 % 10% cm®, and p, = 2 x 10 e
using the formula[10]

13
_ Ns
f'o = —2a:

o

yieldsry 05 x 10 cm, practically coinciding with the
radius of impurity screening r; for N; = 3 x 106 cm3,
This fact confirms the assumption of the change in the
screening character in this region of carbon concentra-
tion. In this context, the character of dependence
hv,(N¢) with increasing carbon concentration for N >
4.3 x 10% cm3 can be easily foreseen. Anincreasein the
free-hole concentration p, causes the complete screening
of the impurity potentia fluctuations (r, — 0), which
resultsin an increase in the spectrum-peak energy up to
hv,,, 11.510 eV and to the absence of its dependence on
the carbon concentration with a further increase of the
latter; thisis characteristic of low and intermediate dop-
ing levels[9].

1 Thereis an ambiguity caused by the difference of numerical coeffi-

cients in the formula for y presented in various references. Thus,
2

the estimate of y according to [9], y = ﬁr% JNr | yieldsy 09 meV,

which somewhat worsens the correlation between the calculated
and measured values of y but does not eliminate it.
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In conclusion, we note that the presence of fluctua-
tions of the impurity potential inthe SIU GaAscrystals
under study allows us also to associate the sharp lower-
ing of the electron mobility in the region N = 1.4 x
10% cm3 with the increase in the scattering efficiency
by the atomic clusters, in contrast to scattering by the
individual ionized impurity atoms.
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Abstract—Electrically active centers in light-emitting Si:Er layers grown by sublimation molecular-beam
epitaxy (SMBE) on single-crystal Si substrates have been investigated by admittance spectroscopy with tem-
perature scanning and by DLTS. The total density of electrically active centersis defined by shallow donor
centerswith ionization energies of 0.016-0.045 eV. The effect of growth conditions and post-growth annealing
on the composition and density of electrically active centers has been studied. Significant differencesin com-
position of the electrically active centers with deep levels and in channels of energy transfer from the electron
subsystem of a crystal to Er®* ions between Si:Er layers grown by SMBE and ion implantation have been

revealed. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Erbium-doped silicon is attracting much attention as
amaterial for the fabrication of efficient light emitters
operating at the wavelength of 1.54 um, which liesin
the maximum transparence window of quartz optical
communication fibers. Promising methods for creating
effectively emitting Si:Er/Si structures are molecular-
beam epitaxy (MBE) [1, 2] and its variation, sublima
tion molecular-beam epitaxy (SMBE), in which the Si
and Er molecular beams are produced by sublimation
of aSi crystal initially doped with Er and other neces-
sary impurities [3]. SMBE has been used to fabricate
structures with uniformly doped light-emitting Si:Er
layers [4-8], as well as periodic multilayer structures
with alternating pure silicon and Si:Er layers, which
demondtrate record-breaking photoluminescence (PL)
intensity per unit thickness of light-emitting layer [7, §].

Optical properties of SMBE structures, including
the classification of optically active centers and their
transformation under post-growth annealing, have been
studied in sufficient detail [4-8]. The electrically active
centersand their rolein the excitation and de-excitation
of optically active Er®* ions have been studied to a
lesser extent [5, 9]. The goal of this study wasto inves-
tigate, by means of capacitance spectroscopy, the elec-
trically active centers in light-emitting SMBE Si:Er
layers, their transformation under post-growth thermal
treatment, and their effect on the optical properties of
the layers.

2. EXPERIMENTAL

Uniformly doped Si:Er layers were grown on p- and
n-type (100) Si substrates with 20, 10 and 0.008 Q cm
resistivity in a vacuum chamber with a residual pres-
sure of 2 x 10" mbar. Wafers cut from Si:Er ingotswith
an Er and O content of upto 5 x 10%° and 1 x 10'° cm3,
respectively, were used as sublimating sources. The
growth temperature T, was varied from 400 to 600°C,
and thelayer thickness, from 0.2 to 3 um. Several struc-
tures were additionally annealed in hydrogen at T,,, =
900°C for 30 min.

The dectricaly active centers in the Si:Er layers
were studied by admittance spectroscopy with temper-
ature scanning and by deep level transient spectroscopy
(DLTS) in the temperature range T = 10-350 K. The
admittance was measured in the frequency range f =
0.1-1000 kHz. The active (G) and capacitive (C) com-
ponents of the current flowing through the structure
were selected using the lock-in technique. DLTS mea-
surementswere done at 400 kHz using adual-gated sig-
nal averager (double boxcar) [10]. It is necessary to
note that the combination of DLTS with admittance
spectroscopy alowed us to identify both shallow and
deep levels in a single experiment, thus enhancing the
bulk and the reliability of the obtained data.

The Schottky contacts for capacitance measure-
ments were fabricated by thermal evaporation of Pd
onto the preliminarily treated surface of a sample at a
residual pressure of ~6 x 10° mbar. The ohmic contact
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Fig. 1. DLTS spectra of a Si:Er/Si structure: (a) before and
(b) after annealing. Substrate KEF-0.008, growth tempera-
ture Ty = 430°C; annealing conditions: 900°C/30 min/H,.
Spectrum recording conditions: Tyyingon = 0.6 Mg, voltage
U =-2V. (1) caibration pulse amplitude AC = 10~ 3C, where
C isthe structure capacitance at the calibration temperature.

was formed by rubbing In—Ga alloy in the back surface
of asample or by sputtering a large-area Schottky con-
tact near the measuring contact (for structures on high-
resistivity p-type substrates).

3. RESULTS AND DISCUSSION

All the epitaxial layers studied had n-type conduc-
tion, irrespective of the growth temperature. The type
of conduction did not change upon subsequent thermal
treatment of the structures. The free carrier density
determined from capacitance-voltage and the Hall
effect measurements was 106-10% cm= at T = 300 K.

3.1. Unannealed Layers

Electrically active centers with deep levels with
ionization energies in the 0.15-0.45 eV range were
observed in unannealed Si:Er layers (Fig. 1). Their
density was N; < 2 x 10'® cm3, with relative density
N/(Np—N,) =< 0.03. Earlier studies[3, 11] have shown
that the background level of contaminants introduced

SHMAGIN et al.

by the equipment in the process of SMBE growthison
theorder of ~2 x 103 cm=3[3, 11]. Therefore, theorigin
of the observed electrically active centers is related to
the process of Er introduction. The Ny value is defined
by the conditions of fabricating the Si:Er layers, being
thelargest in layersgrown at alower temperature (T, =<
500°C) and decreasing as the growth temperature is
raised. Presumably, N; is independent of the type of
substrate: deep level densities were nearly the same in
Si:Er layers grown on low-resigtivity (KEF-0.008) and
relatively high-resistivity (KDB-10, KDB-20) substrates.
KEF-0.008 stands for n-Si:P with p = 0.008 Q cm; and
KDB-10 and KDB-20 stand for p-Si:B p = 10 and
20 Q cm, respectively.

A specific feature of this group of electrically active
centers is that they are completely annealed out upon
additional post-growth annealing (900°C, 30 min, H,).
Earlier studies of isochronous (30 min) annealing of
uniformly doped SM BE-structures have shown that the
type of emitting center is modified by annealing. The
intensity of PL related to Er®* ions is the lowest at
annealing temperature T, = 750°C and increases upon
annealing of Si:Er/S structures at T,,, = 800-900°C
[6, 7]. This suggests that the electrically active centers
revealed in unannealed Si:Er layers are not involved in
the transfer of excitation from the electron subsystem
of the Si crystal to Er®* ions. In al probability, they
should be classified as growth defects.

Another specific feature of unannealed layersisthe
strong temperature dependence of the measured barrier
capacitance (Fig. 2a). The observed C(T) dependence
cannot be accounted for by the effect of deep levels
localized in the space charge region (SCR), because the
relative density of deep levels in this structure is too
low: Nt/(Np—N,) < 0.03. The effect of thermally stim-
ulated capacitance [12], which might be evidence in
favor of the hypothesis relating the observed variation
of the barrier capacitance to recharging of deep levels
in the SCR, is observed neither in this nor in similar
structures. It is possible that the observed C(T) depen-
dence is defined by the fluctuations of the band poten-
tial in the SCR. It is known that these fluctuations,
which arise, e.g., in the case of a nonuniform distribu-
tion of impurities, yield an anomalous temperature
dependence of the barrier capacitance, similar to that
presented in Fig. 2a, with the magnitude of the deriva-
tive |dC/dT| proportional to the dispersion which char-
acterizes the fluctuations of the band potential [13].
A nonuniform distribution of impurities may arisefrom
the fact that the Er density in the Si:Er layer is several
orders of magnitude higher than the equilibrium solu-
bility of Er in Si, which is equa to ~10'® cm= at
1300°C [14]. High-temperature annealing in hydrogen
(Fig. 2b) eliminates this anomaly of the C(T) depen-
dence. It is noteworthy that, in this case, we are dealing
with equilibrium changes in barrier capacitance, which
are not related to nonequilibrium thermally stimulated
processes.

2002

SEMICONDUCTORS Vol. 36 No. 2



ELECTRICALLY ACTIVE CENTERS IN Si:Er LIGHT-EMITTING LAYERS GROWN

C, pF G, uS
1501 - 150
(@)

100} - d100
S0 150
0 L L 0
150 (b) 4150

0.016 eV
100 4100
0.032 eV
50 150
1 1
0 100 200 300
T,K

Fig. 2. Admittance spectraof a Si:Er/Si structure: (a) before
and (b) after annealing. The structure and the annealing
conditionsarethe sameasin Fig. 1. Spectrarecorded at fre-
quency f =1 MHz, voltageU = 0.

3.2. Annealed Layers

The only type of electrically active centers observed
in annealed Si:Er layers are shallow donor centers with
ionization energies of 0.016-0.045 eV. Figure 3ashows
the admittance spectra C(T) and G(T) of a Si:Er/Si
structure, recorded at zero bias with the probing signal
frequency f = 80.6 kHz. It is worth noting that, for this
case, the peak in the G(T) and the step in C(T) curves
are due to carrier freeze-out to the main (shallow)
impurity in the neutral region of the diode [12]. If the
probing frequency is varied, the observed dependences
shift along the temperature axis. Figure 3b presents the
temperature at which G(T) has a maximum as a func-
tion of the probing-signal frequency in the Arrhenius
coordinates. The ionization energy of the level, which
defines the slope of the Arrhenius dependence, is
0.016 eV. In determining the ionization energy,
account was taken of the temperature dependence of
the effective density of states in the conduction band,
Nc(T) O T¥2, and the temperature dependence of the
carrier mobility was disregarded.

The type of conduction defined by these impurity
centers and the behavior under post-growth annealing
suggest that the observed shallow centers can be classi-
fied as quenched-in donors, i.e., impurity-defect com-
plexes arising in oxygen-enriched silicon crystals under
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Fig. 3. Determining theionization energy of shallow donors
from the admittance-spectroscopy data: (&) admittance
spectra, (b) Arrhenius plot. Spectra recorded at frequency
f=8x 10°-8 x 10* Hz, voltage U = 0.

thermal treatment. The role of Er in their formation is
not quite clear. Probably, Er atoms, which are larger
than Si atoms, introduce significant distortions into the
silicon crystal lattice, thus accelerating the generation
of thermodonors [15]. Noteworthy is the difference
between the compositions of shallow, electrically active
centers in SMBE layers grown from different Si:Er
sources. In our opinion, the most probable reason isthe
effect of residual impurities, especialy, O, C, and N,
(and, possibly, other light element impurities), which
can be incorporated into the observed shallow centers.

Figure 4 presents the admittance spectra C(T) of an
SMBE Si:Er/Si structure grown on a high-resistivity
KDB-20 substrate (seetheinset). Aninteresting feature
of these spectraisthat, depending on the measuring cir-
cuit, they allow for the observation of carrier freeze-out
to electrically active centerslocalized either in the sub-
strate or in the Si:Er layer. If an In-Ga contact is used
asthe ohmic contact (Fig. 4, curve 1), the neutral region
of the diode includes the in-series connected substrate
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Fig. 4. Admittance spectra of a Si:Er/Si structure for differ-
ent circuit connections. For explanation, see text.

and part of the epitaxial Si:Er layer. In this situation,
with temperature lowered, we observe carrier freeze-
out to the impurity with a higher ionization energy
(boron in the substrate). If the large-area Schottky con-
tact (planar configuration of contacts) is used as the
ohmic contact, the neutral region of the diode includes
only some part of the epitaxial layer and not the sub-
strate, and, therefore, the freeze-out in the substrate
does not affect the measured barrier capacitance (Fig. 4,
curve 2). In this case, we observe carrier freeze-out to
shallow centers localized in the epitaxial Si:Er layer at
alower temperature, which indicates the lower ioniza-
tion energies of the electrically active centers as com-
pared with boron. When the substrate and the epitaxial
layer in the neutral region of the diode are connected in
paralel (Fig.4, curve 3), we observe carrier freeze-out
to the impurities localized both in the substrate and in
the Si:Er layer. The freeze-out in the substrate is less
pronounced, because the epitaxial layer is a well-con-
ducting parallel (shunting) channel at this temperature.

4. CONCLUSION

The most pronounced difference between the struc-
turesgrown by SMBE and by ionimplantation isasfol-
lows. In the implanted structures, deep levels are reli-
ably observed at ionization energies of 0.1-0.2 eV,
including the level E; — 0.15 eV, which, according to
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current concepts, isresponsible for the transfer of exci-
tation to Er®* ions in the implanted layers [16]. In the
SMBE layers, all attemptsto observe deep levelsinthis
range of ionization energies failed despite the intensive
PL related to optically active Er®* ions. For example, in
a Si:Er/Si structure exhibiting intensive Er PL, the den-
sity of Er-related optically active centers at liquid

helium temperature was N = 2 x 10%6 cm= [17] at a
tot

total Er density of Ng, = 1 x 10* cm3. According to
DLTS data, the density of deep levels with ionization
energy in the range 0.1-0.3 eV, which could be
involved in the transfer of energy to Er3* ions (via the
mechanism of exciton capture by deep levels, described

in [16, 18]), was Ng, < 1 x 10% cm3. We believe that

such alarge difference between N and Ng, densities

indicatesthat additional (compared with implanted lay-
ers) channels of excitation transfer from the electron
subsystem of a Si crystal to Er®* ions, unrelated to the
Ec—0.15¢€V level, exist in SMBE layers.
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Abstract—Optical absorption spectra of (Pbg76Sng 25)1 — xINkTe (X = 0.001 — 0.005) have been studied at T =
300 K. Asymmetric bands of additional absorption o, and a4, characterized by steep long-wavelength edges,
were revealed. The optical energy and the half-width of localized levels are determined, and assumptions con-
cerning their nature are made. © 2002 MAIK “ Nauka/Interperiodica” .

Specific features of the energy spectrum of indium-
doped Pb,7sSng..Te have lately attracted markedly
increasing interest [1-8]. These studies have reveaed
new effects, which were explained in terms of hopping
conduction via indium impurity states and self-com-
pensation of the donor effect of impurity. These effects
must be accompanied by considerable modifications of
the (Phy 765N 22)1 _ xI Nk Te energy spectrum. Such varia-
tions could have been observed in studying the
(Pbg 765Ny 22)1 — xINkTe optical absorption spectra. How-
ever, the data presented in [ 1-8] were mostly obtained by
electrica invegtigation techniques, whereas the optical
methods were not applied in full measure. The character
of possible modifications of the (Pby 7SNy o), —xInkTe
energy spectrum, appearing under the conditions of
hopping conduction, or resulting from the self-compen-
sation of the donor impurity, cannot be judged from the
available published data on the optical properties of
Pb, _ySnyTeiIn [9, 10]. These data are not complete,
and their interpretation is ambiguous.

In the present study, spectral dependences of the
absorption coefficient o in (Pbg 76SNy.20)1 — xINk Tewith a
low density of free electrons were investigated with the
goal of revealing specific features of the energy spec-
trum.

The samples used for this study were fabricated by a
hot pressing technique; the details of preparation and
annealing were described elsewhere [2]. The In content
in the charge, X, was not higher than 0.005. Based on
[11], we believethat thislevel of indium doping does not
noticeably affect the parameters of the Py ,sSng,Te
energy spectrum, such asthe energy gap E; and the free
carrier effective masses. The electron denS|ty deter-
mined from the Hall effect, ny, did not exceed 3.6 x
10% cm3. All the experiments were performed at T =
300 K.

Figure 1 shows some of the obtained results. The
o (Ahw) spectraof theinvestigated solid solutions exhibit
two additional absorption bands, o, and a4, with steep
long-wavelength edges at photon energies Aw = 0.09
and =0.05 eV. The asymmetric shape of the ay(fw) and

o, (%w) dependences, along with the existence of long-
wavelength edges for both the components of the addi-
tional absorption, suggest that these bands arerelated to
optical transitions of electrons from localized states E,
and E, in the band gap to allowed states in the conduc-
tion band (see the energy diagram in Fig. 1).

The energy positions of the levels responsible for
the ay and a, featuresin the a(%w) spectra were found
by calculating the coefficient of additional absorption.
For this purpose, the spectral dependencesa,+ a,; were
isolated from the experimental curves by subtracting
the free carrier absorption extrapolated to the short-
wavelength range. Figure 1 shows, as an example, the
thus obtained results for a sample with X = 0.005.

Spectral dependences a, + a; were calculated using
relation (2) from [12], which alows one to determine
the energy position of localized centers and eval uate the
half-width of impurity bandsI". The Fermi energies E,
which are necessary for these calculations, were deter-
mined in terms of Kane's model of nonparabalicity,
using relation (6.27) from [13] and parameters of the
Pby7gSny»Te energy spectrum taken from [7]. The
applicability of these parameters was verified by ana-
lyzing the a(fnw) dependences at the fundamental
absorption edge. It was found that, for the samples
studied, the obtained absorption coefficients at the
fundamental absorption edge are in agreement with
the available experimental datafor “pure” indium-free
Pb, ¢Sy, Te [14], and the band gap in these samplesis
0.20+0.01 eVv.

Curves6-8in Fig. 1 represent the calculated a ()
and a,(Aw). Good agreement between the calculated
and the experimental data allowed us to determine the
energies Eg” and E” and to evaluate the half-widths
o and I, of these bands. In the samples under study,

Eo” and ES™ are—(0.09 + 0.01) and —(0.050 + 0.005) eV,
respectively, and the half-width of the localized bands
o and I'; does not exceed 8 meV. It is noteworthy that
the broadening of the impurity bands in solid solutions,
compared with their width in binary lead chal cogenides,

1063-7826/02/3602-0176%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Spectral dependences of the absorption coefficient a for (Pbg 785N 22); — xInkTeat T=300 K. X (ny, x 10~ 7: (1) 0.001 (2.2),
(2) 0.003 (3.6), and (3, 4) 0.005 (1.7 cm™3); sample thickness d: (1) 8.9, (2) 3.4, (3) 2.6, and (4) 5.7 pm. The spectrum of additional
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Fig. 2. Intensity of the additional absorption bands (1) ag

and (2) a]™ vs. In content X in (Pby 7SMg.20)1 _ xINyTe at
T=300K.

has been observed previoudy in Pb, _yGecTelln [12] and
PbSe, _«ScTe:Tl [15] and was related to the influence
of nonequivalence of the crystalline environment of
defects. Theintensities of theay and a, bandswerealso
calculated, and the relevant data are presented in Fig. 2.

Passing to a discussion of the possible nature of the
features in the a(fw) spectra of the solid solutions
under study, we note, first of al, that the o, bands have
not been observed previously in Pb, _,Sn,Te. As fol-
lows from Fig. 2, their intensity grows in proportion to
the indium content in the charge, X. Therefore, it seems
natural to relate these bandsto optical recharging of In.
Thisassumption is supported by theresults presentedin
Fig. 3, which shows the energy E, of the indium impu-
rity level in Pb, _\SnyTellninrelation to thetin content Y
in the charge, obtained by studying the optical absorp-
tion (EX™) and transport phenomena (Ex*™). The E”
value for PbTe, presented in the same figure, was
obtained from experimental data for samples with

n-type conduction [16] by linear extrapolation from the
high-temperature range to T = 300 K. The correctness

VEIS
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Fig. 3. Energy position Eg of the In-related impurity level in
Pb, _ySnyTelIn vs. Sn content in the stock, Y, obtained by
analyzing the results of investigations of (1, 2) optica
absorption and (3, 4) transport phenomena. (1) Present
study, (2) [16], (3) [17], and (4) [11]. T: (1, 2) 300, (3) 4.2,
and (4) OK.

therm

of this extrapolation was verified in [16]. The E,
valuesinFig. 3, takenfrom[11, 17], refer to 0 K. Asseen

from Fig. 3, the rates of E” and Ey™™ variation with
composition in Pb; _SnyTe:ln are close: dEy/dY = 0.3.

Unlike E,, the E; level in Pb; _\SnyTe has not been
observed earlier in studies of optical or transport phenom-
ena. Therefore, the assumptions concerning the possible
originof a, bandsreveded in (Pbg 768N, 22)1 - xl Ny Te must
be based, in the first place, on specific properties of the
material under study. In this connection, it should be
noted that analysis of the Hall electron densities ny
shows that indium centers are not necessarily the only
donors in the samples studied.

Indeed, according to [18], the indium-related impu-
rity band contains two states per impurity atom. There-

fore, Ex cannot be higher than Ex®™ in the absence of

additional donors or acceptors, irrespective of the value
of the electronic correlation energy U at the indium
impurity center a U < O [18]. The Ey*™ in
(Pbg78SNg 22)1 — xI Nk Te can be evaluated on the assump-
tion that the difference |ES” — ES®™|in Pb,_Sn,Telln
isindependent of y and equal t0 0.045 eV, asin PbTeln
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[16]. In this case, Eo®™ in (Pby 7SNy 25)1 - xI Ny Te must
be —0.045 eV, and the Hall densities of electrons must
not exceed n; = 2.4 x 10 cm 3. It isnoteworthy that the

presented estimation for Ex®™ in (PbysSNg.20)1 - xINxTeE

isin agreement with [1], where Ef®™ = —-0.05 eV was
obtained for the solid solutions under study at T= 300 K.

If we now consider the nj; values in the samples
studied, it can be seen that ny = 3.6 x 10 cm= in
(Pbo.76SN0.22)0.9971 No o0z T€ IS Much higher than nj; . This

discrepancy between ny and nj; may occur for the fol-

lowing two reasons. First, it may be assumed that the
indium impurity in (P 7SNy .2)1 _xI Nk Te can have two
charge states: In~ and In° (in designations of [18]). In
terms of thisinterpretation of the experimental dataand
in accordance with the data of [19], the o, band must be
related to the optical recharging of indium, In-—— In°,
and a4, to In® — In*. Second, all the samples studied
may be self-compensated. According to [1], theindium
donor effect is compensated by vacancies V,, formed in
the metal sublattice. Here, account should be taken of
the fact that indium was introduced as a substitutional
impurity in these samples. Therefore, we may assume
that vacancies in the metal sublattice may appear not
only as Schottky defects, but as Frenkel defectsaswell.
In this situation, a noticeable amount of interstitial
metal, which is known to be a single-charged donor
[20], may appear in the samples. Then, the a; band can
be related either to an interstitial metal or to complexes
including an interstitial metal.

The data obtained thus far give no way of deciding
between the above assumptions. The first of these is
supported by the rise in the intensity of the o, bands
with increasing x, and the second, by the absence of
correlation between the intensity of the a,; bands and
the E values.
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Abstract—It was experimentally shown that redistribution of the charge-carrier concentration occurred in non-
equilibrium electron-hole plasma during formation and excitation of the dissipative structure by a strong elec-
tric field in the bulk of Te and InSb single crystals. In this case, if there are only longitudinal autosolitonsin the
dissipative structure, the carrier concentration decreases outside the autosolitons. The charge-carrier concentra-
tion increases outside autosolitonsif the transverse autosolitons are present. It is suggested that the longitudinal
autosolitons formed in the nonequilibrium electron—hol e plasma devel oped by the Joule heating are “cold” and
the transverse autosolitons are “hot”. © 2002 MAIK “ Nauka/Interperiodica” .

It has been shown in theoretical [1-7] and experi-
mental studiesthat the localized regions of the extreme
carrier concentration and temperature, i. e., autosoli-
tons (ASs), occur in nonequilibrium excited electron—
hole plasma (EHP) both in the form of current strata
and moving layers characterized by a strong electric
field. This plasmais induced by the impact ionization
or injection in n-GaAs [8, 9], by photogeneration in
n-Ge [10], and by the Joule heating in InSb [11, 12].

Localized regions of high temperature and low car-
rier concentration (hot ASs) and localized regions of
low temperature and high carrier concentration (cold
ASs) have been considered and described [13]. These
ASs occupy an insignificant localized fraction of the
sample volume, on the order of [(LI)Y%/2]3, where L is
the bipolar diffusion length and | is the cooling length
of hot electrons. Concentration and temperature of the
localized regions, as well as their topology, were ade-
quately described in[1-7, 13]. The processes occurring
in the remainder of the sample volume, which interact
with AS, have been inadequately studied theoretically
and experimentally.

The aim of this study was to gain insight into the
influence of the formation and evolution of the local-
ized EHP (autosolitons) on the concentration and
mobility distribution in the sample bulk. We also
intended to study the longitudinal AS formed in EHP
by the Joul e heating. InSb samples of various sizeswith
the carrier concentration p = (2—4) x 10*2 cm= and the
mobility p = 4000 cm?/(V s) at T = 77 K and Te sam-
ples with the carrier concentration p = 1.45 x 10** cm3
and the mobility p = 2400 cm?/(V s) at T = 77 K were
studied. Copper wires, soldered using indium or
welded, were used as current leads. The InSb sample
was divided into two regions (Fig. 1a): activator (A)
and detector (D). ASs were excited in the activator in

the sameway asin [11, 12]; avoltage sufficient for the
detection of the conductivity variation was applied to
the detector. Any variations of the carrier concentration
in the activator affected the detector conductivity.

Acoustic probing is another method for studying the
dissipative structure. It is well known [14-19] that a
pronounced acoustoel ectric effect is observed in Te. In
a high electric field when the carrier drift velocity v4
becomes higher than the phase velocity of sound v,
phonons are generated and interact with the charge car-
riersin the crystal. It is experimentally shown [16] that
acoustoel ectronic interaction in tellurium depends lin-
early on the charge-carrier concentration n

y = Cn, D
where

_ Ke'vp

2ek°T w0’
K is the electromechanical coupling coefficient, 3 =
1 - v /v isthe drift parameter, € is the dielectric con-

stant, wisthe angular frequency of the generated sonic
waves, and [ isthe charge-carrier mobility.

Experimental resultsfor the InSh samplesare shown
in Figs. 1 and 2. The activator current—voltage (I-V)
characteristic inthe field of sawtooth voltage beforeAS
formation and excitation is displayed in Fig. 1b. All
portions of the 1-V characteristic, except for those
which are marked by the arrows, are reproducible and
stable. Oscillograms of the time dependence of the acti-
vator current | ,, corresponding to this |-V characteris-
tic, and variation of the detector conductivity oy O I
are shown in Figs. 2a and 2b, respectively. An increase
in the detector conductivity in the AB section (Fig. 2b)
is the result of an increase in the carrier concentration

1063-7826/02/3602-0180$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. (@) Scheme of the InSb sample: activator (A) and
detector (D), and scheme of the sample connection in acir-
cuit. (b) The current—voltage characteristic of the activator.

in the activator due to the Joule heating. The further
increase of heating gives rise to intrinsic conductivity
in the activator, and, due to this fact, an abrupt
increase of the nonequilibrium carrier concentration
occurs (Fig. 2a, section BC). Due to the diffusion of
the nonequilibrium carriers, the detector conductivity
also abruptly increases (Fig. 2b, section BC).

The BC portion indicates that the EHP isformed in
the activator and istransformed into a dissipative struc-
ture (DS) as voltage increases; i. e., EHP is segregated
into the localized regions with extreme temperatures.
The carrier concentration is presented in these regions
in the form of current pinches and electric field strata
[1-7]. It can be seen in Fig. 2a (section CD) that the
electric current pinch is formed (longitudinal AS). The
magnitude of the current is determined by the applied
voltage. If there are localized regions of reduced or
increased carrier concentration in the sample bulk, then
the carrier concentration should increase or decrease,
respectively, in the remaining part of the sample vol-
ume, resulting in the increase or decrease of the detec-
tor conductivity. In this case, the experiment shows that
the detector conductivity drops in a steplike manner
(Fig. 2b, portion CD). At the same time, the activator
current increases (Fig. 2a, portion CD). Thismeansthat
the carrier concentration in the activator bulk decreases
as DS is formed and excited. This fact is indicative of
an increase in the charge-carrier concentration in the
localized regions, the temperature of which decreases
reference to the remaining part of the sample volume
[13]. The steplike drop of the detector conductivity
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Fig. 2. Oscillograms: the time dependences (a) of the acti-
vator current and (b) the detector conductivity under excita-
tion of the longitudinal autosohtons in the activator. Units:
Ia=0.1A/div., Ip=2x 107* A/div. (c) The dependence of
the detector conduct|V|ty on the activator current. Units:
Ip=15x 10~* A/div. Oscillograms: the time dependences
(d) of the activator current and (€) the detector conductivity
under the excitation of the transverse autosolitons in the
activator. Units of the |5 and |p current measurements are
the same asin the (a) and (b) oscillograms.

indicates that additional longitudinal ASsare formed as
the applied voltage increases, i. e., asthe DS excitation
level increases. In this case, an abrupt decrease of the
carrier concentration in the activator bulk is observed.

The dependence of the detector conductivity op [ 1
on the activator current |, is shown in Fig. 2c. One can
see that, as the activator current increases, the detector
conductivity and, therefore, carrier concentration in the
activator significantly decrease. The detector conduc-
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Fig. 3. (d) Quasi-steady current—voltage characteristic of
the Te sample. (b) Oscillograms of the dynamic current—
voltage characteristics of the Te sample. (c) Typical current—
voltage characteristic of Te under conditions of acoustoelec-
tronic interaction. Numbers at the oscillograms (Fig. 3b) cor-
respond to thosein Fig. 3a.

tivity drop does not coincide with the onset of the cur-
rent drop in the activator dueto the delay of variationin
the detector conductivity in relation to EHP generation
in the activator. Therefore, as the pinch current in the
activator increases, the carrier concentration decreases
in the remaining part of the activator.

Oscillograms of the time dependences of the current
in the activator and the detector conductivity for the
applied voltages that excite electric field strata, which
move aong the sample (AS) in the activator, and the
current oscillations in the external circuit are displayed

KAMILOV et al.

in Figs. 2d and 2e. It can be seen that the detector con-
ductivity does not decrease if there are moving ASsin
the activator. In addition, the detector conductivity
increases, which indicates that the carrier concentration
increases in the activator. Since the detector conductiv-
ity does not oscillate when the current in the external
circuit of the activator oscillates, we may state that the
current oscillations in the external circuit of the activa-
tor are controlled by the electric-field strata moving
outside the current pinch rather than by the conductiv-
ity variation in this pinch.

Results of the investigations of the Te samples are
shownin Figs. 3 and 4.

The scheme of the electric measurements of the Te
samples was described in [20]. Longitudinal ASs were
excited and sustained by the applied quasi-constant
voltage. A well-reproducible quasi-steady |-V charac-
teristic measured for theforward and reverse voltagesis
shown in Fig. 3a. Unstable portions of the curve are
plotted by the dashed lines. The dynamic |-V character-
istics, whose nonlinear portion is caused by the acous-
toelectrical effect, were measured in a strong triangu-
lar-pulse electric field. The dynamic |-V characteristics
were measured at afixed direct current (dc) through the
sample, which corresponded to different portions of the
quasi-steady |-V characteristic (Fig. 3a, points 1-29).

Points 1-8 and 2629 lie along the section of the
quasi-steady |-V characteristic, which obeys the Ohm
law (Fig. 3a); points 9-25 lie along the section deter-
mined by the voltages at which the longitudinal ASis
formed (AS-sample). In Fig. 3b, we show the dynamic
|-V characteristics measured at a current corresponding
to points 1, 8, 15, 25, and 26 in the quasi-steady |-V
characteristic (Fig. 3a). One can seein Fig. 3b (points 1
and 8) that |-V characteristics are identical, although
they were measured at different currents of the ohmic
portion of the quasi-stationary |-V characteristic. The
dynamic |-V characteristics for points 15, 21, and 25
are shown in the oscillograms (Fig. 3b). In this case,
thereare ASsin the sample. It can be seen that acousto-
electric oscillations disappeared, and the slope of the
nonlinear portion of the 1-V characteristic increased.
Thisfact indicatesthat the interaction of the charge car-
riers with the acoustic vibrations decreases due to a
decrease in the phonon-flux density. This circumstance,
initsturn, isrelated to adecrease in the carrier concen-
tration in the sample volume containing AS. The carrier
concentration can be determined from the experimental
dynamic |-V characteristics. The current density at an
electric field higher than the critical value E > E,
(Fig. 3c) under the saturation conditions (B = 0) is
equal to

js = en,uE = en,vy, n, = n.

If a > >0, only a fraction of the carriers n, are
involved in the acoustoel ectronic interaction; the other
fraction ng is involved in the ohmic current (a and 3
SEMICONDUCTORS  Vol. 36
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angles can be obtained from Fig. 3c). As a result, we
obtain

j = en,uE+enguE = en,v,+enyuE, @
n = n,+n,.
In this case, on the one hand, we have the ratio
j _ja — %
j=js n’
where j = oE = enyE. On the other hand, we obtain,
according to Fig. 3c,

J—Ja _ tana—tanB
i—is tana
and, as aresult,
N, _ tana —tanB
n tana

In the experimental curve of the dynamic |-V character-
istic (Fig. 3b, points 1, 8), the coefficient 3 = 0 so that
n,/n=1. Thefollowing ratio holds for the I-V character-
istics of the samplewith AS (Fig. 3b, points 15, 21, 25):

Naas _ tana,s —tanPag
n tanoi »g

: ©)

where o, 5 and 3,5 are the slope angles of thelinear and
nonlinear portions of the dynamic |-V characteristic of
the samplewith AS. The a5 and 5 angles depend on
the AS excitation level, i. e, on the current 1,. The
dependence of the concentration ratio n,/n for the carri-
ersinvolved in the acoustoel ectric interaction on the AS
currentisshowninFig. 4. A steady decreaseintheratio
n,/nisobserved asthe AS current increases.

Thus, it is experimentally shown that, in the bulk of
the InSb and Te single crystals, the carrier concentra-
tion varies during formation and excitation, by strong
electric field, of the dissipative structure (DS) in the
nonequilibrium electron—hol e plasma (EHP) formed by
the Joule heating. In the case when there are only lon-
gitudinal autosolitons (ASs) in DS, the carrier concen-
tration in the sample volume decreases with increasing
excitation level of these ASs. Thisis caused, first of all,
by the increasein the carrier concentration in the local-
ized regions and by a decrease in their temperature
(cold ASs) [13]. The current of these ASs is indepen-
dent of the carrier concentration, because EHP isdense,
but it depends on temperature: j = eunE O T32E (u =
et/m* [ T¥/n). According to this expression, the cur-
rent in the presence of cold ASs can attain, at the same
electric field, significantly lower values than those fol-
lowing from Ohm’s law (j = eunE). By the example of
the Te samples, it was shown that AS was not destroyed
even when the difference between the ohmic current
and the AS current Aj = j, — jas @tained the value of
Ajljo = 50% relative to the ohmic current.
No. 2
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Fig. 4. The dependence of carrier-concentration ratio ny/n
(carriers are involved in the acoustoelectronic interaction)
on the autosoliton current in the Te samples.

When there are transverse ASs in DS (in the InSb
samples), the volume carrier concentration becomes
higher, and it increases with the increasing excitation
level of these ASs. Because the transverse ASs corre-
spond to the localized regions with reduced carrier con-
centration and raised temperature (hot ASs), the
remaining part of the sample volumeis, naturally, more
enriched with the charge carriers. Obviously, we may
conclude that the longitudinal ASs, being formed in the
nonequilibrium EHP induced by the Joule heating, are
cold.
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Abstract—The effect of bulk (1) and radiative (t,) charge-carrier lifetimes on the degree of spatial separation
of the regions of the carriers generation and radiative recombination in graded-gap semiconductors with the
drift transport mechanism in the built-in quasi-electric field of the crystal was investigated experimentally and
theoretically. It was found that the degree of spatial separation increases with increasing T and/or T,. The effect
of spatial separation of the regions of radiative recombination, which correspond to transport mechanisms with
various T,, was observed. The data obtained are related to the coordinate dependence of recombination proba-
bility for graded-gap semiconductors. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The presence of the built-in quasi-electric field E =
e'0E, in graded-gap semiconductors, which deter-
mines the drift of nonequilibrium charge carriers, leads
to variation in their major luminescent characteristics
compared to conventional semiconductors. Transport
of nonequilibrium carriers from the wide-gap to the
narrower gap parts of the crystal during the drift time
ty < 1, (1, isthe radiative lifetime) for semiconductors
with medium and large E was investigated [1]. It was
demonstrated [1] that the transport, which competes
with radiative recombination, leads to the coordinate
dependence of the radiative recombination probability.
On excitation with highly absorbing light, this depen-
dence leads to the spatia shift of the region of radiative
recombination to the part of the crystal with a band gap
narrower relative to the generation region of nonequilib-
rium carriers. The shift increases with increasing E. In
this study, which continues the study in [1], the depen-
dence of the degree of separation for the regions of gen-
eration and radiative recombination of nonequilibrium
carrierson the bulk and radiative lifetimesisinvestigated.

THEORETICAL CONSIDERATION

According to [1], the shape of the emission spec-
trum for the semiinfinite crystal of the graded-gap
semiconductor with the linear recombination and sur-
face absorption of the excitation radiation is described
by the expression

_ a0 TrVer[D BJo
BJOGT 0z 0 I+|:|D
Tl —exp(.l?) o 0, &P D_EDD]

Here, J, isthe intensity of the photoexcitation, {3 is the
guantum yield of the internal photoeffect, a is the
absorption coefficient for the excitation radiation, V, =
ME, pisthe mobility of nonequilibrium charge carriers,
S istherate of the surface recombination on theillumi-
nated wide-gap surface, |, = VT is the effective drift

length for nonequilibrium carriers, T= () , ri_l Y tisthe

bulk lifetime, and T; is the lifetime of nonequilibrium
carriers corresponding to the ith mechanism of recom-
bination.

The conditions of applicability of expression (1) are
asfollows:

(i) the variation of the band gap E, along the coordi-
nate z for medium and large built-in fields E is linear if
the drift of nonequilibrium carriersin the field E domi-
nates over the diffusion;

(i) the coordinate dependence of radiative recombi-
nation probability has the form

W(2) = 1, exp(-T,Vy/2),

whereV,, isthedrift vel ocity for nonequilibrium charge
carriersin thefield E.

In what follows, we will use formula (1) for the
investigation of the influence of the time factor on the
degree of spatial separation of the regions of generation
and radiative recombination.

The calculated shapes of the emission spectrum for
a graded-gap semiconductor at E = 200 V/cm for vari-
ous bulk and radiative lifetimes are shown in Fig. 1. It
can be seen that the shift of the band peak of the emis-
sion spectrum from the illuminated wide-gap surface to
the narrow-gap part of the crystal increases with
increasing the bulk and/or radiative lifetime. This
means that the spatial separation of the regions of gen-

1063-7826/02/3602-0185%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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eration of nonequilibrium carriers and their radiative
recombination also increases. The magnitude of the

spatial separation Z; = z,—2z,. Here, z,isthe coordinate
of location of the band peaks for the emission spectrum

hvo®, and n is the number of the spectrum in Fig. 1
(n=1,2,3,1,2,and 3). Thisresult is also the evident
consequence of the coordinate dependence of recombi-
nation probability. Specifically, with increasing T
and/or T1,, nonequilibrium charge carriers move away
from the illuminated surface for larger distances with-
out nonradiative and/or radiative recombination,
respectively. In Fig. 1, the coordinate z = 0 corresponds
to the wide-gap illuminated surface; z, = a™ is the
extension of the region of recombination for nonequi-
librium carriers; and z,, z,, Z;, 2., Z», and z are the coor-
dinates of the location of band peaks for corresponding
emission spectra.

Two specific features of radiative recombination
spectrafor graded-gap semiconductors follow from the
data represented in Fig. 1.

() With the presence of several simultaneously
effective channels of radiative recombination with var-
iousT,, the partial separation of radiative recombination
regions occursin thewide-gap part of thecrystal. These
regions correspond to different mechanisms of transi-
tions. Specificaly, for the transition with the longer
radiative lifetime, the shift of the radiative recombina-
tion region to the narrow-gap part of the crystal islarger
(zy > 27,2, > 2, and zz > zy).

(1) The shift of the peak of the corresponding emis-
sion band to the narrow-gap part of the crystal with
increasing bulk lifetime should be larger for the mech-
anism of radiative recombination with the longer T,

=200 eV/cm calculated using formula (1) for T= 77K, a =

compared to the mechanism with the shorter 1,. For
example, (zz —21) > (z3—2y).

COMPARISON WITH THE EXPERIMENT

The excitation level dependences of the photolu-
minescence (PL) spectrum for epilayers of graded-
gap Al,Ga, _,As solid solutions, both undoped (n <
10%¢ cm~3) and Te-doped n < (0.5-1) x 10* cm ones,
were measured. The characteristics of the investigated
solid solutions, as well as the procedure for measuring
the PL spectra, were described previoudly [1]. The
effective drift length for nonequilibrium carriers |,
under the accelerating effect of the field E was deter-
mined from the slope of the low-temperature falloff of
the edge emission band [2].

The PL spectra measured at 300 K, which contain
only asingle emission band, are shown in Fig. 2a. Fig-
ure 2b demonstrates the dependences of the spectral
band peaks hv™* and effective length I, on the excita-
tion level J, for one of the undoped epilayers with the

excitation from the wide-gap side (from the Eg™ side).

It can be seen that the short-wavelength peak hv ™
shifts to lower energies with increasing J,. Thus, the
degree of separation for the regions of generation and
radiative recombination of nonequilibrium carriers
increases.

It is our opinion that the experimentally observed
dependence hv™*(J,) represents the dependence
hv™a(1) (see Fig. 1). The experimental dependence can
be explained by anincreasein the bulk lifetime for non-
equilibrium charge carriers with increasing J,, as
revealed by increasing |, with increasing J,. The latter
circumstance is apparently associated with the satura-
2002
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Fig. 3. (a) Distribution of peak energies for (1) the edge and (2) impurity PL bands and their intensity (1', 2') over the thickness of
one of theAl,Gay _,As: Telayerswithn=7 x 10Y cm3; excitation from the narrow-gap side, T = 77 K. (b) Emission spectrafor
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the surface illuminated, as shown in the inset. The spectra are normalized to unity by intensity; T = 77 K and Jp = 102 cm™ s,
The scheme of the experiment isshown in theinset. Thearrows 1' and 2' point to the location of the excitation light probe for various

directions of excitation. The mixed hatching denotes the part of the crystal in which the impurity PL occurs.

tion of the channels of the bulk nonradiative recombi-
nation with increasing nonequilibrium-carrier density.

The PL spectra of doped graded-gap solid solutions,
which were measured at 77 K, included the edge and
impurity emission bands. On excitation from the nar-
row-gap side (from the Eg" side), the built-in field E
decelerates the nonequilibrium carriers generated and
keeps them closeto theilluminated surface. Asaresult,
the regions of generation and radiative recombination

SEMICONDUCTORS  Vol. 36
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become coincident [1]. The dependence of the peak
position for the impurity emission band hv,® on the

solid solution composition (hv;™ = 1.20 eV for x = 0)
issimilar to that found previoudly [3]. The distributions
of the peak energies of spectral bands and the intensi-
ties of edge and impurity emission PL bands along the
thickness of one of the layers for excitation from the

Ey . sideareshowninFig. 3a Thenearly uniform dis-
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Fig. 4. Location of peaks for (1) the edge and (2) impurity
emission bands as well as the spatial separation of the
regions of generation of nonequilibrium charge carriers and
their (1) edge and (2') impurity radiative recombination as
afunction of the excitation intensity for the epilayer with
UEg=154€V/cmat 77 K. The dashed line denotes the loca-
tion of the rear narrow-gap surface.

tribution of band intensities indicates that the distribu-
tions of the majority-carrier density and deep radiative-
recombination centers along the thickness are fairly
uniform. The PL spectraof the same layer measured for
theidentical intensity of excitation from (1) the narrow-
gap and (2) wide-gap sides with the same composition
of the solid solution on the illuminated side are shown
in Fig. 3b. The scheme of the experiment is shown in
theinset to Fig. 3b. Let us compare these spectra using
curves 1 and 2 from Fig. 3a, which are obtained for

excitation from the E; " side. It follows from the com-

parison that the peak energy hv,~ is shifted to longer
wavelengths (correspondingly, to the narrow-gap part

of the layer) to a greater extent than the energy hvg
(see corresponding coordinates z, and z, in inset).
Thus, the edge and impurity PL regions are partially
spatially separated. This separation is caused by thefact
that T, > T,_. Inthe case under consideration, T, =7

10" s[4],and 1, =2x 108 s[5, 6]. This confirmsthe

KOVALENKO et al.

conclusion that the shift of the radiative recombination
region to the narrow-gap part of the crystal should be
larger for the recombination channel with alonger radi-
ative lifetime compared to the channel with a shorter T,.

On excitation from the E;™ side, the edge and

impurity PL bands broadened with increasing excita-
tion intensity, whereas their peaks were shifted to the

longer wavelengths (Fig. 4). The hvi™ magnitude

shifted to hv, . = 1.20 eV. Thisvalueis characteristic
of the narrow-gap part with x = 0, as can be seen from
Fig. 3a. A further increase in the excitation intensity J,
led to the stabilization of the location of the peak value
and to the narrowing of the impurity PL band. This
points to the localization of the impurity PL region at
the rear narrow-gap surface for high excitation intensi-
ties J, > 10% cm s™. Figure 4 aso demonstrates the
dependences of spatial separation z* for the edge and
impurity PL regionson J, for one of the epilayers. It can
be seen that, over the entire range of the excitation vari-

ation, z; > Z . In addition, these data confirm the con-

clusion that the separation of the regions of generation
and recombination for nonequilibrium charge carriers
with increasing T for the recombination channel with a
longer radiative lifetimeislarger compared to the chan-
nel with the shorter t,.

CONCLUSION

Thus, the agreement between the experimental data
and the results of calculations confirms the validity of
the notion of the coordinate dependence of recombina-
tion in graded-gap semiconductors with the drift trans-
port of nonequilibrium charge carriers in the built-in
electric field.
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Abstract—The structure of silicon single crystals after plasmatreatment was studied by infrared spectroscopy
and electron microscopy. It is shown that on irradiation by pulsed nitrogen plasmaasilicon nitrideisformedin
the surface region. © 2002 MAIK “ Nauka/Interperiodica” .

Insulating layers of silicon dioxide and nitride
obtained by the conventional method of ion implanta-
tion are widely used in semiconductor device technol-
ogy. The relatively nove trend of ionic synthesis is
implantation using pulsed ion beams [1]. The use of
such beams makes it possible to carry out implantation
and annealing in asingle stage.

In addition to pulsed methods, in this paper a
method of silicon pulsed plasmatreatment is suggested
as an aternative method. The aim of this study was to
assess the feasibility of pulsed plasma treatment for
forming anitride layer at the silicon surface. Treatment
was carried out using a pulsed plasma accelerator
(PPA) [2]. PPA forms a plasma flux with the tempera-
ture amounting to 100 eV, and pulse duration of 20 us.
The discharge current of PPA can be as high as
400 kA, with the plasmaflux moving with the vel ocity
of ~10° m/s.

The (100) surface of silicon single crystals KDB-10
(p-Si:B, p = 10 Q cm) was treated with the pulsed flux
of nitrogen plasma. The initial samples were placed in
avacuum chamber with aresidual pressure of 10 Torr
at room temperature. The measurements of incident
energy density were performed by thermocouple sen-
sors located in the immediate vicinity of the sample.
Methods of infrared (IR) spectroscopy and electron
microscopy were used to study the plasma-treated sam-
ples. The measurements of IR absorption spectra of the
samples treated were carried out using a Nicolet-560
spectrometer. Typical resolution of the setup was 4 cm.

The difference absorption spectra for silicon sam-
ples treated in nitrogen plasma relative to untreated
samples are presented in Fig. 1. Curves 1-4 correspond
to the samplestreated with the energy density of 20, 30,
38, and 48 Jcn??, respectively, relative to the untreated
sample. Asisknown, the stretching and bending vibra-
tions of the Si—N bond lie in the region of 800—830 and
500 cm[3, 4]. The analysis of positions and shapes of
absorption bands in Fig. 1 alows us to relate the pres-
ence of the peak at 800 cmr™ to silicon nitride forma-
tion. The absence of aclearly defined band at 500 cm™

is caused by the water-vapor background in the range
indicated. One should note that the main band intensity
increases with an increase in the plasma-flux density.
For adensity lower than 30 Jcm?, Si-N bond formation
does not occur. After removal of the 20 pm thick sur-
facelayer, the band related to silicon nitride disappears.

To verify the assumption of the S—N bond forma-
tion by nitrogen plasma treatment, studies of treatment
with other gases were carried out. The IR spectrataken
after the treatment of silicon samples by argon plasma
(curve 1) and carbon dioxide plasma (curve 2) are
shown in Fig. 2. The treatment parameters for argon
and carbon dioxide are approximately the same as for
nitrogen: 32 and 45 Jcm?, respectively. It can be seen
from experimental datain Fig. 2 that, in the region of
800 cm, all features are absent and only the absorp-
tion by silicon itself is observed. The absorption bands
at 1100 and 605 cm™ are present for all the samples.
The oxygen and carbon dioxide molecules absorbed at

Absorbance
0.6
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0.2

1200

1000 800
Wave number, cm™

600
1

Fig. 1. Difference spectra of IR absorption for silicon sam-
plestreated with energy density of 20 (1), 30 (2), 38 (3), and
(4) 48 Jcm? in comparison to the unprocessed sample.
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Fig. 2. Difference spectra of IR absorption for silicon sam-
ples (1) treated with argon (32 .]/cmz), (2) treated with car-
bon dioxide (45 Jcm<), (3) treated with nitrogen without
annedling, and (4) treated with nitrogen (48 Jcm?) and
annealed at 750°C.

the surface are likely responsible for the origin of these
bands.

It is known that, as a result of amorphous silicon
nitride crystallization, the main IR absorption band
becomes split, which is caused by structural reconstruc-
tion and crystalline phase formation [3]. Asisshownin
[5], for amorphous silicon nitride layer crystallization,
annealing at atemperature no lower than 600°C is nec-
essary. The spectra of silicon samples treated in nitro-
gen plasma prior and after annealing (curves 3 and 4,
respectively) are shownin Fig. 2. Annedling was carried
out in avacuum chamber (residual pressure of 107 Torr)
at a temperature of 750°C for 30 min. As can be seen,
the annealing insignificantly affects the shape and posi-
tion of the 800 cm* band which is related to silicon
nitride. One should note that total absorption somewhat

BAIMBETOV et al.

decreases, which is caused by the partial annealing of
defects.

The studies of surface microstructure using a scan-
ning el ectron microscope have shown that, under ahigh
density of plasma flux, melting of the sample surface
occursand apeculiar relief isformed [6]. Therdlief for-
mation islikely caused by nonequilibrium thermal pro-
cesses, which are characteristic of pulsed treatment.
The presence of large temperature and pressure gradi-
ents in the course of treatment results in the formation
of defects at the surface and in the bulk of acrystal.

Thus, we may state with certain confidence that, by
treatment with pulsed nitrogen plasma flux, the com-
pound of nitrogen with silicon is produced in the sur-
face layer. The silicon nitride isformed only for arela
tively high energy density (higher than 30 Jcm?). The
dependence of silicon nitride formation on the plasma-
flux density is monotone.
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Abstract—The coefficients of segregation of germanium atoms were measured for the Si; _,Ge, system grown
by molecular-beam epitaxy with combined Si—GeH, sources under the conditions of efficient filling of surface
bonds by the products of the decomposition of hydrides. In their turn, these measurements made it possible to
determine for the first time the ratio between the coefficients of the incorporation of Si and Ge atoms into the
growing Si; _,Ge, layer using the devel oped kinetic model of growth. For the Si-Si; _,Ge, structures grown by
mol ecul ar-beam epitaxy with the Si—GeH, combined sources, the role of various mechanisms (pyrolysis, seg-
regation, etc.) in the formation of the profile of metallurgical layer interfaces was compared for awide range of
technological parameters. © 2002 MAIK “ Nauka/Interperiodica” .

In the last decade, atendency of moving away from
investigating fundamental properties of heteroepitaxial
structures based on silicon and germanium toward the
practical use of these heterocompositions as active ele-
ments in various semiconductor devices has become
evident. The production of device heterostructures
necessitatesthe devel opment of technol ogical and inex-
pensive gas-phase methods of epitaxy for their growth
using Si and Ge hydrides both at low and atmospheric
pressures in the reactor [1]. The gas methods make it
possible to grow highly homogeneous films on large-
diameter substrates without using expensive equipment
and are more efficient than traditional molecular-beam
epitaxy (MBE). Furthermore, the growth of filmsin a
rarefied hydrogen medium makesit possible to stabilize
some of their properties, while a reduction in the sur-
face-diffusion ratefor Si and Ge atoms adsorbed by the
substrate dueto filling of the surface bonds by products
of the decomposition of hydrides, in particular, by
hydrogen, decreasesthe probability of upset of thetwo-
dimensional growth of the epitaxial layer, thusinducing
aplanar character of inner interfacesin stressed hetero-
structures.

However, the wide application of this method of
growing complicated semiconductor heterostructuresis
hindered by the difficulty in obtaining abrupt (within
one monolayer) heteroboundaries necessary for the for-
mation of compositions with layers of subnanometer
thickness with the simultaneous preservation of accept-
able growth rates using the gas-phase method. The last
circumstance, and, specifically, the abruptness and high
structural perfection of interfaces, is a defining factor
for the stressed heterocompositions, providing the
attainment of necessary characteristics of charge carri-

ersin the layers and also ensuring the manifestation of
many properties useful for practical applications.

On the one hand, the importance of the problem
stimulated the application of atomic fluxes of matter in
MBE deviceswith gas sources (GPMBE) in addition to
molecular ones. The atomic fluxes can be formed on an
additional heated element, e.g., atungsten wire[2] or a
sublimating silicon bar [3] arranged inside the reactor.
On the other hand, an understanding of this problem
assisted in the development of physical methodsfor the
investigation of both the planar characteristics of inter-
faces between epitaxial layers and the character of the
alloy-composition distribution in the neighborhood of
interfaces of Si(Ge)/Si;_,Ge, pseudomorphic hetero-
structures. Nowadays, transmission electron micros-
copy [4, 5], X-ray diffraction [6, 7], Auger and mass
spectrometry, and other methods are the most widely
used methods for investigating the composition profile
in strained Si; _,Ge, layers of nanometer thickness. All
the listed methods point to the presence of asymmetric
spreading of the alloy composition in the neighborhood
of heteroboundaries even in the case of the structure
growth by the most sophisticated methods of molecu-
lar-beam epitaxy with solid-phase sources [1-7]. How-
ever, nowadays, none of the analytical methods used
can provide insight into the reasons behind the
observed mixing of the alloy composition near inter-
faces, nor can any of them explain the different steep-
ness of the profile of solid-solution composition in the
neighborhood of various interfaces in the Si;_,Ge,
layer.

The purpose of this study is to determine values of
the parameters which are of the most importance in
technological experiments for a particular growth

1063-7826/02/3602-0191$22.00 © 2002 MAIK “Nauka/ Interperiodica’



192

10_3 1 1 1 1 1
0 004 008 0.12 0.16
Z pum

Fig. 1. SIMS distribution of germanium over a thickness z
in the layer of Si;_,Ge, solid solution grown by the
(Si-GeH,)-MBE.
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Fig. 2. Segregation coefficients Sin Si, _,Ge, samples. The
dots are the SIMS data for the samples grown at tempera-
tures Tg, = (8) 600, (b) 700, and (c) 800°C. The solid lines
are thecalculation for Ty, = 700°C and k = rg/rge = (1) 2,
(2)33,(3) 5, (4) 6.7, and (5) 10.

method { the combined (S—GeH,)-MBE, i.e., the MBE
with the combined solid- and gas-phase sources|3, 8]} .
These parameters are the coefficients of incorporation
(crystallization) of silicon and germanium atoms
adsorbed by the epitaxial surface into the growing
Si; _,Ge, layer. Furthermore, our aim was to use the
refined values of these coefficients for the analytical
estimate of the width of transition regionsin the neigh-
borhood of heteroboundaries of the structure. The
results of the analysis, which was carried out with an
unsteady variant of the growth model, used by us[9] for
the indicated growth method, make it possible to better
understand the role of the surface segregation in thefor-
mation of the alloy-composition profile at interfaces of
layers.

ORLOV, IVINA

The solution of the formulated problem is based on
the numerical solving of aset of kinetic equationsrelat-
ing variationsin concentrations (6;) of Geand Si atoms
and H,, SiH;, and GeH; molecules adsorbed by the
growing surface to atomic and molecular fluxes of mat-
ter arriving at a substrate and to substrate temperature.
Previoudy [9, 10], we considered the general set of
equations describing how the effect of hydride-decom-
position kinetics at the surface of an epitaxial film acts
on the steady growth of the Si; _,Ge, layer. For thisrea
son, the form of the equations used is not discussed
here. We note only that the applicability of the set of
kinetic equations chosen and the scheme of the surface
chemical reactions

GeH,(gas) + 2—~ GeHy + H,
GeH; +3— Ge+3H,
GeSi + 1— GeS, GeS — GeSi(crysta),

Ge,Si — GeSi(gas), H — H(gas)

(the underlining points to the atom—surface relation)
were previoudly tested by us while analyzing steady
characteristics for actual growth processes [9, 11].
From thisanalysisand for various conditions of techno-
logical experiment, we obtained values of the effective
times of hydride-molecule decomposition required for
the subsequent calculations and values of the coeffi-
cient of crystallization of silicon atoms.

The major factor responsiblefor the spreading of the
alloy composition in Si; _,Ge, layers grown by the
combined (Si—-GeH,)-MBE can be, in some cases, the
finite rate of hydride-pyrolysis reactions; and in other
cases, thisis the finite rate of the crystallization of the
atoms of matter in the growing layer, as was shown in
[10]. However, the calculations [10] were carried out
assuming that the crystallization coefficients for Si and
Ge atomsareidentical; i.e., rg = rge, Which impliesthe
lack of surface segregation in the system.

At the same time, the magjority of films grown by
(Si—-GeH,)-MBE [3, 8] have amarked gradient of com-
position, so that germanium accumulates at the growth
surface according to the data of secondary-ion mass
spectrometry (SIMS). This fact is associated with the
different rate of incorporation of silicon and germa-
nium atoms into the growing layer. One of the curves
representing the gradient composition of the solid solu-
tion in the epitaxial Si; _,Ge, layer isshownin Fig. 1.1

In Fig. 2, the corresponding values of the surface-
segregation coefficients determined as the ratio

1The SIMS composition profile was measured at the State
Research Ingtitute for the Rare-Metal Industry (Moscow) for the
series of samples grown in the mid-1990s in the Physicotechni-
cal Research Institute, Nizhnii Novgorod State University, by
V.A.Tolomasov and A.V. Potapov using the combined
(Si-GeH,)-MBE. We previously discussed individual character-
istics of the obtained solid-solution layers in a number of papers
(see, for example, [3, 8]).
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between the concentration of germanium atoms on the
surface and their concentration in bulk (S = x/x) are
shown by dotsasfunctions of thealloy compositioninthe
layer. The corresponding theoretical curves obtained in
terms of the kinetic model developed in [9] are aso
shown for several values of the parameter k=rg/r;. and
agrowth temperature Ty, = 700°C. According to Fig. 2,
the optimal value of k amountsto 5 for the given exper-
iment within the spread in values of parameters. It is
necessary to note that the crystallization coefficients
themselves are generally not constant and depend on
both the growth temperature and the degree of occupa
tion of surface states by silicon and germanium atoms
[11], which was accounted for in the growth model. The
characteristic shape of dependences of the coefficient
rg for various values of surface concentrations and
growth temperatures was displayed in [11]. In this
study, we obtained the dependence of the crystalliza-
tionraterg = (Fg + vg/NYVyno/(Fg — Vg no)ns for sili-
con atoms both at a growth temperature T, and at asil-
icon-atom concentration Bg = (Fg + Vg No)/(Fg + Vg Ny
on the surface. Here, Fg4 is the silicon-atom flux from
the sublimating source, V, = rgbgndng is the layer-
growthrate, vg isthefrequency of silicon-atom desorp-
tion from the surface, ny = 5.5 x 10?2 cm=3isthesilicon-
atom concentration in the bulk, and ny= 6.8 x 10* cm
isthe adsorption-center concentration at the crystal sur-
face.

In spite of the fact that the germanium concentration
on the film surface grows with the germanium concen-
tration in the layer [the larger the value of k, the more
pronounced is this dependence (Fig. 3a)], the surface-
segregation coefficient decreases with increasing x
(Fig. 2). The values of growth rates V, used in this
experiment are shown in Fig. 3b as functions of ger-

mane-vapor pressure Pgg, in the reactor (diamonds 1

represent experimental data, and curve 2 was calcu-
lated). A significant spread in experimental values of
the growth rate is associated both with the critical
behavior of values V, relative to the germane-vapor
pressure in the reactor (Fig. 3b) and with the difficulty
of exactly reproducing, from experiment to experiment,
the temperature of the sublimating source providing the
silicon-atom flux into the reactor. The atomic flux is
very sensitive to the temperature of heating in the nar-
row range of 1250-1300°C.

Note that the values of the segregation coefficient
we obtained and, correspondingly, the ratios between
the coefficients of incorporation for silicon and germa-
nium atoms into the growing layer are several times
smaller than those observed by other authors in the
structures grown by traditional MBE [12] at the same
temperatures. The discrepancies can be easily under-
stood if we note that, in our case, the germanium-atom
concentration on the growth surface must be consider-
ably lower than in the case of conventional MBE
because of the significant filling of the growth surface
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Fig. 3. (a) Theoretical dependences of germanium concen-
tration at T, = 700°C on a germane-vapor pressure in the
reactor: the solid lines are the concentrations x in the bulk
of thelayer, and the dashed lines are the concentrations g at
the surface for a series of samples; (b) (1) experimental and
(2) calculated values of layer-growth rate.

by products of the hydride decomposition, mainly by
the radicals of germanium and by hydrogen [13]. Of
course, itisdifficult to totally rule out the limitationsin
the used measurement methods, which lead to errorsin
measuring the germanium-atom concentrations both
directly on the surface of thegrown film and in its bulk.

We analyze the hydride pyrolysis and investigate
features of the formation of transition regions in the
neighborhood of heteroboundaries of the structure
using the conventional scheme of a technological
experiment. We consider the growth of the Si;_,Ge,
layer in the GPMBE setup under conditions when a
pulsed germane molecular flux with extremely abrupt
pulse edges is superimposed on a constant silicon
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Fig. 4. Composition profiles over a thickness z calculated
for the solid solution in the Si/Si; _,Ge,/Si heterostructures
with the highest content X5« = 0.35 in the solid-solution
layer. The parameters of calculation: Tgr = 500°C, k = 5,
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Fig. 5. Coefficientsrg; of incorporation of silicon atomsinto
the crystal as functions of a dimensionless surface concen-
tration Bg = ng/ng at the growth temperatures Ty, = (1) 500,
(2) 600, (3) 700, and (4) 800°C.

atomic flux. The admissibility of such amodel isbased
on the actual existing possibility of switching aflux vir-
tually instantaneously in modern technological setups.

The composition profile calculated taking into
account the found value of k, i.e., in the general case
with allowance made for the surface segregation in the

ORLOV, IVINA

system, for the pulsed injection of the germane flux into
the growth chamber is shown in Fig. 4. This profile has
apronounced asymmetry in the character of decreasein
the germanium concentration in the neighborhood of
the upper (right-hand) and lower (left-hand) interfaces
of the layer. We calculate the composition profile here
for three cases: curves 1 and 2 correspond to the situa-
tion when the atomic fluxes are unimportant; the
spreading of composition on the interface is exception-
ally associated with a finite time of pyrolysis of
hydrides on the growth surface; and the width L of the
interface depends heavily on the gas pressure in the
reactor, which attains amaximum value at a pressure of
~1 mTorr (curve 2); curve 3 is obtained when the ger-
manium atomi ¢ fluxes from the sublimating source play
a very important role. In the last case, a dominant
mechanism inducing the spreading of the interface is
the mechanism associated with afinite time of incorpo-
ration of germanium atoms into the crystal lattice. In
this region of gas pressure, the pyrolysis of hydridesis
unimportant and the segregation accumulation of ger-
manium on the surface manifests itself in the broaden-
ing of the layer interface. Henceforth, analyzing the
growth processes, we choose values of technological
parameters approaching those most frequently used in
experiments: the substrate temperature is T, = 500°C,
and the partial pressure of hydrides in the setup reactor

IS Pge(syn, = (0.01-10) x 107 Torr. The constants of

the crystallization rate r g, for the atoms adsorbed by
the surface generally depend on the degree of filling of
the surface by the products of the decomposition of
hydrides, which we took into account in calculations.

The curvesin Fig. 4 show a pronounced asymmetry
of the composition profile in the structure. This asym-
metry is associated with the different role of various
mechanisms involved in the formation of transition
regions in the neighborhood of heteroboundaries. The
asymmetry of interfaces can be easily understood if we
note that the crystallization coefficients increase
abruptly asthe corresponding atoms of matter are accu-
mulated on the surface (Fig. 5). On the lower interface,
the rate of accumulation of germanium atoms is deter-
mined by the rate of their arrival from the sources (vir-
tually instantaneous), as a consequence of which the
incorporation of germanium atoms into the growing
layer occurs at maximum rate for the given process,
thus causing an abrupt composition profile for the solid
solution on the interface. When the germane molecular
flux is interrupted, the concentration of germanium
atoms on the surface and the corresponding rate of their
crystallization decrease abruptly at the subsequent
moments of time leading to extended tails in the com-
position distribution for a solid solution on the upper
interface of the layer due to alow rate of incorporation
of germanium atoms into the growing layer. This fact
agreeswell with the current avail able experimental data

[4-7].

SEMICONDUCTORS Vol. 36 No.2 2002



ROLE OF SURFACE SEGREGATION IN FORMATION OF ABRUPT INTERFACES

(b)

LA (a) LA
E <
¥ sk
10'E \
i \ 4t
§ x/
\ 3 Fe == e =+
\ e
100_— C’% 2L e
N v
r X~
[ 1 1 1 1 1 1 1
102 100! 10° 10! 2 4

PGen " mTorr

195
LA (©)
*
_ x 401 *3/
e 1
/x 2 X
P 30 X !
\ 1
R 20+ N
N
2
10} R
ML:—QLO—Q
1 1 1 O 1
6 8 10 500 600 700 800
k = rSi/rGe T, OC

Fig. 6. The magnitude L of spreading of composition in the neighborhood of the right-hand interface of the Si; _,Ge, layer asa
function of (a) germane-vapor pressure in the reactor for k= (1) 1 and (2) 5, and Ty, = 500°C; (b) aratio between the coefficients

of incorporation of silicon and germanium atoms into the growing layer at PGeH4 =(1) 0.01 and (2) 10 mTorr, and Ty = 500°C;
and (c) the growth temperature Ty, for k=5 and PGeH4 =(1) 0.01, (2) 1, (3) 10 mTorr.

Now, in more detail and for various values of tech-
nological parameters, we consider the effect of adiffer-
ence in the coefficients of incorporation of silicon and
germanium atomsinto the growing layer on the magni-
tude of the layer-interface broadening. In other words,
wediscuss how strongly, as compared with other mech-
anisms, the surface segregation affects the broadening
of heteroboundaries. As the analyzed parameter, we
choose awidth L of the upper interface of the Si; _,Ge,
layer at the level of x = 0.01X,.. (Fig. 4). The corre-
sponding curves representing the dependences on the
germane-vapor pressure in the reactor are shown in
Fig. 6; these curves were calculated for the following
values of parameters. Xyq = 0.35, Ty, =500°C, and k= 1
and 5. We can use the datain Fig. 6 not only to estimate
the value of the possible broadening of the layer inter-
face, but also to find out in which range of values of
technological parameters one or another mechanism
of broadening prevails. It can be seen from Fig. 6athat
the value of L remains reasonably small (smaller than
10 A) in the region of low germane-vapor pressure
(P <10 Torr) due to very low growth rates for the
solid-solution layer under the chosen conditions. With
anincreasein the germane-vapor pressurein the reactor
and, correspondingly, inthe growth rate of thelayer, the
spreading of the composition profile increases and, at

Peen, = 107 Torr, amounts to ~30 A. The spreading of

the alloy composition in the neighborhood of heter-
oboundariesis caused by along-term process of pyrol-
ysis of germane molecules on the growth surface; thus,
a difference in the coefficients of incorporation of ger-
manium atoms into the crystal lattice (eventualy, the
surface-segregation effect) in the range of parameters
under consideration (when the major role in the growth
processis played only by molecular beams towards the
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surface) by no means manifests itself in the spreading
of heteroboundaries of the structure.

The calculations show that the highest abruptness of
the interface is attained in the region of fairly high gas
pressures in the reactor (Fig. 6a). In this case, the
atomic fluxes of both silicon and germanium coming
from the hot sublimating source are dominant in the
growth process, and the system approaches most
closely the conventional MBE. Exactly in this region,
the surface segregation can manifest itself most clearly,
thus leading to an additional broadening in the layer
interface, which can be easily seen from the compari-
son between curves 1 and 2in Fig. 6a.

In Fig. 6b, we show the quantity L in relation to the
coefficients of the incorporation of silicon and germa-
nium atoms into the growing layer for two gas pres-
sures in the reactor: a high one (curve 2), when the
atomic fluxes of germanium atoms from the sublimat-
ing source are dominant in the growth process, and a
low one (curve 1), when the molecular flux of GeH, is
dominant and the growth of the solid-solution layer of
a given composition is associated mainly with the
pyrolysis of hydride molecules on the substrate. The
virtually steady dependence 1 testifies to the fact that
theformation of the composition profilein theregion of
heteroboundariesisindependent of the surface segrega-
tion. Thefact that curve 2 ascends with increasing coef-
ficient k (or S) indicates that the role of segregation is
dominant in the formation of the composition profile on
the interface if the mechanism of growth from atomic
beams prevails.

We now discuss how the pattern shown in Fig. 6a
can vary with increasing temperature. In Fig. 6¢c, we
show how the spreading L of the interface varies with
increasing substrate temperature for three values of the
germane-vapor pressurein the reactor. Thetemperature
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dependence of the kinetic coefficients in the balance
equations substantially affects the run of the curves.
With an increase in temperature, the degree of surface
coverage by the products of the decomposition of
hydrides, including hydrogen, changes and, simulta-
neously, the crystallization coefficients increase as is
showninFig. 5.

The indicated circumstance leads to the curves in
Fig. 6a shifting entirely into the region of higher pres-
sures, thereby causing a decrease in the spreading of
interfaces in the region of low and intermediate ger-
mane-vapor pressures (curves1and 2in Fig. 6¢) and an
abrupt increase in the value of L in the region of high
pressures of gasinthereactor (curve 3in Fig. 6¢). Thus,
in the region of high growth temperatures (T, >
700°C), virtualy for al real germane-vapor pressures
used in practice, the effect of atomic fluxes on the
growth process in the combined (Si—GeH,)-MBE is
weakened considerably; this causes a high degree of
spreading of the composition profile in the neighbor-
hood of interfaces in the solid-solution layer.

In conclusion, we stress once more that there are
generally several factors decisively responsible for the
magnitude of spreading of the composition profile in
the neighborhood of heteroboundaries in the structure
of the (S—GeH,)-MBE, and their role changes with
both growth temperature and germane-vapor pressure
inthereactor. One of thesefactorsisassociated with the
decrease in the lifetime of the molecules, adsorbed by
the surface, when thereisarise in the substrate temper-
ature. Another factor is the redistribution of the role of
molecular and atomic fluxes in the mass transfer of
matter to the growing surface. In the range of relatively
high gas pressures, the second factor has a stronger
effect on the width of transition regions at low temper-
atures, bringing about the small width of the interface.
In this case, the width is related mainly with the effect
of surface segregation.
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Abstract—The equilibrium distribution of mobile ions was considered in metal—insulator—semiconductor
(M19S) structures with ionic surface states at the insulator—semiconductor interface. The quasi-steady current—
voltage characteristics were calculated for ion currents in MIS structures. The population of surface states by
ions was described by the Gibbs distribution. © 2002 MAIK “ Nauka/| nterperiodica” .

1. INTRODUCTION

The high-temperature stages of technological pro-
cesses in semiconductor structures are often accompa-
nied by the diffusion of impurity atoms and ions [1-4].
Of specia interest are the processes of accumulation
(segregation) of defects at free surfaces and interfaces.
On the other hand, the ion mobility can be used for
probing an interface with the aim of investigating the
nature of electron surface states, nonuniformities of the
surface potential, and other issues [4—7]. In particular,
the equilibrium distributions of ions in thin insulator
films can be investigated using the quasi-steady (quasi-
equilibrium) current—voltage (I-V) characteristics of
ion currents[8, 9].

The equilibrium distributions in insulator and semi-
conductor films have been calculated using either the
hydrodynamic model [10-12] or the Boltzmann ion-
energy distribution in explicit form [8, 9]. A peculiar
segregation of ions at the insulator—semiconductor
interface owing to their attraction by charge carriersin
the semiconductor was noted in [8, 9]. In experiment,
the ion-delocalization thresholds manifest themselves
in 1=V characteristics as an increase in currents. In this
study, we consider a more conventional segregation
mechanism based on the fact that the ion bonding
energy in alattice increases on theinterface (i.e., dueto
the presence of ion surface states). The surface-state
population by ions is described by the Gibbs distribu-
tion[13].

2. THEORETICAL MODEL

In terms of a hydrodynamic model, the equilibrium
ion distribution N(2) in an insulator (one-dimensional
configuration) istypically described on the basis of the

condition of zero current density j(2) of singly charged
positive ions:

i(2) = N@UE@D -dT =0. ()

This expression is written taking into account the Ein-
stein relation p = qD/KT between mobility p and ion
diffusivity D, where q is the elementary charge, kisthe
Boltzmann constant, T is the temperature, and € is the
eectric-field strength. The distribution of potentia is
described by the Poisson equation

d2
ed—z‘" = —4TgN(2), @

whereg; isthe permittivity of theinsulator. The Einstein
relation follows from (1) for the Boltzmann energy dis-
tribution of charge carriers[14-16] (its analogue in the
case of degenerate distribution is of more complicated
form[16]). Thus, the hydrodynamic model represented
by formula (1) and Eqg. (2) is equivalent to the Poisson
equation with the Boltzmann distribution for N(z). Spe-
cific solutions are determined by the boundary condi-
tions for the potential and the electric-field strength on
the insulator—film interfaces z = 0 (the interface with
metal) and z= d (the interface with semiconductor) tak-
ing into account the constancy of the total ion number
N, in the film, which can aso be taken into account in
the field boundary conditions[8, 9].

As arule, the ions are localized in the lattice, and
their motion represents relatively seldom jumps to
neighboring lattice sites [1-4]. This situation corre-
sponds to a monoenergetic (narrow) ion-energy level
E;. In addition to interstitial states in the insulator bulk
and at the interface, the ion states can be related also to
defects. For example, sodium atoms are bonded to
phosphorus and chlorine atomsin SiO, [4]. Of specia
interest are the surface states of ions, because their den-
sity N can attain atomic values Ny, ~ 10*° cm. These
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can be both intrinsic states associated with the presence
of an interface and defect states arising due to a lattice
mismatch. In thelatter case, afraction of defectsislocal-
ized in a narrow relaxation (transition) layer ~100 A
thick near theinterface, rather than at the interface itself
[2, 4]. However, the presence of high-density surface
states does not necessarily lead to segregation by itself
if the bonding energy of ions to these states is insuffi-
cient. Asthefirst step, we consider the model with two
levels of ion states: E; for the bulk states with a concen-
tration (number of available lattice sites) N, and E; for
the surface states with a concentration N

In the general case, the population of these statesis
described by the Gibbs distribution [13]. For the sur-
face states of ions, this distribution has (in terms of the
model under consideration) the form (see Appendix)

_ 1
h = T opl(En+ b= F) KT

where F; isthe Fermi level (chemical potential) of ions,
¢, = ¢(d) isthe surface potential, and N is the concen-
tration of ions captured at the surface states. Here and
henceforth, the degeneracy multiplicities of levels will
be taken to equal unity, as this can be expected, for
example, in the case of interstitial states.

The bulk-state concentration is usually high, i.e., on
the order of an atomic one, N, ~ 10?1073 cm3. In this
case, the degeneracy effects are negligible [8], and, for
describing the bulk states, it is possible to use the Bolt-
zmann distribution to which the Gibbs distribution is
reduced in the case of low probabilities of occupation
of levels:

fi(2) = exp[-u(2)]; N(2) = Nofi(2);
E +q0(z) - F; (4)
kT

where u(2) is the normalized ion energy counted from
the Fermi level.

An attractive feature of the hydrodynamic model is
that it involves no microparameters (ion-energy levels
and concentrations of states), whereas formulas (3) and
(4) require that these be taken into account in explicit
form. The apparent contradiction is associated with the
fact that the solution to problem (2), (4), without the
surface states (N = 0), isactually independent of these
parameters, because variations in the bonding energy
and N, are compensated by the variation (renormaliza-
tion) of the Fermi level by virtue of the constancy con-
dition for Ng, which can also be shown explicitly [8, 9].
However, this property, which exactly ensures the
applicability of the hydrodynamic model, is affected if
there are several ion statesin thelattice. In thiscase, the
redistribution of ions between the states is defined by
statistical formulas and depends on microparameters.
Furthermore, the population of strongly bound states
(ion traps) can be appreciable. In this case, it is neces-
sary to use the general Gibbs distribution (3).

Nss = NOsfii (3)

u(z) =

DMITRIEV, MARKIN

3. METHOD OF CALCULATION

The Poisson equation with N(2) in the form of (4) in
terms of dimensionless energy u(z) acquiresthefollow-
ing form:

d’u(z) _ _4ng’
dz & kT

It has two types of solutions depending on the sign of
its first integral 1* and includes either hyperbolic or
trigonometric functions [8-11]. In this case,

Noexp[-u(2)] - ©®)

2cp2 2
= 4 (22) _2Mg'N(@) _ g

(2KT) &kT
determines characteristic lengths (L) of variation in the
potential in the film. The parameters of the problem are
determined by the boundary conditions for the field at
the film interfaces (z= +0, z=d - 0). Let €, = é(+0).
In this case, the field at the other side of the film is
€(d—-0) =€, =€, + € from the Gauss theorem.
Here,

L=[1*]" (8)

€ = 4Nz,
& 7
. ™

1+ exp(us+Ae)’

where us = u(d), Ag = AE/KT, AE; = E — E; is the
change in the bonding energy of anion at the interface,
and N? is the total concentration of ions in the film
bulk. If there are no surface states (Nos = 0), (4T/g)Ns =
€, istheion field strength (€, = 4.6 x 10°V/cm for Ny =
102 cm™ and g = 3.9). In these designations, the

boundary conditions can be represented (after cumber-
some calculations) in the form

N: = Ns_Nss = Ns

2 * *
Bty o8l €01 othy—y2 = 0,

BP0 " 8,8, €. "o ®
2 * *
%j% +%%_%VCOW+¢ =0, I*<0,
(9)
_ 2kT
%d - qd!

where € is the field strength characteristic of the film
(€4=0.86 x 10*V/ecm for d = 1000 A, and T = 500 K),
andy=d/L. If Ng=0, € =§;, and formulas (8) and
(9) determiney for the given €, after this, the remain-
ing parameters can also be found. In this case, the dis-

tribution N(2) and the -V characteristic for ion currents
areindependent of N, and other microparameters|[8, 9].

If Nos # 0, then €] depends on u, and the micropa-

rameters by virtue of (7), and, to solve the problem, one
more equation is necessary, for example, equation (6)
SEMICONDUCTORS  Vol. 36
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for z=d. Equations (8), (9), and (6) make it possible to
determine the dependences uy(€é,) and y(€,) by numer-
ical calculation. In this case, equations (8) and (9) have
four solutions (two solutions each) with various
domains of definition, whose totality encompasses the
entire range of variations in ‘€, O (—; ) and in the
voltage V, across the structure. Here, the calculations
are cumbersome, and, from now on, we present only the
results of numerical calculations. Then, the remaining
guantities—the voltage drop V, = ¢, — ¢, acrossthe film
and V, across the entire structure, the energy-band
bending ¢ in the semiconductor, the ion distribution
N(2), and their number in the surface states—were
determined similarly to [8, 9].

4. QUASI-STEADY CURRENT-VOLTAGE
CHARACTERISTICS AND THE CAPTURE
OF IONS BY SURFACE STATES

The current density j in the film in the case of alin-
ear voltage sweep dV /dt = B, can be determined from
the formula[8]

[CARRIIA
Jo 0V,

where C; isthe insulator capacitance (per unit area). In
this form, the quantity j(V,)/j, represents the quasi-
steady (normalized) |-V characteristic of the structure.
This characteristic isindependent of 3, and it is conve-
nient for the experimental investigation of ion distribu-
tions[9]. The |-V characteristic of the filmitsalf (with-
out the semiconductor) is also useful for comparison:

(V) _ 0%V

P = - &
, Jo =BG, G = a1d’ (10)

o oV,
Conventionally, we call thisthe -V characteristic of the
metal— nsul ator—semiconductor (MIS) structure.

The calculation was carried out for an n-type semi-
conductor with parameters of silicon [16] (see [8]); in
particular, we set the donor concentration Ny = 10 cm
and the ionization energy E, = 0.045 eV (phosphorus)
for the donor level. Theinsulator thicknessd = 1000 A,
g = 3.9, the ion-state concentration N, = 3 x 10?2 cm3
inthefilm bulk [9], the variation of ion bonding energy
AE; = -1 eV at the interface with semiconductor, the
total ion concentration Ng = 10> cm in the film, and
the temperature T = 500 K. In Figs. 1 and 2, we show
the |-V characteristics for the cases of high (Nos = N
and low (Ny < N concentrations Ny of ion surface
states (traps) at the interface with the semiconductor.
The shape of the |-V characteristics in Fig. 1 is the
same as the shape of a single (broadened and shifted)
peak of ion currentswith acapacitancedipinit. Thedip
is associated with the effect of capacitance division of
voltage between the insulator and semiconductor [9].
The |-V characteristic of the MIS structure in the inset

(11)
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Fig. 1. Quasi-static I-V characteristicsj (V) for ion currents
in aMIS structure with Ng = 3 x 10?2 cm™ and high densi-
ties of ion surface states Nog = (1) 10'°, (2) 10, and
(3) 10'3 cm™, and also with Ng = 1023 cm™ and (3) Ngs =
102 ecm™. In the inset, the |-V characteristic ji(V;) of an
MIS structure corresponding to the parameters (3) for j(Vg)
is shown. The remaining parameters: Ng = 1012 cm™, d =
1000 A, AE; = -1 eV, T =500 K, and j, is the capacitance
current in the film.

does not feature the second ion peak. This characteristic
is plotted for the same values of parameters asthose for
curve 3 in the main part of the figure; this I-V charac-
teristic has no dip. Thus, the shape of |-V characteris-
tics is associated with a certain mechanism—the ion
capture by surface states (B, > 0) or the “emission”
from them (B, < 0). Curve 3' illustrates the effect of the
concentration N, of states in the film bulk on the I-V
characteristics.

The 1-V characteristics in Fig. 2 involve two ion
peaks and a capacitance dip (see the inset); however,
the presence of the dip can give the impression that the
number of ion peaksis large. The dots correspond to a
conventional peak without traps (Nos = 0), which is
associated with the displacement of ions from one film
interface to the other [9]. With increasing trap concen-
tration, we observe a “transfer” of ions from the con-
ventional peak to the “trap” one, which is brought to
completion for Ngs = N (curve 1). In S-S0, systems,
we observe curves (B, < 0) resembling the theoretical
|-V characteristics with alow trap concentration (Nog ~
10%°-10"* cm or lower); athough, the trap peaks are
usually nonequilibrium and their nature remains
unclarified. Nevertheless, it isof interest to note that the
presence of such peaks, if they are separated from the
conventional peak by the capacitance dip, is considered
aconsequence of the neutralization of afraction of ions
by electrons at an interface (see, for example, [7]). As
can be seen from Fig. 2, thisfact is not always true.
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Fig. 2. Quasi-static |-V characteristicsj (V) of ion currentsin
a MIS structure with low ion-trap densities Ngg = (1) 102,
(2) 5 x 104, (3) 104, and (4) 10™ cm2; Ny = O (dots). In
the inset, the |-V characteristics jj(V;) of a MIS structure
corresponding to the parameters (1-4) for j(Vg) are repre-
sented. The remaining parameters: No = 3 x 102 cm ™3, Ng =
10%2 cm™, d = 1000 A, AE; =1 eV, T=500K, andj,isthe
capacitance current in the film.

The capture of ions by the surface states weakens
(stabilizes) the dependence ¢4(V,) (Fig. 3) and gives
riseto characteristic featuresin it. In this case, the pop-
ulation f; of the ion surface statesis not low (f; = 1) if
Nos = N (seeinset in Fig. 3).

¢, V
0.4F

0.2

-1 VeV

0

1

1
Ve, V
Fig. 3. Stabilization of the surface potential ¢(Vy) by the
ion traps at the interface: Nog = (1) 103, (2) 102, (3) 5 x
10, (4) 10, and (5) 10'° cm™2. In the inset, the trap pop-
ulation fi(Vg) is shown for curves 1-5. The remaining
parameters: Ny = 3 x 102 cm 3, Ng= 1012 cm?, d = 1000 A,
AE;=-1eV,and T=500K.
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There are always a large number of ion intrinsic
states (Ngs ~ 10'° cm™) at the interface; however, the
degree of their manifestation depends on the ion bond-
ing energy at the interface (Fig. 4) and becomes negli-
gible even for AE;, = 0.1 eV (curve 3). It should be
noted that, under actual conditions, an increase in con-
centrationsislimited by the effect of stresseson theion
bonding energy. The source of stresses can be the ions
themselves, a mismatch of lattices at the interface, and
other factors. In particular, the attainment of high sur-
face ion concentrations (Ng = 10* cm) can be ham-
pered.

In study [17], the authorsinvestigated the samplesin
which the number of ions corresponding (as to a peak
area) to the trap peak (~10%-10% cm™) is an order of
magnitude larger than their number in the conventional
peak. Such arelation corresponds to the case of ahigh
density of states (Nys= Ny). In this case, the width of the
trap peak is noticeably larger than that of the conven-
tional peak. This fact may be associated with the non-
equilibrium character of the process (high f3,) and with
aspread in the surface-state level energies.

The model under consideration is consistent with
experimental data[9, 17]. For amore detailed compar-
ison, it is necessary to take the charge incorporated in
the insulator into account, as well as the spreading of
trap levels and excited ion states, the potential of image
forces; surface inhomogeneities (in particular, dipole
spots [6, 18]), and other important factors. Specia
attention isrequired for the experimental analysisof the
obscuring effect of the semiconductor on the I-V char-

J1o
121 ]

Fig. 4. Effect of the ion-interface bonding energy on the
I-V characteristics j(Vg) of ion currents. AE; = (1) -0.5,
(2) -0.3, (3) 0.1 eV; Nog = 10% cm?, and j is the capaci-
tance current in the film. The dots correspond to Ngg = 0,
No=3x 10?2 cm=3, Ng= 10 cm™, d = 1000 A, and T =
500 K.
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acteristic j(V,) being measured. These datawill be pub-
lished in afuture publication.

5. CONCLUSION

We presented the results of calculating the quasi-
steady |-V characteristics for ion currentsin MIS struc-
tures with ion surface states (traps) at the semiconduc-
tor—insulator interface (Figs. 1 and 2). The population f;
of surface traps is described by the Gibbs distribu-
tion (3) (Appendix), because the praobability of their
population can be appreciable [f, = 1 (Fig. 3)] if thetrap
concentration Ny is not high, i.e., Nog =< N.. For low
Nos: Nos < N, there are two ion peaksin the -V charac-
teristics and a capacitance dip (Fig. 2). In the case of
high Nos, Ngs = N, there is only a single peak with a
capacitance dip (Fig. 1). The “trap” peak is associated
with the “emission” of ionsfrom the traps, and the sec-
ond (conventional) peak is related to the drift of ionsin
the film. The ion capture by the surface states leads to
the emergence of characteristic features in the voltage
dependence ¢4(V,) of the surface potentia (Fig. 3). For a
low ion-bonding energy at the interface (AE; = 0.1 eV),
the effect of surface statesis minimal even for high (on
the order of atomic) concentrations of ion surface states
(Ngs ~ 10% cm) (Fig. 4).

The intrinsic surface states for ions at the Si-SiO,
interface do not manifest themselves. The large trap
peaksin the experimental 1-V characteristics[17] cor-
respond to a high density of defect ion traps (Nys =
10™? cm) in anarrow region near the interface.

APPENDIX
THE GIBBS DISTRIBUTION FOR IONS

The Gibbs distribution in its most general form (for
subsystems with a variable particle number N)
describes the probability w, of occupation of N-parti-
cle states with an energy E,y (n is the number of an
energy level) inthe form

|jJ.N - Enl\D

Win — AEXDDT ) (A.l)

where p = (F/ON)  isthe chemical potentia (F isthe
free energy and V is the volume), and A is the normal-
ization factor [13, 19], which is determined from the
condition that the total probability of finding a sub-
system in even a single state (also including the unoc-

cupied ones) is equal to unity: Z”' yWan = 1. Because

each state of an ion in alattice can be occupied by only
asingleion, for a subsystem containing only the states
of interest with a single energy level (bonding energy)
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E;, the normalization condition leads to the following
energy-distribution function:

_ 9.exp[(F —E)/KT]
' g+ 0,exp[(F; — E)/KT]

_ 1
" 1+(9o/9,) exp[(Ei —F)/KT]’

where g, and g, are the degeneracy multiplicities for
unoccupied and occupied states, respectively; the
energy E; is counted from the energy of the unoccupied
state; and F; isthe chemical potentia of ions. Distribu-
tion (A.2) hasthe same form asthe el ectron distribution
over defect levelsin a semiconductor [15, 16], i.e., the
form of the Fermi distribution, and, if g, =g, =1, (A.2)
coincides (formally) with this distribution. Therefore,
the quantity F; isalso named the Fermi level. Inthe case
of intergtitial diffusion, we may expect that g, =g, = 1.
If the ion states are induced by defects (for example,
vacancies), then these factors can also differ from unity.
The praobability of the occurrence of an unoccupied
stateisf, = 1—f. If thereisan electric field in the sam-
ple, the energy E; isreplaced by the total ion energy E; +
gd(2) in the field [see (3)], and the chemical potential
(the Fermi level) is aso referred to as the electrochem-
ical potential. In this case, the Fermi level is constant
over the entire system [13], so that the Fermi levelsfor
different subsystems (for example, for ionsin the insu-
lator bulk and those at the interface) coincide.

(A.2)
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Abstract—Techniques of low-temperature photoluminescence (PL), photoluminescence excitation, and
photoreflectance were used to study the effect of hydrogen plasma treatment at 260°C on antimodulation
Si-doped GaAs/AlGaAs heterostructures with near-surface single quantum wells (QWSs) grown by molecular-
beam epitaxy. It was found that, in the case of excitation below the AlGaAs band gap, exciton PL from the
QW is quenched due to an increase in the electric field in the structure. The reason for thisisthat the passiva-
tion of surface states by hydrogen results in the Fermi level depinning from the midgap of the nominally
undoped p-type GaAs cap layer, while shallow-level impurities present in the layers of the structure are not
neutralized (their complexes with hydrogen dissociate under the influence of illumination and strong electric

fields). © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Passivation of deep-level defects and shallow-level
impurities by atomic hydrogen, which takes place
under hydrogen plasma treatment, can be used to
improve the optical properties of awide range of semi-
conductor heterostructures. In particular, most of the
studies indicate that exposure of GaAs/AlGaAs hetero-
structures with quantum wells (QWSs) to hydrogen
plasma leads to improved luminescence characteris-
tics due to passivation of nonradiative recombination
centersin epitaxial layers and at heterointerfaces [1].
A significant increase in luminescence intensity after
plasma hydrogenation was reported, for example, for
multiple-QW GaAgAlGaAs structures [2, 3] and
short-period GaAs/AlAs superlattices [4]. Lumines-
cence enhancement due to surface-state passivation
was also observed in the structures with near-surface
QWs upon exposure to a low-energy hydrogen-ion
beam [5].

To reduce radiation damage to the surface layers,
hydrogen ions of low energy (below 100 eV) are com-
monly used for defect passivation in GaAs and AlGaAs
[1]. Meanwhile, hydrogen’s ability to passivate most of
the deep-level defectsin these materials[1, 6] makesit
possible to use plasma treatments with ion energies
exceeding the threshold energy of intrinsic-defect for-
mation. At the same time, photoluminescence (PL)
studies of epitaxia GaAs layers on semi-insulating
substrates gave evidence that, even with low-energy
ions, pronounced hydrogenation of the material (withH

dose in excess of =10%° cm) resultsin hydrogen accu-
mulation at the interface between the substrate and the
epilayer and in the appearance of strong electric fields,
which quench exciton luminescence [7]. Degradation
of GaAs/AlGaAs heterointerfaces due to Al/Ga inter-
mixing upon prolonged hydrogenation was noted in
[8], and deterioration of the device parameters upon
structure treatment in H-containing plasma under high
energy densities was observed in [9].

In this paper, we report the results of studying the
influence of hydrogenation, introduced by H-plasma
exposure, on the low-temperature PL of antimodula-
tion-doped structures with near-surface single QW. Itis
shown that, for these structures, a positive effect asso-
ciated with hydrogenation, i.e., surface state passiva-
tion, can lead to the emergence of strong built-in elec-
tric fields, which quench the radiative recombination of
excitons.

2. EXPERIMENTAL

Two GaAg/AlGaAs structures (NU790 and NU 791),
grown by molecular-beam epitaxy (MBE) on semi-
insulating (100)-oriented GaAs substrates, were stud-
ied. They contain the following layers. a 1-um-thick
GaAs buffer, thefirst Al 33Gay 67AS barrier of thickness
Ly; = 0.5 um, the GaAs QW, the second Al 33Gay 6;AS
barrier of thickness L, = 15 nm, and a GaAs cap layer
of thicknessL ., =20 nm. The QW width L,was 6.2 and
4.3 nm for the structures NU790 and NU791, respec-

1063-7826/02/3602-0203%22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Photoluminescence spectrum of as-grown structure
NU790 at T = 5 K under 720-nm excitation: (1) bulk GaAs
line and (2) QW line.

tively. The central part of the QW (one-third of itsthick-
ness) was doped with Si to a concentration of 1.0 x
10% cm3, Other layers of the structure were nominally
undoped.

Structure hydrogenation was carried out using 10-min
exposure to H plasma in a dc glow discharge of low
power density at a temperature of 260°C in a reactor
with parallel electrodes. The voltage between the elec-
trodes was 375 £ 25V, and the current density was
25 pA/cm?. The samples were mounted directly at the
cathode. The corresponding H dose (=5 x 10 cm) can
be estimated approximately as half of the number of
charge carriers passed through the electrodes.

The structures were characterized before and after
plasma exposure by PL, PL excitation (PLE), and pho-
toreflectance spectra measured at 5 K. The lumines-
cence was excited by an Ar-ion laser (with a wave-
length of 488 nm and a power of 13-200 mW) or by a
Ti:AlL,O; laser (awavelength of 720 nm and a power of
100-300 mW). The laser radiation was focused onto
the samples in =0.2-mm-diameter spot. The PLE spec-
tra were recorded using the tunable Ti:Al,O; laser. In
the photorefl ectance studies, an Ar-laser beam was used
to modulate the sample reflectance. Analysis of the PL
data obtained with 488-nm (both the QWs and the bar-
riers are excited) and with 720-nm (only the QWSs are
excited) lasers makes it possible to separate the effects
related to the barriers and to the QWs. When the PL is
excited by 488-nm radiation, nearly flat-band condi-
tions can be attained.

BUMAI et al.

3. RESULTS AND DISCUSSION

The PL spectrum of an as-grown NU790 structure
under 720-nm excitation is shown in Fig. 1. Three
intense lines are clearly observed. A high-intensity
band at 1.495 eV corresponds to an electron transition
e-A° from the conduction band to the carbon acceptor
level C,¢ in the GaAs cap and buffer layers. The band
peaked at 1.515 €V originates from unresolved free and
bound exciton emission in GaAs layers. The most
intense and broad band around 1.560 eV is related to
the QW emission. Similar spectrawere recorded for the
structure NU791, the only difference being the position
of the QW line (1.616 eV). It can be concluded from the
spectrathat, in these structures, a considerable amount
of carbon (whichisthetypical background MBE impu-
rity) is present in the GaAs layers. It should be noted
that an intense e-C, line is also observed in the PL
from AlGaAs layers excited by 488-nm radiation. The
presence of residual carbon resultsin p-type conductiv-
ity of nominally undoped GaAs and AlGaAs layers,
while the central one-third of the QW is n-type doped.
The broad QW luminescence band, which is dominant
inthe PL spectrum for A, = 720 nm, isrelated to elec-
tron transitions from the first electron subband to resid-

ual Cp, shallow acceptor levels in the QW (le-Ady

band). The line width is mainly determined by the dif-
ference between the acceptor ionization energy at the
center of the QW and near the heterointerface [10, 11].
The position and the width of this line depend on the
excitation level. Thisresults from variation in the over-
lap between the spatial distributions of the nonequilib-
rium charge carriers and the acceptors under the pres-
ence of nonuniform electric field. Such factors as close
proximity to the surface, residual doping of the barriers,
and the QW doping contribute to the field strength and
spatial profile.

The QW luminescence spectra under 720-nm and
488-nm excitation and the PL E spectra of the structure
NU790, recorded before and after the sample was
exposed to plasma, are shown in Fig. 2. First, consider
the spectra of the as-grown structure (Fig. 2a). Inthe PL
spectrum obtained with A, = 720 nm (curve 1), emis-

sion originating from le- A%W transitions is dominant.

Under the higher excitation level achieved inthe case of
Ao = 488 nm (curve 2), another line, related to the tran-
sitions between the shallow donor level of the Sig,

impurity and the first heavy-hole subband (DOQW—lhh

line) [12-14], is also observed. Despite the fact that the
QW emission lines are broad and no evidence of exci-
ton luminescence can be seen, the PLE spectrum (rep-
resented by curve 3) contains two sharp peaks corre-
sponding to the excitonic transitions between the first
heavy- and light-hole and first electron QW subbands
(peaks 1e-1hh and 1le-1lh, respectively). Similar
observations can be made about the spectra of the
NU791 structure with anarrower QW (Fig. 3), only the
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Fig. 2. (1, 2) Photoluminescence and (3) photolumines-
cence excitation spectra of the QWs in (a) as-grown and
(b) hydrogenated structure NU790 at 5 K; curves (1) and
(2) correspond to the PL excitation at 720 and 488 nm,
respectively. Peaks in the PLE spectra originate from exci-
tonic transitions (1') 1e-1hh and (2') 1e-1lh.

ratio between the 1le-1hh and le-1lh peak intensities
being different. Relatively low intensities of excitonic
peaks in the PLE spectra (implying low oscillator
strength of excitonic transitions) is evidence of a stron-
ger eectric field within the QW of the NU791 structure
in comparison to NU790.

After the samples were exposed to hydrogen

plasma, the peak intensity of the 1e- AOQW lineinthe PL
spectrarecorded at A, = 720 nm increased somewhat
(nearly by afactor of 2) for NU790 and remained virtu-
ally unchanged for NU791. At the same time, in the
spectra recorded at A, = 488 nm, the PL intensity
increased significantly (about eight times) for NU790
and to a lesser extent (about two times) for NU791.

Both impurity transitions are enhanced, and the DOQW -

1hh transition becomes dominant. Additional investiga-
tion of the barrier PL under 488-nm excitation revealed
astrong increasein the intensity of the dominant e-C,
transition in AlGaAs layersin the NU790 structure (by
more than an order of magnitude) and a much dighter
increase in the NU791 structure (nearly by a factor of
1.5). This means that atomic hydrogen passivates deep-
level defectsin the barrier layers (rather than at hetero-
interfaces), which leadsto an increasein the lifetime of
the charge carriers in the structure. This results in an
increase in the number of photoexcited carriers that
reach the QW.

Hydrogenation can lead both to a decrease (in the
case of sample NU790) and to an increase (in the case
of sample NU791) in the width of the PL line corre-

sponding to 1e-Ag,, transitions (Figs. 2, 3, curves 1).
At the same time, the clear low-energy shift of the line
peaks is common to the spectra of both samples.
2002
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Fig. 3. (1, 2) Photoluminescence and (3) photolumines-
cence excitation spectra of the QWs in (a) as-grown and
(b) hydrogenated structure NU791 at 5 K; curves (1) and
(2) correspond to the PL excitation at 720 and 488 nm,
respectively. Peaks in the PLE spectra originate from exci-
tonic transitions (1') 1e-1hh and (2') 1le-1lh.

Hydrogen treatment of sample NU790 also resultsin a
pronounced low-energy shift of the excitonic transi-
tionsin the PLE spectrum. Such a shift istypical of the
Stark effect; i.e,, it is related to an enhancement of the
electricfieldinthe QW. Anincreasein thefield strength
causes a large reduction in intensities of the excitonic
peaks in the PLE spectra, especidly, of the le-1hh
peak. A decrease in the oscillator strength of excitonic
transitions after hydrogenation can also be seen in the
PLE spectra of the NU791 structure. However, no
detectable energy shift is observed, most probably,
because of amuch lower value of the Stark shift for nar-

row QWSs (in weak electric fields, AE O L}).

Photoreflection measurements also confirm that
electric fields in the samples are enhanced after expo-
sure to plasma. The PR spectrum of as-grown sample
NU790, presented in Fig. 4, contains two groups of
oscillations. One of them, with a dominating excitonic
component, originates from the E, transition in bulk
GaAs, and the other isdueto the QW. After hydrogena-
tion, the bulk GaAs-related PR feature is reduced in
amplitude somewhat and its shape changes, which is
most likely due to the appearance of strain in the buffer
layer. The amplitude of the QW-related signal increases
heavily, and its spectrum widens appreciably, which
indicates that there is a strong electric field in the QW.

Thus, the results obtained indicate that exposure of
the structures to hydrogen plasma has two main effects:

(& the integrated PL intensity from the QWs
increases significantly only when the barrier layers are
photoexcited, and

(b) electric fieldsin the QWs are enhanced.
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Fig. 4. Photoreflectance spectra of (a) as-grown and
(b) hydrogenated structure NU790 at 5 K. Features (1) and
(2) correspond to bulk GaAs and to the QW, respectively.

The first effect occurs due to the ability of atomic
hydrogen to passivate deep-level defects in epilayers
(in this case, in the barrier layers), which results in an
enhanced recombination lifetime of the charge carriers
in the structure [1]. Observation of the second effect is
at variance with other results found in the literature: it
is commonly reported that the intensity of lumines-
cence from near-surface QWs increases due to areduc-
tion in the strength of electric fields in the structure
(see, eg., [5]). It is known that the Fermi level at the
surface of GaAsis pinned approximately at the midgap,
which is related to the high density of surface states
[15]. This results in the emergence of an electric field
near the surface, which reduces the PL intensity from
the QWs located in the surface-field region due to a
decrease in the optical-transition oscillator strengths
under the conditions of the quantum-confined Stark
effect and due to exciton dissociation [16]. Neverthe-
less, we believe it is the surface-state passivation that
causes the observed increase in surface electric field
strength in antimodul ation-doped structures. The rea-
son for this effect is the fact that residual shallow-level
impuritiesin undoped parts of the structure are not neu-
tralized by atomic hydrogen. Unlike the more stable
complexes of H atomswith deep-level impurities, com-
plexes formed with shallow-level impurities dissociate
rapidly under the influence of both strong built-in elec-
tric fields and illumination of the sample, resulting in
the appearance of nonequilibrium charge carriers (in
particular, under PL excitation) [1]. A decrease in the
surface state density leads to depinning of the Fermi
level from the midgap and its shift to the position of the
acceptor level in the p-type CaAs cap layer. This gives
riseto additional band bending and, consequently, to an
enhancement of the surface electric field (see Fig. 5).
Enhancement of the field by hydrogenation entails fur-

BUMAI et al.

GaAs
cap

AlGaAs
barrier

AlGaAs
barrier

Fig. 5. Schematic energy-band diagram of anti-modulation-
doped GaAg/AlGaAs structure (1) before and (2) after
hydrogenation.

ther quenching of exciton transitions, which can be
seen from the PLE spectra (Figs. 2, 3, curves 3).

It follows from the above discussion that neutraliza-
tion by atomic hydrogen of residua carbon impurities
present in the structure layers with no intentional dop-
ing could enhance the excitonic PL from the QWs.
However, such neutralization was not observed.
Assuming the diffusion coefficient of an H atom to be
Dy = 2.9 x 10 cm? s (the value characteristic of
undoped GaAs at 260°C), we find that the diffusion
length L, = (Dt)%®° for a10-min-long plasmatreatment
is=4 um. Thus, under the given hydrogenation condi-
tions, hydrogen penetrates into the structure down to
the substrate. Its concentration can be sufficiently
high, since the dose of incorporated H atoms exceeds
10% cm2. The absence of neutral C—H* and Si*—H-
complexes is probably related to their dissociation,
facilitated by the existence of strong built-in electric
fields and by the sample illumination. Dissociation of
neutral complexes formed by hydrogen with shallow-
level impurities and drift of the H atoms from the high-
field region were observed, for instance, in GaAs struc-
tureswith Schottky barriers[1]. An order-of-magnitude
estimation of electric-field strengths in the upper and
lower barrier layers of as-grown structures, obtained by
the expressions F = 0.5E4/(Ly, + L) and F = Eg/Lyy,
(where E is the GaAs band gap), yields the values of
=200 and =30 kV/cm, respectively. Obviously, such
fields are strong enough to enhance dissociation of a
complex [1].

We aso studied the effect of plasma treatment
under the conditions of increased H ion energies (up
t0 400 eV) exceeding the threshold for the formation of
point defectsin GaAs. TRIM calculations[17] indicate
that the H ions with such energies can produce point
No. 2
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defects only in the cap GaAs layer of the structure.
However, intrinsic defects in GaAs have high mobility
even at low trestment temperatures. Typicaly, the QW
luminescence efficiency in GaAS/AlGaAs structures
can be significantly affected by point defects within a
range of =100 nm, according to ion etching experi-
ments [18, 19]. In the case under study, we did not
observe degradation of the PL either in the barriers or
in the QWs. This can probably be explained by the
hydrogen passivation of most of the radiation defects
induced by plasma treatment. It may be argued that
dlight radiation damage does takes place near the sur-
face, asisshown by the appearance of aweak e-Vg,line
(=1.48 eV) in the spectra of GaAs layers of plasma
treated structures (this line is usually observed as a
result of exposure to radiation [20]).

4. CONCLUSION

Thus, we reported the results of low-temperature
(T = 5K) studies of the PL, PLE, and photoreflection
spectra for MBE-grown antimodulation Si-doped
GaAg/AlGaAs single QW structures exposed to hydro-
gen plasma.

In the PL spectra of QWSs in as-grown structures
under 720-nm excitation, transition from the conduc-

tion band to the carbon acceptor level (1e- A%W) domi-
nates. Under 488-nm excitation, both 1e-A%W and

Dew -1hh transitions, related to C,s and Sig, impuri-
ties, were observed. Excitonic 1e-1hh and 1e-1lh tran-

sitions were present only in the PLE spectra. Exposure
of the structures to hydrogen plasmaresulted in alarge

increase in the intensities of 1e-A%, and Dgy-1hh

transitions only under the above-barrier PL excitation.
Theincrease is due to passivation of deep-level defects
in AlGaAs barrier layers by hydrogen. At the same
time, theintensity of excitonic transitions was reduced.
Analysis of the PLE and photoreflection spectra indi-
cates that the electric field in the surface region of the
structures was enhanced after their exposure to plasma.

Anincrease in the electric-field strength in antimo-
dulation-doped QW structures after plasma treatment
occurs due to the fact that the surface states are passi-
vated by atomic hydrogen, while the shallow-level
impurity states in the structure epilayers are not, which
is caused by the dissociation of hydrogen—impurity
complexes. This results in the depinning of the Fermi
level at the surface from the middle of the band gap and

SEMICONDUCTORS Vol. 36 No.2 2002
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its shift to the energy position of the acceptor level in
the nominally undoped p-type GaAs cap layer.
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Abstract—The impurity absorption of light in the quantum dot (QD) with a spherically symmetric potential
has been considered within the framework of the zero-range potential model in the effective mass approxima-
tion. The dynamics of formation of the localized D~ state as a superposition of QD states with different orbital
guantum number values is demonstrated. The impurity absorption coefficient is calculated taking into account
the QD size dispersion, which leads to broadening of discrete impurity absorption lines. Numeric estimates of
the D~ state binding energy and theimpurity absorption coefficient are presented for the heterophase QD system
[CdS[HIransparent silicate glass matrixCl The sensitivity of the impurity absorption edge to the impurity level
depth and to the mean QD radius was studied. © 2002 MAIK “ Nauka/Interperiodica” .

1. Optical properties of semiconductor quantum
dots (QD) synthesized in a glass matrix are of interest
for the development of new optoelectronic devices [1].
Currently, the most pressing problem of the optics of
such structures is the reliable identification of optical
transitions. Such identification was carried out using
calculation of the corresponding oscillator strengths for
the band-to-band light absorption by the spherically
symmetric QD [2, 3]. Development of the delta-doping
technique (seereview in [4]) evoked significant interest
in the study of impurity light absorption in structures
with QDs. In this paper, we study the effect of the posi-
tional disorder due to the presence of impurity centers
in QDs synthesized in a transparent dielectric matrix.
The QD isdescribed within the framework of the spher-
ically symmetric well model (“hard-wall” model). The
zero-range potential model isused for theimpurity cen-
ter [5-8]. The impurity absorption coefficient is calcu-
lated in the effective mass approximation with account
of the QD size dispersion described by the Lifshits-Sle-
zov formula[9].

2. Let us consider the positional disorder effect in
the spherically symmetric QD. We assume that the
impurity center islocated in the point R, = (X,, Yar Z),
and the energy is reckoned from the bottom of the
spherically symmetric potential well. The Lippmann—
Schwinger equation for the bound state reads

LP)\(rv Ra)

1)

= IdrlG(rv rl; E)\)Vé(r! Ra)l'p)\(rl’ Ra)’
where W, (r, R,) is the wave function of the electron
localized by the short-range potential, E, = —#2A%/2m*
is the binding energy for the impurity center, m* isthe

electron effective mass, Vi(r, R,) is the zero-range
potential with strength y = 217/a,

Vs(r,Ra) = yo(r =R )[1+(r-R)V.], (2

the parameter a is determined by the binding energy E;
of the localized electron state for the same impurity
center in a bulk semiconductor, and G(r, r4: E,) isthe
one-€electron Green's function for a source in the point
R, and energy E,,

G(r,ry; E))

00 00 |
_ am* J 4 12(Xn (1TR) J 4 112(Xi, 111/ Ro)
222 12 32, 50X ) () PIAARY) = X2 1]

l=0n=1m=-
XY m(6, 0) Y m(81, §1).

Here, J,(2) is the half-integer-order Bessel function of
thefirst kind; Y, (6, ¢) are spherical harmonics; X, | is
the n-th root of the Bessel function of the order | + 1/2;
| and mare, respectively, the orbital and magnetic quan-

tum numbers; E,, = #2X2,/2m*R; is the electron
energy in the spherically symmetric potential well; R,

isthe QD radius; and r, 8, and ¢ are spherical coordi-
nates.

©)

Summation in (3) over m and n can be done using
known relations [10]:

[
S Vin(B2 02 V(0 02) = ZE2P (cosw), ()

m=-
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=3, (% X )IE(X X0)

n=1 J€+1(Xn,l)(zz_xﬁ,l) (5)
1, (X 2)
W[Jv(z)Nv(x, 2)-J3,(X,2)N,(2)],

where cosw = c0s0,c0s8, + sinB;sin6,cos(db; —b,), 0 <
x< X, X< 1. Asaresult, we obtain

m*
21th?

G(r,ry; E) =

| . (—1)|(| + 1/2)P,(coSW)J, , 12(I1AT1)_;_1p(IAT )
[ T[|Zo (rlrz)ﬂz (6)

NiaiARy)
3 ualiARy) |

where N, 1,,(2) is a half-integer-order Neumann func-
tion. Then, taking into account that [10]

Greg(r ’ Ra; E)\)

2l +1)Py(cosw)J; . 112(iA1) Iy 4 12(IA R N+ 112(1A Ro)

209
Y (=11 + 12)Py(cosw)dy. 12(2) -1 -12(2)
1=0
(7)
—(1 +1/2)
B
r(l+1/2)2
where R= /72 + 72 — 2zZ cosw, we obtain
_ _ Mm* | coshAR T i
G(r,ry; B\ = ol TR 5y (21+1)
®)

xJl+1/2(i)\r)\]|+u2(i)\r1)N|+1/2(i7\Ro)P|(COSW)}

31+ 12(IARy) (rrp)”? 1
Isolating the diverging part in (8), we obtain

G(r, Ra; Ez) = Go(r, Ra; B)) + Gigy(r, Ra; Ey), (9)
where

m* coshAR

GO(ri Ra! E)\) = - 2T[ﬁ2R

: (10)

m*

ﬁZ

(11)

- (
"2

(rR)YJ.. 12(AR,)

R = /r’+ R2—2rR,cosw.

The wave function of an electron localized a a
short-range potential coincideswith the Green function
up to some multiplier. Indeed, substituting (2) into (1),
we obtain

W,(r, R, = YG(r, Ry E\)(TW)(R, Ry, (12)
where
(TLP)\)(Ra! Ra) = rIer};Ila[l + (r - Ra)Vr]LP)\(r! Ra)(13)

Applying the operator T to both sides of (12) and tak-
ing into account (11), we obtain the equation that
defines the dependence of the binding energy E, of the
impurity center on the QD parameters and the position
of theimpurity R,;

ni =-

T < N N
IR Z (1+20)3), 12(inR3) I+ 12(INRY)
a1=0

(14
y N, 12(inR5)
Ji+12(iNRG)
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Here, n; = J|E|/Eq, N = J|E\|/Eq, Eq= m*e¥/2h%2 s
the effective Bohr energy for the effective mass m* and
the dielectric constant €; E; = #%0%/2n¥ is the ground
state energy of theimpurity center in the bulk semicon-

ductor; Ry = RJ/ay where a, is the effective Bohr

radius; and Ry = Ry/ay.

Asisknown [7], the zero-range potential model sat-
isfactorily describes D~ states related to the binding of
an additional electron to a shallow donor. Such states
were studied in the GaAs/GaAlAs structures [11, 12].
Similar states of acceptors, the so-called A* centers
(acceptor with an additional hole) were found in
Si/GeSi/Si structures doped with boron [13]. It is note-
worthy that both the D~ states and the A* centers can
exist in bulk semiconductors only under nonequilib-
rium conditions [7]. For example, in the case of donors
in aQD, they can exist in thermodynamic equilibrium
due to the emergence of excess carriersin doping of the
barrier layers with shalow impurities [7]. The zero-
range potential model applies well both to local states
induced by isoelectronic impurities and to states of the
negative hydrogenion[7] (the second electroninthe H-
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Fig. 1. Position of the localized level E), of the D™ state vs.
the coordinate R, of the impurity center in CdS QD at E; =
0.14 eV, R = 3 nm and varied parameter L: (1) 1, (2) 2,
(3) 3, (4) 4, (5) 5, and (6) 50.

ion isbound owing to the existence of an electron—€lec-
tron correlation energy, rather than being confined by
the Coulomb potential).

Results of the numeric analysis of Eq. (14) for D~
states in the CdS semiconductor microcrystals dis-
persed in the transparent dielectric matrix of silicate
glass are presented in Fig. 1. The effective electron
mass and the dielectric constant are, respectively, m* =
0.205m, and € = 9.3, while the effective Bohr energy
equals E; = 0.035 eV. It is seen from the figure that the
positional disorder effect takes place in CdS QDs with
D~ centers: E,(R,) is adecreasing function of R,. Such
behavior of E,(R,) is characteristic for filmswith quan-
tum confinement [6] and quantum wells [7, 8]; thisis
dueto afundamental modification of thelocalized elec-
tron states near the structure boundaries. In plotting
curves 1-6, the series (14) is truncated in such a way
that the number L of terms remaining in (14) increases
with the curve number. This allows us to trace the con-
tribution of the superposition of L QD states with dif-
ferent | to the formation of a localized center at the
impurity center. As seen from Fig. 1, the conditions for
the existence of bound states in the QDs become more
stringent with increasing L (compare curves 1 and 2, 2
and 3). In this case, the binding energy of the D~ state
in this structure may vary with the center position by

KREVCHIK, LEVASHOV

nearly an order of magnitude: from 0.09 eV at the QD
center to 0.01 eV at the distance of about 1.1 nm from
its boundary.

3. Let us consider the impurity light absorptionin a
QD with a spherically symmetric potential. The wave
function of an electron localized by the short-range
potential at the point R, = 0 reads

shAr _ sinhAr COSMARp
r r snhAR

W,(r,0) = CE° (15)

whereC = 29'nh)xRM)\/(5inh4)x Ry,—Sinh2AR, —2AR,)
is anormalization factor. The wave function of thefinal
state istaken in the form

Ji+ 12X 11T Ry)
Jr

where C, | = +/2/RoJ, 32(X,, 1) is @ normalization fac-
tor. Such a choice of the wave function of thefinal state
isjustified if theinequality |E,| > E; ( holds. By virtue
of the spherical symmetry of the problem, the conven-
tional selection rule for optical transitionsin the dipole
approximation is valid: transitions from the ground S
state of theimpurity center to excited P states of the QD
are possible. The squared module of the matrix ele-
ment, which determines the oscillator strength for the
dipole optical transition, has the form

M, = 128f2L20(2)\§I0a§
JS/Z(Xn,l)
CR°nE:
X2 ,[sinh(uR*n) —sinh(2uR*n) — 2uR*n]
1
(R*) U'(U'R"n” + X2 )’
x {u’R*°n°cosh(2nuR*)sinX,,

LIJfn,I,m(r) = Cn,l

Yi.m(8, 9), (16)

X

X

— X, 1[W’R**ncos X, ,cosh(2uR*n)

+ X, {uR*nsinX, ;(UR*nsinh(2uR*n) (17)
—3cosh(2uR*n)) + X, ;[ cosX,, ;(UR*n cosh(2uR*n)
+2sinh(2uR*n)) —2sinh(UR*n)

+ X180 Xy, 18inh(2uR N) 131} %

where u = Ry/Ry; Ry and R, are, respectively, the QD

radius and its mean value; R* = Ry/ag, a* isthe fine
structure constant accounting for the dielectric con-
stant; |, istheintensity of light; and A, isthe local field
correction factor.
We assume that the QD size dispersion appears in
the process of the phase decomposition in the supersat-
SEMICONDUCTORS ~ Vol. 36
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Fig. 2. Spectra dependence of the impurity absorption
coefficient for CdS QDs dispersed in the transparent dielec-

tric matrix at E; = 0.14 eV and Ry =4.5nm.

urated solid solution and can be satisfactorily described
by the Lifshits—Slezov formula[9]

PHi= 5%
Ro
O 3 euz e—l/(l —2u/3) 3 ( 18)
= E}Q5/3(3 + u)7/3(3/2 _ u)lﬂ3’ u < !
, u>3/2

where e isthe Napierian base.

With account taken of the QD size dispersion, the
expression for the impurity absorption coefficient can
be represented as

N
K= Ko3
n=1
A = 8,nP(8,)F,(X, n)(X5, + &R n%) 7, (19)
B = JAXJg(X,, 1) Xn [ Sinh(4R*3.n)
—sinh(4R*d,n) —2R*3,n],
where X = Aw/Ey; w is the light wave frequency; A =
X =2 8, =X, J/(R* JA); Ko = (128/3) A NoTPa* a3 ;
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Fig. 3. Spectral dependence of the coefficient of impurity
absorption in CdS QDs dispersed in the transparent matrix
for the optica transition with the maximum oscillator

strength (n = 1) at varied n; and Ry parameters: (1) n; = 4,
Ry =451mm; (2)n;=2, Ry =3.0nm;and (3) n; =2, Ry =
4.5 nm.

N is the root of the equation Xy = (3R*/2) /X —n?/2
for the index; the function P(3,) is defined by (18); N,
isthe QD concentration in the diel ectric matrix; and the
function F,(X, n) has the following form:

Fa(X,Nn) = 8:R*°n°cosh(2h3,R*)sinX,, ;
— X, 1{ 5:R*°n°cosX,, ;cosh(25,R*n)
+ X, 1[8,R*nsinX,, 1(8,R*nsinh(25,R*n) (20)
—3cosh(28,R*n)) + X, 1[(8,R*ncosh(256,R*n)
+2sinh(28,R*n))cosX, ; —2cosh(3,R*n)
+ X, 1SiNX, 1SINN(25,R* )11} -

The impurity absorption spectrum of the CdS
microcrystals dispersed in the transparent dielectric
matrix, calculated using (19), ispresented in Fig. 2. The
concentration of CdS microcrystals in the glass matrix
was assumed to be 10 cm3, and their mean radius
Ro = 4.5 nm [14]. The impurity absorption coefficient
near the threshold is 0.14 x 10% cm at such a QD con-
centration (light wavelength ~3.5 um); i.e., it is quite
measurable. The evolution of the impurity absorption



212

spectrum with changing CdS QD size R, and parame-
ter n; for the optical transition with the maximum oscil-
lator strength (n = 1) is represented by curves 1-3 in
Fig. 3. It can be seen (compare curves 3 and 2) that the
impurity absorption edge shifts to shorter wavelengths

with decreasing Ry, which reflects a shift of the lower
guantum-well level. Sensitivity of the impurity absorp-
tion edge to the parameter n; = ,/|Ej|/E4 is shown by
curves 1 and 3. With decreasing ); (increasing localized
state radius), the oscillator strength of the optical dipole

transition grows (compare curves 1 and 3) and the
impurity absorption edge shifts to longer wavelengths.

4. Thus, stateslocalized by the short-range potential
in a QD described by the “hard-wall” model were con-
sidered. The dynamics of formation of alocalized state
at the impurity center by a superposition of the QD
states with different | was demonstrated. Taking into
account the QD size dispersion markedly changes the
spectral behavior of theimpurity absorption coefficient.
In the case of CdS QDs (ay = 3 nhm, E; = 0.035 eV), a
change in its mean radius from 4.5 to 3 nmis followed
by the impurity absorption edge shift (see Fig. 3) to
shorter wavelengths by about 0.18 €V. It should be
noted that the dependence of the optical transition ener-
gies on QD size furnishes an opportunity to “tune”’ the
heterophase system under consideration to the wave-
length of one or another radiation source. In this case,
the wavelength of this source must fall within thetrans-
parency window of the bulk crystal. The presence of
QD-liimpurity centerl] complexes gives one more
degree of freedom for such “tuning;” that is, the impu-
rity level position depends on the impurity center coor-
dinates and on QD parameters.

KREVCHIK, LEVASHOV
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Abstract—A model of recombination of nonequilibrium charge carriersin multilayer structures (nanocrystal-
line Si—insulator) was suggested. It was found that the restriction of carrier transport through thelocalized states
of the insulator leads to a nonlinear increase in the intensity of electroluminescence (EL) with an increasein
the current flowing across the structure. The subsequent leveling off of this dependence is associated with the
increasing role of Auger recombination with increasing current. A decrease in the contribution of the nonradi-
ative Auger process can be accomplished by increasing the concentration of nanodimensional clustersin Si and
the number of periods of the structure. It was demonstrated that one of the main waysto increase the EL inten-
sity isincreasing the hole density at the hole-injecting contact. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The discovery of the efficient photoluminescence
(PL) of porous Si [1] stimulated intense investigations
of various Si nanostructures (nc-Si) because of the pos-
sible development of light-emitting devicesonitsbasis,
which can be easily integrated into modern microelec-
tronics. The structures which contain Si nanocrystal-
lites embedded into the insulator matrix are of special
interest. In this case, the insulator serves as the natural
barrier for the quantum-well confinement of charge car-
riersexcited within Si. Such structures can be obtained,
for example, by chemical deposition of Si and insulator
[2-4], ion implantation of Si into the insulator matrix
[5], plasma breskdown of SiH, [6], and molecular-
beam epitaxy of Si on orienting insulator layers of CaF,
or SiO, with the subsequent high-temperature anneal -
ing [7-9]. To date, the optoel ectronic properties of nc-
Si/insulator structures under optical excitation have
been studied intensively [3, 6-8, 10]. However, another
important aspect of the problem, specifically, theinjec-
tion excitation of such structures, has not been devel-
oped properly.

It is known that the PL for Si nanostructures is
restricted to the recombination of a single electron—
hole pair in a single nanocrystallite during radiative
recombination. The reason is that the presence of more
than one pair of charge carriersin asingle nanocrystal-
lite causes rapid (~1 ns) Auger recombination [11].
However, in the case of injection excitation, the elec-
tron—hole pair is formed by the sequential injection of
the electron and hole into the nanocrystallite. Thus, in
this case, luminescence is mainly determined by trans-

port properties of the structure, which especially mani-
festsitself in multilayer nc-Si/insulator structures.

Previoudly, we theoretically considered carrier
transport via localized states in the band gap of the
insulator for nc-Si/insulator multilayer structures [12].
In this study, this model was used for the analysis of
mechanisms of recombination of honequilibrium carri-
ersin nanodimensional Si crystals.

MODEL

Let us consider the periodic nanodimensiona nc-
Si/insulator structure consisting of N Si layers sepa-
rated by N + 1 potential barriers of insulator. We assume
that this structure contains no impurities and carriers
are injected from its contacts.

It should be noted that Si layersin actually obtain-
able nc-Si/insulator structures consist of crystalline
nanodimensional clusters. The electron interaction
between clusters can be suppressed to a large extent
[10]. Thus, let us assumethat each Si layer in the struc-
ture considered is formed from isolated clusters of
equal size. Let us also assume that the cluster surfaces
are adequately passivated. Due to this, centers of non-
radiative recombination are absent in the band gap of
Si. This assumption is quite justified due to the dight
temperature dependence of the PL intensity for the
structures mentioned in the vicinity of room tempera-
ture, which points to low efficiency of nonradiative
recombination [3, 10].

Let us consider the mechanism of excitation and
recombination in nanodimensional Si clustersin more
detail. Although the nature of luminescence for nc-Si is

1063-7826/02/3602-0213%22.00 © 2002 MAIK “Nauka/Interperiodica’
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not quite clear, we assume that light is emitted due to
electron—hole radiative recombination. The injection of
asingle carrier, for example an el ectron, into the empty
nanocluster leadsto a considerable increase in the elec-
tron energy due to the Coulomb interaction between the
injected electron and the field induced by this electron
[13, 14]. With theinjection of asecond electron into the
cluster containing the first electron, the increase in
energy can beaslargeas 1-2 eV, depending onthe clus-
ter size and dielectric constant. Thismakestheinjection
of the second electron extremely improbable [13].
However, hole injection into the cluster, which aready
contains an electron, leads to charge compensation due
to the Coulomb interaction between an electron and a
hole, and injection of the third carrier becomes possi-
ble. The presence of three charge carriersin the cluster
leads to rapid Auger recombination, due to a high local
carrier density [11]. For this reason, we can neglect the
contribution of clusters which contain more than three
charge carriers. Werestrict our consideration to nanodi-
mensiona clusters, which contain no charge carriers,

have one electron (Ng) or one hole (Ng), two charge
carriers of opposite signs ( Nf, ), aswell astwo electrons
and onehole(Nf)e) or two holesand oneelectron(ng).

Let us keep in mind that the rate of Auger recombi-
nation considerably exceeds the rate of radiative
recombination. In this case, we can write the following
set of continuity equations, which describe the process
of injection and recombination in the ith layer of the
structure considered:

dNg; _ Np; 0
MNoi _ -G, NJ. -G, NS 1
at Tan ei'NO,i p, i N0, i ( )
ngi 0 Nze' €
= = GgiNgi+ =2 -G, Np, )
T e i'NO, Ta p, it Yo,
dnNe. o . N5, 0
—L20 = G, Ny + =22 -G, Ny, ©)
dt P10, Ta s
dNE N° |
Tp":Ge,i(Ng,i—N;i)+Gp,i(Ngvi_N$"i)_T:,:’(4)
dNZ N
D, i — G -Ne'— p,l’ 5
dt el P, 1 -[-A ( )
dNE NS -
dip,l - Gp'iN;i_ 2P,I’ (6)
Ng, =Ngi"‘Ngi"'NO""Ne""Nze""ngi' ()

Here, G, ; and G, ; are therates of injection of electrons
and holes into the cluster; Ng, isthe total concentra-
tion of clusters in the layer, which is constant for all
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periods; T, isthetime of Auger recombination; and Tgg
isthe time of radiative recombination.

Analysis of the set of Egs. (1)—(7) demonstrates that
the luminescence intensity for the steady-state case is
determined by the ratio of the rates for the electron and
hole injection G, ; and G, ;. Specificaly, with the pro-

viso G,; > G, j, the EL intensity for the ith layer is
defined as
= Np ifiw _ Gp,iNSUMﬁw’ ®
TrRr 1+Gg iTrr

where iw is the energy of the photon emitted. For high
injection levels, if G, ;Trg > 1, the EL intensity is pro-
portional to theratio of probabilities of the electron and
holeinjection into the cluster. However, theratio of G ;
and G, ; quantities, which is governed by the carrier
transport across the structure, differs considerably for
various layers.

In order to describe the carrier transport for multi-
layer nc-Si/structures, we use the set of equations [12]
which accounts for the kinetics of variation in the elec-
tron density n; and hole density p; in the ith Si layer:

on; _n_,

3t - n_cgn,i—l(ni—b n)

R ©)
_H_'gn’i(ni, Ni.1) —Ri(N, pi),

0 i i+
a—f = pp “Gp.i+1(Pis, DY)

(10)
_%gp,i(pi! Pi—1) — Ri(n;, p))-

Here, the first term on the right-hand side of the equa
tions describestherate of transport of el ectronsor holes
into the ith well, and the second term describes the rate
of escape of charge carriersfrom thiswell; n.and p, are
the carrier densities at injecting contacts; and

2e
Ng i Np,i +

e
— N2p,i

R;(n;,
(n;, p o,

(11)

isthe rate of electron and hole recombination in theith
layer, which is determined from the set of Egs. (1)—(7).

The experimental data[15, 16] demonstrate that the
mechanism of carrier transport acrossthe structure con-
sidered is predominantly of the activation type, which
implies that the localized states in the band gap of the
insulator are involved in this process. However, it
should be noted that the final density of such states
should lead to the leveling-off of the rate of carrier
transport for large externa biases. This is confirmed
experimentally and was observed previoudly [15] in the
investigation of current—voltage (I-V) characteristics of
Si/CaF, periodic structures.

SEMICONDUCTORS ~ Vol. 36

No. 2 2002



INJECTION EXCITATION OF LUMINESCENCE

Therate of carrier injection into the cluster depends
on the probability of carrier location in theith quantum
well, aswell as carrier density in this well, and can be
described as follows:

N_1Gi—a(Nion M) Mgi(m, Niyy)
NeNsyn NcNsyn

Ge, i = ’ (12)

G . = Pi+19i+1(Pivn P) RGP pi—l).
> PcNsum PcNsum

We used the simultaneous solution of Egs. (1)—6)
and (9)—13) for the steady-state case with allowance
made for condition (7) for simulating the excitation and
recombination for the multilayer nc-Si/CaF, structure.
The times of recombination, density of nanodimen-
sional Si clusters and traps in the insulator, the coeffi-
cient of carrier capture by the traps, and thicknesses of
the insulator and semiconductor layers were accepted
asidentical for al periods of the structure. The numer-
ical values of the parameters used in calculations are
giveninthetable.

(13)

RESULTS OF SIMULATION
AND DISCUSSION

The intensity of radiative recombination for Si clus-
tersiscontrolled by charge carrierswith alower density
or lower mobility. For thisreason, we choose a constant
electron density at the contact, which is close to the
density of trap states for the insulator. On the other
hand, the hole density at the opposite contact was var-
ied in awide range, which led to various values of the
hole current, with the electron current remaining
unchanged.

The results of calculation of the hole and electron
currents as a function of the bias voltage applied to the
4-period Si/CaF, structure for various hole densities at
the injecting contact are shown in Fig. 1. For the param-
eters selected, the electron component of the current
rapidly saturates and actually remains constant with the
biasvoltageincreasing above 3V asaresult of limiting
the carrier transport by the finite trap density. On the
other hand, the leveling off of the hole component of
the current depends on the bias applied and the hole
density at the contact. For thisreason, the region of lev-
eling off of the hole component shiftsto higher voltages
with decreasing hole density at the contact. For equal
carrier densities at the injecting contact, the difference
between the electron and hole currents is controlled by
severa factors. These are differing barrier heights for
electron and holes, various injection conditions at the
contacts, and the heavy dependence of the effective
hole mass on the configuration of the nanodimensional
structure [18].

Figure 2 demonstrates the calculated dependences
of EL intensity on the current density for the same hole
densities at injecting contacts as in Fig. 1. For equa
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10°°F

10-#
10710,
10712
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1016

10718

107201

Voltage, V

Fig. 1. Dependence of the density of (1-4) hole and
(5) electron currents on the applied bias voltage for Ngy =

107 cm3. Carrier densities at injecting contacts p, Ng:
(1) p. = 10%8, (2) p. = 105, (3) p. = 103, (4) p = 10°, and
(5) ng=10%¥ cmS.

concentrations of both types of charge carriers, thelin-
ear increasein EL intensity is observed with increasing
current density. A decrease in the hole density at the
injecting contact gives rise to superlinear dependence
in the current density range of 3 x 10°-10~ A/cn?,
which correspondsto the voltages of 2—7V. Inthis case,
the electron current is saturated, whereas the hole cur-
rent is far from saturation. Under these conditions, the

Parameters used for the investigation of recombination in
nanocrystalline Si in multilayered nc-Si/CaF, structures

Parameter Value
Number of periodsin the structure 4-20
Auger recombination time 10°s[11]
Radiative recombination time 10 s[16]

Energy of photon emitted
Cluster density

Electron density at the contact
Hole density at the contact

1.65€V [3, 4, 6, 8]
1016-10%° cm3
10'8-10%° cm3

1015 x 1019 cm3

Voltage applied 0.1-25V
Thickness of Si layer 1.5nm
Thickness of CaF, layer 2nm
Effective electron mass 0.35m, [17]
Effective hole mass 0.42m, [17]
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Fig. 2. Dependences of electroluminescence intensity (Ig )
on the current density (J) for Ngy = 10%” cm ™ and hale
density_at the injecting contact p; = (1) 1018, (2) 106,
(3) 10%3, and (4) 10° cm™3.

EL intensity is controlled by the hole current, whereas
the total current is determined by the electron current.
Thelinear dependenceisrestored with the saturation of
the hole current.

IEL’ W/Cm2 n
10—5_

10°°
10”7
1078

1070

-——-n 0.2

10—10_

—11
10 1010

1 1 1 1 0
10% 107 10° 107

J, Afem?

100

Fig. 3. Dependences of electroluminescence intensity (Ig )
and efficiency of radiative recombination (n) on the current
density for the four-period structure Si/CaF, with Ngyp =
10" em3, and n. = p, = 10* cm 3.
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With a further increase in the current, the EL inten-
sity tends toward a constant value, since Auger recom-
bination begins to prevail. For this reason, the effi-
ciency of radiative recombination, which is defined as
N = (Ig /Aw)/R(n, p), decreases with increasing major-
ity-carrier current. The dependence of the EL intensity
on the current density for the four-period Si/CaF, struc-
turewith equal electron and hole densities at contactsis
shown in Fig. 3. The efficiency of radiative recombina-
tion decreases rapidly with increasing current, which
leads to the limiting of the EL intensity given by

Ngym Cpfi
Gelrr

The results of calculations are in good agreement
with the data from the experimental EL investigations
for Si/CaF, periodic structures, which demonstrated a
nonlinear increase in EL intensity with increasing cur-
rent [19]. With external biases, for which current satu-
ration in the |-V characteristic is observed, an increase
inthe EL intensity with increasing current is character-
ized by alinear dependence. With afurther increasein
the external bias, the EL intensity remains constant and
independent of current [19].

We also found that EL intensity depends on the den-
sity of Si clusters. The reason is that a decrease in this
density leads to an increase in the probability of trap-
ping the third carrier in the cluster and, as a conse-
guence, to Auger recombination (Fig. 4). In this case,
the efficiency of radiative recombination drops, and the

1.0

0.8

0.6

0.4

0.2

1
1020
Ngyms, cm™>

107 107 109

Fig. 4. Dependences of efficiency of radiative recombina-
tion on the density of Si clusters (Ng)) calculated for a
four-period Si/CaF, structure with n. = p. = 10'® cm= and
bias voltage V = (1) 15, (2) 10, and (3) 5 V.
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Fig. 5. Dependences of electroluminescence intensity (Ig )
and efficiency of radiative recombination (n) on the number
of periods (N) with the current density J = 1 Alcm? for
thefollowmg carrier densmes at injecting contacts (3)

10 cm3 p.=5x 10% cm>; and (2) n. = 108 cm p =
107 cmi 3,

drop steepness increases with the increasing rate of
injection of the third carrier into the cluster.

It isevident that the EL intensity is highest when the
rates of the electron and hole injection into the cluster
areequal (G, = G,). Aswas already noted above, dueto
the significant digtinction between the barrier heights
for electrons and holes, as well as their effective
masses, the rate of tunneling carrier transport for elec-
trons via the traps in an insulator can considerably
exceed therate for holes even at equal densities of these
carriers at the contacts (Fig. 1). For this reason, varia-
tion in the EL intensity from layer to layer is mono-
tonic, and the intensity increases on approaching the
hole-injecting contact, at which G, — G,. From thisit
followsthat, in the region of the hole contact (where G,
increases and G, decreases), the EL intensity mcreas&s
with the increase in the number of periods of the struc-
ture and decreases at the electron contact. This should
lead to the dependence of EL intensity on the number
of periodsin the structure, which was confirmed by the
results of calculations shown in Fig. 5. General carrier
densities at the contacts were chosen for smulation in
order to consider two cases: (i) therate of holeinjection
into nanoclustersis higher compared to that of electron
injection and (ii) the opposite case.

In the case of excessive hole density, the EL inten-
sity reaches the largest value at the electron contact.
However, since the probability of hole transport is
much lower compared to that for electron transport, an
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increase in the number of periods shiftsthisvalueto the
edge of the electron contact and further outside this
contact. As a result, the overall EL intensity for the
structure decreases. Under reversed conditions, the EL
peak approaches the hole contact. However, the proba
bility of transport for electrons is aready higher than
that for holes, and an increase in the number of periods
shiftsthelargest valueto the middle of the structure. On
the other hand, the EL efficiency increases in both
cases, sincetheratio of probabilities of the electron and
holeinjectioninto the cluster, which is averaged by lay-
ers, increases with an increase in the number of layers.
Anincrease in therate of carrier injection into the nan-
odimensional cluster enhances these effects.

CONCLUSION

The model suggested for carrier recombination in
nanodimensional Si clusters in periodic nc-Si/CaF,
structures is used for the investigation of the depen-
dence of EL intensity on the current flowing across the
structures. The distinctions in the rise of electron and
hole currents with increasing external bias are found to
be caused by thefinite density of trap statesfor theinsu-
lator. These distinctions constitute the reasons for the
nonlinearity of the dependence of EL intensity on the
current. In addition, adecrease in the efficiency of radi-
ative recombination due to an increase in the contribu-
tion of the Auger processfor high bias voltages|eadsto
the leveling off of EL intensity. It is found that the rel-
ative decrease in the contribution of nonradiative Auger
recombination can be accomplished by increasing the
density of nanodimensional clustersin Si and the num-
ber of periods of the structure. However, an increasein
the number of periods of the Si/CaF, structure does not
alwayslead to anincreaseinthe EL intensity. The coef-
ficient for hole transport across the potential barrier is
always less than that for electrons. For this reason, one
of the main methods for increasing the PL intensity at
the metal contact consistsin increasing the hole density
at the hole contact: the larger the number of periods of
the structure, the higher the hole density.

ACKNOWLEDGMENTS

Weare grateful toA.L. Danilyuk for hishelpful par-
ticipation in discussions of the results and constructive
comments.

This study was supported by the Belarussian Foun-
dation for Basic Research (project no. T99-102) and the
Interuniversity Program on Nanoelectronics.

REFERENCES

1. L.T. Canham, Appl. Phys. Lett. 57, 1046 (1990).

2. L. Tsybeskov, K. D. Hirschman, S. P. Duttagupta, et al.,
Appl. Phys. Lett. 72 (1), 43 (1998).

3. G. Pucker, P.B. Bellutti, C. Spinella, et al., J. Appl. Phys.
88 (10), 6044 (2000).



218

4.

5.

6.

10.

11.

12.

BERASHEVICH et al.

P. Photopoulos and A. G. Nassiopoulou, Appl. Phys.
Lett. 77, 1816 (2000).

V. I. Klimov, Ch. J. Schwarz, D. W. McBranch, and
C. W. White, Appl. Phys. Lett. 73 (18), 2603 (1998).

Y. Kanemitsu, T. Ogawa, K. Shiraishi, and K. Takeda,
Phys. Rev. B 48, 4883 (1993).

D. J. Lokwood, Z. H. Liu, and J. M. Baribeau, Phys. Rev.
Lett. 76, 539 (1996).

F. Bassani, L. Vervoot, I. Mihalescu, et al., J. Appl. Phys.
79, 4066 (1996).

M. Zacharias, L. Tsybeskov, K. D. Hirschman, et al.,
J. Non-Cryst. Solids 227230, 1132 (1998).

V. Vinciguerra, G. Franzo, F. Priolo, et al., J. Appl. Phys.
87 (11), 8165 (2000).

D. Kovalev, H. Hecler, G. Polisski, and F. Koch, Phys.
Status Solidi B 215, 871 (1999).

Yu. A. Berashevich, A. L. Danilyuk, A. N. Kholod, and
V. E. Borisenko, Fiz. Tekh. Poluprovodn. (St. Peters-
burg) 35 (1), 110 (2001) [Semiconductors 35, 112
(2002)].

13

14.

15.

16.

17.

18.

19.

M. Lannoo, C. Delerue, and G. Allan, Phys. Rev. Lett. 74
(17), 3415 (1995).

C. Delerue, M. Lannoo, and G. Allan, Phys. Rev. Lett. 84
(11), 2457 (2000).

V. loannou-Sougleridis, T. Ouisse, A. G. Nassiopoulou,
etal., J. Appl. Phys. 89 (1), 610 (2001).

J. M. Shannon and B. A. Morgan, J. Appl. Phys. 86 (3),
1548 (1999).

C. Svensson and |. Lundstrom, J. Appl. Phys. 44, 4657
(1973).

Soectroscopy of Isolated and Assembled Semiconductor
Nanocrystals, Ed. by L. E. Brus, Al. L. Efros, and T. Itoh,
J. Lumin. 70 (1996).

G. Pucke, Z. Caburro, V. Mulloni, et al., in European
Projects: Slicon Modules for Integrated Light Engi-
neering, Marseille, France, 2000, p. 133.

Translated by N. Korovin

SEMICONDUCTORS Vol. 36 No.2 2002



Semiconductors, Vol. 36, No. 2, 2002, pp. 219-223. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 36, No. 2, 2002, pp. 227-231.
Original Russian Text Copyright © 2002 by V. Kunets, Kulish, Vas. Kunets, Lisitsa, Malysh.

LOW-DIMENSIONAL

SYSTEMS

Temperature Dependence of the Optical Energy Gap

for the CdS Se, _, Quantum Dots

V. P. Kunets®, N. R. Kulish, Vas. P. Kunets,
M. P. Lisitsa, and N. |. Malysh
Institute of Semiconductors, National Academy of Sciences of Ukraine, Kiev, 03028 Ukraine
"e-mail: kunets@qdots. semicond. kiev.ua
Submitted May 14, 2001; accepted for publication June 20, 2001

Abstract—A temperature dependence of the optical energy gap Ey(T) for the CdS,Se, _, quantum dots syn-
thesized in aborosilicate glass matrix was investigated in the range of 4.2-500 K. It was demonstrated that this
dependence reproduced the dependence E4(T) for bulk crystals and is described by the Varshni formula for
I > ag over the entire temperature range. Here, 7 isthe average dot radius, and ag is the Bohr radius for the

excitonin abulk crystal. With thetransition to quantum dotswith r < ag, adecreasein thethermal coefficient
of the band gap and a deviation from the Varshni dependence were observed in the temperature range of
4.2-100 K. The specific features observed are explainable by a decrease in the resulting macroscopic potential
of the electron—phonon interaction and by modification of the vibration spectrum for dots as their volume

decreases. © 2002 MAIK “ Nauka/Interperiodica” .

The band gap (E,) for most of the bulk semiconduc-
tors decreases with increasing temperature. This is
determined by (i) mutual repulsion of levels in bands
with increasing electron—phonon interaction (second
order Fan's terms in the perturbation theory), (ii) ther-
mal expansion of the lattice (vibration anharmonicity)
and corresponding dependence of the energy gap on the
lattice constant, (iii) smoothening of the periodic poten-
tial described by the Debye-Waller factor, and (iv)
interaction of interband states (Fan’stermsfor theinter-
band coupling) [1-4]. The dependence E,(T) for bulk
semiconductors is investigated in detail. ?t was found
that the first two mechani sms make the largest contribu-
tion to the Ey variation.

The data on the energy gap of semiconductor quan-
tum dots (QDs) in the literature are scattered; asfor the
temperature dependence of the energy gap, these data
are actually nonexistent. Thus, in order to describe the
dependence E4(T) for the self-organized InAs QDs, the
authors of [5] used the empiric Varshni formula[6] and
asimilar relation for the INAs/GaAs QDs [7]. The Eg
magnitude for the CdS Se; _, QDs, which were synthe-
sized in a borosilicate glass matrix, was determined for
several fixed temperaturesonly: 4.2, 77, and 300K [8].
On the other hand, temperature-dependent measure-
ments yield information about the e ectron—phonon
interaction, which has its own specific featuresin QDs
due to their small sizes (consequently, a small number
of atoms and the effect of interfaces, strains, and so on.

The purpose of this study was to gain insight into
specific features of the temperature dependence of the

optical energy gap for the CdS,Se, _, QDswith 1 > ag,

whose properties are close to those for a bulk crystal,
andwith f < ag, in which guantum-confinement effects

occur. Here, T is the average dot radius, and ag is the
Bohr radius of the exciton for the bulk crystal.

The parameters of the QDs investigated and bulk
crystals with the same composition are given in the
table. The band gap for the QDs was determined from
the absorption spectra, which were measured by the
conventiona method and were processed using the pro-
cedure reported elsewhere [8, 10]. The sample temper-
ature was monitored with copper—constantan and
chromel—alumel thermocouples and was kept constant
with the error < 2 K during measurements. For QDs
with T < ag, the energy gap between the conduction
band bottom and valence band top was identified with
the E; magnitude (Fig. 1a). Asfor QDswith 1 < ag, the
distance between the lowest hole and electron quan-

tum-confinement levels Egl and Eg, wasidentified with

this gap (Fig. 1b). For the absorption-coefficient K spec-
tra, these energy gaps correlate, in thefirst case, with the
point where the dependence K(Aiw) O (Aw— Eg)lf2 inter-
ceptsthe abscissa, and, in the second case, with thefirst
quantum-confinement absorption maximum [11], if the
correction for the asymmetry of the distribution of QDs
by size is disregarded. The random error in determining
E, from the absorption spectrawas no larger than 0.01 eV.
The size variance occurs for the structures investigated.
For thisreason, the dependences presented in this paper
correspond to medium-size QDs.

1063-7826/02/3602-0219%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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(a) (b)

Fig. 1. (a) Band gap E for the bulk direct-gap semiconduc-
tor and (b) corresponding energy gap for aquantum dot with

F <ag.

The experimental dependence Ey(T) for a KS-19

glass with the CdS,Se, _, QDs (f = 7.63 nm) is shown
in Fig. 2a (squares). The corresponding dependence
calculated for abulk crystal isaso shownin Fig. 2a by
the dashed line. For the KS-19 glass with F > ag (see
table), the energy spectrum of the QDsis similar to the
spectrum for bulk crystals and the dependence Ey(T) is
described by the Varshni formula[6]

E, = Eo—aT*(T+B)™" D

over the entire temperature range investigated (Fig. 2).
Informula(l), E;=Eyat T=0K and a and 3 are con-
stants, where a is usually identified with the tempera-
ture coefficient of the band gap 0E,/0T, while B isiden-
tified with the Debye temperature 6. It can be seen from
formula (1) that AE; 0 T2at T> Band AE, 0T at T>
B. These specific features are clearly seen from Fig. 2a,
namely, the dependence Ey(T) is nonlinear at low tem-
peratures, whereas the E g quantity linearly decreases
with increasing T at high temperatures. The same
dependence in Fig. 2b is aso shown in the form E; =

Parameters of quantum dots and bulk crystals CdS,Se; _,,

f[T2(T + B)], which permits the determination of the
coefficients a = dE,/AT with the relative error <6 %
and <10 %, respectively. They are found to be close to
corresponding valuesfor bulk crystals of the same com-
position (see table and solid line in Fig. 2a).

The temperature dependences of the energy gap for
glasses containing the CdS,3,Se)¢s QDS with T < ag
are shown in Fig. 3. Their energy spectrum consists of
the set of discrete levels, whereas the quantum-confine-
ment energy is ~0.25 eV [11]. In this case, the depen-
dence E4(T) is linear over the entire temperature range
and is not described by formula (1) in the range of 4.2—
100 K (Fig. 3b). Furthermore, the coefficient A =
0E,/0T is much smaller than that for a bulk crystal and
glasswith QDs 1 > ag (see table). Thisis aso clearly
seen from Fig. 3a, where the dashed line represents the
corresponding dependence Ey(T), which is calculated
for abulk crystal using formula (1).

For polar semiconductors CdS and CdSe, the elec-
tron—phonon interaction and distortion of the crystal
lattice are considered as the main mechanisms of
decreasing E, withincreasing T. On the other hand, itis
known that ttg1e temperature dependence of the volume
thermal expansion coefficient y(T) for these crystals
has a clearly pronounced nonlinearity. The coefficient y
becomes negative in thetemperature range of 4.2—200K,
and the dependence y(T)) has an extremum. However,
the dependence E4(T) for this temperature range varies
steadily, which is indicative of an insignificant contri-
bution of the lattice distortion to the decrease in E, with
increasing T. According to the data of various sources,
the contribution of vibration anharmonicity to variation
E,g with temperature ranges from 1 to 25% [6, 13, 14].

For QDs, in contrast with bulk crystals, it is neces-
sary to take into account the influence of anharmonicity
on the quantum-confinement energy, which depends on
the QD radius, and the variation of the band gap, which
is associated with varying the pressure of the matrix
[15]. Thus, for example, for the CdSe QDs with r =
3.00 nm, the increase in the temperature from 200 to
300 K (in the range where the y coefficient is large)
causes an increase in the radius along the C axis by
0.02 %. If we take into account the size dependence of

Cdp 135€0.67 CdSy 3,S€0.68
Parameter
Quantum dots Bulk crystal Quantum dots Bulk crystal
r,nm 7.63 - 2.90 -
ag, Nm - 5.09 - 4.48
0Ey/aT, 10 eV/K -4.40+0.10 —4.64* —2.80+£0.15 —4.73*
B, K 143 143 - 163
0, K - 240* [9] - 258* [9]
* The data are obtained by interpolation between the parameters for CdS and CdSe.
SEMICONDUCTORS Vol. 36 No. 2 2002
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Fig. 2. Temperature dependences of the optical band gap for
the CdS, 13Sey g7 quantum dotswith 7 > ag. Pointsin (g, b)

correspond to the experiment; solid linesin (a, b) represent
the results of calculations with Varshni formula (1) for a =

—4.40x 10* eV KL and B = 143 K ; dashed line (a) was cal-
culated using formula (1) for asingle crystal; and dot-and-
dash line (a) represents the same dependence with allow-
ance made for the hydrostatic pressure of the glass matrix.

the lowest energy Ievels(ESl)Egl , thisshould lead to a

decrease in E4 approximately by 0.0001 eV. In reality,
for the temperature range mentioned, AE; = 0.03 €V,
i.e., the relative contribution of the lattice distortion is
0.33 %, which correlates with the datafor bulk crystals
[13, 14]. Thus, we may assume that, similarly to bulk
crystals, the electron—phonon interaction makes the
major contribution to the dependence Ey(T) for the
CdS,Se, _, QDsin aborosilicate glass matrix.

InFig. 2a, the dot-and-dash line also demonstrates
the dependence Ey(T) calculated with allowance
made for the hydrostatic compression of QDs by the
glass matrix [15]. In this case, the 0E,/0T value is
somewhat lower (—4.35 x 10 eV/K) compared to the
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Fig. 3. Temperature dependences of the optical band gap for
the CdSy 3,Sey 6g quantum dotswith 7 < ag. Squares (a, b)
correspond to the experiment; solid line (a) was obtained
after averaging by the least-squares method; dashed line
(a) represents the calculation using Varshni formula (1) for
a bulk crystal; and solid line (b) represents the calculation
using the Varshni formula for quantum dots.

value obtained with the pressure disregarded (—4.40 x
10 eV/K); i.e., the relative contribution of this effect
is~1.5 %.

Thus, as can be seen from Figs. 2 and 3, the coeffi-
cient 0E,/dT decreases linearly with the transition from

QDs with r > a5 to QDs with T < ag, whereas the
dependence Ey(T) becomes linear over a wide temper-
ature range including low temperatures (4.2-100 K).

Basically, adecreaseinthe coefficient 0E,/dT can be
caused by weakening the electron—phonon interaction.
However, by decreasing the radius of QDs to the
polaron radius for a bulk crystal, the el ectron—phonon
coupling constant increases [16], which contradicts the
above assumption. On the other hand, it is evident that
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a decrease in the QD volume reduces the total number
of atoms (unit cells or oscillators) involved in vibra-
tions (factor 1) and leads to spatial limitation of the
periodicity of elastic properties of the crystal lattice
(factor 11).

For sufficiently large crystals, boundary conditions
(factor II) affect the vibration spectrum only dightly
and can be neglected when analyzing the scattering
processes. Such conditions can be realized easily even
for macrocrystallites of diameter ~1 um, whose vibra-
tion spectrum is identical to the spectrum of bulk crys-
tals. For the QD with r = a5, boundary conditions play
animportant role. If the surface atoms at opposite faces
of the cubic QD oscillated in phase, this would be
equivalent to the fulfilment of cyclic Born—Karman
boundary conditions. In this case, no influence of the
interface (size effects) on the vibration spectrum should
be observed. However, even in this case, the spectrum
could be modified under the effect of factor I, i.e., due
to a decrease in the number of elementary oscillators.

For the actual situation, the condition for the cyclic
recurrence of boundary conditions is not met and the
phonon wave vector q is bounded from below; i.e.,

)

Here, d isthe QD diameter, and a isthe |attice constant.
It follows from condition (2) that, for a bulk crystal
(r —= ), 0ynin —> 0. Thus, long elastic waves can be
generated in such crystal. These waves are usualy
described in the continual approximation, inwhich case
Omin — TU&; i.e., the phonon wave length in a solid is
limited from the short-wave length side by the crystal
lattice constant. The cutoff of the vibration spectrum of
QDs from the long-wavelength side (Q,, > TUr) is the
reason why the acoustic waves with A > d, for which
g — 0, are not generated in QDs. The generation of
such waves could be equivalent to the simple displace-
ment of QDs, as awhole, in space. The reason is that,
for A > d, the displacement of atoms, which are located
at adistance of the QD diameter, isnegligible. Thus, the
spatial restriction on periodicity of elastic properties of
the crystal lattice for the QD (factor 1) leadsto the cut-
off of the vibration spectrum from the side of small val-
ues of the wave vector, and to the accompanying
restriction on the number of possible vibrational states
for a given vibration mode. It is also necessary to
remember that the phonon-state number for acrystal is
governed by the unit cell number N and the atom num-
ber S per unit cell. Thus, the number of statesis equal
to 3SN. For 1I-VI crystals, the unit cell contains two
molecules (four atoms). For this reason, the total num-
ber of phonon states is equal to 12N. Asthe QD radius
decreases from ~7.6 to ~3.0 nm, the QD volume V (the
number of unit cells of oscillators) decreases by 94%.
This leads to a substantial decrease in the density of
vibrational states (~V/81t).

KUNETS et al.

The main phonon mechanism of carrier scatteringin
the CdS Se; _, QDs is scattering by bulk longitudinal
optical (LO) modes [16-18]. These modes manifest
themselves in the first-order Raman spectra as rather
intense peaks[19]. Scattering by surface optical modes,
as well as by bulk and surface acoustic modes, is less
efficient [18]. For QDs of smaller sizes(f <ag), acon-
siderabl e decrease in the number of elementary oscilla-
tors (electrical dipolesin the case of LO modes, factor I)
reducesthetotal electrical polarization of thelattice. As
a consequence, the resulting macroscopic potential
Vj(r) decreases. This potential is along-range one and
appears in the total potential of the electron—phonon
interaction along with the components which vary on
the scale of the lattice constant. This leads to variation
inthe carrier energy. A decreasein V(r) isequivalent to
adecrease in the Lorenz field, which is proportional to
P/3¢g,, where P is the total polarization. The field at a
specific point r is governed by the contribution from
all other oscillators confined in the QD volume. On the
other hand, the electrical polarization of the lattice is
largest for the states with g — 0, whose number also
decreases due to spatial-restriction effects (factor 11).

Thus, we may assume that the main cause of a
decrease in the coefficient 0E,/dT for QDs with smaller
size is a decrease in the QD volume and an associated
decrease in the number of unit cells (oscillators). Vari-
ationsin the vibration spectrum of QDs, with the spatial
restriction on the periodicity of the elastic properties of
their crystal lattice, also take place. Both factors
decrease the resulting macroscopic potential, which
governs the electron interaction with the lattice.

The linearity of the dependence E4(T) for glasses
containing small-size quantum dots (f < ag) might be
explained by adecreasein the Debyetemperaturein the
context of the model described by the Varshni formula.
Infact, setting 3 = 0informula (1), we obtain thelinear
calculated dependence. The assumption that the Debye
temperature can decrease to zero (6 — 0) was consid-
ered as far back as the 1950s [20, 21]. These papers
were devoted to the theoretical consideration of
decreasing the dimensionality of the solid; specifically,
the chain and laminar crystals were considered. It was
found that, if the interaction between the layers is
weakened or isabsent, the probability of propagation of
elastic waves normally to the layers was lowered and
tended toward zero. However, in this case, the state-
ment that 6 tends toward zero should be considered as
an assumption only, which should be subjected to fur-
ther experimental verification.
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1. INTRODUCTION

It is easy to produce a high density of exciton—
dipoles in heterostructures with quantum wells by
injection or optical pumping. Under conditions when
the distance between dipoles becomes smaller than or
comparable to the emission wavelength but consider-
ably largeto neglect the dipole—dipol einteraction, their
spontaneous phasing can occur in the field of the elec-
tromagnetic wave, which can result in the Dicke super-
radiation (SR) [1]. The SR was studied on many objects
[2]. Recently, interest in SR has been associated with
the development of long-wavelength lasers based on
guantum InGaAs heterostructures. SR and its features
in 1Ny 15Gay gsAS-based structures was studied in [3-5]
under pumping by current.

Results of SR studiesin similar structures with var-
ious growth parameters (In concentration, quantum-
well thickness, and doping level) are presented in this
paper for conditions of optical pumping. It is shown
that under excitation levels of <17 mW/mn, the spec-
tra are satisfactorily described by a dependence which
is characteristic of SR. A model is proposed on the
effect of the &-doping of a substrate on SR.

2. RESULTS AND DISCUSSION

We studied the spectra of spontaneous emission of
heterostructures with a single InGa, _,As quantum
well (QW) in GaAs grown by MOCVD (vapor-phase
epitaxy from metal-organic compounds). The thick-
nesses of quantum layerswerein theranged = 70-100 A
and In content x = 0.16-0.35. Several samples con-
tained ad(Ge)-doped layer in the substrate at a distance
of 300 A from the QW. Optical pumping was produced
by an He-Ne laser (wavelength 6328 A), and the peak
power of the beam was ~17 mW/mm?. Photolumines-
cence (PL) spectra were recorded using a modified
KSVU-23 system at atemperature of ~100 K. The exci-
tation beam was attenuated by neutral filters. The spec-
trawere measured from the sample surfaces; there were
no special attempts at suppressing the lasing. However,
aweak change of the external quantum efficiency and

spectrum shape with the change of excitation intensity
allows usto conclude that the lasing is absent.

Spectra of spontaneous emission I(E) for various
excitation levels are shown in the figure: for sample SL
with d = 84 A and x = 0.16 and for sample S2 with d =
73 A and x = 0.35 containing a &-doped layer. The PL
spectra for sample Sl and the low-energy wing of PL
spectrafor sample S2 are approximated in the figure by
the following dependence:

E-E

| = Alcosh %‘[TNT(H, 1)
where i = h/21tis Planck’s constant, E; is the spectral
position of the PL peak (I 40, ad Ty isthe time of the
spontaneous cluster transition to an unexcited state.
Thetimety is expressed by the following formula[4]:

Ty = T/(Np+1). 2

Here, N is the number of dipolesin a cluster, T; is the
radiation time of a single cluster, and p is the factor of
the radiator shape. For the region of radiation of cylin-

S1
<
~ )
R w‘ d l‘
1 1 1 1
1.20 1.25 1.30 1.35 1.40
E, eV

Photoluminescence spectra of heterostructureswith asingle
quantum well under various excitation levels. Sample S2:
INg 35Gag gsAS, d = 73 A, 8(Ge)-doping, excitation level
(from top to the bottom): 17, 6.8, 1.14, and 0.374 mW/mm?;
sample SL: Ing 16Gap gsASs, d = 84 A, excitation level (from
top to the bottom): 17, 11.22, 5.61, 3.4, and 1.14 mwW/mm?.
Dashed line is the approximation using expression (1).
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drical shape (the case under consideration), the form-
factor isequal to [6]:

H = 3\%/8TS, ©)

where A is the emission wavelength, and Sisthe cylin-
der base.

The spectrum shape obtained experimentally is sat-
isfactorily described by expression (1) (see figure, the
dashed line), which is indicative of the fact that the
main fraction of emission is caused by SR, though a
fraction of incoherent radiation is present.

The dependence 1, on the excitation intensity is plot-
ted using the slope of the low-energy side of the spectra.
The variation of power from 0.35 to 17 mW/mm? affects

1y only slightly. Thus, we have [’ = (64.73 + 2.69) fs

and A® = 918 nm for sample SL and (7 0= (38.39 +
3.92) fsand A@ = 992 nm for sample 2.

Under conditions when the spectrum shape is
mainly caused by superradiation, Nu > 1 and 1y =
T,/Nu. Using experimental values of Ty and A for Sl and
< and taking into account asimilar observation config-
uration, we find that T,/N for various samples differs by
~1.69 times. The causes of such adifference arethe dif-
ferencesin t1; and N. The difference in T; can be related
to the type and number of defects, which are formed in
structures of such type. As the defect concentration
increases (formation of defects is caused by mismatch
of lattice parameters and by the thickness of a quantum
layer which exceeds the critical thickness[7]) insuch a
system, the carrier lifetime is abruptly reduced (Ti(l) >

ri(z) ). However, proceeding from the line half-width, the

lifetimes for these samples differ approximately by three
times, whereas the ratios 1;/N differ only by 1.69 times.
Thisfact obvioudly indicates that the differencein N is
important.

It isworthwhile to note that in the spectra of sample
2 (seefigure), the high-energy wing of the spectrumis
highly distorted. Obviously, thisis caused by thefilling
of quantum subbands of the &-layer. Proceeding from
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this fact, we may assume, as the explanation of the dif-
ference of theratios /N, that, in the presence of ahigh
concentration of free carriers caused by é-doping in
sample 2, interaction of dipoles with the electromag-
netic field of the wave is weakened and the number of
dipoles N, which form the cluster, isreduced. In the lim-
iting case, when the free carrier concentration n — oo,
we have N — 0 and 1y — T1;; in thiscase, SR trans-
forms into a normal spontaneous emission of indepen-
dent dipoles.

The excess of free carriers weakens, to a significant
extent, the coupling between dipoles. As a result, the
emission fraction formed by SR isreduced, and the frac-
tion of conventional spontaneous emission increases.
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Abstr act—El ectroluminescence from a quantum-cascade structure comprising 40 periods of GaAg/Al 15Gay gsAS
tunnel-coupled quantum wells (QW) was studied. A terahertz emission band in the range 1.0-1.8 THz is
observed under bias exceeding 1.5-2.0 V. The emission band peak shifts linearly to higher frequency with the
increasing bias. The effect isaccounted for by spatially indirect el ectron transitions between statesin the neigh-

boring QWSs. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Currently, much attention is being given to studies
of electromagnetic waves in the terahertz (or far-infra-
red) range. Terahertz radiation finds applications in
tomographic systems, introscopy, microscopy, and
image scanning systems in medicine, biology, commu-
nication, and monitoring systems. The available set of
emission sources has been mainly limited to systems
based on black-body radiation. Other avail able sources
of the terahertz range, such as free-electron lasers, gas
lasers optically pumped with a CO, laser, and p-Ge
semiconductor lasers, have essential drawbacks, such
as large dimensions, the impossibility of continuous
tuning, or the necessity of using ultralow temperatures
and strong magnetic fields. The lack of compact and
wide-range sources for the terahertz range gave rise to
the specific phenomenon of the “terahertz gap” (the
range of electromagnetic waves=0.1-30 THz, accessto
which is difficult).

However, recently, it became rather probable that
terahertz range emitters could be created on the basis of
multi-period  quantum-confinement  semiconductor
structures with electrical monopolar injection of charge
carriers and intersubband radiative transitions. The
original ideafor thiskind of emitter was put forward by
Kazarinov and Surisin their pioneering work [1], soon
after the discovery of superlattices by Esaki and Tsu
[2]. The concept [1] presented a new principle of a
monopolar semiconductor emitter, later named a quan-
tum-cascade laser. The system of energy levels and the
electronic kinetics in this emitter can be tailored pur-
posefully by the appropriate selection of layer and bar-
rier thicknesses in a quantum-cascade structure (QCS).
The practical implementation of the idea [1] became

possible only relatively recently (in the first half of the
1990s) and was accomplished for themid-IR range[3, 4].

The approach developed in designing quantum-cas-
cade lasers and QCSs for the mid-1R range will possi-
bly enable the fabrication of far-IR range devices.
Obtaining far-IR emission in radiative relaxation of
guantum-confined electrons in QWs is complicated by
the competing processes of phonon emission and elec-
tron—electron scattering [5]. However, far-IR electrolu-
minescence (EL) from parabolic QWs was observed in
severa studies [6, 7]. Recently, spontaneous terahertz
emission excited by an injection current has also been
observed in a QCS in the temperature range 4-120 K
[8, 9]. The emission efficiency achieved remains low,
=102 W, at acurrent density of =10 A/cm? [8]. There-
fore, a more detailed study of structures of this kind,
with the structure parameters varied, is necessary for
creating QCSs with optimal tunneling conditions.

The present study is concerned with EL from
AlGaAgGaAs QCSs based on tunnel-coupled QWs.

2. EXPERIMENTAL

The structureswere grown by MBE on semi-insulat-
ing (100) GaAs substrates at the MBE EPSRC, Univer-
sity of Sheffield, UK. The structure comprises 40 peri-
ods, each containing four GaAs QWSs separated by
Alg15Gayg5AS tunneling barriers. The parameters of
wells and barriers are presented in Figure 1. The struc-
ture terminates on each sideinan*-GaAslayer (n= 2 x
108 cm~3) and a spacer of undoped GaAs, which make
up a two-dimensional (2D) injection contact (Fig. 1).
The active region of the structure is formed by 280-
and 180-A QWs separated by a25-A tunneling barrier.
The neighboring QWSs and barriers serve as, respec-
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Fig. 1. First (bottom) of the 40 cascades of the emitting
structure: (1) substrate, (2) low-resistivity GaAslayer (2 um
thick), (3) GaAs spacer, (4, 6) Alg 15Gag gsAsbarriers, (5, 7,
9) GaAs QWSs, and (8) GaAs:Si QW. The QW widths (A)
are given in the figure; barrier widths: (4) 40 and (6) 25 A.

tively, an gector of nonequilibrium electrons injected
from the contact and their injector into the next active
period of the structure. To suppress the influence of the
space charge in the injection of nonequilibrium elec-
trons, the 150-A QWs were doped with silicon to =8 x
10% cmrs,

Mesa structures =400 um in diameter were formed
on the samples. To extract the emission in the direction
normal to the structure surface (perpendicularly to the
QW plane), ametallic (Cr/Au) coupling grating with a
20-um period was deposited onto the top contact layer
and also served as the top electrical contact.

The samples under study were fixed on a copper
cold finger of a liquid helium optical cryostat whose
“warm” window was made of polyethylene. The bias
was applied to the samplesin the form of square pulses
with 500-kHz repetition frequency (off-duty ratio of 2),
modulated with low-frequency sguare pulses (80 Hz,
off-duty ratio 2, modulation coefficient 1). Thiskind of
bias was chosen to minimize the sample heating during
measurements.

The EL was recorded with a Fourier spectrometer
based on a Grubbs—Parsons instrument (Fig. 2). The
emission from a sample was collected with an off-axis
90-degree paraboloid with relative aperture of 1 : 2. At
the spectrometer output, the emission was focused onto
the detector, also by an off-axis 90-degree paraboloid
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Fig. 2. Special-purpose Fourier spectrometer: (1) input for
electric pulses, (2) liquid helium cryostat with the emitting
structure, (3) Michelson interferometer, (4) parabolic mir-
rors, and (5) bolometer.

with relative aperture of 1: 6. Theinternal volume of the
spectrometer and paraboloid units was evacuated to
prevent the influence of water vapor absorption on the
measurement results. The far-IR radiation was detected
withaQMS Si-detector cooled with liquid helium, with
an input optical band filter ensuring the detector opera-
tion in the spectral range 2400 cm. The detected sig-
nal was recorded at afrequency of 80 Hz by means of a
lock-in amplifier. The movable mirror of the Fourier
spectrometer was shifted by a precision step motor. The
step motor control, recording of the lock-in amplifier
signal, control of the amplitude of electrical bias pulses
applied to the structures, and fast Fourier transform of
the interference patterns were computerized.

The equipment sensitivity to the far-IR radiation
was checked by recording EL spectraof test samplesin
the form of parabolic QWs, which were studied in
detail, e.g., in [6]. Figure 3 showsthe EL spectrum of a
140-nm-wide parabolic well. A narrow single line is
observed with a peak at 78.9 cm (2.368 THz), which
isin close agreement with the data reported in [6]. The
line half-width is about 5.6 cm™, which, in fact, corre-
sponds to the spectral resolution of the employed
instrument.
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Fig. 3. Emission spectrum of a GaAg/AlGaAstest structure
with parabolic QW.

3. RESULTS AND DISCUSSION

With forward bias applied to the QCS studied (with
top contact positive and substrate negative) and zero
path-length difference between the interferometer

THz emission, arb. units
1.4 -

1.2
1.0
0.8
0.6
0.4

0.2

0

~0.2 ! ! ! ! ! |
0 2 4 6 8 10

Voltage, V

Fig. 4. Terahertz emission intensity vs. the bias V across
the structure. Transmission window of the input filter
2-400 cm ™, T = 7-13K.

ZINOV’EV et al.

arms, an integral terahertz emission was detected, with
the spectral range limited by the filter at the bolometer
entrance (2400 cm™). The detected signal vanished if
the exit window of the cryostat was blocked with a
metal plate or appropriate filters. Figure 4 shows the
integral signal as a function of the bias applied across
the structure. At low bias (<1 V), the signal is obscured
by noise. With bias raised to 4-9V, the signal-to-noise
ratio is considerably improved, reaching 10 or more
(Fig. 4).

Figure 5 presents the terahertz emission spectra
recorded under forward and reverse bias of 5.5 V. As
seen, the principal contribution to the EL spectrum is
made by the band peaked at 48.8 cm™ (6.05 meV or
1.46 THz), with a half-width of about 30 cm™. This
kind of spectrum differs significantly from that reported
in [8], where a QCS with similar parameters was stud-
ied, but the obtained emission line was narrow, with a
peak at 113.6 cmrL. This line was attributed in [8] to
transitions between the first and second quantum-con-
finement subbands in a 280-A-wide QW.

To improve the injection efficiency, the thickness of
the tunneling barriers in our structures was reduced to
40 A (compared with 60 A in[8]). Making theinjection
barrier thinner should have aso alowed the observa-
tion of not only direct but also indirect (in real space)
optical transitions between the lower statesin neighbor-
ing wells.

To discriminate among the transition types, we stud-
ied the dependence of the emission peak position onthe
applied bias (Fig. 6). This dependence can be approxi-

Frequency, THz

N o o -
N (@)} [oe] (e
T T T T

THz emission, arb. units

I
o
T

0 50 100 150 200
Wave number, cm™!

Fig. 5. Terahertz emission spectraof aQCS, V=55V, T=
7 K: (1) forward bhias (with the structure positive),
(2) reverse bias.
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Fig. 6. Spectral position of the terahertz emission peak
Vmax VS- the applied bias V.

mated by a linear function with ~8.9 cm™Y/V rate of
peak frequency rise. Thelinear dependence of theemis-
sion peak position on the applied bias indicates that the
observed band originates from emission in indirect (in
real space) electron transitionsin the QCSs. These m
be transitions between the ground state in the 280-
well and ground states in the neighboring wells. With
account of the 0.5-1V voltage drop across the contacts,
an external voltage of 1.5-2V should be applied across
a 40-cascade structure to level the lowest states in the
neighboring wells of the QCS' active region. It is note-
worthy that the EL intensity startsto rise at biases close
to thisvalue (Fig. 4).

The integral power of the terahertz emission from
the QCSs under study, estimated with account of the
emission collection efficiency, isabout 2 nW at a5.5V
bias across the structure and a supplied electric power
of 700 mw, which corresponds to a quantum efficiency
of emission of about 3 x 10°. The higher emission
power, compared with that in [8], may be the result of
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the use of 2D-injection contacts to QCSs and thinner
injection barriers.

4. CONCLUSION

A band of terahertz EL, peaked at 48.8 cm™
(1.46 THZ), was observed in quantum-cascade struc-
tures containing GaAs/AlGaA s tunnel-coupled QWs at
ab.5V bias across the structure. The band shifts nearly
linearly to higher frequencies with increasing bias. The
observed effects are attributed to spatially indirect elec-
tron transitions between the ground state in the wide
well and ground states in the neighboring wells.
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Abstract—The effect of thermal treatment in a vacuum on the structure and properties of amorphous hydroge-
nated silicon (a-Si:H) films obtained by cyclic deposition with intermediate annealing in hydrogen plasmawas
studied. a-Si:H films deposited under optimal conditions are characterized by the nonuniform distribution of
the nanocrystalline phase (<1 vol %) across the film thickness and have the optical gap E; = 1.85 eV, the
activation energy of conductivity E, = 0.91 eV, and a high photosensitivity (0,,/04 = 10” under illumination
of 100 mW/cm< in the visible spectral range). Transmission electron microscopy studies demonstrated that
thermal treatment in avacuum leadsto blurring of theinitial layered structure of a-Si:H filmsand to a somewhat
higher amount of nanocrystalline inclusions in the amorphous phase matrix. Thermal treatment above 350°C
causes adramatic increase in the dark conductivity, as well as the resulting decrease in the photosensitivity, of
a-Si:H films. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Thewide diversity of applied problems of optoelec-
tronics requires that the number of materials used,
which are frequently of an unconventional nature,
should be steadily increased. Amorphous hydrogenated
silicon (a-Si:H), which possesses high photoconductiv-
ity, can be effectively doped, is characterized by low
temperature of deposition onto virtually any substrate,
and can be easily deposited in the form of large-area
films [1], belongs to materials of this kind. However,
problems of abtaining a-Si:H films with stable charac-
teristics have not been solved, and specific features of
their behavior in relation to deposition modes and sub-
sequent treatment are unclear.

One of the waysto obtain high-quality i-type a-Si:H
layers at comparatively low substrate temperatures
(200-280°C) consists in the use of an intermittent
(cyclic) deposition mode in which plasma chemical
deposition of an a-Si:H film of thickness 1-10 nm from
a gas mixture with monosilane alternates with its treat-
ment in hydrogen plasma [2]. It has been noted that
optimization of the deposition time to treatment dura-
tion ratio alows a significant improvement of the pho-
tosensitivity of i-type layers [2—4]. It was shown in our
previous studies[5] that the use of intermediate anneal -
ing in hydrogen plasma in cyclic deposition of a-Si:H
films leads to their enrichment in hydrogen and is
accompanied by an increase in photosensitivity, the
optical gap, and activation energy of dark conductivity.
The optimal thicknesses of layers exhibiting the maxi-
mum sensitivity, optical gap, and activation energy of

dark conductivity on being subjected to hydrogen
plasma trestment were determined to be 14-16 nm [6].
As shown by transmission electron microscopy (TEM)
studies [7], the obtained a-Si:H films were character-
ized by a clearly pronounced layered structure associ-
ated with the nonuniform distribution of nanocrystal-
lites across the film thickness. High-temperature
annealing in a vacuum (at temperatures exceeding
350°C) substantially changes both the structure and the
conductivity of a-Si:H films[8].

However, anumber of phenomena, such as the high
photosensitivity of a-Si:H films with nanocrystalline
phase [9, 10], the specific behavior of their spectral
characteristics [5, 6, 9], and structural changes upon
thermal treatment, have not been explained satisfacto-
rily so far. The performed investigations of the effect of
thermal treatment on the structure and properties of
amorphous hydrogenated silicon films obtained by
cyclic deposition give new insight into their specific
behavior.

2. SAMPLE PREPARATION TECHNOLOGY
AND MEASUREMENT TECHNIQUE

Undoped a-Si:H films were obtained on glass
ceramic, quartz, and silicon substrates by cyclic plasma
chemical depositionin an rf diode system (13.56 MHz).
a-Si:H layers of nanometer thickness were deposited
in the previously chosen optimal technological mode
of cyclic deposition in afixed gas mixture (80% Ar +
20% SiH,) [5]: substrate temperature 250°C, rf dis-
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Fig. 1. Cross-sectional TEM images of a-Si:H films: (a) film deposited in a gas mixture with fixed composition, (b) film deposited
by the cyclic method with annealing in hydrogen plasma, and (c) film deposited by the cyclic method and then annealed in avacuum

at 450°C for 1 h.

charge power 40 W, rotation speed of substrate holder
drum 4 rpm, and gas mixture pressure 25 Pa.

In the course of cyclic deposition, leak valves were
used to vary the composition of the gas mixture, which
predetermined the times of deposition (tye,) and thermal
treatment (t,). In the experiment, the thickness of
a-Si:H layers deposited in a cycle was varied between
6 and 26 nm, whereas the annealing time was fixed at
2 min. A steady-state composition was attained in sev-
eral tens of seconds, i.e., in atime comparable with the
times of deposition and annealing. This circumstance
created fundamentally nonequilibrium conditions of
film formation.

To determine the dark conductivity o4 and photo-
conductivity gy, of a-Si:H films, thin-film resistors
were formed on glass-ceramic substrates with the use
of aluminum electrodes with an interel ectrode spacing
of 0.2 mm and form factor of 0.018. The photoconduc-
tivity was studied in the visible spectral range under an
incident radiation power of 100 mwW/cm? [8]. The acti-
vation energies of conductivity were found from tem-
perature dependences of dark conductivity. Normalized
photoconductivity spectra were measured with an
MDR-3 monochromator.

Structural features of the films were studied by
TEM.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents cross-sectiona TEM images of
different a-Si:H films. It can be seen that the film
deposited in the continuous mode (Fig. 14) is structur-
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aly uniform across the thickness. The structural unifor-
mity of such filmsisalsoindicated by high-energy elec-
tron diffraction. Theradia distribution function clearly
shows the first and second coordination spheres for the
Si—-Si bond, whereas the third coordination shell for
Si—Si with a bond length of 0.45 nm is poorly pro-
nounced.

Films deposited in the cyclic mode with annealing
of 16-nm-thick layers in hydrogen plasma show a
clearly pronounced layered structure with a step corre-
sponding to the thickness of the a-Si:H layer deposited
in asingle cycle (Fig. 1b). It is noteworthy that films
deposited by the cyclic method with alayer thickness of
16 nm per cycle are optimal as regards their electrical
parameters[6]. The observed contrast isdueto the pres-
ence of a crystalline phase at interfaces between the
layers, which is presumably formed during intermedi-
ate annealing in hydrogen plasma. Upon annealing in a
vacuum at 450°C for 1 h, thelayered structure of a-Si:H
films obtained in the cyclic mode is markedly blurred
(Fig. 1c), and annealing at 550°C for 1 h makesthe film
virtually uniform across its thickness.

The presence of crystalline inclusions in the amor-
phous a-Si:H matrix is confirmed by plan-view TEM
images of films (Fig. 2). Analysis of the micrographs
makes it possible not only to determine the size of
nanocrystalline Si inclusions in the amorphous matrix,
but also to plot histograms of the size distribution of
these inclusions (Fig. 2) and evaluate the volume frac-
tion of the nanocrystalline phase. For example, for an
a-Si:H film obtained in the cyclic mode with the use of
intermediate annealing in hydrogen plasma of 16-nm-
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Fig. 2. Plan-view TEM images and the corresponding histograms of the cross-section area (S,¢) distribution of nanocrystallites for
a-Si:H films: (a) immediately after deposition by the cyclic method and after subsequent annealing in a vacuum for 1 h at (b) 450

and (c) 550°C.

thick layers, the average cross-section area of nanocrys-
tallites immediately after deposition is ~20 nm? and
their average diameter is 4.5 nm (Fig. 2a). The volume
fraction of the nanocrystalline inclusionsin such afilm
is less than 1%. Because of such a small volume frac-
tion, the nanocrystalline phase cannot be revealed in
Raman spectra.

For a-Si:H films annedled at 450 and 550°C (Figs. 2b
and 2c), the size and number of nanocrystalline inclu-
sions increase somewhat. For example, the average
cross-section area of nanocrystallites grows from 20 to
60 nm? upon annealing at 450°C and to 75 nm? upon
annealing at 550°C. This corresponds to an increase in
the average diameter from 4-5 to approximately 8-9 nm.
It should be noted that crystallization in the films is
strongly hindered, which is indicated by the small
change in the volume fraction of the nanocrystalline
phase upon high-temperature treatment. Even upon
annealing at 550°C, this fraction increases approxi-
mately twofold and does not exceed 2% (Fig. 2c),
which, as in the above case, gives no way of detecting
the presence of the nanophase by Raman spectroscopy.
It should be noted that at a nearly twofold increase in
the volume fraction of nanocrystals, their size distribu-
tion represented by the histograms changes only
dlightly and no significant shift of the distribution den-
sity to larger sizesis observed. Thisindicatesthat, upon
annealing at 550°C, the volume fraction of nanocrystals
grows because of their increasing number, rather than
growing size. Therefore, the blurring of the layered
structure after thermal treatment in a vacuum can be
accounted for by the disappearance of a part of the

nanocrystallites at interfaces between layers and their
nucleation across the entire film thickness.

With increasing temperature of thermal treatment,
effusion of hydrogen occurs, with its content in a
a-Si:H film decreasing from 15-17 at. % in the initia
film to 12 and 6.5 at. % after thermal treatment at,
respectively, 350 and 450°C. At thermal treatment tem-
peratures exceeding 500°C, the content of hydrogen in
afilm becomeslessthan 1 at. % [8]. The hydrogen effu-
sion is accompanied by a decrease in the activation
energy of conductivity from 0.89t0 0.75 eV. Annealing
at temperatures higher than 350°C leads to a dramatic
increase in dark conductivity, a decrease in photocon-
ductivity, and the resulting drop in the photosensitivity
of a-Si:H films (Fig. 3). Apparently, such a small vol-
umefraction of the nanocrystalline phase cannot lead to
an increase in conductivity in terms of the percolation
theory [11]. Therefore, the rise in the dark conductivity
04 is presumably due to an increase in the density of
statesin the a-Si:H film.

An interesting feature of a-Si:H films obtained by
cyclic deposition is the presence of two peaks in the
spectral characteristic of photoconductivity (Fig. 4). It
should be noted that the short-wavelength peak is
shifted to shorter wavelengths with decreasing thick-
ness of the a-Si:H layer deposited in a single cycle.
Such behavior of the spectral dependence can be
accounted for by the increasing content of hydrogen at
interfaces between layers, which may lead to a local
rise in the energy gap in the a-Si:H film. As noted in
[12], changing the content of hydrogen leads to an
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Fig. 3. (1) Dark conductivity ag; (2) photoconductivity O,
and (3) ratio of these, og/0y, Vvs. temperature Ty, Of
annealing in a vacuum of a-Si:H films deposited in the
16-nm-per-cycle mode.

increase in the energy gap to 2.1 eV. It may be assumed
that an envel ope with a high content of hydrogen (up to
20 at. %) [13] is formed around each nanocrystallite,
creating a kind of cluster with a size markedly exceed-
ing that of the nanocrystalline phase. Thus, the contri-
bution to short-wavelength photosensitivity may besig-
nificantly enhanced. Such an explanation eliminatesthe
contradiction between the small volume fraction of the
nanocrystalline phase and its contribution to photocon-
ductivity via photogeneration of carriers in the nanoc-
rystalline phase whose energy gap isaround 2.3 eV [9].

The proposed model is confirmed by a study of the
photoconductivity spectra of a-Si:H films subjected to
thermal treatment in avacuum at different temperatures
(Fig. 5). It can be seen that the photosensitivity peaks
are shifted to longer wavelengths with increasing tem-
perature of thermal treatment, which can be accounted
for by effusion of hydrogen from the a-Si:H film.

One more result of importance obtained in the per-
formed investigations is that the use of the cycling
method improves the stability of a-Si:H films. Figure 6
shows the kinetics of photoinduced degradation of the
normalized photoconductivity under illumination of
90 mW/cm? for a-Si:H films obtained in the continuous
and cyclic modes. For the a-Si:H films grown using the
cycling deposition technique with annealing in hydro-
gen plasma, the Staebler—Wronski effect is much less
pronounced. A similar result was reported in [14],
where virtually no Staebler—Wronski  effect was
observed in nanostructured a-Si:H films. It should be
noted that, asregards the time stability, the optimal case
is represented by a-Si:H films with 16-nm-thick layers
deposited in acycle. A specific feature of such filmsis
that, retaining high photosensitivity, the density of
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Fig. 4. Photoconductivity spectra of a-Si:H films obtained
in a gas mixture with fixed composition (curve denoted by
cont.) and by cyclic deposition with 26-, 16-, and 12-nm-
thick layers deposited in acycle.

states of these films in the mobility gap is about 30%
higher than that in films obtained in the continuous
mode. Annealing in a vacuum at 350°C for 1 h makes
the photoinduced degradation of a-Si:H films even less

T, = 400°C

Tyon = 300°C

T = 200°C

Photoconductivity, arb. units

initial

800
Wavelength, nm

600 700

Fig. 5. Photoconductivity spectraof a-Si:H film obtained by
cyclic deposition with 16-nm-thick layer deposited in a
cycle, immediately after deposition (initial), and after
annealing in avacuum at temperatures T, indicated in the
figure.



234

Opn(2)/0p,(0)
lOOj
| -1
-2
-3
107! Ll | | |
10° 10! 107 103 10*
Time, s

Fig. 6. Photoconductivity degradation under illumination of
90 mW/cm? for films obtained (1) in gas mixture of fixed
composition and those grown by the cyclic deposition
method (with 16-nm-thick layer deposited in a cycle),
(2) immediately after deposition, and (3) after annealing in
avacuum at 350°C for 1 h.

pronounced, with the a,,,/o, ratio remaining equal to
8 x 10* (Fig. 6).

4. CONCLUSION

Thermal treatment of a-Si:H films with a layered
structure in a vacuum at 450°C leads to blurring of the
initial structure, and at 550°C the film becomes virtu-
aly uniform across its thickness. It may be assumed
that, in the course of thermal treatment, crystallites are
redistributed over the film volume, with part of the
nanocrystallites at layer boundaries collapsing and new
nanocrystallites nucleating within the layers. It should
be noted that upon thermal treatment at 550°C the crys-
tallite size and the volume fraction of the nanocrystal-
line phase change by no more than a factor of 2,
whereas the content of hydrogen in a film decreases
from 17 to lessthan 1 at. %.

The presence of two peaks in the spectral depen-
dence of photoconductivity is due to the nonuniform
distribution of hydrogen in the a-Si:H film. This con-
clusion is confirmed by the shift of the short-wave-
length peak to shorter wavelengths with decreasing
thickness of layersdeposited in acycle, associated with
the increasing fraction of hydrogen at interfaces. In
addition, with the annealing temperature raised to
400°C, thermal treatment in avacuum leads to a steady
shift of the peaks of spectral characteristics to longer
wavel engths, which isunambiguously dueto adecrease
inthe hydrogen content of a-Si:H films. When annealed

AFANAS’EV et al.

at 550°C, ana-Si:H film entirely losesits photosensitiv-
ity and its dark conductivity increases by more than 5
orders of magnitude.

It was established that a-Si:H films obtained using
the cyclic deposition method possess higher stability
under prolonged illumination; i.e., the Staebler—Wron-
ski effect is less pronounced in these films, compared
with those deposited in the continuous mode. In our
opinion, thisis due to the presence of the nanocrystal-
line phase in layered a-Si:H films.
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Abstract—An exact analytical solution to the problem of minimizing the drift-region resistance in high-power
unipolar deviceswas obtained. It is shown that the optimal dopant profile N(x) featuresaminimum in the central
part of the drift region and increases without restriction when either of the boundaries of this region are

approached. © 2002 MAIK “ Nauka/Interperiodica” .

The high-power unipolar devices (the Schottky
diodes and the vertical drift transistors) have a number
of obvious advantages over the bipolar devices for rel-
atively low breakdown voltages Ug. However, for high
Ug, the efficiency of unipolar devices decreases drasti-
cally owing to arapid increasein the resistance R of the
layer with relatively high resigtivity; almost the entire
voltage in the blocking state drops across this layer
[1] If this layer with a thickness of d is doped uni-
formly with donorswith concentration N and coincides
completely with the space-charge region (SCR) only at
avoltage U = Ug, the field distribution E(X) in the SCR
istriangular (see Fig. 1a, curve 1); in this situation, the
following obvious identities are valid for agiven Ug:

d = Wgs=2Ug/Egs, N = Ng=eEag/2qUs. (1)

Here, € isthe dielectric constant of the semiconductor, g
is the elementary charge, and Egg is the highest field
strength in the SCR of such adevice under the conditions
of breskdown. Strictly speaking, Egg decreases logarith-
mically with increasing Ug [2, 3]. However, in order to
facilitate the analytical calculation, the function
-~ 1/(m-1)

Egs = E(U/Up) (2
is often used [4, 5]; this function follows from the sim-
plified breakdown criterion

d

J'a[E(x)] dx =1 (3)
0

if the following power-law approximation for the
dependence of effective impact-ionization coefficient
on E isused:

a(E) = a(E/E)". 4

1 Henceforth, when referring to the high-resistivity layer, we will
use the term “drift region.”

Here, a, E, and m are the parameters of the material;

and U = (m+ 2)E/2a. In this study, we will also use
this approximation. The following well-known [1] for-
mula for the drift-region resistance stems from rela-
tions (1) and (2):

~ 2
= AU” Ye
RA =rqe=——=— . (5)
S euE3DUD
Here, L isthe electron mobility and Aisthe device area.
As can be seen, semiconductors with a large value of

the product et E° should be used in production of uni-
polar devices; the wide-gap semiconductors (SiC, GaN,
AIN, and diamond) are especialy well-suited in this
respect [6, 7]. However, when choosing a specific mate-
ria, it isimportant to minimize r while optimizing the
dopant profile N(x) in the drift region.

An attempt at optimization for the simplest and most
important case of the areally uniform drift region was
undertaken by Hu [8], who solved the variational prob-
lem using equality (2) as the criterion of breakdown.
Strictly speaking, this cannot be done even when opti-
mizing auniformly doped drift region. Actually, in this
case, the following obvious inequalities should be sat-
isfied: d < wggand N < Ng (see Fig. 1, curves 2); there-
fore, Eg isgoverned only by the concentration of impu-
rities,2 but is independent of either Ug or d. Thus, using
approximation (4), we abtain

s = EIN(d)/N] ©6)

Using (6) and the known expression Ug = Egd —
gNd?/2¢, we can easily show that, for a given Ug, the

(2m+1)/(m-1)

1U(m+1)

2 This follows directly from breakdown criterion (3) and the Pois-
son equation under the condition that N is constant within the
effective-multiplication layer, the thickness of which should be
smaller than d. At the same time, for d = wgg, the quantities Ug,

Egs, and N are uniquely interrelated by formula (2); therefore,
equalltles (2) and (6) are equivalent.

1063-7826/02/3602-0235%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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smallest value of resistance of the uniformly doped
baseis given by

f ==t [§m+ ]D(m+2)/(m—l)|:§ m+ 1D(2m+1)/(m_(17))
-0 m+ 2] 2m+ 1

and is attained for

N =N [4_1(2m+ 1)(m+2)](m+1)/(m_1)’ ©

19 (m+1)?

KYUREGYAN

_ D2m+ JDl/(m—l)Eg m+ 1|:|(m+1)/(m—l)
d=Wesgio0 om0 - O

For typical [2-5] values of m = 5-7, quantitative dis-
crepancies between (7)—(9) and the results obtained [8]
for a uniformly doped drift region are insignificant.
However, in the general case, the mathematically cor-
rect solution yields aradically new result.

For an arbitrary dopant profile N(x), the drift-region
resistance of a unit-areadeviceis given by

d
dx
r = —(———. 10
qu{ N(x) (10)
Since, in the blocking state, the field strength is related

to the ionized-impurity concentration by the Poisson
equation

dE

=9
X sN(X)’ (12)
formula (10) can be rewritten as
d
_ 1 dx
r = I I =T (12
0

where E' = dE/dx. We must find a function E(x), which
ensures the minimization of the integral in (12) for a
given breakdown voltage

d

Ug = J’E(x)dx; (23

the breakdown occurs when equality (3) holds. Thisis
aclassical isoperimetric problem in variational calcu-
lus [9], the solution of which should satisfy the fol-
lowing Euler equation for the function F(x, E, E') =
VE' — ME + A0(E):
E" da

2(E')3+)\1 )\ZdE = 0.
Here, A, , are the undetermined Lagrangian multiplers.
The bounadary values of the field E, = E(0) and E; =
E(d) and the boundary position x = d are not known
beforehand. Therefore, we should assume the “ natural”
boundary condition at the boundary oF/0E'|,-,= 0 and
the transversability conditions oF/0E'|,-4 = O and
F(d, E, E") = 0[9] at the boundary x = d. In the case
under consideration, these conditions yield

1 -1 .
E'(0) E'(d)
A Eg = Aa(Eg). (16)

It followsfrom (11) and (15) that, in the case of optimal
doping, the concentration of impurities at both bound-
aries should tend toward infinity; therefore, the ques-

(14)

0, (15)
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tion arises as to whether the assumption about the con-
stancy of the mobility we used isvalid. However, anal-
ysis shows the following:

(i) boundary conditions (15) remain to be valid for
any dependence U(N) only if the electrical conductivity
increases steadily with increasing concentration; and

(i) for typical values of Ug, the optimal concentra-
tion attains the values for which it is necessary to con-
sider the dependence U(N) only in infinitesimally thin
boundary layers, the effect of which may be disre-
garded on the drift-region resistance.

Therefore, the consideration of the variability of
H(N) appreciably complicates the calculations but does
not yield either significant quantitative or qualitative
changesin the results.

Inview of (15), the first integral of Eq. (14) hasthe
form of

% = ME -0 (E).
It follows from (15) and (17) that A\E; = A,a(Ey); i.e.,
the boundary fields are solutions to the same equation.
Since any dependence a(E) should be monotonic and
superlinear, with a(0) = 0 [2-5], Eq. (16) has only two
solutions, one of which is E; = 0. Thrs result, which is
completely unobvious beforehand,® has been accepted
without verification in [8] as one of the boundary-prob-
lem values of the variationa problems.

In view of equality E, = 0, the second integral of
Eq. (14) takesthe form of

(17)

2

E
X = AIEZ—%ZIG(E)dE, (18)
0

from which the following formulafor the optimal drift-
region width can be obtained:
Eg

EB

d= ___f (E)dE. (19)

Equations for A, , are derived from (3) and (13) taking
into account (11) and (17). Solutionsto these equations
have the form

_ CDZUB_(DIEBE—B _ ®,Ug —Eg/3 —2

v T WE Y

, (20)
®,/3— B

where @, = ﬁﬁ)tz_kak(EBt)dt. Substitution of (20) into

(16) yields the following equation for the highest field
strength during the breakdown:

(PUg -, Ep) = (®,Ug—Ep/3)a(Eg); (21)

3 For example, Ep # 0 in the case of an optimaly and uniformly
doped drift region described above; furthermore we can prove
that # 0 if we use the dependence ™ (N) = U (0)(1
constN), which results in the levelling off of electrical conductrv
ity with increasi ng N as aresult of scattering by impurities.
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this equation can be solved numerically for any depen-
dence a(E) and, in view of the above formulas, can be
used to calculate all characteristics of the optimal drift
region, in particular, the resistance:

1 GDZUB ¢) EB|:|2
aepeil o,3-02 U

CDZ _ 2 (D]_ D
a*(Eg) a(Eg)H
The analytical solution, which is possible when using

approximation (3), is representable in the parametric
form as

r=r,=

(22)

X%Jr

E = Egt, (23)
_ o m+1r» 2tm* b

= dm—l[t B m+1}’ =9
2m-12m+ 17"

N S3m+ 2B m+ 10 (t-t9 " (29

om+ 1-Y(m-1)

Eg EBSEE p—— 11% : (26)
B m+ 2 Bj]m(m+ 1)(2—m) 1/(m-1)

d = Wes— [Eﬁj om+ 1 } - @0

m+ 2[3 m+2|:|(m+2)/(m 1)

fa = Ts T 1B2m+ 10 (28)

Theresults of calculations using the above formulasfor
m = 6 are represented in Figs. 1a and 1b (curves 3).
Beyond the range of effective multiplication (i.e., for
tm-1 < 1), the optimal dopant profile N(x) can be
readily obtained explicitly from expressions (24) and
(25) as

_ o 2m=1r22m+ 1M /m+ 1d

NO) = N53m+2EB m+ 10 —-1x
As might be expected, this profile differs from that
reported in [8] only in the numerical coefficient. How-
ever, in the range of effective multiplication, the results

are radically different. According to [8], a dependence
like (29) should be observed in the entire drift region so

that the lowest concentration N,;, = €E3/3qUg iS

attained at the boundary x = d (see Figs. 1a, 1b, curves4).
This (like all the results reported in [8]) follows aso
from (24) and (25) in the limiting case of m — oo,
which corresponds to the “critical field” approxima-
tion. However, for finite values of m, the profile in the
vicinity of the boundary x =d (for (m+ 1)(1 —t) < 1)
is given by

2 1 22m+ L7y d
N9 = Negr 5 5o (M D3 30

(29)
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i.e., the boundary concentration N(d) should also be
unlimited in accordance with (15).

In conclusion, we report the results of calculating
the resistance of the drift region for m = 6 and for the
following af orementioned variants of optimization:

(i) optimized uniform drift region (7), in which case
r=ro=0.887rg

(ii) optimization in the critical-field limit [8], in
which caser =r.=0.957rg; and

(iii) optimal nonuniform drift region, in which case
we use (28) toobtainr =r, = 0.812rs.

Thevalue of the quantity r, was calculated using the

rSEa](m+2)/(m_1)
2

taken into account that the breakdown of the drift
region with the dopant profile (29) occurs for the high-
est field value defined by formula (6), rather than by
formula (2) suggested by Hu [8], in which case the
value of r, was underestimated. As can be seen, the
dopant profile suggested in [8] yields a resistance even
larger than ry. The resistance of the actualy optimal
drift region was found to be only 10% lower than ry.
However, the latter result, strictly speaking, can be
applied only to devices with planar electrodes that are
uniform in area (for example, to the Schottky diodes).
In vertical field-effect transistors, the resistance can be
much higher owing to the spreading of current from the
source, the area of which is typically severa times
smaller than the entire device area [1]. This resistance
component is especially sensitive to the electrical con-
ductivity of the material in close proximity to the

formula r, = . In this formula, it is

KYUREGYAN

source; therefore, the formation of the “optimal”
dopant-concentration profile in transistors should give
rise to a much more profound effect than in the afore-
mentioned case.
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