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The methods are described for producing unstable paramagnetic excited states in rare gas
cryocrystals Ne, Ar, Kr, and Xe through the trapping, in the cryocrystals growing from the gas
phase, the products of the gas discharge taking place in the same or other rare gas. The

paper presents a technique and results of an observation and investigation of excited states in
rare gas cryocrystals with electron paramagnetic resondtieB). The discovered

unstable paramagnetic centers are interpreted as being local metastable repdjted 1)s

atomic-type states in rare gas cryocrystals which are subject to the action of the anisotropic electric
field resulted from the crystal surroundings distorted by the center. An account is given of

the mechanisms for formation of observed paramagnetic excited states in cryocrystals which arise
owing to the excitation energy of the metastatffe atoms of Ne, Ar, Kr, Xe and He 5,

and 2S, atoms that form in the discharge in an appropriate gas and trap in the growing
cryocrystal. ©1998 American Institute of Physid$1063-777X98)00110-§

1. INTRODUCTION radiation: electrons, iongy-particles and hard enough elec-
tromagnetic radiatiofVUV or x-rays), while the properties
The rare gas cryocrystals, Ne, Ar, Kr, and Xe, are theof these electronic excitations in the cryocrystals were exam-
simplest solids in nature, being composed of closed-shell ained with optical spectroscopy methodaminescence, ab-
oms that are bound to each other by weak Van-der-Waalsorption, reflection, photoelectron emission®
forces and having, as a rule, the structure of tightly packed In recent years, researche¥ have been performed
face-centered cubic lattice. At the same time, the electroniovherein an entirely new method was used for producing ex-
excitations in these crystals are distinguished by abundanasted states in rare gas crystals. This consists in introducing
of properties and complicated behaviof.Thus, the free ex- and trapping the excited products from the rare gas discharge
citons in these simple Van-der-Waals atomic crystals appean the cryocrystal of either the same or other rare gas grow-
to be, contrary to expectations, not mere Frenkel-type exciing from the gas phase on a cold substrate, thereupon the
tons but of a more complicated intermediate type that, irexcited states in cryocrystal arising under the action of the
many instances, is even closer to Wannier-type excitons. Thieapped particles are studied. In these papefsas powerful
self-trapping of these excitons, though, can bring into formaa method as the electron paramagnetic reson&eP®) is
tion at once of even two types of point motionless excitonsapplied for the first time to the study of electronic excitations
molecular two-atom type, Bg(m-STB, and atomic type, in rare gas cryocrystals. The present review is mainly de-
Rg* (a-STB, with electron shells and energy levels close tovoted to the results of this work. The findings of investiga-
excimer molecules and free excited atoms, respectively, itions into electronic excitations in rare gas cryocrystals ob-
the corresponding rare gas. It is also remarkable that all threfl@ined by conventional methods, that is, with ionizing
types of excitons—both free and self-trapped tygmslecu- irradiation of rare gas cryocrystals along with the optical
lar and atomip-are capable of existing in the same crystalmethods of their examination, are available from books and
simultaneously. This is due to the fact that there exist theeviews, e.g %
activation barriers against the self-trapping of free excitons
|r?to both the molecula_r and atomic types of motlonless_ €X5 ExPERIMENTAL PROCEDURE
citons. The self-trapping processes involve the exciton-
phonon interaction and local relaxation deformations of the  The technique employed int? differs from the known
crystal lattice, which causes in particular the formation ofones as follows. The solid samples under study are obtained
cavities(bubble$ containing excited atoms, Rg by gas condensation on a thin-walled bottom, used here as
These interesting phenomena have attracted consideratilee substrate, of a quartz finger filled with liquid helium, this
attention of many researchers worldwide who undertook exbottom being located at the center of the microwave cavity
tensive studies of electronic excitations in rare gas cryocrysef an EPR spectrometer. Both the gas discharge and the ma-
tals, in recent decades. The results are detailed in Bodks trix gas flow passing through a separate inlet tube avoiding
and extensive review articles alike, e*g®, the gas discharge, can be cooled down to the liquid nitrogen
It is worth noting that in all studies conducted the ex-temperature. The products of the high-frequency gas dis-
cited states in rare gas cryocrystals were obtained by exp@harge without intermediate feeding tubes are aimed in a
sure of a cryocrystal grown on a cold surface to ionizingvacuum directly onto the substrate, which prevents them
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LHe outlet 6 of 0.2—0.6 mm diameter. The matrix gas could be
supplied to the substraeby a glass tub& and further by a
quartz tubeB inserted into the cavitychannel B. The end of
the quartz tube is located clos¢3 mm) to the bottom 2 of
the quartz finger, which facilitates effective freezing out of
the matrix gas.

The whole device presented in Fig. 1 is cooled externally
with liquid nitrogen vapor (LN) and its temperature can be

1 varied from 77 to 300 K.

A high-frequency(14-MHz) oscillator is used to main-
tain the discharge. The high-frequency power is fed through
a coaxial cable to the cob wound over the gas discharge
tube>5.

The experimental procedure is as follows. Pure rare gas
(Ne, Ar, Kr, Xe, He in channel A was passed through the

i liquid-nitrogen-vapor-cooled gas discharge tuién which

— an electrodeless high-frequency discharge was excited.

Ground-state rare gas atoms together with gas discharge

products passed through the outedf the discharge tubb

into the evacuated cavity and reached the botfbof the

quartz finger3 filled with liquid helium at 1.2—-4.2 K. The

pure additional matrix gas, also cooled by liquid nitrogen
vapors (LN), was passed through the tuteand8 (channel

B), avoiding the gas discharge, onto the substrate. The EPR

spectra of the sample were recorded continuously during its

condensation, i.e., growth of the rare gas cryocrystal with
mLN2 gas-discharge products trapped in the sample. The short-
lived centers were separated from the stable centers by
switching off the discharge, i.e., switching off the voltage on
-——A the coil 9 during recording the EPR spectrum. High-purity
e rare gases were used with the following impurity contents:

0.004% Ne, 0.007% Ar, 0.0009% Kr, 0.0003% Xe, and
FIG. 1. The main part of the experimental set-up, including the microwaveo 01% He
cavity of the EPR spectrometer, the gas discharge system, the gas inlet tubée '
for matrix gas, and the quartz finger cooled by liquid heli{irile) with the
sample condensing on the bottom of the quartz finger as on a suli$orate
notations see the text
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3. EXPERIMENTAL RESULTS AND INTERPRETATION
3.1. Pure rare gases Ne, Ar, Kr, and Xe. Experimental results

from decay on the walls of the tubes. Thus, the sample is In all experiments described in Sec. 3.1, a rare (@&s
obtained directly in the cavity of the EPR spectrometer,Ar, Kr, Xe) supplied to the substrat2 was passed only
which makes it possible not only to carry out the EPR ob-through the tubé (channel A with the gas discharge run-
servation of the sample during the condensation but also toing, while the second channel, 8he tubes’ and8, Fig. 1)
detect and study in the sample short-lived centers that an@as free from a gas, i.e., closed, and no excess matrix gas
related to the gas discharge products. was fed through it in the runs of Sec. 3.1.

The experimental set-up consists of a 3-cm EPR spec- Figures 2—6 show the EPR spectra of unstable paramag-
trometer with a microwave cavity cooled by liquid nitrogen netic centers which form in a cryocrystal of a pure rare-gas
vapors, a gas filing and purification system, a high-(Ne, Ar, Kr, Xe) being passed through the gas discharge
frequency oscillator for exciting an electrodeless gas diszone, i.e., through the tubgonly (Fig. 1) that is cooled in
charge, measuring instruments, and pumping facilltiés. these experiments to the liquid-nitrogen temperature, 77 K.

Figure 1 shows the main part of the experimental set-upThese spectréFigs. 2—6 were observed only during a con-
the microwave cavity of the 3-cm EPR spectrometer, a lowtinuous flow of a rare gas from the tuBeonto the cold T
temperature gas discharge device and the substrate cooled by1.2—4.2 K) substrat@ along with the products of the gas
liquid helium, on which the sample is condensed. discharge taking place in this tube. The EPR signal disap-

Herel is the cylindricalHy;; mode microwave cavity of peared at the instant when the gas discharge was turned off,
the X-band EPR spectromete2,is the bottom of the quartz i.e., the EPR spectrum record was cut off immediately. Thus,
finger 3, filled with liquid helium, and4 is a waveguide. The the paramagnetic centers responsible for these spectra have
bottom 2 of the quartz finger is a low-temperature substrateshort lifetimes. According to estimates based on the time
for the gases being condensed. An electrodeless higleonstant of the recording system of the EPR spectrometer,
frequency gas discharge is excited in the glass filv@gh an  the lifetime of these centers is no more than 0.1 s.
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FIG. 3. EPR spectrum of unstable paramagnetic centers in a neon cryo-
crystal with increased gas flow to the substra@e=0.7 mmole/h; T
=4.2K, f=9338.94 MHz.
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3340 H G3335 3330 argon, to be completely identical both in appearafiee, as
’ in Fig. 2) and in all quantitative characteristiG@so see Ref.
FIG. 2. EPR spectrum of unstable paramagnetic centers in a neon cryocry8). Nor were any differences observed between the spectra
tal. The gas is let only through the gas discharge ®il€ig. 1). The gas  pptained at the substrate temperatuFesl.2 and 4.2 K. The
gﬁgngf:: ggjgfgfs,\;rstf( a')s f?es;oégg”;fgg'zngfg;f;'csi;fﬁ::?ﬁz rfre parameters of these spectra coincide completely within the
sity, in Fig. 2b reduces as compared to Fig. 2a. measurement error for neon and argon cryocrystals and are
given in Table 1. Theg-factor quoted there refers to the
middle (brightesj line in Fig. 2. The other designations are
It was found that these paramagnetic centers are locaklear from this figure.
ized in a frozen rare gas. Thus, when the discharge is turned The relative strengths of the center and satellite lines in
on in the tubes and in the presence of a rare gas flow fromthe spectra shown in Fig. 2 change from run to run both in
this tube into the cavity, but in the absence of liquid heliumneon and argon, from the maximum strength of the satellite
in the quartz fingeB, i.e., when no cryocrystals are formed, lines to the point they are completely unobservable. The
the EPR signals indicated above are completely absent. Thisriability of the central line to side line intensity ratio indi-
testifies that the observed short-lived paramagnetic centersates that the side doublet and the center line belong to dif-
are located in the cryocrystals, not in the gas phase. This i®rent paramagnetic centers.
also confirmed by an examination of the properties of these As the gas flow through the discharge tube increases,
centers, which are discussed below. and when the flow to the substra?eexceeds 0.7 mmole/h,
The EPR spectra, obtained at comparatively low gasiew lines appear in the spectra of the short-lived centers in
flow rate through the gas dischardao more than 0.5 the neon and argon cryocrystals, and in the process the lines
mmole/h, were found, for the cryocrystals of pure neon andshown in Fig. 2 are preserved. Figure 3 gives the middle

TABLE |. The parameters of EPR spectra of unstable paramagnetic centers in rare gas cryocrystals at low gas
flow rate to the substrateT& 4.2 K).

SH, 5H, AH3 AHS
Rare gas No. of runs g-factor Gauss
Ne 7 1.9998712) 5.198) 5.248) 0.1-0.2 0.1-0.2
Ar 4 1.9998612) 5.21(8) 5.188) 0.1-0.2 0.1-0.2
Kr 5 1.9998612) - 0.15-0.25
Xe 4 1.9998812) - - 0.2-0.3 -

Note: a—hereAH, is the width of the central lindp—hereAH, is the widths of the side lines.
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FIG. 4. EPR spectrum of unstable paramagnetic centers in an argon cryoc-
rystal with increased gas flow to the substrate B+4.2K and
Q=2.2 mmole/h,f .= 9346.60 MHz(a); f .= 9340.93 MHz(b).
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region of the EPR spectrum for neon for an increased gas H.G

fIOW 'Ta_te' T\_NO closely sp.ace.d “nes are Seer_" with line 1FIG. 5. EPR spectrum of unstable paramagnetic centers in a krypton cryoc-
coinciding with the center line in Fig. 2 and having#actor  rystal at T=4.2K, Q=0.2mmole/h; f~9382.04 MHz (a); Q
equal to that given in Table. The spacing between these lines0.5 mmole/h,f,.=9368.63 MHz(b).
amounts to 1.7 G. Figure 4a shows the EPR spectrum for Ar
also for an increased gas flow rate. Here lrevincides with
the center line in Fig. 2, and the new line is separated from itvhether these centers in the experiments were too scarce to
by 1.6 G. Thus, as the gas flow grows, the same changes méng spectroscopically observable.
occur in the EPR spectra of short-lived centers for neon and Shown in Figs. 5b and 6b, are the experimental results
argon, as follows from the similarity of the spectra in Figs. 3for Kr and Xe obtained with the gas discharge in tube 5 at
and 4a. In some experiments, however, for the same gas flomom temperature, i.e., without liquid-nitrogen cooling the
rate as in Fig. 4a two more lines appeared between the twmbe. These spectra differ from those in Figs. 5a and 6a,
center lines shown in this figure, and all four lines had com-although they are equally short-lived, i.e., disappear imme-
parable strength&ee Fig. 4h diately when the discharge is turned off. In the spectrum of
The EPR spectra of Kr and Xe cryocrystals obtained aiXe, the number, location and intensity of lines changed from
the same conditions as for the spectrum in Fig. 2, i.e., wheone experiment to the next. But they were close to one an-
a rare-gas flow rate is low, consist each of one (s&e Figs. other within the confines of the spectrum of Fig. 6b were
5a and 6a which lines, as indicated by Table, are identicallocated aroundy=2.0, and the entire spectrum disappeared
in g-factor, within the accuracy of the experiment, to oneimmediately once the discharge was turned off.
another and to the middle lines in the spectra of Ne and Ar. It should be noted that the excess lines arising with the
These lines are also close in linewidths for all the four rareéncreased gas flow rate vary in their characteristigs
gases. One can, thus, believe that the principal unstable parfctors, location, linewidthswith the kind of the rare gas
magnetic center is of a common nature to all the four rareused (Figs. 3, 4a, 4b, 5b, and Bband reveal no such a
gas cryocrystals produced under similar conditions, i.e., asimilarity they do in the spectra of the rare gases with the
modest flow rate through the gas discharge. low gas flow rate, presented in Figs. 2, 5a, 6a, and Table I.
In EPR spectra of Kr and Xe cryocrystals no side lines  All the excess lines occurring with an increased gas flow
provided by the other unstable center were observed, as iitite onto the substrate are unstable just as the lines presented
was in Ne and Ar(Figs. 2 and 4p As indicated above, in Fig. 2 and Table are, and disappear along with the princi-
sometimes these side lines could not be observed in Ne arghl lines when the discharge is turned off.
Ar also. At present one cannot be sure whether the centers Using the EPR line microwave saturation method, the
that give side lines are absent in Kr and Xe cryocrystals ofower boundary for the lifetimer of the unstable para-
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Xe a condenses. Therefore, the strong magnetic field of the EPR
spectrometerH,=3300 G, is turned on all the time; it is
transverse to the flow of these charged particles, deflects
them to the side, and prevents them from reaching the sub-
strate?, i.e., the sample. Thus, for 1-keV electrons in a 3300-
Gauss magnetic field, the orbit radius is 0.32 mm, and still

| 9 -_; 2I.0 ; considerably less for thermal-energy ioms<(0.1 mm), i.e.,
< 3349 3347 3345 all charged particles from the gas dischaffgeth electrons
H G and iong are locked up firmly with magnetic field in the gas

discharge zon®, and cannot reach the substrate
Finally, the solid cryocrystal of a rare gas already
Xe b formed on the substrate, as well as the gas being condensed,
can be both subjected to irradiation by light from the gas
discharge, including VUV. The action of the light from the
discharge in a rare gas on the cryocrystal of this gas or gas at
the instant of condensation can produce only the short-lived
3p, and P, atoms. These excited atoms cannot cause the
formation of the observed EPR spectra, since the radiative

g=20 lifetimes of the®*P; and'P, atoms are too short: for all rare

< 1 11 l gases, they are of order 1910 ° s. Such lifetimes should
3355 3345 3335 result in the EPR linewidths no less than 5-50 G, whereas
H,.G the observed spectra have linewidths of the order of 0.1 G

. _ (see Table | and Fig.)2this requires a lifetime of the para-
FIG. 6. EPR spectrum of unstable paramagnetic centers in a xenon cryo- . _7 .
crystal at T=42K, Q=0.04 mmole/h, f,.=9370.15 MHz (@) Q magnetic center of the order of B0’ s. At the same time,
=0.6 mmole/h,f,.=9366.92 MHz(b). it is known that the lifetime, for example, of tH&®, atoms
of neon in a cryocrystal of this gas is no less than
6x10 % s} As indicated above, the lifetimes of the un-

magnetic centers was determined in all cryocrystals, Ne, Arstable centers observed in the present study10 4
Kr, and Xe® These lifetime values are found to be in the —10 2 s. Therefore, the paramagnetic centers based on the
interval 101 s=7=10"*s for certain of these centers, and in 3P, rare gas atoms trapped in cryocrystals should satisfy the
the interval 10 s=7=102s for other$ requirement of a fairly small EPR linewidth, consistent with
that observed experimentally. However, thé$®, atoms,
like 3P, atoms, cannot be practically formed under action of
radiation from the gas discharge since the radiation transi-
tions 1S;—3P,, 3P, to these metastable states from the

To elucidate the nature of the observed short-lived paraground statéS, are forbidden. Hence, the radiation from the
magnetic centers, it is necessary to consider the products gfs discharge cannot be responsible for the formation of the
the discharge in a rare gas that may enter the cryocrystal gfaramagnetic centers producing the observed EPR spectra.
this gas being condensed, as well as the possible action of Thus, the observed centefSigs. 2—6 can only be due
the gas discharge on the cryocrystal already frozen onto th® the entry into the rare gas cryocrystal of atoms of this gas
substrate, and to compare the results of this examination witim the P, state directly from the gas discharge. Atoms in the
the properties and characteristics of the EPR spectra showi®, state, which can also reach the crystal from the dis-
in Figs. 2—6 and in Table I. charge, should be excluded from the consideration, since

In order to reach the cold substrakeon which the they are diamagnetic and cannot form paramagnetic centers
sample is condensed, the gas-discharge products must trawelthe cryocrystal.
a distance~3 cm through vacuum. If they are rare-gas atoms  Hence, it must be taken as proved that the cause of the
their thermal velocities are of order 18m/s, i.e., only par- formation of the observed short-lived paramagnetic centers is
ticles with a lifetime=10"* s can reach the substrate. The the trapping, in a growing rare-gas cryocrystal, of excited
only neutral products of the discharge in the rare gas whiclatoms of this gas in the metastaie, state. This atom is
satisfy this condition are excited metastable atoms of this gasaramagnetic and, as was noted above, can have a suffi-
in the lower°P, and 3P, states(for free °PJ atoms, the ciently long lifetime in the cryocrystal to provide the experi-
lifetimes have the valuéd 7(Ne)=20s, 7(Ar)=60s, mentally observed small EPR linewidthsH, ,~10"* G.
7(Kr)=85s, 7(Xe)=150 s, and f0|3P8 atoms, the lifetimes However, a significant difficulty arises here. This is be-
range from 400 s for neon to 0.08 s for xefnonhe entry of  cause all the lines in the observed EPR spectra befaetors
charged particles, i.e., electrons and ions, from the gas dighat are very close tg=2.0(Table ), whereas théP, state
charge into a growing cryocrystal of rare gas, as well ahas theg-factor of 1.5, and its lines should be at entirely
bombardment by these particles of the cryocrystal alreadgifferent magnetic fieldsi.e., forg=1.5,H,.=4400 G, and
formed, is impossible, since observation of the EPR spectréor g=2.0, H,.e= 3300 G, as is the case experimentally
of short-lived centers is carried out as the cryocrystawas found experimentally that the EPR spectra are

3.2. Interpretation of the experimental results for pure Ne,
Ar, Kr, and Xe
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FIG. 7. Shift of the energy levels of the-state atom in the octahedral
crystal field followed by the splitting in the tetragonal field.

completely absent in magnetic fields close to 4400 G. To
explain this discrepancy the following was suggestéd.
Presumably, the trappetP, rare gas atom is stabilized in
the cryocrystal of the same gas in such a manner that the
effective crystal electric field acting on it is anisotropic and
of low enough symmetry. The action of the crystal electric
field of the tetragonal symmetry on the energy levels of thq:IG. 8. Splitting of the levels of an atom with spB¥ 1 in an axial electric

P-state atom is shown in Fig. ee Ref. 15, 8 11.5, Fig. crystal field and appearance of side lines in the EPR spectrum.
11.2. It is seen from the figure that a crystal field of low

enough symmetry lifts the degeneracy of state energy

levels and causes, in the case of the tetragonal symmetry2.0, i.e., the g-factors of the np®(n+1)s 3P,-atoms
field, for example, the splitting betweenP,(m_=0) and trapped in the corresponding cryocrystals turn isotropic,
Py,Py(m ==*1) states. If the splittings is sufficiently  equal to 2.0 and are close in magnitudiee., g= gisor

<>~_-_--r__..___

large, then at liquid helium temperatu®2 to 4.2 K almost ~ =2.0), which agrees with and explains the result of the ex-
only the lowerm_ =0 level will be populated, which has the periments(see Fig. 2 and Table.l
g-factor defined, in the tetragonal field, ésee Ref. 15, § The spectrum consisting of two side lines in Figs. 2 and

11.6) 9,7~ 9,=0e, 9xx=9. =0Je— 2N/ 8. Hereg is the spin  4a can be explained as follows. If an atom in tifg state is
g-factor of the free electron, the exact value beigg localized in the position in the crystal where the effective
=2.00232,\ is the fine structure constant for the fré®@  electric crystal field has axial symmetry, the state with
atom of the rare gas at hand, which appears in the spin-orbih, =0 in Fig. 7 splits in a zero magnetic field into two spin
interaction hamiltonianti =\L - S. The constank therewith  sub-levels withm,=*+1 and O(see Ref. 15, § 10)3For this

is evaluated from the equatiohn=A.,/S(L+1)=A./3, case, the levels of the atom in the magnetic field and the EPR
hereA,, is the total splitting of the fine structure for ti@ transitions are shown in Fig. 8. Thus, the transitions
atom considered, andSare correspondingly its total orbital m;=0—~m,=+1 and mg=0-~mgs=—1 will move apart
and spin moments; for thtP-state,L = S=1. This treatment along the magnetic field to give rise to two noncoincident
is strictly correct for the atom in a state with the normal, i.e.,EPR lines symmetric relative to 2.0, i.e., the side lines ob-
[L,S]-coupling. However, it is known that the rare gas atomsserved in the experiment. From this figure, taking the values
in the state witmp®(n+ 1)s electron configuration show the for éH,=éH,=6H 12=5.2 G from Table |, one can deter-
departure from théL,S]-coupling, this actually being inter- mine the splitting (3/2p of the levelsmg= =1 and 0 for Ne
mediate betweefiL,S] and[j,j], that is[J’,j]-coupling. and Ar in a zero magnetic field: (3/B)=JH, gB/h=2.8
The Ne 2°3s 3P-atom therewith still follows the interval X10f-8H;, Hz=14.6 MHz. The fraction of*P, atoms
rule and definitely showg§L,S]-coupling. Because of this, trapped at the sites with the crystal field of that kind is ap-
the calculation o is quite justified for Ne with the formula parently small and can vary from run to run, which accounts
A=A,//3. Based on the total spin-orbit splitting for the Ne for the variability of the side lines in Fig. 2.

2p°3s 3p-atom, A,,=0.097 A\ one gets One may suppose that most of ft, rare gas atoms are
M(Ne)=0.032 eV. Starting with Ar, the considerable depar-trapped in the substitutional position of the face centered
ture from the[L,S]-coupling for thenp®(n+1)s rare-gas cubic (FCC) crystal of the rare gas and give rise to the in-
atom is beginning to emerge, which rises for Kr and Xe agensive central line in the EPR spectra in Fig. 2, and a lesser
the atomic mass increases. However, this expression, part of the®P, atoms are trapped into octahedral interstitial
=A44/3, can likely be used in estimating expectpéactors  sites of this crystal to give the side lines. The fraction of the
for these atoms in a crystalline field; here, taken from Reflatter atoms is likely to vary from experiment to experiment
13, A4, is also the total splitting for three lower levels of the depending on hard-to-control variations in experimental con-
np°(n+ 1)s configuration of the free rare-gas atoms. In thatditions.

eventA (Ar)=0.06 eV, A (Kr)=0.24 eV, A\ (Xe)=0.42 eV. If Note that, in an undistorted FCC crystal, these trapping
the splitting caused by an anisotropic crystal field is large, s®ites have a crystal electric field of very higtubic sym-
that 62\ for all the cryocrystalgi.e., Ne, Ar, Kr, and X¢ metry, so that splitting of thB-state cannot result, as evident
then it follows from the above expressions tigatg, =g,  from Fig. 7. A low-symmetry (anisotropi¢ crystal field
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providing the observed EPR spectra of trapped atoms witdiatomic excimer molecules of rare gases: By
g=2.0 appears presumably dug to CSrystaI Iattaice distortions- Rg(CP,)—Rgs (°2.). This chemical bonding, of course,
caused by the outes shell of thisnp>(n+1)s *P; atom.  should contribute in some measure to the interaction between
Distortion of a rare .gaS FCC Crystal lattice by a rare Ba.s the nps(n+ 1)S_at0m trapped in rare gas Crysta| and its an-
atom trapped therein as well as local rearrangement of thigotropic crystal surroundings. This may provide, for the
works, it is shown that the origin of the anisotropic crystal s> 2). In so doing, not only does the magnitude )ofin-

field which act on the trappedp®(n+1)s P-atom and, creases, as is evident from the foregoing, with increasing
hence, Is able to provide a splitting Fig. 7, is as follows.  mass of the rare-gas atom in the range between Ne and Xe,
The np*(n+1)s Rydberg state of a rare gas atom has apyt the interaction energy between the trapp@d(n+1)s
radius much greater than the groung"-state of a latticé  atom and crystal surroundings also increases including both
atom has, thus thent-1)s-electron of the trapped atom y/an.der-Waals(because the polarizability of the ground-
gives rise to outward displacement of the surrounding lattic&ate and metastabfP, atoms alike enhanceénteraction
atoms, re;ulting in a considerablg rearranging of the neareghq chemical bonding. This, probably, provides the condi-
surroundings of the Rydberg excited atom. Such a rearrangion s> 2\ for the atoms of all rare gases, resulting in
ing of this surroundings breaks the cubic symmetry and Prog—=2.0 and closing together af-factors of Ne, Ar, Kr and
duces a local electric field of low symmetry acting on theyq with low gas flow rates to the substragee Table )l
an(n+1)s P-atom. This moving apart of the closed-shell  1he process of distortion of the lattice by tieatom

np- atomg of the crystal lattice that surround the trappedyay proceed through metastable intermediate variants of the
excitednp>(n+1)s atom is triggered by the repulsion forces ¢nfiguration of the neighborhood with certain delays in
that are due to the requirement, according to Pauli’s priny,ese configurations. Each of these configurations of the im-
ciple, for thes-electron wave function of the trapped excited e jiate neighborhood should be associated with a different
atom be orthogonal to the wave functions of the surroundingsymmetry of the crystal electric field acting on #, atom
lattice atoms. Such a shift of the lattice atoms results in therio probably accounts for the appearance, as the experimen-
formation of a cavity around the trapped excited atom, PUtal conditions changéncreasing the gas flow rate onto the

ting it in a so-called bubbl&:3 A thorough theoretical study substrate or the enhancement of discharge temperafue
of this issue have been undertaken and the estimation of tfHa

) L ew lines in the EPR spectra for Ne, Ar, Kr, and ¥&gs.
bubble radius b4 A for the 2p®3s excitation in Ne cryoc- AL P
rystal was obtained. In Ref. 17, a theoretical treatment i3 6, because of variation i and consequentlg-factors of

given of formation around the @33 excitation in the Ne ?he EPR lines. Indeed, an increase in the flow rate of a rare

crystal of, first, bubbles with symmetric elastic moving apartgas or in its temperature may result in heating of the sample,

the surrounding Ne atoms of the lattice, second, bubbles th rowth of the size of 'FS crystallites, and appearance of
. S . . ._frapped®P, atoms for which the process of distortion of the
has induced the plastic distortion of the surroundings consist- .
urroundings now takes place far from the surface of the

ing in the production in the nearest lattice surroundings of : o .
defects in the Frenkel pair form, that is, vacancies and inter§ample’ n the interior of the crystal_s and at a_hlgher tem-
erature. This may cause a change in the conditions of local

stitial atoms. It is stated in the paper, that the bubbles witt? t of the latt d ai 3
plastic distortion have lower energy than the pure elastid®arrangement of the fattice around certain group Rof

bubbles. In the Ne cryocrystal, the bubbles with two vacanatoms and may give rise to the additional lines in the spectra

cies in the first coordination sphere and interstitial Ne atom@f F19S- 3-6. o _

in the next more distant spheres are dedditéa have the _It is possible Fhat a contribution to the destrucuqn of the
lowest energy. Regular bubbles with only elastic distortioncUPiC crystal environment of th%P? atoms trapped in rare
around thenp®(n+1)s state are of cubic symmetdy. 92S crystal in the described experiments comes also from the
Though the plastic deformations with vacancies arising irynamic Jahn-Teller effect o )

the first coordination sphere around thp®(n+1)s excita- It is noteworthy that the large lifetimes=10"

tion, cause a lower symmetry distortion of the —1074__5 found in thl$ work(see Sec. 3)leliminate the
surroundingg’ thus creating an anisotropic electric crystal PoSsibility of explaining the observed EPR spectra as
field acting on the trapped excited atom. It is worth notingbeing due to rare gas excimer molecules; R3.,), trapped
that this local electric field acting on thep®(n+1)s-atom in cryocrystals. Indeed, the lifetimess{Rg; (°X;)],
should be not only quite anisotropic but strong as well. Theof these molecules in the rare gas cryocrystals are
latter quality is due to the fact that it is not the mere Van-showrf to be 7(Ne5)=5x10"°s, Ar})=1.2x10 °s,
der-Waals interaction that contributes to the local electricr(Kr5)=3.2x10"%s, 7(Xe3)=9x10"°s, respectively, i.e.,
field (this interaction therewith should be much greater formuch shorter than the lifetimes found in this work for

the excitednp®(n+1)s P-state, resulting from its large po- paramagnetic centers for whiete1072~10"* s.

larizability, than that one which is characteristic of two rare ~ Thus, it was demonstrated that the unstable paramag-
gas atomsnp® ground-state of the crystal lattice includipg netic centers observed are due to the rare gas(n

but, for Rydberg atoms, the much stronger chemical bonding- 1)s 3P, atoms which, once trapped from the gas discharge
between a trappedp®(n+1)s excited atom and ap® lat-  in a growing cryocrystal, become localized in it, deform and
tice atom should also appear. This is precisely the strongearrange their surroundings and are subject to the action of
chemical bonding that gives rise, under proper conditions, t@n anisotropic electric field of this distorted surroundings. As
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FIG. 9. Temperature dependences of the EPR signal ampliA@g, for

the unstable centers which form in growing pure Ne cryocrystal as it traps|G. 10. EPR spectrum of unstable paramagnetic centers in a neon cryo-
Ne gas discharge produdi®e 1, triangles, and for the centers which form  crystal, which arise as a result of a He gas discharge product trapped in the
in growing Ne(line 2, filled circle9, Ar (line 3, open circlesand Kr(line 4, growing Ne cryocrystalf .= 9381 MHz.

squarescryocrystals as they trap He gas discharge products.

. 5 rate and discharge condition remaining constant. Precisely
a re§ult, the chal paramagnetic metastabp’(n+1)s ., the same independence from temperature was observed for
atomlc-type gxmted states observed by EPR and descrlbe[He side lines of the spectrum for Ne in Fig. 2, and for all
above arise in the cryocrystals. . #ines of the spectra presented in Figs. 3—6. It must be added
5” should be. noted that the self-trappe'd. excitons ofy, g above, that the experiments show the lifetime$all
np (n+_1)s at_om_|c_ type are ."”O_W” to form efficiently und_er unstable paramagnetic centers investigated in the present
the action of ionizing radiation in Ne cryocrystals and with work to be independent of temperature. Thus, with both the
somewhat lesser efficiency in Ar cryocrystal. In irradiatedIifetimes of the paramagnetic centers and th,e flow rate of
cryocrystals of the heavy rare gases, Kr and Xe, though, onl}q p(n+1)s 3P, atoms from the gas discharge, the indepen-

H *
self-trapped gxmtons of molecu!ar type, m-STEZRgare dence from temperature of the equilibrium number of these
observed, while self-trapped excitons of atomic type, a'STEcenters(Fig. 9, line 1 agrees well with the mechanism pro-

2:502?;;?;2dihlhzceii)\(gt‘?gstg:r'izriig!?:’gf";?:;giiﬁg int osed: the observed unstable centers are formed through the
' . . . A rapping and localizing in a growing cryocrystal the rare-gas
a-STE are very high, while with self-trapping into m-STE 3P§F;to?ns from the ggs disghargeg yoery 9

these are significantly lower. With Ne and Ar, the a-STE

self-trapping barriers are well below these barriers in Kr and o

Xe, which makes possible the self-trapping into a-STE in N .3.. Excnatlor; energy transfer from the trapped metastable

and Ar. A possibility for the local excitedp®(n+1)s excited He 2 7S, atom to the Ne cryocrystal

atomic-type states to form in Kr and Xe cryocrystals in the In this study, investigations have been carried out where

experiments described above is likely to be due to thepure. He was passed through the gas disché@igennel A in

method of producing the excited atomic-type states whictFig. 1) while pure Ne was fed to the substrate through a

differs fundamentally from the free exciton self-trapping in separate inlet tubéchannel B avoiding the gas discharge

these cryocrystals. The point is that, in experiments deactive part. A new effect has been found: the formation in a

scribed above, the exciteup®(n+1)s °P, rare gas atoms neon cryocrystal of local metastable excited states arising as

are inserted directly into a rare gas cryocrystal growing fromhelium gas discharge products are trapped in the growing

the gas phase and trapped in the cryocrystal. This processyocrystal®

does not involve an overcoming the self-trapping activation = The EPR spectrum of the neon cryocrystal trapping He

barrier and in this regard the localization of tmg°(n gas discharge products are shown in Fig. 10. These spectra

+1)s atomic-type centers should proceed in Kr and Xe cry-were observed during the neon condensation and disappeared

ocrystals as unhindered as it does in Ne and Ar. at the instant when the discharge was turned off. For sim-
Figure 9, linel, shows the temperature dependence ofplicity the term “edge-side lines” shall be used to denote the

the signal amplitude obtained for the central line of the speceuter broad side lines in Fig. 10, and the term “side lines” to

trum for Ne in Fig. 2. It can be seen, that the number ofrefer to the inner narrow side lines.

observed unstable centers that form in the cryocrystal is in- There is absolute coincidence between both line posi-

dependent of the temperature, i.e., the equilibrium number dions and linewidths of the three middle lines in the He—Ne

these centers is invariant to the temperature with the gas flospectrum(Fig. 10 and the corresponding pure Ne lines
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shown in Fig. 2. Indeed, thg-factor and linewidth of the =4.22 K. In these experiments, the substrate temperature or,
central line of the He—Ne spectrum recorded here appear tcorrespondingly, the temperature of the sample growing on
be 1.9998612) and 0.1%3) G, respectively, and exactly the the substrat® (Fig. 1) is lowered by the pumping of liquid
same as those for the pure Ne cryocrystal, 1.99B87and  helium vapor. The sample temperature is detected by mea-
0.103) G. The side-line linewidths as well as separationssuring the gas pressure in the liquid helium bath.
between central and side lines are also the same; for the pure It can be seen from Fig. 9, ling that the experimental
Ne these are summarized in Table I. However, there is @ependenc@(T)/A(T;) can be fairly well approximated by
significant difference between the spectra of the Ne cryocA(T)/A(T,)=exp(—FE/KT) with the *“activation energy”
rystal obtained by condensation of the pure Ne passefi=12 K=0.001eV. Using either increasing or decreasing
through the discharge active part, and the spectra of solid Neample temperature, many such experimental dependences in
trapping He gas discharge products. The latter contains a paine temperature range 2.2—4.2 K were recorded. Taking into
of additional strong edge-side lines of unstable centers, loaccount the statistical scattering of the experimental data, the
cated around central line and separated from iy, and  “activation energy” can be estimated af=12(6)
AH,, for the high-field and low-field lines, respectively. The K=0.001@5) eV.
separation in magnetic field between each edge-side line and The lifetime 7 of the 2p° 3s®P,-state in the neon cryoc-
the central line is a factor of about 2 above the distancesystal was found to be independent of temperature.
between each of the two weaker inner side lines and central Our explanation of the effect found in the present section
line. is as follows>1°
The fact that three middle lines of the He—Ne spectrum  The energy level of the He33, atom appears to be
recorded heréFig. 10 are clearly those of the pure Ne spec- located in theX-excitation energy band of the Ne cryocrys-
trum means that these spectra are due to centers of the sataé near the top of this band. This permits one to suppose
type and permits an explanation of the nature of the He—N¢hat there exists an effective energy transfer from the meta-
spectrum in the same way as have been done in Sec. 3.2 fetable He 3S, atom to the neon cryocrystXlexciton band.
pure Ne. Thus, the centers being discussed in the preselitis believed that the most probable way of producimg2s
section can be interpreted also as being atomic-type exciteatomic-type states in neon cryocrystal is the quasi-resonance
2p°3s states which become localized in the FCC Ne crystakexcitation energy transfer from the metastable H8,2atom
lattice, shift the nearest matrix atoms outwards, rearrangt the neon cryocrystaf-exciton band followed by the self-
their surroundings and are subjected to the action of the arirapping of the X-exciton into the P°3p ten-level state
isotropic electric field of this environment which, being re- which then decays to the lowerp23s four-level excited
arranged, is no longer of cubic symmetry. state whose lowestP, level is just that observed in the
The nature of the strong edge-side lines, which occuexperiment. It is well known from the optical investigations
only when a neon cryocrystal is trapping the He gas disthat the self-trapped-exciton is actually the g°3p atomic-
charge products, will be discussed below. It is believed thatype state decaying to thep23s state with luminescence in
these are also related to thg®Bs centers, but with the sur- the visible regior?:*°
roundings distorted in a different way. The excitation energy19.82 eV transfer from the He
While the nature of the neon cryocrystal excited state®3S; atom to the neon cryocrystXexciton band should be
recorded here is believed to be clear, the mechanism of the& quasi-resonance process, since the center of the band is at
production is to be determined. Indeed, in the experiments of9.2 eV while the band half-width is about 0.6 eV. Thus, the
pure rare gaseSec. 3.}, the excited NEP, atoms(as well  energy transfer from the He’$, atom is not of a completely
as Ar, Kr and Xe atoms which are trapped in the growing resonant nature. The fact that the “activation energy”, i.e.,
cryocrystal of the same kind and rearrange the nearby cryst#éthe “defect of resonance’or energy misfit, of the energy-
lattice, form directly in the gas discharge, whereas in thdransfer process is so smakt£0.001 eV) can be explained
present study the gas flows aimed onto the substrate conta@s being due to the broad wings of thkeexciton band. Tem-
no excited Ne atoms at all, includirig, atoms. Apart from perature dependence of the probability of such an energy
ground-state He atoms, the only incoming He gas discharggansfer seems likely to be determined by the neon cryocrys-
products at the growing Ne cryocrystal are the metastable Hel phonon spectrum and the shape of the high-energy wing
23S, and He 2S, atoms. Other excited helium atoms have of the band in the region close to 19.8 &V/.
too short life times to reach the substrate from the gas dis- The above mechanism of production of the Ng°2s
charge. Charged particles from the discharge can also beenters, which explains their existence as being the result of
excluded from consideration, since they are deflected frontrapping the metastable HE®, atoms in the growing neon
the substrate by the strong magnetic field of the EPR spe@ryocrystal, enables an explanation of the additional edge-
trometer(see Sec. 3)2 side lines separated iyH,; andAH, from the central line in
Thus, the unstable paramagnetic centers observed hebe EPR spectrum of thep23s centers shown in Fig. 10.
which are probably the atomic-typgp23s excited states of The origin of these lines is presumably similar to that of the
the neon cryocrystal, originate from the excitation energy ofweak side lines centered around the central line at the dis-
incoming metastable He atoms from the gas discharge. tanceséH; and 6H,, which has already been discussed in
Figure 9, line2, shows a plot oA(T)/A(T,) as a func- Sec. 3.2. Each of these pairs of lines possibly results from
tion of T, where A(T) is the EPR signal intensity of the the action of an axially symmetric anisotropic crystalline
central line of the He—Ne spectruisee Fig. 1D and T, electric field on the p°3s atomic-type center, which is due
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to the outward shift, the distortion and the rearrangement of

the 2p°3s-center nearest surroundings in the neon cryocrys-

tal. When &P, neon atom is trapped in the neon cryocrystal

directly from the neon discharge, as it has a large radius, it Ar
causes the neighboring matrix atoms to shift outwards, thus

producing a rearrangement of its nearest surroundings. This

is the reason why the axial field occurs, which gives rise to

the weak side lines displaced from the central linedby,

and 6H,. On the other hand, when metastable He atoms are

trapped in the neon cryocrystal there may be additional de-

formation of the Ne lattice in the vicinity of the @3s

atomic-type state which are produced according to the

mechanism described earlier in this section. This deforma-

tion can be provided by the energy produced duringXhe

exciton self-trapping and by the fact that the radius of the

2p°3p-state, which is intermediate in the process of

2p°3s-state formation in neon cryocrystal, is even larger

than that of the’P, Ne atom. This additional lattice defor-

mation occurring around some of the local excitations

formed gives rise to new paramagnetig®3s-centers yield- 417K
ing the strong edge-side lines centered around the central line ’
at the distanceAH, andAH, from this (Fig. 10.

3.4. Internal ionization of Ar and Kr rare-gas cryocrystals by
the excitation energy of trapped metastable excited He
atoms

All energy levels of Ar and Kr atoms lie far below the
lowest excited He level. Therefore, the excitation energy
cannot be transferred from the trapped metastable excited He
atom to the exciton bands of Ar and Kr cryocrystals through
either resonance or quasi-resonance processes which is the
case for the Ne cryocrystal, as described in the previous sec-
tion. 217K

In the present section, detection and investigation are
reported of a new phenomenon: internal ionization of theFIG. 11. EPR signals of unstable paramagnetic centers, which arise as the
rare-gas cryocrystaléAr and Kr by He gas discharge ex- He gas-discharg_e products are trapp_ed in a growing Ar cryocrystal. The

. spectrometer gains for the low- and high-temperature signals are the same.
cited productsthe metastable B, and 2'Sy He atom$  pgot lines haveg-factors of 1.99986.2).
trapped in the growing cryocrystals followed by the forma-
tion in these cryocrystals of the local metastable excited
np>(n+1)s atomic-type states. a long time run. This is also true of the experiments with He

The experimental set-up used here is shown in Fig. 1gas discharge and Ne cryocrystals which are described in
The matrix gagAr, Kr) flow passes through a separate inletSec. 3.3. These results are strong demonstration that the un-
tube 7-8 (channel B avoiding the gas discharge and is stable centers observed in Refs. 7-12 cannot be due to the
cooled to liquid-nitrogen temperature. The high-frequencyaction of the light from the gas discharge on the rare gas
(14 MHz) strong continuous He gas discharge in channel Acryocrystals.
is used. The fact that the lines of the spectra recorded here are

Figures 11 and 12 show the EPR spectra of the growinglearly those of the pure Ar and Kr spectfigs. 5a and 6a
argon and krypton cryocrystals trapping He gas dischargeeans that the present spectra and the pure-gas spectra are
products. These spectra were observed only during the Ar atue to centers of the same type and permits one to give an
Kr gas condensation and disappeared at the instant when tlegplanation of the nature of the present centers in the same
He discharge was turned off. On the other hand, no EPRvay as has been done previougiyec. 3.2. Namely, the
spectra were observed in experiments where He flow wasenters observed here can be interpreted as being metastable
passed through the tutsewith the radio-frequency discharge excitednp®(n-+1)s atomic-type states which become local-
running but with no Ar or Kr gas being fed onto the substrateized in a face-centered cubic AKr) crystal lattice, shift the
through the inlet tube. It was found that the He gas dischargaearest matrix atoms outwards, rearrange their surroundings
used cannot provide any EPR spectra before the(kp and are subject to the action of the anisotropic electric field
condensation as well as after the @¢r) flow is turned off  of this environment which, being rearranged, is no longer of
despite a solid A(Kr) layer condensed on the substratm cubic symmetry.
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and Kr cryocrystals while quite distinct from that of the Ne
Kr cryocrystal both in the trend and shape.
Examining experimental results outlined, the following
mechanism of formation of the metastahlg®(n+ 1)s states
in the growing Ar and Kr cryocrystals subjected to the action
of He discharge products can be proposed.

There is no question the metastable H&S2and 2'S,
atoms, in the present study, are trapped in great numbers in
the growing Ar and Kr cryocrystals, for the trapping process

3.95K goes on in these cryocrystals as it evidently does ir(Dée.

3.9). Excitation energies of the metastable He atoms
E(23S,)=19.82 eV andE(2'S,)=20.62 eV are consider-
ably larger than the energy gaps of the Ar and Kr cryocrys-
tals: E4(Ar)=14.16eV and E4(Kr)=11.61eV (Ref. 1,
2 13K p. 27). Therefore, the trapped metastable H&2and 2'S,
’ atoms transfer their excitation energies to the Ar or Kr cry-
FIG. 12. EPR signals of unstable paramagnetic centers, which arise as ti@crystal to produce an internal ionization of this cryocrystal
He gas—discharge products are trappgd in a growing Kr cryocrystal. Thgyhen a hole, i.e., At or Kr™ ion, arises in the valence band
SB‘())'f‘['ﬁtL?}Z‘ff;ﬁg{?jczgﬁsﬂg f;‘ggas'gz;'gh'temperature signals are the samgije 4 free electrore appears in the conduction band. It is
known® that in the rare gas cryocrystals the holes become
self-trapped in a very short time (16— 10713 s) after their
production to give rise to the molecular ions:
Rg*+Rg—Rg,. Occupying first a vibrationally excited
After the discovery in Ar and Kr cryocrystals of the EPR |evel, the molecular ion relaxes to the lowest vibrational lev-
spectra presented in Figs. 11 and 12 which appear as He gaf transferring its energy to the phonon spectrum of the
discharge products are trapped in the growing cryocrystalgryocrystal. At some time a free electron in the conduction
the dependence of the production probability of the localpand encounters a hole to recombine with it and produce an
excitednp®(n+1)s atomic-type state in the cryocrystals on excited R§* molecule which may, on occasion, dissociate,
the sample-temperature has been studied. Toward this goghe|ding an excited atom: Rgte—Rg* —Rg* +Rg. The
the signal intensity of the above spectra was measured asocess is known to occur both in the rare gases and in their
function of the substrate temperature. cryocrystals: This reaction of dissociative recombination
Shown in Fig. 9 are the temperature dependences of theay be one way to produce ultimately the metastable excited

EPR line intensities that are typical of Aline 3) and Kr  3p, atomic-type states in Ar and Kr cryocrystals observed in
(line 4) cryocrystals. The EPR lines are like that depicted inthe present stud¥t 2

Figs. 11 and 12. The EPR signal intensities are measured in A plausible mechanism of production, in Ar and Kr
A(T)/A(To) units, where, for the Ar and Kr cryocrystalBy  cryocrystals, of the excitedp®(n+1)s states observed is
is the lowest temperature point at which the sample is stiljjscussed below in greater detail.

sufficiently stable. This gives the measure of the lowest pos-  The process of formation of thep84s states in Ar
sible temperaturd’, which somewhat changes from run to ¢ryocrystals, having trapped the metastable H&,;2and

11,12 . . .
un-—=— _ 2!s, atoms from the helium gas discharge, can be conceived
It is evident from Fig. 9 that the temperature dependencgf 55 followslt 12

of the EPR signal intensity, i.e., the temperature dependence The trapped He 35, and 2'S, atoms transfer their ex-
of the production probability of the atomic-typep®(n  itation energies to the Ar cryocrystal, with the above-
+1)s excitations in Ar and Kr cryocrystals, can be well mentioned internal ionization of the cryocrystal, as a conse-
fitted by a linear functionA(T)/A(To)=—a(T—To)+b.  quence, this results in the formation of a free electron in the
The experiments carried out show the line slope, or the magsgnduction band and a hole Arin the valence band: the
nitude of a, to vary within narrow limits comparable, pre- ngle becomes rapidly self-trappedin a time of
sumably, to those of experimental error. A set of six experi-|g-12_1g13 s), i.e., turns to the vibrationally excited mo-
ments with Ar yieldsa(Ar) changing from 0.33 to 0.44, an |ecular Ar ion. Provided that, after a short time, a free elec-
average quantity being(Ar)=0.39, while three Kr runs tron moving in the conduction band encounters and recom-
givea=0.31-0.57 an@(Kr) =0.46. In these experiments,  bines with an A} hole that has had no time to relax
ranges between 1.66-1.93, for Ab(@Ar)=1.78), and be- vibrationally, the reaction of dissociative recombination is
tween 1.82—2.38, for Krif(Kr) =2.11). If one considers the possible: Ap +e— Ars* —Ar+Ar*(3p°4p). The reaction
trapping of metastable He®3,; atoms in neon cryocrystals is followed by the excited atom decay *i3p°4p)
(see Sec. B the temperature dependence has been shown te-Ar* (3p°4s) to form the F°4s 3P, state observed by
be exponential (“Arrhenius-like”) A(T)/A(T;)=exp EPR. This is likely to be a mechanism of formation, in Ar
X[—(E/K)(Q/T—1/T,)], whereE=12(6) K=0.001@5) eV. cryocrystals, of the metastable excite@p®3s atomic-type
Thus, the temperature dependences ofripé(n+1)s states as the excitation energy is being transferred from the
center production probability are closely related for the Armetastable He atoms to the cryocrystal.
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Suppose that the time a free electron moving in the conprobability of thenp®(n+1)s center formation for Ar and
duction band takes to approach ary Anolecular ion is suf-  Kr cryocrystals are similar in appearang€g. 9), notwith-
ficiently long that the ion has relaxed to the lowest vibra-standing certain distinctions between mechanisms of produc-
tional state. Then the energy released during thg 44  tion of these metastable atomic-type centers.
recombination is allowed to transfer to the exciton band with ~ Thus, the metastable excited He atoms, H&2 and
n= 11512 This exciton then can either decay to the groundHe (2'S), from the He gas discharge become trapped in the
state or become self-trapped to the two-center excimer statgrowing Ar or Kr cryocrystals and transfer their excitation
Ar3 , which also decays to two ground-state Ar atoms. Thesenergy to the cryocrystal to form, in the process of internal
processes cannot lead to the formation of the atomic-typ@nization, a Rg ion and a free electron in the conduction
3p°4s state. That is why the process of production of theband, whereupon the fagf 10”12 s) self-trapping reaction
atomic-type $%4s state through the recombination of the of a hole follows: Rg +Rg—Rg, . Thereafter either the dis-
vibrationally relaxed Af molecular ion should be far less sociative recombination reaction Ree
probable than the dissociative recombination of the vibra— Rg5* —Rg+Rdg np°(n+1)s] or recombination Rg+e
tionally excited Ap ion. Which of the two processes occurs —Rg+Rg to produce ground-state atoms could take place.
in a particular experiment depends on the growing cryocrysThe former is likely at lower temperatures while the
tal temperature. With increasing sample temperature the viatter—at higher temperatures when the vibrational relax-
brational relaxation rate of the Armolecular ion rises, ation rate of the R¢ molecular ion increases and the mobil-
whereas the mobility of electrons in the conduction bandty of free electrons in the conduction band decreases. This is
grows smaller leading to an increase with sample temperahe reason for the observed temperature dependénge.
ture in the time separation between the; Aon production
and its recombination with an electron. All these reasons N )
have the effect of reducing the probability of the dissociative®->: Additional check experiments
recombination and consequently the yield @3s centers, This section considers the possibility that the unstable
which underlies the temperature dependence found for Acenters in rare gas cryocrystals observed and discussed in
(Fig. 9). The probability of the excitation energy transfer to Refs. 7—12 can be due to any atomic or molecular paramag-
the exciton band withn=1 followed by decay to two netic impurity ions matrix isolated in the cryocrystals. Un-
ground-state Ar atoms increases with increasing sample tencharged impurity atoms and molecules should be excluded at
perature. once from consideration, since they are known to give only

In the Kr cryocrystal, the processes must be somewhadtable paramagnetic centers in the matrices of solid rare
different from those described above for Art? Metastable gases, as was shown in many wotksr example, on H, D
He atoms trapped in the growing Kr cryocrystal will also and N atom¥?9. At the same time, matrix-isolated ions
perform the internal ionization of the cryocrystal to producemay in principle give rise to unstable paramagnetic centers
in a short time (10— 10 '3 s) a vibrationally excited self- with limited lifetime 7, since the ions may be suggested to
trapped hole, Kf, and a free electron in the conduction recombine, after a time lapse of with free electrons exist-
band. At low temperatures when a molecular iof Kecom-  ing in the matrix to form uncharged diamagnetic particles.
bining with an electron should be vibrationally excited, theHowever, both ions and electrons were demonstrated above
most likely mechanism of the energy loss is that through theo be unable, in the described experiments, to travel from the
excitation energy transfer to the exciton band witk1, gas discharge onto the growing cryocrystal, because they are
I'(1/2) followed by the self-trapping to thep#5s state and locked in the discharge zone with the magnetic field of the
production of the excitedP, state detected in the experi- EPR spectrometedi =3300 G forcing them to follow small-
ment by EPR. The energy gap betwek{i/2) and I'(3/2) radius trajectoriegthus, for O ion the orbit radius is under
subbands of the exciton witn=1 must hamper non- 0.1 mm.
radiative transitions from the first subband to second in the At the same time, uncharged atoms and molecules pre-
process? It seems possible that the dissociative recombi-sented as natural impurities in the rare gas discharge can
nation, K +e— Kr3* —Kr+Kr*(4p°5s), can also contrib- reach the substrate and trap within the growing cryocrystal.
ute to the observed signal, giving metastai®3k state. As  Thus, the processes may be imagined to occur as follows:
the sample temperature increases, the vibrational relaxatiamcharged impurity atoms or molecules passing onto the
of the Kr2+ molecular ion speeds up while the movement ofgrowing cryocrystal are subject to ionization, near the sur-
electrons in the conduction band slows down. This bringgace or in the near-surface layer, by VUV radiation from the
about the recombination, Kr-e, in which case the excita- gas discharge, whereupon these ions, along with electrons,
tion energy is likely to be transferred to the exciton bandare trapped in the cryocrystal to give rise to the observed
with n=1, I'(3/2) with subsequent decay to the ground stateEPR spectra following which the recombination, after a time
either immediately from the subband with=1, I'(3/2) or  lapse ofr, of the ions with trapped electrons takes place with
through the self-trapped excimer Kstate. This will lead to  the result that uncharged diamagnetic particles appear; this
a decrease in the yield of the metastable exciRgstates as might provide a nonstability of the observed EPR spectra.
the cryocrystal temperature increases. The processes diShe present section is concerned with experiments examin-
cussed above are responsible for the fall in the°%% ing if the above mechanism might be responsible for the
center yield in the Kr cryocrystal with increasing tempera-EPR unstable signals observed in the rare gas cryocrystals.
ture. It is of interest that the temperature dependences of the It should be noted first that, if the matrix-isolated para-
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magnetic ions which after a certain time become uncharged 1.2
and diamagnetic through recombination with electrons make
the unstable centers observed, then the EPR signals they = ]
yield cannot disappear completely once the discharge is
turned off but at least a portion of the signal must remain and
be stable. The reason is that a rare gas cryocrystal being
condensed contains enough abundance of electron traps like
impurity molecules and atoms, and lattice defects. These
traps bind electrons to inhibit them from recombining with
ions, so the later become stable matrix-isolated paramagnetic
particles in the cryocrystal and yield stable EPR spectra.
However, in all experiments, all lines of unstable paramag- -
netic EPR spectra under study disappear completely after the 3
discharge is turned off. This testifies against the hypotheses ot
about the impurity paramagnetic ions. 1 | 1

As a final check on the suggestion that unstable EPR 004 008 012 0.16
spectra observed are due to impurity paramagnetic ions spe- Oxygen pressure , torr
cialized experiments were run. In these experiments, the _ _ , ,

. . . FIG. 13. EPR signal amplitude of the unstable paramagnetic centers in a

growing rare gas cryocrystal which trapped gas dISChargﬁeon cryocrystal as a function of the oxygen pressure in the chan(iégB
products was added with great deal of effective electron traps through which the additional Oflow is fed to the substrat.
which were to result in large numbers of completely stable
ions, thereby stabilizing the observed signals which had been
quite unstable until then. As an acceptor to create effectivgphotons of too low energyll.7 eV, 10.6 eV and 9.6 eV,
electron traps, the oxygen was chosen because of the graaspectivelyto do this. Second, Dion is promising again in
electron affinity of both the molecule and the atdm(O,) this consideration because of its?2p® *S;, state, as is the
=0.440(8) eV,E,(0)=1.465 eV?! A deposited cryocrys- case for the nitrogen atom also, which providgs2.0 for
tal of a rare gas has been demonstr&ted contain practi- the free O ion even without the action of the crystal field.
cally always a sufficient number of electron traps, the naturaHowever, in the considered experiments, the addition of O
O, impurity (in small amounts among them, to stabilize to the gas discharge did not resulted in both stabilization and
completely a variety of matrix-isolated ions. However, in rise of the observed spectra in Ne and Kr.
certain casés an amount of Glwith the electron affinity of In subsequent experiments, the gaseousn@s added
E,(Cl,)=2.38 eV was added to the matrix as an electronthrough the channel Brig. 1) so that it had no action on the
acceptor to enhance the number of stabilized ions in the rargas discharge, whereas only pure rare (és or Ar) was
gas cryocrystals. In the first stage of the check study beingassed through the channel A and gas discharge. Shown in
discussed in the present section, gaseouw#3 added to the Fig. 13 is the amplitude of the pure Ne central liffég. 2
pure Ne or Ar passed through the channeglchannel B was plotted against the Opressure in the channel B-ig. 1).
shu). The EPR unstable signals such as those depicted iRrom this figure it is noticed that here, too, the unstable
Fig. 2, which are characteristic for the pure Ne and Ar, weresignals show no increase in amplitude on addition of oxygen
detected; these signals disappeared completely once the gaso the growing Ne cryocrystal, by passing the gas dis-
discharge was turned off, i.e., no evidence of stable EPRharge, as might be hoped for, but a rapid decline. This in-
spectra was observed. The addition of oxygen in the gafluence of Q is fully reversible—as the oxygen flow rate
discharge resulted only in decreased signal amplitude. Basdtdrough the channel B decreases, the EPR signal grows in
on the interpretation discussed in Sec. 3.3, this could be examplitude, following the same curve as in Fig. 13, and, thus,
plained by the de-excitation of the rare gi#8, atoms at regains its initial value completely as the oxygen flow comes
collisions with G molecules in the gas discharge, which to an end.
would tend to the Penning ionization of the molecules. It  Figure 14, spectrum a, shows the central sigeaé Fig.
should be noted that Oions are particularly promising 2), the oxygen flow being cut off, recorded after a four-hours
when trying to provide an explanation for the observed un+un in which the oxygen has been introduced into the grow-
stable signals as being matrix-isolated paramagnetic ionieig neon cryocrystal through the channel B and dependences
which subsequently recombine with electrons. First, O atlike that depicted in Fig. 13 have been taken. As this took
oms, like the stable matrix-isolated N atoms which are charplace, the maximum ©flow rate onto the substrat@
acteristically easy to observe in the EPR spectra, are urthrough the channd® was something of an order of magni-
doubtedly present in the gas discharge and, to be sure, arede greater than the flow rate onto the substrate of the rare
also trapped and matrix-isolated in the cryocrysthbugh gas through the channel A. The signal amplitude in Fig. 14,
the observation of their EPR spectra have not been successpectrum a, returned to that of the pure Ne at the onset of
ful). Yet, only the Ne gas discharge provides VUV photonsexperiment, before Qwas let in. Also seen in Fig. 14, spec-
with the energy high enouglil6.8 eV} to ionize oxygen trum a, are three lines of the R&,,) spectrum which are
atoms E;=13.6 eV) near the cryocrystal surface while, in due to uncontrollable small amounts of nitrogen in the gas
the case of Ar, Kr and Xe, the gas discharge produceslischarge. Such spectra of the N-atoms matrix-isolated in a

o
@
T

Amplitude , arb. units
=]
E-
L T
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Xe that are subject to action of the products of gas discharge

in either these gases or He trapped in the growing cryocrys-

tal. Consequently, it is proved that the unstable paramagnetic

discharge is on centers observed by EPR present the metastable excited
np®(n+1)s atomic-type states which are localized in the
cryocrystal, deform and rearrange their nearest surroundings,
and are subject to the action of the anisotropic electric field
caused by these deformed surroundings.

Figure 9(lines 1 and 2), shows a surprising phenom-
enon: completely dissimilar temperature dependences for the
equilibrium concentration of the same centers in the same
substance. The only explanation is that the unstable centers

. ) of the same nature and in the same substance are in fact
discharge is off formed in various ways. The reasonable and compatible ex-
planation for this complicated effect which is given above

. b (Secs. 3.2, 3.3, and 3.46 a weighty argument in support of
\‘ \ \ correctness of this explanation. Distinction between tempera-
Jv"—"""_‘*\\f— ture dependences for the same centers allows one to exclude
g=20 also the possibility that they are some radiation-induced
- L1 ! 1 paramagnetic centers formed in the quartz substrate under
3350 3346 3342 the action of the gas discharge radiation. In that case, one
H,G could not explain the observed distinction between tempera-
FIG. 14. EPR spectra of a neon cryocrystal recorded after a four-hours ruftire dependences. The fact that the centers disappear once
in which the gaseous neon was passed through the gas discharge, channell?®e Ne, Ar or Kr flow through the channel B is cut dffee
(Fig. 1), while the additional oxygen was fed through the channel B with the Secs. 3.3 and 3)4whereas the substrate is still exposed to

flow raFe chang|.ng during the run. Record a—EPR spectrt_Jm taken as thg~|e He gas discharge radiation, is also a strong evidence
neon discharge in the channel A runs and the oxygen flow in the channel

is cut off: record b—EPR spectrum recorded just after the spectrum a wa@dainst this SUgge_Stion- _ _
taken and the discharge in channel A turned off. The unstable signal with ~ Special experiments were also carried out, using the

g=2.0 disappears completely, while the week signals of N-atoms trapped iget-up depicted in Fig. 1, to try to discover unstable EPR

the neon cryocrystal remain unchanged, which relates to the well knowrg ectra close tg=2 (like that described aboyén pure H,

stability of the spectrum of nitrogen atoms matrix-isolated in Ne. P 9 . p, .
and N, cryocrystals trapping products of the gas discharge in
the same gases,tdr N,. No unstable EPR spectra close to

neon cryocrystal have been observed eaffidihe spectrum g=2 were detected in these pure cryocrystals in the runs.

b in Fig. 14 was taken just after the discharge was turned off! Nis is a further evidence for the above interpretation of the

It is evident from the figure that the signal like that depictednature of the unstable paramagnetic centers in the rare gas

in Fig. 2 disappears completely after the discharge is turne@yocrystals which were observed.

off, i.e., remains fully unstable after such a prolonged experi-

ment, in spite of great quantity of effective electron traps

such as @molecules in the cryocrystal. This permits one to

rule out totally the suggestion that the unstable paramagnetie———

centers which were observed in rare gas cryocrystals present _ L
ix-isolated ions. whatever thev mav be. In Fig. 14. Spec- N. Schwentner, E. E. Koch, and J. Jortrielectronic Excitations in Con-
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Relaxation processes in a phonon—impuriton systems of supetfleid’He mixtures are studied

on the basis of the system of kinetic equations. The obtained general energy—momentum
relations are valid for any ratio of the times of phonon—impuriton interaction to the times of
equilibrium stabilization in the phonon and impuriton subsystems. In the hydrodynamic

and kinetic modes of phonon rates, the effective diffusion coefficient for the dissipative mode as
well as the velocity and attenuation of sound in the acoustic mode are calculatetR9®

American Institute of Physic§S1063-777X98)00210-3

Fundamentals of the kinetic theory of superfluidv,=ge5/9p;, v,=de4/dp, the corresponding velocities,
*He—"He mixtures were formulated by Khalatnikov and andJ, (a,3=3,4) the collision integrals. The ratio of the
Zharkov? Subsequent investigations formed the basis for total densityp,= pan+ pan Of the normal component to the
a comprehensive theory of propagation of first and secondensityp, of “He in the mixture is assumed to be small in
sounds and dissipative processes in the entire temperaturgs. (1), so that the superfluid background can be treated as
range in which a quasiparticle description of these quantun equilibrium. We linearize Eqd) in the small deviation
solutions is valid. However, superflutHe—*He mixtures  5f  of distribution functions from the equilibrium state, i.e.,
display a dissipativediffusion) mode along with acoustic
mechanisms of relaxation of hydrodynamic parametérs. fo=fooat 6fs, =34 2
This mode mainly describes relaxation of temperature angng seek the solution fa#f . in the form
3He concentration and is a unique mode of quantum mixtures “
of helium isotopes. This mode was studied in Refs. 8 and 9 6f,=—15,04. (©)
under hydrodynamic conditions at relatively high tempera-,

¢ b ; hvdrod ) " ; Ui dwheref’()a is the derivative of the functiofip, with respect
ures 3{0 using - hydrodynamic egua lons for -Supertiuidy, energy. As a result, we obtain from E4) the following
mixtures'® In our earlier publicatiort! we analyzed the dis-

S X . ) ystem of equations for the Fourier components of the func-
sipative mode on the basis of the kinetic equation for a gas

) ; ; ) T onsg,:

impuriton in the hydrodynamic approximation at ultralow

temperatures, when the contribution from thermal excitations (w—Kk-Vv3—il33—il34)0g3—il3494=0,

can be neglected. . . _ (4)
In the present communication, we shall analyze the dif- (@~ K-Va=ila=il43994=114395=0,

fusion mode in superfluidHe—*He mixtures by taking into wherel ,; are integral collision operators. Proceeding from
account impurity quasiparticles and thermal excitations ofhjs system of equations, we calculate the parameters of the
Hell in a wide temperature range, in which the kinetic modegiffusion mode as well as the velocity and attenuation of
can be observed in the system of thermal excitations alongecond sound in the superfluid solutions in the hydrodynamic
with the hydrodynamic mode. approximation in the rates of impuriton interactions-g;

An analysis of dissipative processes in the system of<1 and of the rapid longitudinal relaxatianr,,<1 in the
quaSipartideS in SUperﬂUi%He—“He mixtures will be carried phonon Subsystem_ In this case, we assume that the times
out on the basis of kinetic equations for the quasiparticleand r, of the phonon—impuriton interaction, which describe
distribution functionf,, («=3,4): the momentum and energy relaxation respectively, are arbi-
trary. Equationg4) lead to

ot
—— +(v3- V) f3=J35(f3) + J34(f3,f4),

ot (w—k-vg—il 33— il 34+ 134R4l43)93=0, ®)

1
( ) R4:(w_k'V4_i|44_i|34)_l. (6)

of
07—:+(v4-V)f4=J44(f4)+J43(f4,f3)_ o
The problem of determining the energy—momentum re-
Heref; andf, are the distribution functions of quasiparticles lationsw = w(k) satisfying Eq.(5) is equivalent to determin-
in *He and thermal excitations in Hell, respectively, ing the poles of its resolvent

1063-777X/98/24(10)/4/$15.00 708 © 1998 American Institute of Physics
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Ry=w—K-V3—il 33— il 35+ 134Ryl 43. (7) conductivity and first viscosity of the impuriton gfsand
) ] ) ) ) the matrix elements oR are complex functions of thermo-
In the hydrodynar_mc approximation for the mpurlt_on SYS- dynamic parameters and interaction rates.
tem, we must project?) onto_ the subspace of mvanants_ of The matrix elements oR appearing in(17) are calcu-
the collision operatofs; and find the poles of the expression |5teq according to the algorithm worked out in Ref. 6. As a
P.RsP =P (w—P.OP.) P, (8) rebsu!t of relatively simple but cumbersome calculations, we
obtain

Q=K -vy+il g4+ 134Rsl 45— ik-v3P k- Vv . 9
3 347 1344l 43 3Fn 3733 9 R11:w2C4T[Aoo_25A01+szlﬂa

Here we have introduced the projector operators onto the

subspace of invariants of impuriton collisions, i.e., Ri2= 0%\3panCaT[Agr— E(Agz+ Arp) + €A ],

Pe=In(IN+13p20(Ipd + [ IE)( Il (10 Ro2= 0?3pan[ Ars— 28A1a+ EAs), (20)
and onto the subspace orthogonal to it: where

_1_ iT

P,=1-P,. (17) Aoc=Qi 7 A k=0,1,2,

The basis vectorfl) are defined as 4 0
_ 1
|1) |Paz) €3) A11=Q1X, Ap=QoX— 77—, Axn=0oA12
In) = y | dpp= , p)= == , ' 3v4k’ '
W= gy Do = fp oy Ve ey ‘
A13=Q3X,

where e;=e;—(e;3|1)/(1|1). The vectors|J,, and |J,,) _i7Go+(1-B)/ku,

are disregarded since tleaxis is chosen along the vectior

The scalar product is introduced as follows: I7kua+ (1= 8)Qo

the variablesé=kv,/w and qo=(w+i/7)/kv,, and the

(D] W5)= _j *(p3) W3(ps)foadls. (13)  functions of angular variables are defined as
. . 1 Qgot+l
While deriving Eq. (9), we used the correct Qo=§ In q——l Q1=00Qp, Q2=0pQ1,
r-approximatiofi 0
P, Qs=05Q2— 1/3, Q;=oQs.
K Ta3 (14 Relations(15)—(20) make it possible to solve the prob-

lem of determining the energy—momentum relations for the
diffusion mode as well as the second sound. In an analysis of
the acoustic mode, it is sufficient to puwt<k in the general
relations(15)—(20). The obtained equations coincide in this
case with the results obtained in Ref. 6 for the propagation of
w\2 Uy u2e(1+bgy)? second sound in the hydrodynamic, transient, and kinetic
F) = 1+b11+ (14 0,7 (1+ gy’ (15  modes in the phonon—lmpurlt_on system. _

In order to analyze the diffusion mode, we must intro-
where duce into expressiond.5)—(20) the relations betweea and
k typical of dissipative mode¥

and assumed that the paramet@s v3/v2,w733,p4n/P3n
are small. We find the matrix of the operafs in the basis
|J). The equality of the determinant of the matrix to zero
leads to the dispersion equation definia¢k) in the form

ng (9P ST
2 _3 f 2 _ 2
usy=— | — , =, 16 wo —ik*, 21
2N Pn ((7n3)T 2E Cvpn (18 @)
In the case of a purely impuriton systenp,(=0,
k%K 1 C,=0), relations(15—(20) lead to the results obtained in
boo=1i w_CV_ F\/T Ri1, (17) Ref. 11:
— _ilk2
. Knsd 1 - . w=—ik*D3, (22
11~ wpn § w_Pn 221 ( ) where
K3 Usy
1 Dy=~ 23
bo1=— Rya. (19 37C, Ué_' @3
kST
— 2_ .2 2 2 _ N3 (JPy
Here Cy=C3+C,, S=S,+S;=S,+(2/3)C3, n, and C,, U3=Uzy+ U3, U3N=p— el
are the number of atoms of the specigger unit volume and 3n 8/ Tn
the heat capacity of the component of the mixture, respec- §23T

tively, S, is the entropy of thermal excitation®}; the u

. : ET A (24
pressure of the impuriton gagz and 75 are the thermal Cspan
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In this limit, the obtained mode corresponds to a thermabe either the temperature or the concentratiofH#) asso-
wave in normal liquids, which describes dissipative relax-ciated with the mod&29):
ation of temperature and density of particles to equilibrium.

In the opposite limiting case of complete equilibrium in 1 z? t
a phonon—impuriton system, the general relatitk®—(20) p(z)= JanDgt &R~ a0, A T 5,
lead to
t
w=—ik?Dq. (25) = @D(Z't)exl{ - 7'_k> ) (30
Here where the functionpp(z,t) describes hydrodynamic diffu-
sion relaxation. In the case of purely diffusive motfdrthe
2 2 2 total deviation of the relaxing quantity from its equilibrium
. K UZN UZE kT . . . . .
Dei==— —7 S 1-=, (26)  value in the entire volume is independent of time:
CV us; us kT
+ o
wherex= K3+ Ky is the total thermal conductivity of the gas ~ 0(1)= j,w ¢o(z,t)dz=1. (3D
of quasiparticlesD the diffusion coefficient of the mixture, _ _ N
k*=n,/cS, andky is the thermal-diffusion ratio for the Processes of direct absorption lead to an additional and

mixture. Relationg25) and (26) are valid in the entire tem- Probably stronger relaxation, and the quanty(t) is not
perature range to which the quasiparticle description is aptonserved in this case. Thus, these processes can play a sig-
plicable, and correspond to the results obtained in Refs. 8, glflcgnt role in .the relaxatpn of temperature .and concentra-
from an analysis of the complete phenomenological systerHOn IN superfluiHe~"He mixtures with small inhomogene-

of hydrodynamic equations. It should be noted thag also ~ ities Of the system. _ o

defines the effective thermal conductivity of mixtures in non- Such a situation arises during stratification of metastable

equilibrium steady states, i.e., supersaturatetHe-*He mixtl_Jr_e_s when small nuclei of a new
phase are formed at the initial stages of separdfiothe
2 Ko\ 2 growth of a nucleus should be described by using formulas
Kei= K+ D % cv<1_ _I) (27 (28) and (29) for the kinetic mode as well as the general
uzn kT expressiong15)—(20) which are valid for an arbitrary rela-

tion between the phonon mean free path and the characteris-
and coincides with the expression presented in Ref. 10.  tjc sizes of inhomogeneities in superflfide—*He mixtures.

The general expressiord5)—(20) derived above also  Among other things, calculations based on form(@s)
make it possible to study the kinetic mode in a system ofyroved that aff=0.2 K, phonons determine the growth of
quasiparticles, which is intermediate between the ||rfﬂ® On|y |arge drops having a size |arger than aﬂﬁ However'
and(25). In this case, we assume that the phonon rates saghe contribution of phonons must be taken into account even
isfy the relationswr>1, w7,>1, p3,>pas. and relations 5t T=0.3 K in the description of the growth of much smaller
(15—(20) give nuclei of diameter 8Qum.

Thus, we have obtained general energy—momentum re-

s o1 lations (15)—(20) which are valid for arbitrary ratios of the
@=—ik"Dg—i e @8 fimes 7,7, of phonon—impuriton interaction to the times of
equilibrium stabilization in the phonon and impuriton sub-
where systems. The effective diffusion coefficient of the dissipative
mode is calculated in the hydrodynamic, transient, and ki-
1 C, U%N 2 netic modes relative to phonon rafeslations(26), (28), and

T (29 (22), respectively, and the velocity and attenuation of sound
Tk 3 Uz 7¢ in the acoustic mode are determined.

The last term in28) does not depend on the wave vector The author expresses his deep gratitude to I. N. Ada-
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Study of stimulated dynamics and pinning of Abrikosov vortex lattice in type Il
superconductors in an a.c. magnetic field

J. G. Chigvinadze and G. |. Mamniashvili

Institute of Physics, Georgian Academy of Sciences, 380077 Thilisi, GEorgia
(Submitted November 17, 1997; revised May 25, 1998
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A dynamic mechanical method using a weak low-frequency magnetic field is proposed for
investigation of stimulated dynamics and pinning in the Abrikosov vortex lattice in type I
superconductors. It is shown that the application of a weak a.c. field facilitates depinning

of Abrikosov vortices and additional dissipation of energy by liberated vortices. As the frequency
of the field increases, a mode in which the vortices virtually do not oscillate is attained, i.e.,
dissipation ceases, while pinning is extremely effective. The observed effects can be successfully
explained on the basis of the Gor’kov—Kopnin theory. 1898 American Institute of
Physics[S1063-777X98)00310-7

INTRODUCTION losses. Mechanical methods were used to study relaxation
processes accompanying the formation and decay of AVL in
The studies of dynamics of the vortex state in type lltraditional type Il superconductors as well as HTSC. It was
superconductors were always considered to be significaristablished that above a certain transition temperature near
both from theoretical and practical points of view, and be-TC, which is associated with possible melting of AVY the
came even more important after the discovery of HTSC.  |ogarithmic nature of characteristic relaxation dependence
The Abrikosov vortex latticéAVL ) is a special type of changes to a power dependence with exponent 2/3.
elastic continuum possessing interesting vibrational proper- A comparison of the results of macro- and microscopic
ties. In view of high superconducting transition temperatme?nvestigations like NMR provides valuable information
and their layered structure, HTSC exhibit much higher mo-t the structure and dynamics AVL. The efficiency of

bility of the vortex lattice(as compared with type Il SUPer- g technique as a tool for studying complex vortex struc-
conductors which is hampered by pinning associated withy e in condensed media can be illustrated by considering as
various structural defects. This Igads tq specific Phase trang example the unique properties of the vortex state in rotat-
sitions (such as two- and thre_e-dlmgnsmnal melling the ing superfluid®He 2 Considerable progress has been reported
B,T plane @ is the magnetic induction and the tempera- in recent years in NMR studies of the AVL dynamics. At
ture) in the vortex lattice, which are determined by the rela-very low temperatureT<T,, the NMR spectrum reflects
3?; at;r?t?ilzj Zr; t)f}ethaer;;ic;tlrzglcme:]r;rr]]plltude of oscillations andthe local magnetic field distribution associated with the ex-
b P g istence of a stable AVL, while the vortex lattice dynamics is

In this case, the study of AVL dynamics is especially . . . :
important since the high mobility of vortices complicates themanlfested as a narrowing of_the NMR lines and in the pro-
cesses of relaxation of nuclei. The temperature dependence

practical application of HTSC materials. A large humber of f th . ) d spin—latti laxati t f lei
investigations involving resistive and magnetic method of° ke S_p'”‘sf_’g: an dspln—_a 'CE re ra]\xa lon rates o nluc.e|
measurements on macroscopic scale provided valuable infofi@kes It possible to determine the characteristic correlation

mation on AVL dynamicg:2 times of AVL as well as its melting point.

Among macroscopic methods, the static mechanical An interesting method based on dephaging of the nuclear
method of magnetic moment measurement providing the firstPin ech8 was proposed recently for studying the AVL dy-
macroscopic proof of the possibility @fz_,o-symmetry of ~Namics stimulated by an external low-frequen(s) and
the order parameter and the measurement of intrinsic pinninBulsed magnetic fields. This method has been used for a long
anisotropy associated with it are worth mentioningt  time for studying the dynamics of domain walls in magnets,
should be noted that pinning anisotropy of Abrikosov vorti-and makes it possible to study of the effects associated with
ces due to dislocations was observed by the static mechanicéie hyperfine field anisotropy and to obtain quantitative esti-
method in TaNb alloy. The experimental pattern is similar mates of local inhomogeneities and mobility of domain walls
to that observed by Ishidat al® The direct dynamic me- besides providing valuable information about the identifica-
chanical method of investigation of losses, which providegion of the NMR spectrum?® The DW dynamics stimulated
information on interaction of vortices in type Il supercon- by the applied If and pulsed fields was also studied intensely
ductors, is even more sensitive method of investigation oby macroscopic methods.

1063-777X/98/24(10)/5/$15.00 712 © 1998 American Institute of Physics
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DISCUSSION OF EXPERIMENTAL RESULTS b1
In this communication, we propose an original technique 8- ¢
for studying the stimulated dynamics and pinning of AVL in
a weak ac magnetic field. As the first application of this
technique, we present the results of direct measurement of
losses in an ac magnetic field. The measuring technique can
be described as follows. The superconducting cylindrical
sample is suspended on a thin elastic thread in a constant
magnetic fieldHy>H_, at right angles to the cylinder axis 2
producing Abrikosov vortices. The changes in the attenua-
tion and frequené:y of vibrations caused by Abrikosov vorti- \ \ | \
ces are measuredn fieldsHy<H;, the frequencyw and 0
the logarithmic damping decrement are independent of the 50 100 150 200 250
vibration amplitudee. However, as soon as the field, f. kHz
exceeds the valud;; and Abrikosov vorticegpinned at the
lattice defectsare formed in the bulk of the superconductor, b
vortex pinning leads to the formation of an additional mo- 3.01 }
ment which makes the frequency and damping of the sus-
pended system dependent on the vibration amplitude. In par- {
ticular, the amplitude dependence of the frequency and 2.8
attenuation acquires a critical amplitude beyond which the «
vibrational frequency begins to decrease and the attenuation e ¢
begins to increase. Measurement of these dependences pro- o, 26}
vides information about the pinning force as well as the dis-
sipative processes accompanying the AVL movement. It was
shown by Galaik¥’ that the interaction between free and 24
pinned vortices plays a significant role in this case. As the ’ * b}
vibrational amplitude of the suspended system increases, the
concentration of free and pinned vortices changes, thus lead-

o~
o 6
-—
“w

¢

ing to an amplitude dependence of dissipative processes in 22
the mixed state. In the measuring technique adopted by us, a ey
weak ac field f=1.5 Oe) is applied parallel to the main 0 120 150 200

field Hy generating Abrikosov vortices. This leads to an ad-
ditional dissipation of the vibrational energy of the sus-
pended mechanical system. FIG. 1. Logarithmic damping decreme#iof the vibrations of a suspended
The sample, made of a thermodynamically reversiblesystem as a function of the ac magnetic field frequehdg). The same
TaNb single crystal, had the form of a cylinder of diameterdependence on a magnified scale in the frequency range 120—24@MkHz
2.5 mm and length=5 mm and was attached to the vibra-
tional system having a moment of inertla= 84.85 gcn?,
eigenfrequencyw=0.49 s, and lower critical fieldH;
=65 Oe. The external field in which the effect of a weak acan ac field §= &,). The value ofé begins to increase upon
field on the critical state of a type Il superconductor wasa further decrease in frequency, and is four times larger than
measured amounted k=80 Oe and exceeddthough not & in fields ~10 kHz.
significantly) the lower critical field. It was mentioned above The application of a weak ac magnetic fididof fre-
that the ac fieldh is just a small correction-1.5 Oe toH,,. quency f leads to a variation of the amplitude effects of
It can be seen from Fig. 1 that more significant varia-frequencyw and attenuatiors observed forf =0. The am-
tions of dissipation are observed for lower frequencies of thelitude dependence ob or, to be more precise, the fre-
applied fieldh. In the absence of a field, the attenuation quency variatiolAw depends on the frequendyof the ac
and vibrational frequency depend on the vibrational amplifield in a manner analogous to the variation of the vibrational
tude of the suspended system. These dependences are anaampings shown in Fig. 1. The dependenceX# on the ac
gous to those described by us earliend are associated with field frequencyf is shown in Fig. 2(Aw is the difference
the existence of Abrikosov vortices, thus pointing towards éetween the cyclic vibrational frequency of the cylinder for
detachment of vortices from pinning centers for vibrationalan amplitudee=0.02 rad and its value fop=0.1 rad). It
amplitudesy exceeding a certain critical valug . can be seen that the chanye is observed for the value of
It follows from Fig. la that, for comparatively high fre- frequencyf of the ac field below 180 kHz. In this respect, it
guencies 180 kH&f=240 kHz, the logarithmic damping differs from the dynamics of damping incremeéitwhich
decrements of the suspended system is independent of theemains unchanged in the interval from 240 to 170 kHz and
frequencyf and has the same magnitude as in the absence starts increasing only fof=160 kHz (see Fig. 1b showing

f, kHz
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FIG. 2. The dependence dw on the ac field frequency (Aw is the

FIG. 4. The dependence of logarithmic damping decrendasftthe vibra-

difference in the cyclic frequencies of the vibrations of a suspended systertions on the vibrational amplitude in an ac fieldh=1.4 Oe.

for amplitudese=0.02 and 0.1 rad

the results of more meticulous measurements in the ranqe

120-240 kHz.

Thus, our experiments show that the application of
weak ac field facilitates depinning of Abrikosov vortices and
additional dissipation of energy by liberated vortices. Thes
considerations are confirmed by an analysis of amplitude ef:
fects in the presence of a weak ac field. It was found that the
critical amplitude ¢, at which vortices are detached from
pinning centers in vibrational experiments decreases abrupt
with the ac field frequencyFig. 3; cf. Fig. 4. The curve in
Fig. 3 shows that the value of, decreases sharply below the
lower observability limit of our experiments 2102 rad)
at low frequencieqapproximately tof =50 kHz). As the
frequencyf of the ac field becomes higher, the anglg
increases and attains the value of the critical amplitude ob-
served in zero ac field at frequencies 220—-240 kHz. Fig- .
ure 4 shows for comparison the amplitude dependence
damping(at f=180.2 kHz) at which the value af, is so
large that it is approximately equal to the critical amplitude

in zero ac field.

We shall use the Gor'’kov—Kopnin thedffor interpret-
ng the obtained results. We are speaking of the experiment
awith a cylinder vibrating in a dc magnetic field on which a
weak ac field is superimposed. We shall consider the case
when the frequencw of the ac field is quite highw> o,
oy, is the limiting frequency at which flux lines are detached
from pinning centers We shall also assume that the dis-
placementu of vortices is smaller than the separation be-
Itween pinning centers. In this case, vortices perform recipro-
gating motion about pinning centers. As long as vortices are
free, they can drift slowly as a result of vibrations of the
cylinder and hence dissipate the energy of its vibrations.
The average energy dissipation is independent of the ac
field frequencyw at low frequencies, when the displacement
u is independent of. As the value ofw increases, however,
the situation changes. Since the drag force acting on vortices
ds proportional to the velocityand hence the frequengythe
amplitude of displacement of a vortex from the pinning cen-
ter starts decreasing starting from a certain frequency. The
size of pinning centers is quite lardef the order of and
larger thané=4.5x10"° cm; see the electron micrograph
presented in Fig. 5 for a thermodynamically reentrant

p b
P, <2102 rad

2 L

TayoNbs single crystal used in these experimentor this
reason, the displacement of vortices soon becomes of the
order of or smaller than the size of a pinning center, and the
vortex remains pinned all the time. Naturally, energy dissi-
pation decreases abruptly in this case.

In order to estimate the frequency at which the depen-
dence of displacement anstarts being manifested, we write
the Gor'’kov—Kopnin equatiofequation of motion of vortex
lattice in an ac fieltf4:

BZ

o —
fC2

n,X —

Y =(Cq1—Cge) [N, XV div U]+ cCgd N,

d°u

0 40
f,kHz

FIG. 3. The dependence of the critical angleon the ac field frequenci.

80 120 160 200 240

X V2u]+ c4A[ n,x

: @

922

whereu is the displacement of vortices, the unit vector in
the direction of the magnetic fiel@-axis) in Fig. 6, o; the
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. dUy dUy
vK(C11~ Cep) iV U+ Ceev o Caa
I

_ BoHy Bo(H,—Hyp)
Vg Uk A '

wherev (v;,v,) is the vector normal to the sample surface,
Eq. (1) leads to an equation for the distribution of the ac field
in the sample in the form of Maxwell’s equations with modi-
fied values ofos and u. The displacement of vortices oc-
curs along they-axis and depends only gn From Eq.(1),

()

we obtain
B? auy (?Zuy 4
Ot 2 gt =Ci11 -2 c?y 4

Fory=0 (component along thg-axis), we obtain from
the boundary conditiofi3)

&uy BoH _
Cuy ay 47

5
Presentingu, in the form uyzRe(e*i“’tuy), we obtain
from (4)

u(y) iwoB?
T2 u(y)=0.

ay c°Cqq
FIG. 5. Electron micrograph of a thermodynamically reentrani;Niy, This leads to the following expression fa(y):
single crystal(magnification 98 00D u(y) =Ae7(l+i)y/‘sik,
. . . _ where
conductivity of the superconductor in the mixed state during
the motion of vorticesH the constant fieldB the magnetic 2cq,c2\ 12 c _
induction, andc,; are elastic moduli of the vortex lattice: Bngf maf’
2
c B ’?H f B’2 dB’, andu,= Bo/477011 is the effective permeability of the vortex
U4 9B 8x ﬁB’Z system. From Eq(5), we obtain
BH 1 (B _ &H B2 1-iH_ 1-iH-
- — 12 ’ S R,
g g |, B g 48 @ ATTamen %% 2 B, M7 By
It was shown by Gorkov and Kopnih that together Hence
with the boundary condition at the sample surface in the 1—i H_
form u(y)=— w8 T e (DG
II 2 BO
For the estimate of the frequeneyat whichd~ 6, (w), we
obtain
(O] C11C 1 Cll C2

fo= 27 71'd20'f82~ 7 B2 P1g?

Using the experimental results and Eg), we find that
the quantitycy;/B? is of the order of unity in fields of the
order of 250-300 OeH=~2H_;). This gives

1 p;10°[Q-cm]

A R

2/‘\ In the present casep;=4x10"7 Q-cm for H,
d Ho.h = =80 Oe, andd=2.5 mm. Hence

fow 10 kHZ,

FIG. 6. Experimental setup for estimating the dependence of vortex disWhich is.in-gogd agreement with the frequency at which
placement on the ac field frequenc. energy dissipation starts to decrease.
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dissipation of the energy by the liberated vortices. This is
confirmed by an analysis of the amplitude effects.

The effects observed by us can be explained satisfacto-
rily by the Gor'’kov—Kopnin theory.

Like the investigations of the stimulated vortex lattice
dynamics by dephasing of the nuclear spin echo, the dy-
namic mechanical approach used by us also allows direct
observation of the relaxation processes in the Abrikosov vor-
tex lattice. Moreover, this technique supplements the NMR
investigations since it is convenient for studyiBgT phase
diagrams over a wide range of paramefesow relaxation
processes with characteristic times of the orded & and
more/ pinning potentials® etc. Apparently, the NMR tech-
nigue is more convenient for studying rapid relaxation pro-
0 5 10 15 20 cesses with characteristic times of the order of 16 and

h, Oe below!"8|t should also be noted that the values of pinning
potential obtained by using mechanialand NMR
method$’ are closeof the order of 0.2 and 0.1 eV, respec-
tively).

It would be interesting to study the damping under a

Hence it can be assumed that the decrease in energfimulating low-frequency force in the same samples. This
dissipation is associated with the increase in drag obstructing/ould considerably improve the reliability and accuracy of
the displacement of vortices in an ac field. As the separatioth€ results.
between vortices and pinning centers decreases, their effec-

. , - L The authors are obliged to N. B. Kopnin for his help in
tive trapping at pinning centers becomes stronger, which, in . .
interpreting the experimental results.

turn, leads to a decrease in energy dissipation to its value at . .
ay P This research was partly supported by the Georgian
zero frequency. . . Academy of SciencegGrants 2.18 and 2.12
We also studied the dependence of damping on the ac ' '
field h for various frequencies andwy=2.05 st (Fig. 7). It
was found_ th_at upon an increase in the amplitude of the ae- .. jaba@physics.iberiapac.ge
field, the dissipation remains nearly constant for stnatnd
then decreases sharply upon an increade in
In order to explain this result, we again turn to the A. Campbell and J. Evett&ritical Currents in Superconductordaylor
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HF energy losses at the minima of magnetic field dependences of absorption in HTSC
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Peculiarities of the electromagnetic power absorption are investigated at extreme points of
magnetic field dependences in high-superconductors. A linear dependence of absorption on the
magnetizing field at the points of minima on the curves is established. It is shown that the

main contribution to absorption at these points comes from hf losses directly in grains. The relative
value of losses at the minima on magnetic field curves can be used for estimating the grain
quality. © 1998 American Institute of Physids51063-777X98)00410-1]

1. INTRODUCTION tribute the lack of complete compensation of local fields in
the intergrain space at the peak of the critical current curve
Hysteresis effects in magnetic field dependences of critior at the minimum of the electromagnetic field absorption
cal currentt~> magnetic susceptibility® and electromagnetic curve on magnetic field dependences in a decreasing mag-
energy losses in microwal@nd rf field§ has attracted the netic field either to the spread in the geometrical size and
attention of researchers even from first steps of investigationrientations of individual grains in the sampfeor to the
of physical features of higfiz. superconductoréHTSC) of  variation of the magnitude and direction of local magnetic
the YBgCu;0,_, type. An analysis of these dependencesfields in the intergrain space over a wide raRgeThe effect
confirmed the strong influence of the granular structure obf magnetic flux trapped by the grains on their critical cur-
HTSC on their transport and magnetic properties. It wagent or electromagnetic field absorption in grains was com-
found that intergranular medium is mainly responsible forpletely disregarded. This research aims at the evaluation of
the value of transport current and electromagnetic losseshe effect of magnetic flux trapped by grains on the absorp-
while the magnetic flux trapping in the sample is mainlytion of high-frequency(rf) electromagnetic field directly in
determined by superconducting grains. grains and the estimation of the effect of the dissipative field
Many authors paid special attention to an analysis of thef the trapped flux on the losses in the intergrain space at
extreme point on the magnetic field dependence in a decreagbsorption minima on magnetic field dependences.
ing magnetic fieldthe peak of critical current or the mini-
mum of the imaginary component of magnetic susceptibility
as well as electromagnetic lossek was found that these 2. EXPERIMENTAL TECHNIQUE
experimental points on the critical current and magnetic sus- The absorption powd? of the rf field (the tangent of the
ceptibility curve$ (or electromagnetic absorption on the |oss angle taf=P=1/Q in the samplg was measured by
scale of external dc magnetic figldoincide. The influence the inductive technique. The experimental setup made it pos-
of the magnetizing fieldi.e., the maximum valuesi,, of  sible to measure the change in los$ess a result of the
magnetic field attained before its decrgaaed the working  introduction of a superconducting sample into the field of the
temperaturE® as well as the temperature and magnetic pastoil. Measurements were made at a frequency of 2.525 MHz
history of the sample in a given experiméfit on the posi- at liquid nitrogen temperatureTE77K) during sample
tion of the extremum has been determined. The results afooling in zero magnetic fieldZFC mode.
these experiments led to the conclusion that the existence of A dc magnetic field up to 165 Oe was created by Helm-
an extremum in a decreasing field is determined by the maxinoltz coils. The direction of the ac component of the rf mag-
mum possible compensation of the applied field in the internetic field created by the measuring inductive coil in all the
grain medium by the opposite field created by field lines ofexperiments was collinear to the applied dc magnetic field.
the magnetic flux trapped by superconducting grains. In thiThe ac magnetic field strength did not exceed 0.01 Oe.
case, the action of the applied magnetic field on weak inter- We recorded three types of magnetic field dependences
grain links is strongly suppressed. However, the critical fieldof absorptionP in the sample: upon an increase in the ap-
or electromagnetic absorption being measured at the extr@lied magnetic fieldH to H,,, during its subsequent de-
mum never attains its initial valugrior to the application of crease, and also the losses in the sample with a trapped mag-
the magnetic field Besides, the point corresponding to the netic flux in zero magnetic fieltl =0. We could reverse the
zero value of sample magnetization does not coincide witllirection of the applied field; the direction of the field in
the position of absorption minimum in a decreasing magnetievhich initial measurements were made was assumed to be
field, although these two special points are cldse. positive (H), while the opposite direction was regarded as
The authors of the publications mentioned above atnegative (-H).

1063-777X/98/24(10)/4/$15.00 717 © 1998 American Institute of Physics
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P minimum. It was found in numerous investigatione that
the minimum on this curve is due to mutual compensation of
local fields in the intergrain spadgée., on the surface of
graing, which are induced by the applied magnetic field and
by the total dissipative field of Abrikosov vortices trapped by
grains, which has the opposite direction. Using the model
developed by Evetts and Glowatkon the basis of the
Bean'’s concept on the critical state, we find that the magnetic
flux trapped by a grain at the minimum of the curve has a
spatial distribution shown schematically in the inset a
(Fig. D below the minimum under investigation. The local
magnetic field at the surface of grains is equal to zero in this
case. Figure la corresponds to the case when only a part of a
granule goes over to the critical state, i.e., the magnetic field
has not yet penetrated to the center of the granule.
Y . 1 The absorption of the rf field at the minimum is the sum
-180 -90 0 90 180 of the absorptiorP, in the superconductor in zero magnetic
H,Hpn, Oe field (see Fig. 1 and the componerR,,,;, due to the effect of
FIG. 1. Typical shape of magnetic field dependence of absorption inthe tre}pped mal%netlc flux. - P
YBa,Cu;0;_, ceramic samples. The insets show schematically the mag- Blinov e_t a_l' were the firs{to our knovyled_gbto obtain .
netic flux distribution in a grain at the absorption minima in a decreasingth€ magnetic field dependence of absorption in a sample with
magnetic field(@ and in a sample with a trapped magnetic flux during a trapped magnetic flux during magnetization reversal. These
magnetization reversab). authors paid attention to a strong difference between this
dependence and a similar curve obtained during magnetiza-
tion in the forward direction. The presence of a minimum on
his dependence was interpreted from the point of view of
he spatial distribution of the local magnetic field in the mag-

0.08

0.06

0.04

0.02} P

The field dependencd®(H,,) of absorption in a sample
with a trapped magnetic flux were measured after switchingﬁ

off the magnetic field which was initially varied smoothly netized sample. The fields induced by magnetic fluxes

from zero to a certain valud,,. The value of the magnetiz- i d during forward nd rever H) madneti
ing field H,, was increased in each next measuring cycle apped during forwardH,) and reverse {Hy) magne

0—H,_—0. When the direction of the magnetic field was zation of the sample in this case are compensated at the

reversed to- H,, (magnetization reversglthe maximum at- f’r:rfazz i?]fagr?el\ri]ns.at-rtzi dcln?r:rtlt();tlaobgo?f t;[cr)]r? mn?r?}?nnuerﬂcinﬂt%)é
tained value of the positive magnetizing fieldH pp 9 P p

=165 Oe) was preserved, and only the value of reverse mag&:’.‘ngi o:_;egia:n/lel valr?.s |:jH mtfhshgwn :jn t.he mfs et b to .
netization field (H.) was varied. ig. 1. The total local field at the boundaries of grains is

Special attention was paid to the minimum values Ofnaturally assumed to be zero in this case, while the magni-

losses in a decreasing magnetic fielcas well as in samples tude O|I> Iossde;,at this minimum is determined by the total
with a trapped magnetic flux during magnetization reversa|Osses 0 andFmin- . -
(—H,) As the maximum attained valu¢,,, of the magnetic field
m-
The experiments were made on Yf8aLO,_, ceramic

increases, the position of the rf absorption minimtig,, in
samples prepared at the Institute of Single Crystals, Nation

a decreasing magnetic field as well as the position of the
Academy of Sciences of the Ukraine, according to the stantnimum Humin In @ sample with a trapped magnetic flux

dard technique of solid synthesis under various conditions o(flu”ng magnetlzafuon_ revgrsal are d|splaced towards higher
preparation. valu_e_s of magneup fleIdFlg. 23. '!'he d|splac§ment of.the
positions of the minimunH,;;, (solid curve coincides with
the dependences obtained in Refs. 1, 7-9, and 11, but the
fields used in the experiments do not attain saturation. The
The solid curve in Fig. 1 shows a typical hysteresis loopminimumH/.;. (dashed curveis characterized by higher val-
of rf losses in an HTSC ceramic sample, which was obtainedies and is displaced more rapidly. Figure 2b shows the in-
in a magnetic field first increasing from zero to 165 Oe, anctrease of losses at both minirfa,;, (solid curve and P/,
then decreasing to zero and in the region of “negative” val-(dashed curvg i.e., in a decreasing field and in the trapped
ues ofH. After the value of— 165 Oe was attained, the field field during magnetization reversal, respectively, as a func-
was again returned to zero value. The direction of field variation of the magnetizing fieltH,,. The dependendd ,;,(H)
tion in this cycle is shown by arrows. as well as theP,,(H,) dependence do not attain quasi-
The dashed curves show magnetic field dependences efationary level in the magnetization field range under inves-
losses in the sample with a trapped magnetic flux during itdigation, which suggestésee Refs. 7, 9, and Lhat the
magnetization to 165 Oe in the forward direction and uporexternal field does not penetrate to the center of grains under
magnetization reversal te 165 Oe. these conditions.
A typical feature of the magnetic field dependence of It can be seen from Fig. 2b that the dependences
absorption in a decreasing magnetic field is the presence ofR,i,(H») and P}, (H,) are almost linear. The values of

3. DISCUSSION OF EXPERIMENTAL RESULTS
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FIG. 3. Dependence of absorpti,, at the minimum in a decreasing field
0.012 on the double lossesFZ,;, at the minimum in a sample with a trapped
magnetic flux during magnetization revergste text
c
-€
©.  0.008 : . _
e : The high coefficient of correlationr &€0.98) suggests
of that rf losses at the minima under investigation are connected
0.004 through a stringent relation, while random variations of the
: grain size and orientation, which determine the spread in the
local intergrain field, play the role of an auxiliary correction
0 3,{ | | | to the main absorption. It is worth noting that, according to

geometrical concepts of regions with trapped magnetic flux
30 70 110 150 according to Bean, the density of the magnetic flux trapped
Hm, Oe in a granule at the minimum of the absorption curve in a
decreasing magnetic field ., (see the inset a to Fig.) 1s
FIG. 2. Positions of the minimaHy, H) (@ and the magnitude of  4\ice as high as the density of trapped flux at the minimum
losses [_Dmin_,P;nir_]) (b)_at these p0|_nts as functlons of the maximum attained H' (see inset b to Fig.)l Thus using the Kim—Anderson
magnetization field: in a decreasing fiel@) and in a sample with a trapped min } ! "
magnetic flux during magnetization reversl, model concerning the dependence of critical current on mag-
netic induction and taking into account the fact that losses
are inversely proportional to the critical current dendttye
losses at the minimum of the curve recorded in a decreasingan easily assume that losses in gains depend linearly on the
magnetic field are approximately twice as large as rf losses atensity of magnetic flux trapped in the sample.
the minimum of the absorption curve recorded on a sample This naturally leads to the conclusion that losses at the
with a trapped magnetic flux during magnetization reversalminima of magnetic field dependences is mainly due to ab-
i.e., Pmin=2P/,;, in the entire range of magnetization fields. sorption directly in grains, and hence characterizes, in fact,
In order to verify the validity of the relatiorP,,, the quality of grains in a HTSC ceramic sample. At these
~2P/..., we analyzed the dependerieg;,(2P,,;,) for alarge  points of magnetic field dependences, rf losses in the inter-
number of HTSC samples for a fixed value of magnetizinggrain medium are minimized and can be regarded as a small
field H,,= 165 Oe(Fig. 3). During sample synthesis, we var- correction to losses in grains, which is responsible for a de-
ied the technological processes of sample prepardsoch viation from the equalityP,,,=2P;,,. It can be naturally
as the temperature and duration of annealing, pressure amgsumed that the magnitude of this correction to main losses
temperature of compressiprand introduced impurities of in grains is determined by technological conditions of
silver, Y,BaCuQ, etc. For this reason, the samples weresample preparation. We can estimate the nature of its varia-
characterized by different values of rf losses before and afteion by analyzing, for example, the behavior of the losses
the application of the magnetic field and different forms ofunder investigation in samples with different densige$or
magnetic field dependences of absorption. this purpose, the rati® /2P, in Fig. 4 is shown as a
Figure 3 shows the values ofP?,;, and P, for more  function of densityp for more than 50 samples. Approxima-
than 200 HTSC ceramic samples. The dashed straight lingon of the obtained experimental values by a second-degree
with a slope of 45° is drawn from the origin, while the the- polynomial indicates the existence of a peak for the density
oretical (solid) regression line is plotted by using the least p~4.5 g/cnt. Consequently, the samples having such a den-
square method. sity are probably distinguished by the best quality grains, i.e.,
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losses in HTSC ceramic samples in magnetic fields are
mainly associated with losses in the intergrain medium, the
absorption takes place predominantly in grains for certain
values of magnetic fields on magnetic field curves. The mag-
nitude of these losses at poirts,, andH, can be used to
estimate the quality of grains.

The analysis of the behavior of rf losses in samples with
a trapped magnetic flux during magnetization reversal indi-
cates that Bean’s model is applicable for the case of magne-
tization reversal in ceramic samples also.

*)E-mail: cherpak@ire.kharkov.ua
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The magnetic ordering model is considered for a single-lattice spin subsysterB-withand a

large biquadratic exchange whose energy has the same order of magnitude as the bilinear
exchange interaction energy. The expression for free energy is obtained in the microscopic
approximation, and the phase states are defined and analyzed. The Landau potential is
represented as a power expansion in the model microscopic free energy. This expression is used
to describe the peculiarities of the temperature dependences of the magnetic susceptibility

and magnetoelastic deformation. ®98 American Institute of Physics.
[S1063-777X98)00510-6

Conventional Heisenberg exchange interaction bilineaand the phase transition between ferromagnetic, and quadru-
in spins can be supplemented in many systems by a strongpole states occurs as a first-order transition, it appears that
interaction, e.g., biquadratién sping exchangeBE) inter-  the directions of fields, and hence the orientation of order
action. In some casésee, for example, Ref)Ithe intensity  parameters for these states, can be arbitrary. However, the
of BE is not small according to some indications, but com-mutual relation between the directions of spontaneous low-
parable with and even higher than that of bilinear exchangeering of the symmetry for different states deserves special
Exchange interaction biquadratic in spins can change qualigttention.
tatively the properties of magnets. The main property of &  |ndeed, Andreev and Grishchugroved that a QP pos-
system with a strong BE is the possibility of the existence ofsesses a magnetic susceptibility, i.e., the magnetic field ap-
the so-called quadrupole pha&@P),* which is described by  plied in the quadrupole state induces a magnetization whose
a(rank two tensor order parameter and has zero magnetizggirection is determined by the field. But the same field also
tion. Other manifestations of BE are described in Ref. 3. jatermines a definite orientation for the quadrupole order

Thermodynamic properties of a one-sublattice ISOtrOplEarameter which was initially orientationally degenerate

magnet with ferromagnetic bilinear exchange and BE hav ince the average magnetization now determines the quanti-

been described by many authdsee, for example, R(_afs. zation axis, and the directions of principal axes of the quad-
3-7. A more general case, when three- and four-spin ex-

change interactions were also taken into account, is consicqypde moment are no longer !nvarlant relative to th|§ axis,
ered in Ref. 8. However, the problem has not been solvegIthough they are not' determined compllete.ly by this axis
completely. For example, various possible configurations Oﬁlone. Thus, 'f.We require that .the magnetization of the quad-
quadrupole spin states &t=0 analyzed in Ref. 8 were erro- rupple .phase in the external flleld and the spontaneous mag-
neously called domains. The calculations made by Chen angftization of the ferromagnetic phageP) have the same
Levy*” are valid for equilibrium states and cannot be useqdlrectlon_, i.e., are oriented by the same applied fleld_speu_fy-
for calculating nonequilibrium free energy defined in theiNd quasi-mean values for the FP, we find that the orientation
form of a function of order parameters. Appropriate proce-°f the quadrupole moment in the QP and the orientation of
dure of computation of the nonquilibrium free energy andth® magnetic moment in the FP are interrelated.

Landau potential is described in Refs. 9—11 and in Refs. 6 ~The mean tensor field taken into account during the for-
and 8 as applied to the problem under investigation, bufnation of the QP does not contain a vector field, can be
some of the solutions analyzed in these publications are urirésented in terms of the components of the quadrupole or-
stable. This can easily be verified by introducing a smallder parameter, and hence cannot determine the magnetiza-
perturbation containing, for example, tze-component of tion in the FP completely. It will be shown below that correct
the spin quadrupole moment operator. Such an instability igterpretation of the interrelation between these fields leads
not a feature of the system itself, but appears due to thto a complete description of the problem. These consider-
approximations used. The mean-field approach for a spiations will be important for our analysis since we shall study
system with BE presumes the presence of a vector magnetibe possibilities for the existence in the system of QP and FP
field as well as a tensor quadrupole mean field. Since théwhich are transformed into each othemnder various con-
system is isotropic, ditions.

1063-777X/98/24(10)/5/$15.00 721 © 1998 American Institute of Physics
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We shall consider a simple one-sublattice spin system ,~1=2(J—B). (6)
with S=1 with isotropic bilinear and biquadratic exchange . o o
interactions. A thermodynamic analysis of possible ty(es The behavior of magnetization and susceptibility in the
cluding QP and FPof spin ordering will be carried out, and du@drupole spin state is the same as for an isotropic
temperature dependences of magnetic susceptibility and |a@ntiferromagne.
tice deformations will be analyzed. Since the application of a
magnetic field is required and the mean-field approximation
is used for calculating the magnetic susceptibility and magerREE ENERGY
netostriction, we shall use an approach that makes it possible
to take, into account correctly the mutual orientation of the =~ We shall describe the system corresponding to Hamil-
order parameters in the QP and FP in an applied magnetf@nian (1) at finite temperatures by using the system of co-

field. ordinates defined by relatiorn8).
It should be borne in mind, however, that statistical cal-
HAMILTONIAN culations of nonequilibrium free energy in terms of the Gibbs
partition function, which were made in Refs. 3, 4, and 7, are
We consider a spin system with the Hamiltonian based on the theorem on the extremum of approximate equi-
librium free energy'* which is a function of extrinsic param-
H =Jf29 S-Syt B% (Sf-Sg)z, (1) eters. The replacement of the extrinsic parameters, say, of the

external magnetic field by the exchange field carried out by
where S and S; are spin operatord, and g are the vectors these authors is not substantiated since the exchange field is
specifying positions of spins witB=1, andJ andB are the  a function of an intrinsic parameter. For this reason, the Lan-
bilinear and BE constants such th&t<0 and B<0. The dau potential used in such calculations contains fourth-order
negative values of the constadtendB ensure the stability invariants of the external magnetic figftf® which contra-
of the one-sublattice magnetic structure. dicts the thermodynamic theory of phase transititinGon-
Denoting the components of the quadrupole moment opsequently, following Refs. 6 and 8, we shall calculate free
erator Q,5=(1/2)(S,Sg+SsS,), by Q.p, We can write energy in accordance with the thermodynamic definition of

Hamiltonian(1) in the form free energyF =E—To, whereE and o are the energy and
entropy, which are functions of order parameters. This ap-
H:[J—(]_/Z)B]E (sr.sg)+2 BaBE QtapQqap proach to the calculation of nonequilibrium free energy is
f.g ap f.g substantiated sufficiently well in Refs. 9—11 and its applica-
(2 tion in Refs. 6 and 8 is justified.
where a, 8=x,y,z, and the coefficient8,; are defined as Wave eigenfunctions of spin in the mean field method
follows: B,z=2B if a# B, andB,z=B if a=p. applied to systen(l), which satisfy relationd3), can be

Loktev and Ostrovski?*® described spin systems with written in the forn$*2*3
S=1 by introducing for spin an intrinsic system of coordi- .
s, e g or S Y ) =cosel1) +sing|~1), |v)=|0),

(WsSceie) = (e Syithr) = (i Qnytr) =0, ©) |¢/3)=—sin ¢[1) + cos ¢ — 1). @)

where| ) denotes the function of the ground state of ttre _In the basis of these functions, only ta€omponents of
spin, andx,y,z are the axes in the intrinsic system of coor- SPIN differ from zero, and the quadrupole_ moment has a di-
dinates. In the magnetized state in which the mean valugdgonal form. Consequently, free energy is a function of the

S,=(Sui) differ from zero, the function|y) of the thermodynamic parameters

ground state is defined unambiguously and has thefotn 1 2 _ 1 2 _
M=— ;o d=— ;
| ) = cos fi| 1) + sin ¢| — 1), (4) N 4 St Oamy 4 Quz
where|1) and |- 1) are the eigenfunctions of the operator 1 _ 1 _
S,. Such a form of the function allows us to describe ferro-  dyy=7y Z‘ Quy:  da=yy Ef: Qfxxs 8

magnetic as well as quadrupole states considered in Intro-

duction. In an external magnetic fieldz, the ferromagnetic whereN is the number of spins.

state corresponds to the functiéf) with ¢=0, for which The energy of interaction for systefth) as a function of

S,=1. The magnetization of the quadrupole state in the fieldhermodynamic mean valug8) has the form

is given by E

B h E= N [J—(1/2B]M2+ B(dg,+dZ, +d>,). 9)

Szzm- )

Denoting byP,, P,, andP; the probabilities of the spin

For h—0, the quadrupole state corresponds to functiorstated ), |,), and|3) which can be defined in terms of

(4) with o= 7/4. the ratio of number of particles in each of these states to the
The susceptibility of the quadrupole state differs fromtotal number of particles, we can write the conventional ex-

zero and can be written in the form pression for entropy per particle:
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3
o=—> P, InP;. (10)
=1
CalculatingS,,Q.,,Q,y,Qux in basis(7), we find that
parameter$8) can be expressed in terms f P,, P,, and
Pj:

M

(P,—P,)cog2¢);

1 1 .
d=1= 5 (P1+Pg)+ 5 (Py—P3)sin(2¢),
dZZ: P1+ P3; (11)

1 1 .

Using formulag(11) we can write the expression for en-
tropy in the form of a functions oM, d,,, d,,, andd,,.
Consequently, the free energy of systétncan be written in

the form
- 1 1 ) ) 1.2
F:NF:E—TU: ‘]_EB M<+B|d;,+2 1—§dZZ

1 2 2
+T E(dzz+ M<+ (dyx—dy,)°)

1 2
+ E (dxx_ dyy)

XIn

1 a2 2
E(dzz'l' M +(dxx_dyy)

1
+ E (dzz

- \/M2+(dxx_ dyy)z)ln(% (dz— \/M2+(dxx_ dyy)z))

+(1—d,,)In(1—d,,). (12)

For the free energyl2), we can obtain the following
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results without any comparison with experimental data.
Since we are dealing with a first-order transition, the appli-
cability of the system of coordinates fod to quadrupole
moment is only of illustrative interest. It is important, how-
ever, that the tensor of quadrupole moment in the QP corre-
sponds to an oblate ellipsoid, while the same tensor of quad-
rupole moment in the FP corresponds to a prolate ellipsoid.
If a magnetic field is applied to the QP, the quadrupole mo-
ment is oriented so that the magnetic field lies in the plane of
the oblate ellipsoid, and the tensor of quadrupole moment of
the QP in the magnetic field becomes biaxial. If a magnetic
field is applied to the FP, the direction bf, and hence the
extended axis of the ellipsoid, will be oriented along the
field, and the tensor will remain uniaxial.

Taking into account what has been said above, it is con-
venient to describe the behavior of these phases in a unified
system of coordinates by considering an auxiliary Hamil-
tonian stabilizing the spatial degeneracy of systdmand
having the form

H=Ef[(—hszf+2\<szf>2+’é(sxf>2+f:(syf>2>], (13)

where the fielch and the parameteis, B, C<0, |A|>|B|
>|C|; h—0 andA, B, C—0 define quasi-mean values
(Bogoliubov’'s metho@ifor M along thez-axis and the prin-
cipal values for quadrupole moment so that the normal to the
plane of the oblate ellipsoid in QP lies along thaxis.

LANDAU POTENTIAL

Using the equalityd,,+ dyx+dy,=2 following from S
+ S§+ S§:2, we expand the enerdit2) into a series irM,
A,,=d,,—2/3 andA,,=d,,— 2/3, confining our analysis to

solutions of the equations of state, determined from the minithe fourth power in small parameteli$, A,,, andAy:

mum value ofF in M, d,,, d,,, andd,,: (1) the solution
with M#0, d,,#d,,=d,, corresponding to the ferromag-
netic phase;(2) quadrupole solutions wittM =0 and (a)
dy=dyy#d,,, (b) d,,=d,,#d,y, and(c) d,,=d,#d,,,
corresponding to the quadrupole phase, é)dhe solution
with M =0, d,,=d,,=d,,=2/3, corresponding to the para-

magnetic phaséP. An analysis carried out by us as well as

the results obtained in Refs. 4-7 shows that |Bf<|J|,
only solutions(3) and(1) exist forT>T, andT<T,, respec-

tively, the transition between them being of the second order.
As the value of|B| increases but still remains smaller than

|J|, this transition becomes of the first order. F8t>|J|,
the phase transition from staf8) to (1) occurring upon a
decrease i is replaced by a first-order transition frof8)

to (20 at T=Ty. The magnetic field oriented along the
z-axis alone is insufficient for the selection of soluti(#c)
from the three solutiong2) since in order to determine

uniquely the orientation of the quadrupole moment, we must

1 3 2 32 4 2
3= 5 Bt o3 T|M?+ 55 TM*+(2B+3T)(AZ,

P=|J=5B+3

32
AL T 5 T(AZ+ A7) +(2B+3T)A A

32
- 7 T(Angxx_" A)Z(XAZZ) + 32T(A§Axx+ AixAzz)

3 3? 32
+ 2 TAngzx_F 22 TMZ(A>2<X+A32)+ 2 TMZAZZAXX
2

3
— 3 TM2A,,.

> 14

Thus, the Landau potential of systdif) is a function of
the vector order parameter and two components of the tensor
order parameter.
If the value of B is comparable with] in the order of

exclude degeneracy in the plane perpendicular to the fieldnagnitude, the thermodynamic mod#&#) for the state with
Using this theory, we can consider a hypothetical system oM #0, A,,#0, A,,#0 is strongly nonlineat® This means

states aff<T., T<Tq, emerging upon the variation &

that the Landau potential for the FP, which can be presented

for a constand. In this case, a transition between the FP andas a function oM alone, contains, in contrast (@4), higher

QP occurs foB=J and is of the first order. Naturally, the

powers inM since ifB~J, we cannot use the approximation

discussion has a sense only for theoretical analysis of thef direct proportionality of the quadrupole order parameter to
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the square oM. The terms describing an interaction of the a form of the Landau potential allows us to simplify consid-
guadrupole origin are symmetric to the transpositiby,  erably the expressions obtained as a result of calculations. It
—A,,, which permits the solution withA,,=A,, for  would be expedient to carry out a thermodynamic analysis of
M=0. For M#0, the last term in(14) implies thatA,, = model(16) in the most general form.
#FAyandA, > A, Magnetoelastic interactions of the spin—spin type are de-
The coefficients of the Landau potentid4) have sin- noted by constany, while constanty is of the one-particle
gularities which are manifested in the reversal of signs of therigin.!° Minimizing potential(16) in U,, andU,,, we find
coefficients of second-degree invariants Tof which take  that magnetostriction ii16) is directly proportional tavi?,

place for A,,, andA,,. The lattice is deformed in thez(x) plane, so
52 5 that the following equality holds:
Tcz—E[J—(UZ)B], TQ=—§B. IM24 (A, Ay
U,=Uy=— 2 . (17)
For T=0 andJ=B, the energy of the quadrupole state c

is equal to the energy of the ferromagnetic state, and hence |, order to simplify the problem, we neglect in the po-

one state is transformed into the other when this equality i) (16) the magnetoelastic interactions associated with
holds and aff =0. However, the equalitf;=Tq holds for o grientation of magnetization relative to the crystallo-
J=B. Consequentlysee abovg only one of the phases is g 0hic axes. It follows fronil7) that in view of one-particle
realized in mode[l_) for any values of the parameteisand magnetoelastic interactions in QP in whidh=0, while

B and fng%B: either the FP forJ|>[B|, or the QP for =\ — \ 0 |attice deformation differs from that in mag-
|J[<[BJ." This peculiarity of the model does not depend ony s with a strong one-ion anisotrddince the former are
the number of terms in the expansion of free energy and will, oo ciated with the emergence of a quadrupole order and
probably disappear when fluctuations are taken into accounty hibit an anomalous dependence on temperatepend-

It is still interesting to consider the cases when the QP an‘ijng on the relation between the constaptand 7, such a

FP exist in a crystal witd# B in different temperature in- o 4het0striction can be stronger than lattice deformations in
tervals and replace each other. For example, a possible wagy. Fp

to eliminate the above-mentioned peculiarity is to take into

) X . o ; In addition, the application of a magnetic field to such a
account in(1) isotropic three- particle interactions of the type

system gives rise to strains which are proportiondias in
the case of anisotropic magnets. Such a magnetostriction was
Df% (S-S9)(Sy-S). (15  described in Refs. 15, 16, and 20 with the help of generalized
e susceptibilities of the Landau potential. In view of the qua-
As a result, potential14) will contain the termg2/3)DM?  dratic dependence of strain on the field, however, it is expe-
and DM?4A,,, and hence the coefficients of the invariantsdient to calculate the derivatives 9U,,)/oh? and
M? andM?A,, will be renormalized. In this case, the phase (52U, ,)/3h?. Taking into account relatiofL7) and differen-

transition atT=0 occurs ifJ=B—D. For these values of tjating twice the equations of state for potentiab) with
exchange parameter$o# T, andTo>T, for D<0. This  respect to the field,

means that for certain values &f and B, there exists an

i i i i i P P P
interval of values of] in which an increase in temperature 2 —o, 2 o, 2 o, (19)

leads first to a first-order phase transition from the FP to the oM IA,, IA
QP, followed by a first-order phase transition from the QP to ) . i .
the PP. we obtain the following limiting equations ih (for h—0):
PUzd _PUg oy, o [PA)
MAGNETIC SUSCEPTIBILITY AND MAGNETOSTRICTION ghZ| T anZ| T T 2c| ah?
Following Ref. 1, we take into account magnetoelastic A
interactions in potentiall4) as well as the Zeeman term +—&h2 . (19
h—0

®,=a;M?+a,M*+b (A2 +A2)+by(AL,+AL)

z 4

+b3A A+ Da(AZA AL A, ) +bs(AS A,

Here x is the magnetic susceptibility fdr— O:

1
+ A, A%+ beAZ AL FIMA(AZ+AT) X= g+ TA+(2f,+1,)A2] 20
M At Pt MAUz it Ud T Uz g20,) 2,
FULI (At A +e(UZ+UZ) ~hM, ae |,
V\{here the coefficients, b, an(_JIf corresppnd to the Cpeffi- B 2f3+4(f,+21)A )
cients of the relevant terms in expressiti#) taking into " 2by+bs+6b,A+6(2b,+ 2bs+ bg)AZ X~ (2D

account possible three-spin interactions. In the general case,
these coefficients can be regarded as arbitrary since they In formulas(20) and (21), A stands forA=A,,=A,,,
were obtained ir{14) in the mean field approximation. Such which is valid for a state wittM =0 sinceh—D0.
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It follows from (20) that the reciprocal susceptibility in magnetization. The second peculiarity is the deviation from
the PP for whichM =0 andA,,=A,,=0 is proportional to the Curie—Weiss law for magnetic susceptibility, which is
T (x '=a,), i.e., obeys the Curie—Weiss law. due to the emergence of quadrupole order. The third pecu-

If the QP precedes the FRA#0, and the dependence liarity concerns the anomalies in the temperature dependence
x_X(T) is nonlinear. The contribution to the denominator in of lattice deformations for temperatures higher than the mag-
the expression fory can strongly depend oA since the netic ordering temperature, which are also associated with
parameterd,, f,, andf; are not small and have different the emergence of the quadrupole order. The fourth peculiar-
signs. Substituting20) into (21) and (19), we obtain ity is the existence of a singularity on the temperature depen-
dence of the second derivatives of deformations with respect

2 2
J UZZZ‘ _d U;‘X‘ to the field, which is possible with one-particle mechanism
h ‘h—»O dh ‘h—»O of magnetoelastic interactions in the case of quadrupole or-
N Fat 2(F 4 2f)A , dering.
_E+ c2b;+bs+6b,A+6(2b,+ 2bg+ bg)AZ X The authors are pleased to express their gratitude to

S. M. Ryabchenko, who indicated the necessity of a specific
(22) description of magnetic properties of isotropic spin systems,
In the paramagnetic state for which=0, this expres- for numerous and fruitful discussions of the results of this
sion can be written in the form research, and to V. M. Loktev who made a number of valu-
2U 2U able remarks on the text of thi; article.
2“‘ = ZXX Y2 This research was partly financed by the State Founda-
oh* |, , dh tion of Fundamental Studies at the Ukrainian Ministry of
(23)  science and Technology, Project No. 2.4/734.

Thus, the temperature dependence of the second derivg—E_ i: rvabch@labmag.io ki
tives of strain with respect to the field has two singularities. mail: ryabch@labmag.ip.kiev.ua
The. first singularity IS asiociated with the vanishing of themta, A. F. Lozenko, and P. A. Trotsenko, Fiz. Nizk. Ten#,
reciprocal susceptibilityy™~ at T=T, for a;=0, while the 671 (1995 [Low Temp. Phys21, 525 (1995)].
second is the vanishing of the denominator in the parenthese®\. F. Andreev and I. A. Grishchuk, Zh.KSp. Teor. Fiz87, 467 (1984
in (23) (2b;+b3=0) at T=Tq. It should be emphasized [Sov. Phys. JETRO, 267 (1984)].

that the second singularity is realized for a strong BE and in = - NagaevMagnets with Complex Exchange Interactiom Russiar,
Nauka, Moscow(1988.

the presence of quadrupole-elastic interactions. “H. H. Chen and P. M. Levy, Phys. Rev. Le2, 1383(1971.
The phase transition from the PP to the QP occurs as &V. M. Matveev, Zh. K&sp. Teor. Fiz.65, 1626(1973 [Sov. Phys. JETP

first-order transition. The transition temperature is higher 38 813(1973].

sa 6N. Nauciel-Bloch, G. Sarma, and A. Castets, Phys. Re¥, 8503(1972.
than T, and hence the equalith=0 does not hold at 7"\, Chen and P. M. Levy, Phys. Rev.® 4267 (1973.

T=Tgq. However, numerical calculations made in Refs. 6 8y, m. Kalita, Fiz. Tverd. Tela33, 1940(1997) [Sov. Phys. Solid Staté3,
show that the difference betwe@g and the phase-transition  1092(1993].
temperature amounts to only a few percent. For this reason V- A- Leontovich, Sov. Phys. JET8, 844(1938.
the sinqularity on the temperature dependence of the secon&l/' G. Bar'yakhtar, I. M. Vitebskii, and D. A. Yablonskii, Fiz. Tverd. Tela
Sing y mperat P e 9, 2135(1977) [Sov. Phys. Solid State9, 1249(1977].
derivatives of deformations with respect to the field is notily. m. Kalita and V. M. Loktev, Ukr. Fiz. Zh40, 235 (1995.
only asymptotic; the values of the second derivatives withigv- M. Loktev and V. S. Ostrovskii, Ukr. Fiz. Z23, 1708(1978.
: i i ; : V. M. Loktev and V. S. Ostrovskii, Fiz. Nizk. Tem20, 983 (1994
respect to the field increase considerably in this temperature[l_OW Temp. Phys20, 775(1994],

interval in view of the small difference betwed, and the 145"y, Tyaplikov, Methods in Quantum Theory of MagnetisPlenom

_r,n_fa
¢ ¢ (2b;+by)

h—0

phase- transition temperature. Press, NY, 1967.
15p. Morin, D. Schmitt, and Tr. Lacheisserie, Phys. Re21B1742(1980.
CONCLUSION 16p_ Morin and D. Schmitt, Phys. Rev. %, 4412(1983.

Y7L, D. Landau and E. M. LifshitzStatistical Physic$in Russian, Nauka,
Completing the thermodynamic analysis of the magneticlgyOSCOW(lW@- o _

ordering in the one-sublattice spin system Wk 1 and a u. M. Gufan,Structural Phase Transitiorf$n Russiar, Nauka, Moscow
strong BE, we can single out several important peculiaritieses k. 'Z\,ezdin‘ V. M. Matveev, A. A. Mukhin, and A. |. Popo\Rare-
distinguishing such systems from Heisenberg magnets with Earth lons in Magnetically Ordered Crystafgn Russiaf, Nauka, Mos-
bilinear exchange. The first peculiarity is associated with g, cow (1985. ,
strong nonlinearity of the Landau thermodynamic potential, - M1in and D. Schmitt, Phys. Rev. 26, 3891(1982.
which can lead to a nontypical temperature dependence dfanslated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 10 OCTOBER 1998

Optical absorption edge in  a—Fe,05: The exciton—magnon structure
A. |. Galuza, A. B. Beznosov, and V. V. Eremenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraite
(Submitted May 10, 1998

Fiz. Nizk. Temp.24, 965—-969(October 1998

Transmission spectra of synthetic and natural hemadité&-¢,0,) crystals are measured at
temperatures 10, 25, and 300 K in the wavelength range 500—-1100 nm, and the absorption spectra
are computed. Pure exciton and exciton—magded transition bands are revealed, the
corresponding wavelengths at 10 K beikng= 1020 nm andc\ ;=965 nm respectively. The half-

widths and oscillator forces amgy=84 cmi'l, f;=4x10"°, g;=60cm %, f;=1.4x10’

for 10 K, go=85cm !, f,=5%x10°, g;=110cm %, f;=2.1x 107 for 25 K. The mechanisms

of band formation for weakly allowed—d transitions in hematite are analyzed. 1998

American Institute of Physic§S1063-777X98)00610-0

The interest towards low-temperature properties of théhematite and to study the temperature dependence of its op-
oxides of 3-elements, which has been stimulated in recentical absorption edge.
years by the advances made in the physics of oxide super-
conductors, has spread to a considerable extent towards tl
temperature dependence of the optical characteristics 0
magnetically concentrated crystals, including iron oxides. Samples ofa-Fe,03 crystals in the form of thin plates

An iron ion in oxides can be in different charge statescut from natural mineral hematite(plate thickness
separated by relatively small energy intervals. This is manit=6 um), as well as synthetic single crystdtsuts parallel
fested in the existence of iron compounds with different deto the (111) plane with a surface density of defects of the
grees of oxidation and different levels of stability, i.e., FeO,order of 16—10° cm 2, plate thickness 23 and 17Gm)
Fe,0;, and FgO,. Moreover, different electron configura- were investigated.
tions separated by even narrower energy intervals may also Transmission spectra(\) were measured experimen-
exist in the same charge state of iron ion in iron—oxygertally at helium (T=10 K), hydrogen T=25 K), and room
atomic groups. This leads to a variety of phaéeystalline, temperatures in the wavelength range €006<1100 nm.
magnetic, ferroelectric, efcwith much lower energy differ- Measurements were made by the double beam metrsidg
ences within the same chemical compound, as well as ta double prism monochromator DMR-4, a standard helium
noticeable interconfigurational fluctuations which may becryostat with fused quartz windows and a halogen incandes-
thermally activated or of quantum-mechanical orijfn. cent lamp KIM-12-100 as the source of light. Photomultipli-
These peculiarities of the electron structure of iron oxidesrs FEU-79 and FEU-83 cooled by liquid nitrogen were used
determine their low-temperature properties to a considerablas radiation detectors. The photocathodes of the amplifiers
extent. were located quite far from the sample surface to prevent

Direct information about the electron energy spectrum ofdistortion of the transmission spectrum being recorded by the
iron—oxygen atomic groups can be obtained from opticapossible luminescence tcompounds.
measurements. It should be interesting to carry out investi- Because of the brittleness of hematite, the sample of
gations of hematited-Fe,03) as a standard and most stable thickness Gum was not detached during measurements from
insulating oxide of irort. the glass substrate to which it was glued for mechanical pro-

Optical absorption of hematite begins in the near infra-cessing. The distortions caused by the presence of the sub-
red spectral region and is formed ly-d transition bands strate and glue were weakened by introducing into the com-
between energy levels for the electron configuratiSnof ~ parison channel a compensating couple made of TF-4 glass
the FE" ion, which are split by the intrinsic crystal fiefd.  plates with a high refractive index~1.72 (the latter were
The main spectral structure is associated with electron trarjoined by using the same glue with which the sample was
sitions involving magnons, phonons, or with simultaneougfastened to the substrate
excitation of two magnetic cations, since double forbidden-
ness(in parity and spii considerably weakens pure exciton
one-particled—d transitions. Bands of such a pure exciton
absorption corresponding to the transitioﬁAlg(GS) The spectral dependences of the absorption coefficient
H“Tlg(“G) have been observed in the transmission spectra(\) of hematite shown in Fig. 1 were calculated from the
of Y3Fe:0;,,° FeBO,,” and FgBOg.2 In this work, we shall  data on transmittance of thin samptes6 and 23um taking
endeavor to reveal pure excitah-d transition bands in into account the reflection coefficieRt *°

MPLES AND EXPERIMENTAL TECHNIQUE

RESULTS AND DISCUSSION OF SPECTRA
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FIG. 1. Absorption spectra af-Fe,0; crystals at temperatures 10(urve ~ FIG. 2. Absorption spectra of @- Fe,0; single crystal of thickness 176m
1), 25 K (curve 2), and 300 K(curve 3, 4). Curves1-3 correspond to a  at temperatures 10 and 25 K. The inset shows the pure excitonAgand
synthetic single crystal of thickness 2&n, and curvel to a natural hema-
tite mineral of thickness @um. A, B, andC are many-particle transition

bands. Curved and2 in the inset are in the region of the exciton—magnon slope in curved and2, which can be seen clearly in the inset

bandA, to Fig. 1. By disregarding the backgroufright slope of the
A-band, we were able to determine the spectral position of
the band A; (its peak at T=10 K corresponds to

a= 2In(1——R)—Inr A~965 nm), as well as the number of dispersed electrons
t corresponding to it#

The spectra recorded in the region of ba#dand B (tran- mec (=

sitions®A 4 to *T,4 and*T,y, wavelengths. =860 and 640 Ne=5 22 J’ n(w)a(w)do,

nm, respectivelyare in accord with the results obtained in 0

Refs. 11-13. wherem ande are the electron mass and chargendw the

If by the absorption edge we mean the spectral region irvelocity and frequency of light, and is the refractive index
which the relationat~1 is still satisfied for quite bulky of the material. In the approximation of the Lorentz oscilla-
samples {=10 um), i.e., the transmittance~0.3 and the tor forcef, the quantityN, must be equal td f, whereN is
absorption coefficientz~ 1000 cm %, the absorption edge in the total number of electrons that can participate in the for-
hematite corresponds to the wavelenythl um. Note that mation of theA;-band. Assuming that five such electrons
the effect of temperature variation on the absorption edge icorrespond to each Fe atom, we obtain the vdluel.4
a-Fe,0; is much weaker than that due to the presence ok 10 7 at 10 K andf=2.1x10"" at 25 K. The maximum
impurities: the absorption of the natural samfilee mineral  absorption in the band is equal to 93 ¢hat 10 K and
contained Ti, V, Si, Al, Mn, Ca, Mg, Cr, Ni, P and S impu- 77 cm! at 25 K. The corresponding half-widths are
rities in descending order of concentratiémabout 1.5 times 60 ¢t and 110 cm?. The error in determining the oscil-
(curve 4) stronger than in a synthetic single crystaurves lator parameters is estimated-a20%.

1-3). In this case, a comparison of absorption in samples Such a value of could be associated with a pure exciton
with thickness 23um (Fig. 1) and 170um (Fig. 2 shows transition. However, such an interpretation is not quite in
that the influence of lattice defects is apparently comparablaccord with the nature of the absorption spectrum as a whole
with the temperature effect. The absorption in a thin samplén the vicinity of theA;-band, and necessitates the quest for
is slightly higher in accordance with an increase in the relaan alternative interpretation. Assuming that the frequencies
tive contribution from the defect-enriched surface layers. of d—d transitions in oxide compounds of Hewith octahe-

The effect of interference on the shape of the transmisdral symmetry &-FeO; also possesses this symmetdyf-
sion spectrum was negligible, since the valueralid not  fer only on account of the difference in the component of
exceed 0.2 in the entire range of measurements. cubic symmetry in the crystal fielgpparameteDq),>* which

It can be seen from Fig. 1 that the weakly manifesteds determined by the separation betweedFand G, we
structure of theA-band includes the low-temperature singu- analyzed the available data orand frequencyw of the pure
larity A; in the form of a small “hump” on the long-wave exciton transitionGAig—>"'Tig in corundum(crystalline ana-
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log of hematité) with iron impurity (r=1.92 A and to our estimatés which exceeds the value dffor a pure
0=9450 cmY?® and in YFeO,, (r=2.02AY o exciton transition by more than four orders of magnitude,
=9807 cm Y).° It was found that in the linear approximation points towards a strong exciton—phonon interaction in hema-
for the functionw(r) for hematite(the value ofr averaged tite.
over oxygen surroundings is equal to 2.025Awe can Broadening of the crystal field transition due to stresses
expect the valugo=9825 cnit (\=1018 nm). emerging in the crystal during mechanical polishing of the
The transmittance range was extended to 1100 nm bgamples may also make a certain contribution to the width of
investigating samples of large thickne@Sig. 2), and the the observed bandd.The mechanism of such a broadening
weak bandAy shown in the inset was detected after elimina-in hematite may be the surface amorphization with the for-
tion of the background. The spectral positionfgf was de- mation of a thin layer having its own phonon spectrum. This
termined as (10183) nm at 25 K and (102683) nm at 10 assumption is confirmed by the IR spectra of amorphous
K. Within the limits of the errorassociated mainly with the «-Fe,0,?? containing only two phonon bands with frequen-
procedure of background eliminatiprihese results coincide cies 410 and 950 cnit, which differ considerably from the
with the above estimate so that we can identify fgeband  frequencies for crystalline hematite.
as a consequence of a pure exciton transit‘?@qg(GS) The B-band, which is observed only at low temperatures
—>4Tlg(4G). Calculations of the oscillator force for the band (starting from nitrogen temperatuf8sand is close to the
A, also lead to the values characteristic of such transitionsA-band in width and intensity, is associated withd tran-
4x107% and 5< 10" ? at temperatures 10 and 25 K, respec-sitions from the ground staf®A;4(°S) to the excited level
tively. The maximum absorption in the band is equal to*T,,(*G) next to “T;4(*G) involving both phonons and
2.6 cmtat 10 K and 2.7 cm' at 25 K. The corresponding magnonsFig. 1). We were not able to detect the pure exci-
values of half-width are 84 and 85 ¢th Identical methods ton band corresponding to this transiticas in other oxides
are used for eliminating the background and determining thef d° element&313252§ probably due to a high background
oscillator parameters for the bandg andA; . absorption level ¢~ 1000 cm * in hematite. In theB-band,
The doublet structure with a separation of about 5 nmwe can find a doublet with splitting close to the magnon
between the components, which is manifested in the asynfrequency’® the intensity being redistributed towards the
metric form of the bandd,, is close to that observed in low-frequency component upon a decrease in temperature.
Y3Fe,0,,° and may be a result of splitting of the excited The degenerate IevéEg, 4A1g(4G) is the next on the
level T,4 of this transition, in particular under the effect of energy scale for the electron configuration but a transi-
the trigonal component of the crystal fiefd. tion to this level in oxides is expected at wavelengths shorter
The identification of the original liné\, allows us to  than 500 nrft”*” and with the same oscillator force as in the
make certain assumptions about the origin of the other confirst two transition€’ Hence the weak peakC (A
ponents of the bandA also (Fig. 1). Thus, the low- ~560 nm) cannot be associated with this transition. Appar-
temperature singularitf,, which has a higher intensity than ently, this peak is a part of thB-band structure, and its
A, and is separated from it by 693 ¢ is probably asso- observed frequency shift relative to tBeband can be pre-
ciated with the simultaneous excitation of an exciton and aented in principle as a set of phonon and magnon frequen-
magnon: the frequency position &f , with respect toAy is  cies.
in good agreement with the energy of the two-magnon band In the intervalx >700 nm, the absorption coefficient of
in the Raman spectrum af-Fe,0O5 according to the data hematite decreases slightly only in the interval between room
obtained by Haret al?° (the half-value of this energy, i.e., and nitrogen temperaturéswhich correlates with the pro-
the magnon frequency at the edge of the band, is 690'cm  cess of freezing out of phonons, while the decrease for
and an increase in the oscillator force by an order of magnix <700 nm continues even during cooling from 25 to 10 K,
tude is associated with the removal of spin forbiddenness imwhich may be attributed to the effect of high-intensity
transitions of this typé&?2! temperature-dependent absorption bands at shorter wave-
A further increase in the frequency leads to the partici-lengths. Such a band with a strong temperature dependence
pation of the crystal lattice vibrations in absorpti¢three is located in the vicinity of 400 nm. It is observed in the
optical phonons with frequencies 305, 435, and 525%tm spectra of transmission, reflection and magneto-optical ef-
have been detected in infrared spe@raas a result of which  fects, and was attributed to transitions af 8lectrons to the
the parity forbiddeness is relaxed and the absorption in4p shell}? charge transport from thep2shell of oxygen to
creases, attaining a peak near 860 nm. The structure of thhe 3d shell of iron?1*?8or to the two-excitord—d transi-
band A, which is determined by combinations of magnonstion in Fe*.1%26 For the excitation of both excitons in the
and phonons participating in the absorption process, is naame sublattice, a 1.5—-2 orders of magnitude increase in ab-
resolved easily even at 10 K, although the singularity at 92%orption is envisaged in the latter mechanism upon an in-
nm can be attributed to the participation of two phonons, atrease in temperature from 10 to 100(&s it was observed
895 nm to two magnons, at 865 nm to a magnon and threby Fujiwara et al?® during investigations of the crystals
phonons, and so on. The band width depends on the maxMnF, and RbMnk). For a considerable bandwidth, this may
mum number of quasiparticles participating in the given opdead to the temperature dependence of the absorption edge
tical transition. For the observed half-width of 2400 cm observed in hematite.
this number may be six or more. The large value of the  Thus, it can be concluded from the above analysis of the
oscillator force for the entire bandl (~1.5x 10”4 according  absorption edge of-Fe,O5 that the weakd, line observed
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at low temperatures is associated with pure excitbrd
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The tunnel resistance of highly stable, mechanically controlled break junctions of Al, Au, Cu,
Pb, Ni, Pt, and Pt—Ir, have been recorded as a function of the electrode spacing over

6—7 decades. Clear deviations from the expected exponential behavior have been observed.
Comparison with previous experimental and theoretical studies indicate that the discussed
deviations in some cases are most probably due to the shape of, rather than to interactions
between, the two electrodes. €998 American Institute of Physid$§1063-777X98)00710-3

1. INTRODUCTION Flores produced comparable results.”fing, Ziger, and
Pohf'° studied the approach of an Ir tip to an Ir sample, and
Over the last decade, the scanning tunneling microscopgund only a weak onset for a plateau at small separations.
(STM) has developed into one of the most generally useiraci and Tekmat showed theoretically that, depending on
instruments for the study of surfaces and small structtifes. material and tip-specific features, the tunnel resistance may
The atomic resolution in topographical measurements is gatyrate at very small distances, but can also increase almost
consequence of the strong dependence of the tunnel currefiiearly up to contact when plotted on a logarithmic scale.
on the distance between the tip and sample. The simplest aggh, the other hand, Kraret al12 observedasterthan expo-
crudest approximation describing the tunnel current is a plaqentia| pehavior at a Pt mechanically controllable break
nar model of the barrier, leading to an exponential decreas%nction, which they explained from attractive forces be-

of th? tu:}ntﬁl gutrrentt_as 3 ftunctm?hoft mcrelgsmgl eltectrod é/veen the front atoms of the two tips. However, in all these
spacing. € Interaction between Ihe tunneling electron an xperimental and theoretical investigations of tip-sample ap-

the opposing electrode, at which a charge builds up, is incor- L ) . .
: - . proach, deviations from exponential tunneling behavior were
porated as a first order correctiéimage potential the bar-

rier height and width are found to reduce, but the genera?bserved over at most two decades of the tunnel resistance,

result stays the same for low bias voltages. Just before the jump to contact.

Some experimental investigations of the tunnel curren(i In a recent theoretical article, Laloyawt al.™ calcu

as a function of distance between tip and sample have be ﬂted the tunnel current for differentD8 geometries of the

presented in the past. Gimzewski andIMJ have studied WO electrodestip and sampleby solving the exact Schro

the transition from tunneling regime to point contact for adinger equation numerically for the electron tunneling prob-
clean Ir tip and polycrystalline Ag surface. They observedl€m in such a multidimensional configuration. They studied
the onset of a plateau in the tunnel resistance at small tighe tunnel current as a function of tip-sample distance for
sample distance¢<2.5-3 A before a jump to contact Sharp(hemisphericaland blunt(cylindrical tips above a flat
which was subsequently explained theoretically by L&ng.surface, and also studied the influence of the presence of a
He modeled the system by two flat jellium electrodes with aGaussian boss or dip at the sample surface. Their results
single tip atom present at one of the surfaces, and found thghowed that certain tip-sample geometries can lead to sig-
the tunnel current as a function of electrode separation lewificant deviations from the exponential relation between
eled out at a conductance valuege?/h (7 being of order  tunnel current and tip-sample distance over more than four
unity) as the situation came close to a one-atom size contacbrders of magnitude of the tunnel current, whereas the above
A tight-binding calculation by Ferrer, MartsRodero, and described electron-mediated tip-sample interactions, which

1063-777X/98/24(10)/7/$15.00 730 © 1998 American Institute of Physics
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arise because the potential barrier between the electrodes al-
lows the wave functions to overlap at very small
separationd? have never been predicted nor observed to
cause deviations for more than two orders of magnitude.

In this work we shall present experimental observations
of deviations from exponential tunneling behavior over a
wide range of tunnel resistances between 10-Q@&kd 1-5
G(1, which can be attributed to a dependence of the tunnel
current vs. distance relation on thé 3unction geometry.
The results will be compared to the theoretical results of
Laloyaux et al'® To ensure that the tip in our experiments
had a well-defined apex, we discarded all measurements
which did not show a well-defined jump to a one-atom point
contact at relatively small distances. We also observed
current-distance curves which showed characteristics attrib-

utable to strong mutual interactions between the electrodes. 0N
These last results are discussed in detail elsewfere. — : ]
—
Backspring

2. EXPERIMENTAL

The observation of possible deviations from exponential
tunneling behavior requires a highly stable tunnel junction
with an adjustable tip-sampler tip-tip) distance. Therefore,
we used the mechanically controllable bré®CB) junction
techniqué® for our experiments. MCB junctions have al-
ready proven their high stability and adiustability ina studyFIG. 1. Scherriatic_drawing qf the MCB—setup. The sample consists of a thin
of the transition from weak link to superconducting tunnel (50 um) metallic wire, which is glued with two drops of Stycast 2850 FT on
. iont6 . . imeltt top of a phosphorbronze bending beam that is covered with an insulating
junction™ and in one-atom point contact experimerftShe  |ayer The wire is cut to more than 80% of its diameter, and can be broken
stability of our setup is illustrated by the fact that we found itin vacuum at low temperatures by turning the spindle. A differential screw
possible to reproduce current-distance characteristics severagchanism that is also attached to this spindle can be used to bring the
times over periods of more than 60 min. A drawback of thejunction into the tunnel regime, or to establish a small contact. Very small

.p . . e ’ . . tip-tip displacements can then be realized in a controlled way by applying a
MCB-tech_nlque is that it is dlff'(_:UIt to calibrate the tip- _voltage over the piezo ring. The backspring can be used to obtain “nega-
sample displacement, because it depends on the specifiee” bending angles, but was also found to increase the stability of the
sample arrangement and on the way the sample breaks. setup strongly.

The setup we have used is drawn in a somewhat simpli-
fied way in Fig. 1. The sampl@ 50 um metallic filamenkis ]
glued onto a phosphor-bronze bending beam covered with a When the beam is bent, the surface of the beam beneath
thin insulating layer of kapton foil, using two small drops of the filament will be stretched, leading to an increase in the
Stycast 2850 FT epoxy. The sample is then cut for abouflistance between the two fixation points, and thus to an in-
90% of its diameter at the midpoint between the two drops of€ase 0z Assuming that the tips just touch when there is
epoxy. After that, the sample is mounted in the seffEig no vertical displacement, the increadg due to surface

. , . ! ;

1), and is cooled to 4.2 K in high vacuum surroundings. TheStretching can be expressed as
sample is then broken by turning the spindle, thus creating Eh , wh?
two clean electrodes. The tunnel distar{oe contact size A== (2ld—d9), I=—%. 1

. . . . 16EI 12
can be adjusted using a differential screw connected to the _ . _
spindle. Both spindle and differential screw are driven byHere,dis the distance between the two anchoring poisez
using fork-blade mechanisms, enabling us to decouple thEig. 1), F is the vertical force exerted on the bending beam,
setup from the outside world if desired. Fine adjustment andt is the modulus of elasticity of the beam, amd, andw are
scanning of the distance is done by means of the piez#s thickness, length and width. Using an expression for the
driver. Mounting of a backsprin¢see Fig. 1 turned out to vertical displacement from Ref. 1A can be re-written as
increase the stability of our setup strongly. External vibra- Fl3 hd d
tions were suppressed by suspending the cryostat from the y= @ﬁASI 3y I 2— I—). 2
ceiling using elastic cordé'bungy cords”).

In order to be able to observe deviations from exponenThe beams we use have dimensiohgwXxh=28x10
tial behavior of the tunnel resistan&g as a function of the X 0.4 mm, and the distana®is about 0.5 mm.
tip distancez, we must ascertain thatis proportional to the Bending of the beam also leads to a non-zero slope
vertical displacemeny of the center of the beam when it is the fixation pointgFig. 1). This causes an additional contri-
bent. Therefore, the relation betweerandy will be dis- bution A,, to the distance between the tips, as well as a
cussed in considerable detail here. vertical displacemenh
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A,=d(l-cosa)+2psina, Ay=2¢ sina, 3 100

wheree stands for the distance between the point where the
wire has been broken and the middle of the section of the
wire between the two anchoring points, amds the vertical
distance of the wire at the anchoring points to the plane of c 1 3
flexure. For the case of a wire lying on top of a bending :_ 10

beam, this distance will be half the beam thicknbs§he o

slopea is given by’ 2

_3yd( d

a= —— —
12 I

and has a small value in all experiments={0.008 rad for

y=2 mm). ThereforeA,~(1/2)da?+ 2pa. Forp=h/2, the

second term equals,. The term (1/2)la? is proportional to

y2, which in principle leads to a nonlinear relation between 1
the separatiom=A +A,, of the two tips, and/. However, 10
in our setup, this term is two orders of magnitude smaller
than both the other term i{8) andA;. In an experimenty is
typically varied over less than Am around a value of 2 mm,
and the change in slopéz/dy over this range is less than >~ 10
1.5x 10 “ %. Neglecting the nonlinear term, a value of 330

for the ratioy/z is found, which is the estimated attenuation

of the applied vertical displacement to the induced tip-tip 3 , \ .
distance 10
: 0 200 400 600 800
The vertical displacemet, is zero when the wire is cut Time, s
exactly in the middle £=0), but can be quite large when

the wire breaks close to one of the fixation points ( FIG. 2. (a) Drift of the tunnel resistanc®; of an Al-sample directly after

4 102L°2 ' !

MQ

_ d/2) break (T=4.2 K). Each curve represents a period of about 6 min. starting
! 10 (1), 20 (2), 30 (3), 60 (4) and 180(5) min after breaking. After three
d? d hours, the change iRy has become less than 5% over a period of 6 ittin.
Aym 2ea=3y - ( 2— —) , (5) Drift of the tunnel resistancB; of a Pb-sample, measured directly after the
| | electrodes have been pressed together for a short imel (2 K). The drift

which is of the same order of magnitude asBecausel, decreases quickly and is negligible after 12 min.

«y, the distance between the two tips will nevertheless be

proportional toy, albeit th_e tips do not approach horizontally. change inR; was as large as two orders of magnitude over
However, when preparing the samples, extreme care Was_g min (which is the typical measuring timehortly after
taken fco ensure that the notch was as close as possible _to the break, but dropped to an acceptable level of a linear
midpoint bet.ween_ the two gluing points, leading to_no OrJ“Stchange oR;(t) of 2-5% in 6 min after waiting for 3 h, and

a small vertical displacement of the electrodes with respegtecame negligible after a period of 10 h. The total “back-
to each other. flow” of sample material can be estimated to bel00
—1000 A, starting from the moment of break. The amount of
wire elongation shortly before the break is approximately
5-10 um.

In the above it has been shown that bending of the beam  Another material-flow effect can be observed when one
leads tozey. There are however other effects that may af-is changing the tip shapes by making a deep excursion of the
fect the shape of measured current-distance characteristicsectrodes into each other, creating a point contact with a
First of all, the experimentally measurd(z) curve may diameter of 100-300 A for a short time. The deformation is
deviate from its real shape due to thermal drift. However, weat least partially elastic, and after separating the electrodes
found that this effect was only significant in our experimentsR; tends to decreasgee Fig. 2h However, this effect is
during the first hour after filling our cryostat with liquid much smaller than the one described above,Rpdaturates
helium. after 10—15 min for “soft” materials, and after 3—5 min for

Furthermore, we found that material flg\{backward,” Pt and the Pt—(B%) alloy.

i.e., the tunnel distance increases while the piezo voltage is A flow of the bending beam material may also be in-
kept constantwas a rather large effect shortly after breakingvolved in the effects observed, but its contribution must be
the sample. It was found to depend strongly on the notclvery small due to the fact that the cross-sectional area of the
depth, and turned out to be larger for “soft” materials like bending beam is about four orders of magnitude larger than
Au, Al and Pb, than for Ni, Pt or a Pt{B%) alloy. Figure 2a  the one of the notched filament, and almost all of the bending
shows the drift of the tunnel resistanBg for an Al-sample takes place within the elastic deformation limits of the beam.
which was previously cut for about 80% of its diameter. The  After a jump to a one-atom contact, the electrodes can

3. RESULTS AND DISCUSSIONS
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100 F high stability of the MCB setup; the curves were always
reproduced 2—4 times to check their validity. All three
101 - curves of Fig. 3a display a perfect exponential behavior of
2 the tunnel resistance over about seven orders of magnitude,
a 10° - at bias voltages of 1 mV below, and 100 mV abo¥,
= 103 R =10 Q. The fact in itself that it is possible to record per-
w fect exponential behavior strongly supports the assumption
104 - of a linearz(y) dependence, because it is very unlikely that
some nonlinear relation betwegnand the tip-tip distance
105 can be compensated so perfectly by effects of the shape of,
6 or interactions between, the two electrodes. An exponential
10" Rt(z) dependence can be the result of a tunnel geometry of
107 - a sharp tip above a flat surface, for it was shown that a
geometry of a hemispherical tip above a flat surface does not
108 1 lead to notable deviations from exponential behaViaand
furthermore, attractive Van der Walls forces are negligible
10’2 for sharp conical tips? The applied bias voltages are suffi-
ciently low to avoid effects of power dissipatiband elec-
10" trostatic forces® We also recordedR{(z)-curves at bias
g- voltages up to 300 mV, and found no significant changes
~ 10° compared to the measurements at lower biases.
= When all precautions are taken, tRg(z)-curves mea-
‘01 sured when scannirgfrom a large distance almost up to the
jump-to-contact point, and then scanning back, practically
102 coincide. The very small deviation between the “upwards”
and “downwards” recorded curves, which is due to the hys-
103 \ teresis of the piezo driver, is hardly visibl@he loops could
z be reproduced several times, so the deviations cannot be due
to material flow)
FIG. 3. (a) Logarithmic plot of the tunnel resistance as a functioz-pfezo As stated before, it is not possible to calibrate the elec-

voltage for MCB-junctions of P{1), Au (2), and Cu(3), at T=4.2 K. . . . .
Curves1-3 show almost perfect exponential behavior over at least sever]:rOde separation as a function of applied piezo voltage for an

orders of magnitude(b) Logarithmic plot of the tunnel resistance as a MCB-junction, because the(y) depends on certain sample
function of z-piezo voltage for MCB-junctions of Al1), Pt(2), Pt-Ir(3%)  parameterge.g., the distance between the gluing points,

(3) and P(4). atT=4.2 K. Curvesl, 2, 4 display a slow bendinglecrease  gaga formulg2)]. Indeed we found that the slope of I16%(2))

of the slope over the same range. Cur@eshows on some parts an increase, . . .

and on some parts a decrease of the slope. All these types of behavior wee @ function of piezo VOItage may differ by a factor of two

predicted theoretically by Laloyawet al® The curves were recorded start- for different samples. However, using known values for the
ing from a large distancéhigh Ry), decreasing the electrode spacing until a work functions¢ of specific materials for clean electrodes,

jump to contact took place. For curk the scans were reversed shortly and a simple formula for the tunnel current as a function of

before the jump, showing the small piezo-hysteresis in our setup. A small. R .
part of curved has been enlarged by a factor ten. The achieved displaceme p-sample separatlohl,t can be estimated that a one-decade

is estimated to be-1 A per decade change R;. Because the electrode Change in the value of the tunnel curréhinnel resistange
separation to piezo voltage ratio depends on specific sample pararseters corresponds roughly to a displacement of abbW for the
text), the horizontal axis had to be rescaled for some curves for clarity. materials discussed hefand also for a number of other
material3. This enables us to get a reasonable estimation of
the experimentally obtained electrode displacements. The
also suffer an irreversible change in atomic configuration. Invalue is comparable to the ones that can be found from ex-
that case, however, a new equilibrium situation is reachegeriments with an Ir tip approaching a Ag surface.7 A per
within seconds. decadg an Ir tip moving towards an Ir surfat®e(1.0 A/
All the effects described above can influence the shapdecadg and experiments using a Pt MCB juncttéri0.6—
of the measured current-distance characteristics. Howevet,1 A/decadg
by waiting long enough for electrode material to relax into ~ The curves in Fig. 3b display features which, to our
an equilibrium configuration, it was possible to diminish opinion, must be attributed to effects of tip-sample geom-
these effects to a negligibly small magnitude. etries. They show clear deviations from an exponential de-
It was shown above that, theoretically, the transfer frompendence over the whole range that was scaimede than
vertical displacement to tip-tip displacement should not defour orders of magnitude iR, starting at 1 G and ending
viate noticeably from linear behavior. In Fig. 3a the tunnelat ~100-50 K}, where a jump to a one atom point contact
resistanceRy of Pt, Au and Cu MCB-junctions is plotted on occurg. This suggests that it is unlikely that we are dealing
a logarithmic scale as a function of the applied piezo voltagewith effects stemming from tip-sample interactions, because
which in turn is proportional to the vertical displacemgnt these have been shown to extend over a much smaller range
All curves are displayed “as recorded”, demonstrating theclose to contact, both theoreticalipver oné® or two'!
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decadesand experimentallyup to only 20—-30 R'1%or 500
kQ'?). The observed deviations from an exponential depen-
dence were present in about five percent of all recorded
curves. The curves displayed in Fig. 3b have been selected to
demonstrate clearly the observed deviations.

S
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Curvesl, 2 and4 in Fig. 3b display a gradual, continu- i \“\\‘\‘;
ous change of the slope over the whole range of displace- R .,0‘0:‘0‘\\\““\\\\ \
ment, starting at least 4-5 A before the jump to contact. This o:‘::.':;;‘;:;:::o}::::o‘.'.\‘\\\

OCORRSOR)

kind of behavior was predicted by Laloyawt al'® for a
geometry of a cylindrical tip facing a flat sample, where they
found a slow bending of logl¢(z)) over four orders of
magnitude of the tunnel current for a tip-sample displace-
ment from 1 to 5 A. Curva of Fig. 3b displays anqther type FIG. 4. Three-dimensional image of the foremost part of the surface of the
_Of Rr(z)-dependence t_hat We_have observed._ Itis CharaCteB'Iuntest Au electrode. All data below a certain value have been cut, and a
ized by an alternately increasing and decreasing slope of logprizontal plane has been introduced in the figure at this value. The figure
(R+(2)), and was observed for Al and Pt also. This type ofdisplays an area of about ¥85 A.

curve was predicted by Laloyawt alX® for configurations
of a hemlgpherlcal tlp(modellng a sharp tDpopp_osmg a curves recorded at the selected sites are expected to corre-
gaussian dip or boss in or on a flat surface. Their calculate§

) ond to the theoretical situatidA®f a tip opposing a boss
log [1+(z)] showed approximately the same, though Some'(IE)ig 5, locationsA andB), a dip (E), or apratF;1F)ezr fla% part of
what weaker, effects in the tip against dip geometry com-, ~ "’ . '
pared to the one of a tip facing a boss. Also, the tunnethe surfacéC andD). Figure 6 shows six logitr(2)) curves

; epresenting the behavior that was generally observed when
current decreased more slowly for the first geometry wheri

. hese curves were recorded at selected locations that are
compared to the lattgthree or four, respectively, orders of

itude at a disol I 1 10 5 AVe indeed did similar to the sitesA—F indicated in Fig. 5. Bended
magnitude at a displacement from 1 to 5 AVe indeed d log[R(2)] curves were mostly only found for locations like
observe that for the same sample mountisg the same

y(2)-relation, the change in piezo voltage required to andF in Fig. 5, the bending being stronger fBr where the

0 ! “tip” is approaching a very steep part of the “sample”, and
changeRy from 1 to 100 K} COUId. (_)cca5|on_ally be up o several tip atoms may contribute to the electron tunneling
50% larger than usual for that specific mounting.

Qualitatively, the experimental results seem to supporFroceSS' At locations liké, B, C, and D, mainly straight
. ’ 0og[R(2)] curves were obtained, the curvesztype loca-
the theoretical work of Laloyaust al* However, the actual 9Rr(2)] yp

; tions often being less steep than far—C. Still bended
shapes of the electrodes were not known in these EXPETEurves were sometimes observed for locatiBng and D
ments. . . . but for very sharp locations liké, the lodR{(2)] curves
For many tunneling experiments, and certainly for ex-

. . were almost always straight lines. These experimental results
periments which intend to study effects of the electrode 9840 not correspor):d to tﬂe ones that werg expected from
ometry, it is useful to have at least some knowledge of thethe work of Laloyauxet a3 The experiment was repeated

electrode surface topography. We therefore also performel(]zlSing Al and Pt—Ir MCB junctions. In general, the same
experiments where small piecesX3 X1 mm) of piezo ma- '

terial were placed underneath the two anchoring points. Us-
ing one piece that changes its thickness as a voltage is ap- 0 D
plied, and one piece that gives a horizontal displacement of 107 IC 8 [A

its surfaces with respect to each otlishear piezp it was 101 i 1 E

possible to move the electrodes with respect to each other |

laterally. The variation of the tunnel current can then be mea- 102k F

sured as the electrodes are moved around. The obtained lat- < 3 l

eral displacement at 4.2 K is estimated to be about 0.6 A/V. 107
The breaking process is likely to result in at least one

Q

electrode being sharp, and using this electrode as a tip, a 10'F

three dimentional scan of the othémore blunj electrode 105 1 1 n I
can be obtained. A typical example is given in Fig(sée 0 20 40 60

also Ref. 1% It show features that can be interpreted as V..V

atomically resolved images and demonstrates that the surface
of the (Au-) electrodes is rather rough, which can be ex-
pected for eleCtereS Cre'ated in a breaking process. FIG. 5. Logarithmic plot of the tunnel resistance of a Pt MCB junction as a
The shear-piezo option was used to record Ry(H)) function of the shear-piezo voltage=4.2 K, Vp,,=50 mV). The displace-
curves for several different Pt Samp|es at selected sites sud@hent is estimated to be 0.5-1.0 Av. Assuming one of the electrodes to be

P : : : i omically sharp, the curve can be interpreted as a line profile of the other
as the ones indicated in Fig. 5. Assuming that a shear plezﬁectrode, demonstrating that the surface is rather rough. The arrows indi-

scan like Fig. 5 represents a profile of the ‘_‘blunt” electrode, cate different types of selected locations at which ) were recorded
while the other electrode acts as a sharp tip, thg Rg(2) ] (see text

( lateral displacement )
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-2 of the jump to contact for Pt MCB junctions. At locations
10 °F comparable t& andF in Fig. 5, jumps to what seemed to be
- multi-atom contacts usually occurred. At locations liend
a 10 ¢/ o/E F C, there were mostly immediate jumps to a conductance
s o L A/B value of 1.5—-2.0 conductance quaiism comparable to the
- 10 results of Ref. 1P while atD, there were jumps to a much
a 1 L broader range of resistance values, corresponding to 1.5 or
10 more conductance quanta. The most remarkable result was
2+ found at very sharp locations lik& in Fig. 5. At such loca-
10 tions, a jump to a resistance value closéte? (so only one
3 conductance channel presgmuickly followed by a jump to
10 / . . about half the resistance val@@vo conductance channgls
0 50 100 150 was observed for about 60% of all cases. An example of this
V.V type of behavior is the jump to contact of curen Fig. 6.
z: These results demonstrate that the specific electrode geom-
( electrode separation ) etry also influences the way in which the first conductance

FIG. 6. Logarithmic plot of the tunnel resistance of Pt MCB junctions as aCharmeIS are formed when the electrodes are SIOWIy brotht

function of z-piezo voltage(T=4.2 K, Vyac=5 mV). CurvesA—F are ex- N0 contact.
amples of the lod§;(2)) behavior that was mostly observed for different
samples at selected locations comparable to the locafiers indicated in 4. CONCLUSION
Fig. 5.
In the above it has been shown experimentally that the

tunnel resistance as a function of the electrode spacing can

. ) o . deviate strongly from the expected exponential behavior over
discrepancy between theoretical predictions and experimenrea \whole experimental range of more than four orders of
tal results was found. Since the experimental situation is fafnagnitude of the tunnel resistance. From comparison with
more complicated than the theoretical one, where planar Supeyious theoretical studies can be concluded that these de-
faces with cylindrically symmetric protrusions and indenta-yiations are not likely to be due to interactions between the
tions of a certain shape were considered, the model geomyecirodes, but can be attributed to effects of the tip-sample
etries may be too simple to describe adequately the t“””_e"”geometry on the dependence of the tunnel current on the
between the rather rough electrode surfaces of an MCB junGyistance between the two electrodes. Qualitatively, the re-
tion. Also, the information on the surface topography that Wegjts correspond to the calculations of Laloyabal; how-
have is limited to only a single line; what seems to be a flakyer, tunneling at selected locations using a line profile of
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one should bear in mind that the line scan of Fig. 5 cannot b%traightforward theoretical model.
an exact image of the surface topography, because the slope pgrt of this work was supported by the Stichting voor
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

On dynamic properties of a two-dimensional degenerate electron gas
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A detailed theory of electron—electron scattering in two-dimensional degenerate systems in
heterostructures is constructed as a result of analysis and numerical computations. The conditions
are formulated and the values of characteristic parameters are obtained for which specific two-
dimensional effects predicted earlier from theoretical considerations can be observed. New
properties of scattering indicatrix, viz., a beam of electrons flying almost antiparallel to the

primary beam and a very narrow beam of holes flying in the forward direction, are found99®
American Institute of Physic§S1063-777X98)00810-X]

1. INTRODUCTION The regularities described above are of quite general na-
ture as they are associated only with the dimensionality of

It was shown earlier by us that the momentum relaxatiorthe system and the existence of Fermi degeneracy in it. The

processes in perfect two-dimensional systems at low temmain purpose of this research is to obtain a detailed picture

peratures differ qualitatively from those in a conventionalof electron—electron scattering in the two-dimensional case

three-dimensional metal. This is due to the fact that the confor different values of the degeneracy paramdter-<1. In

straints imposed by a decrease in the dimensionality of spadbe general case, the characteristic energy of nonequilibrium

alter significantly the dynamic properties of a degenerate gaslectrons should be taken in this inequality insteadTof

of electrons colliding with one another during a transition counted from the Fermi level.

from three to two dimensions. Since we are speaking of real

(and not virtual processes occurring in a small neighbor-

hood of the Fermi surface, a transition from two dimensions? COLLISION INTEGRAL. RESPONSE FUNCTION

to one dimension takes place in the momentum space. Let f be the nonequilibrium part of the electron distribu-
It follows from the energy and momentum conservationtion. The integral of electron—electron collisions, linearized

laws (as well as Pauli’'s exclusion principl¢hat collisions in f, can be presented in the form

between electrons result in scattering at a small angle

¢ T/ep under the condition that the sum of momenta of the  Jf=_— v+ J d’p’ Vpp fpr=—vf+ Kf. )

initial states is not too small. The collisions between elec-

trons with nearly antiparallel momenfa andp,: pE1|I01 Here,

+p,|<T/er are an exception: in this case, the scattering

angle may assume any valge- 1. (Here, T is the tempera- v= V(p)EJ' dzp'vp/p, 2

ture, pg andeg are the Fermi momentum and enejggig-

nificantly, the probabilities of both types of processes are n(e)

nearly identical in the case of two dimensions. Processes of Vpp’:J dzpldzpz[ 2Wpp,p'p, ne) N(e1)[1-n(ey)]

the second type are quite effective in the case of relaxation of

even-momentum electron distribution, and the corresponding XS(ptp1—p —p2)dlete—e' —gy)
relaxation timer..~ (e /T)? is of the same order of magni- 1-n(e)
tude as in a three-dimensional metal. Both types of collisions ~Woprpop, ETPOR N(eq1)N(e,)

are ineffective for relaxation of odd distributiofis particu-

lar, of the current statésFor collisions of the second type,

this is explained by the fact that the rotation of a pair of XO(p+p' —p1—po)dlet+e’ —e1—ey) .

electrons with strictly antiparallel momentg;( p,=0)

through an arbitrary angle does not have any effect on odd The quantityWy,,1, . is proportional to the square of the
distribution?~3 matrix element of interactiong=eg,; &'=¢p ; g1=¢p,;

1063-777X/98/24(10)/5/$15.00 737 © 1998 American Institute of Physics
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£2=8p,; &p is the energy of an electron with momentyn  impossible t(_) optain a single asymptotic form for the re-
andn(s) is the equilibrium Fermi distribution. sponse function in the entire range of the parametensd ¢.

Note that the kernet, of the operatoK has the mean- I\—I/gwever, in a wide interval of angles, 7— o> T/er,
€

ing of a response function: it describes the change in th%agily\/ébgrne;ens;p(psro;rFr?;feF é)fSr_egZ?on:SF)/SF’ we can
number of nonequilibrium quasipatrticles in the statgue to

the presence of a nonequilibrium electron in the sptéin g9—¢€ -1
formula (1), f,, should be replaced bg(p’ —p)). The re- Vppozm 2(eo=#)[1-n(e)] exp ——| -1
sponse functiorfas well as the effect of the actid on any

_ -1
function) consists of two parts, viz., the “hole(negative ~(egte—2ep)N(e) ex;{ gote 28F) _1} ]
part describing the emergence of a nonequilibrium hole in T
the statep, and the “electron”(positive definite part: ®)
Vppo= " Vpp, T Vgpo, v, v >0. 3 Thus, in the main approximation, the distribution of scat-

) o ) tered electrons is found to be an even functionpofi.e.,
For the sake of simplicity, we assume thatp“/2m  iyyariant to the substitutiono—7— ¢ (by definition, the

(which is the exact energy—momentum relation for GaAS/angIecp varies in the interva[0,7]). Hence, in accordance

AlGaAs-based heterostructueand disregard the relatively it the requirement of the momentum conservation for col-
weak dependence of the quantity on its variables(Nu- |iging particles, the odd component 0f, is concentrated in

merical calculations, which we shall not present here, sho ; .
— 0=/ . -
that the result does not change qualitatively if we use a moghe interval of anglesp, 7—¢<VT/zr, Veo. This conclu

realistic model forW.) In this case, we obtain fror®) (eq sion is confirmed by numerical computations.
=g )
Po

_ n(e) . )
Vo= e Wf de,[e8, S o— (c— &) 3. HIGH-ENERGY APPROXIMATION
Y For eg—eg>T, the Fermi functions in the expression
X (82— £0)] Y11 -n(gx)][1-N(gg+e—2))] for v, can be replaced by appropriate step-functions. In this
XO(e+e9—e,)O[eeg S o—(e—eg) (82— 20)], case, the expression for the response function can be pre-
@ sented in an explicit form:
v =WO(go+e—2ep)O(V(eg—€)’+4deeg S @
+ _ A7) 2wf d i "
Vopy ™ m eo[egg SINT o—(gpt+e e ' go+s—2¢r
_80_8 8': arcsin — 2 - 172
—2\eeg cose)(e,— )] ¥n(ey)[1—n(eg+e, [(z0—&)*+4soe s ¢]
9
—£)]0O(gpt+e,—€)B[eeq SIP o—(gg+& ©
1
—2\Jeeq cOS@)(e,—¢)]. (5) V;p0=4W®(s—s,:) m{®(8F+A—8)\/8F+A—8
Here, ¢ is the angle betweep andp, (“scattering angle’).
The “electron” part of vy, is presented in terms of the ~O(ertA—eo)VerTA—eo}. (10
special functions Lj, (polylogarithmic function to the base Figure 1 shows the dependence of the functigp on
1/2): the energys and angleyp, calculated by using formula®)
1-n(e) N 1 and (10), for different values ofey=0.1 (Fig. 18 and
,,;p =2W F< 0 ) - 1} €0=0.32(Fig. 1b. A comparison of the figures shows that as
0 1-n(eo) T the parametee, increases, the regions of enhanced concen-
e—A—sp tration of holes in the vicinity ofg,7— =0 become
X { Liqyg — exy{ - T) broader.
Integrating Vppo with respect to energy, we obtain the
) go— A—ef scattering indicatrix
Liy/ eXP( T ) ] (6)
where gO((P)Z Vﬁl(EO)mJ‘ de Vppo (11)
2meeg Sirt ¢ with an asymptotic behavidr
= @)
|Po—pl? go(@)xsint ¢, (p,77—<p>\/6—0. (12

It can be shown that,, is a sharp function of the angle For the normalizationfdego(¢)=1 used in this case, the
¢ in the case wheil,sy— e-<ep . It follows from formulas  quantity |go(¢)|de gives the probability of emergence of a
(4)—(7) that, in spite of the smallness d¥er and €5, the  nonequilibrium electron in the intervale for go>0, or a
nonanalytic dependence o;po on these parameters makes it nonequilibrium hole foigy<0.
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FIG. 1. Dependence of the response functix"ggl0 on energye and anglep
betweenp andp, in the high-energy approximatiory=0.1 (a); 0.32 (b).
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The specific features of @ relaxation can be seen
clearly from the plots for scattering indicatrix shown in Fig. FIG. 2. (a) Scattering indicatrix of high-energy electrogg(¢) for

2a. Calculations were made by using formudﬁb—(ll) for =0.01(1), 0.1(2), 1 (3). Curve4 shows the result obtained by using Cal-
laway’s method. The inset shows the small-angle region. A narrow beam of

different values of the parametep: 0.01 (curve ;L)’ 0'1_ holes can be seen in the figutb) Odd component of the scattering indica-
(curve2), and 1(curve3). For the sake of comparison with trix go(¢) for €,=0.1(1), 1 (2.

the 3D case, curved shows the dependence obtained by
Callaway’s methotifor the case when the odd part gf is

simply proportional to cog, and the even part is a constant: place, these are narrow beams of electrons flying in the for-
ward direction, and of holes flying backwards. The holes

9o(¢)=Cy COS@+Cy. flying backwards are concentrated in a narrow interval of
Here, the constants; andc, are determined from the laws anglesm— ¢<0.32(in complete accord with the theoretical
of conservation of momentum and the number of particle®stimaté: 7— o< \/ey=0.33).
during collisions. Callaway’s approximation corresponds to  The weak broadening of the-odd part of the distribu-
the assumption that drift distribution is established in antion as compared to the even part is specifically alsda 2
electron system after several collisions. From the qualitativeeffect. The odd part of the scattering indicatrix is shown in
point of view, this approximation is valid for[3 systems. Fig. 2b. Foreg=0.1, over 90% of the states from the odd
Note that in contrast to the[® case, the angular dependencepart of distribution are concentrated in the interyat Ve,
of the 3D scattering indicatrix depends weakly on the pa-=0.33. The even part is more smooth, and only 35% of
rameterey. This fact is reflected in Callaway’s approxima- states from this part are concentrated in this interval. Com-
tion. putations show that this difference between the odd and even
It can be seen from Fig. 2a that two-dimensional effectgarts will be enhanced upon a decreasegn
are manifested significantly even fep=0.1. In the first Figure 2 also shows some peculiarities of the scattering
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0 1 ) 2 3 FIG. 4. Scattering indicatrixg(¢) for thermalized electrons foll/eg
=0.005(1), 0.2(2).

FIG. 3. Dependence of scattered electrons for initial Gaussian distribution,
0=0.3,6,=0.1(2), 1 (2.

a
) o). (13

N n
gT(QD):mV_l(T)f dSKfo, foz _g

indicatrix that have not been observed earlier. a secondary
beam of electrons fop~ 7— 2/, and a hole valley at the Analytically, we can only obtain the asymptotic form
smallest anglep<0.1€32. An additional electron peak ob-

2 -1 2
served at angleg~ m—2\/e, is a purely D effect since it gr(@)= MWy (1) (l) sin! o,
is associated with rotations of nearly antiparallel pairs with a 3 eF
characteristic angle of departure from antiparallelism e o> \Tlec 14
i~ Jeo. (According to Ref. 3 /A p<¢y, whereAg is the qD" ¢ F _ 14
angle of rotation of the pairThe emergence of “holes” at Figure 4 shows the curves for the functign(¢) con-

anglesp<0.1€2? is a consequence of the conservation laws:Structed by using formula), (4) and (13). It can be seen

the electron may give away its surplus energy to equilibriumthat the main properties of the angular relaxation of thermal-

partners only upon scattering at a finite angle. This effect idzed distributions qualitatively repeat the properties of the

weakened for B systems in parametep<1. high-energy distributions. (According to qualitative
Figure 3 shows the angular dependence of the distribuconsiderationd® the best agreement is obtained fbter

tion f, of scattered electrons for an initial Gaussian distribu-~ €o/3.) However, there is no hole valley for the smallest

tion fq: scattering angles. The number of holes increases upon a de-
crease inl. This is hard to observe in Fig. @urvel) since
fl(‘P):V_l(fo)mj dSRny holes are concentrated in an extremely narrow interyal of
anglesm— ¢<<0.1. The number of holes may be determined

fo(p)océ(sp—spo)exq—<p2/crz). from the requirement of conse.rvation of the momentum
component parallel to the beam:
The conventionally used value=0.3 is characteristic
for experiments with beams injected into a two-dimensional f deo(1—cos¢)gr(@)=0.
electron gas:®
Calculations show that the peculiarities of two- We also considered the general case of finite tempera-
dimensional electron—electron relaxation predicted in Ref. 3ures and an arbitrary initial electron energy. A transition
are manifested completely right up to excitation energiegrom the high-energy limit to the temperature limit occurs at
0.2¢. Considerable differences from thé3case are ob- T~(gq—&f)/3.
served even for excitation energies of the ordet pf

5. ONE-COLLISION APPROXIMATION
4. RELAXATION OF THERMALIZED DISTRIBUTIONS

Let us consider the evolution of equilibriughermal- The results obt_ain_ed _above descr_ibe directly the evolu-

ized) distributions in energy. In this case, the relaxation oc—tlon of el_ectrqn dlstrl_but|ons(beam$ n t_he momentum -

curs only in the angular vari;';\ble The nor;equilibrium part Ofspace dunng_tlr_ne _perlods that are small in comparison with
' the characteristic time,, of electron—electron collisions. In

the distribution function has the form the one-collision approximation, the solution of the kinetic
of

(o an equation
=\ - ) l
while the scattering indicatrix is defined as o If, ft=0p)=fo(p), t<v (15

x(e),
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has the form (1) A weak broadening of the antisymmetric part of the

N . beam; emission of narrow beams of electrons flying al-
f=exp(—thfo~(1-tr)fo+tKf,. (16) most parallel to the initial beam, and of holes flying in
Note that, for high-energy beams with a characteristic ~ the opposite direction. These effects are manifested for

energy €,—&¢)>T, the probability of a secondary collision €0=0.2 for the case of high energies, or fofey<0.1

is about an order of magnitude higher than the primary col-  for thermalized distributions. However, the effects re-

lision probability?2 This is due to the fact that the energy of ~ main noticeable even fosg~T/eg~1.

the initial electron is redistributed between three partrers: (2) A “secondary beam” of electrons at angles closerto

=3"1ey, v(€)=3"%v(ep) [heree=(e—&¢)/eg, & is the —2/eg. This effect can be observed either in quite high-
characteristic energy of scattered electjo$is allows us energy beams for values of parameter$/&-<e
to consider time$>v~1(€,). From Eq.(16), we obtain < 0.2, or for thermalized distributions at very low tem-
2 peraturesT/eg<<0.1.
f=fo—t(r—K)fot+ =~ (v—K)2fo—... . 17y  (3) A beam of holes flying in the forward direction at the
2! smallest angles ¢<0.12?). This effect is observed
Considering that only in high-energy beams fary>3T/eg .
va0~ V(€O)Rf0> vao~ V(aRfo, (18) This researph was part_ially supported by the
“Volkswagen-Stiftung” foundation(Grant No. I/72 53}
we obtain in the main approximation tw(e) <1 and the Ukrainian Ministry of Sciend&rant No. 2.4/16p
f=e 0f +(1—e ")y Y g)Kf,. (19

Obviously, for larger values of time when multiple col-
lisions are significant, the role of two-dimensional effects
can only be enhanced. During a few collisions, the even partE-mail: buhmann@physik.rwth-aachen.de;
of the initial distributionf, becomes isotropic while the re- **TOIenkf_np@PhyS]k-rMh-aachen-de
laxation of the odd part will occur during transport times that = il gurzhi@ilt.kharkov.ua
are characteristic of small-angle processés.

The one-collision approximation can also be used for
considering problems about the variation of profile of a nar-
row Itl)earr? ?is |t_departs from the I.?JeCtor to d.IStanC?i rEUCth. N. Gurzhi, A. N. Kalinenko, and A. I. Kopeliovich, Phys. Rev. L&,
smaller thar ¢e=v e 7ee.- For a detai e_d comparison with the 387 (1905,
experiment, however, we must consider a number of circum-R. N. Gurzhi, A. N. Kalinenko, and A. I. Kopeliovich, Phys. Rev.58,
stances that are beyond the scope of the present (ork 34744(1996)._ _ o o
particular, the reflection of electrons and holes at the R. N. Gurzhi, A. N. Kalinenko, and A. |. Kopeliovich, Fiz. Nizk. Temp.

L7 .. . 23, 58(1997 [Low Temp. Phys23, 44 (1997)].

bounda_rleL‘ The res_ults of preliminary calculations do not 43 cajjaway, Phys. Rew13 1046(1959.
contradict the experimental resuft8. 5L. W. Molenkamp, M. J. P. Brugmans, H. van Houten, and C. T. Foxon,
Semicond. Sci. Techno¥, B228(1992.
5Th. Shapers, M. Kriger, J. Appenzelleet al., Appl. Phys. Lett66, 3603
(1995.

The main specific features of relaxation of electron dis- 7’F'>\-hs- > Hegj;'cshgsélH-lgB;hma””' S. F. Godijn, and L. W. Molenkamp,
tributions in a two-dimensional degenerate gas of electrons ys. Rev. £6 1, (1999.

colliding with one another can be summarized as follows. Translated by R. S. Wadhwa

6. CONCLUSION
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Electron-impact desorption of metastable particles from CO films
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The impact of monochromatic low-energy electrgds52 eV} is found to induce desorption of
metastable particle@P) from multilayer films formed by condensing CO gas on a

Pt(111) substrate held at 20 K. The results are compared with metastable production from
gaseous CO. Metastable CO (€Qis identified as the major desorbed species, its desorption is
discussed in terms of intramolecular to molecule-surface vibrational energy transfer.

Primary electronic excitation proceeds via the sta#éds *, d°A, 337, IS, andD?*A

which contribute to MP desorption directly or by first decaying in high vibrational levels of the
a®ll configuration. The energy threshold of 8.0 eV for T@esorption indicates that CO

in low vibrational levels of the®Il state does not desorb. Electronic excitation occurs either near
the surface of the CO film or in the bulk. In the latter case, excitonic motion to the surface
can be followed by C® desorption. ©1998 American Institute of Physics.
[S1063-777X98)00910-4

1. INTRODUCTION apparatus has been described in detail previctglywell-

Desorption from surfaces induced by electronic transi-collimated low-energy(0-52 eV, AE=60meV) electron
tions (i.e., DIET) is a complex process which proceeds beam impinges on a @Atll) single-crystal at 18° with re-
through a variety of steps including primary excitation, evo-SPect to the surface normal; _the desorbed charged particles
lution of electronic excitatioripropagation, localization, and &€ repelled by concentric grids, whereas UV photons and
on-site evolution, et¢.and coupling of the electronic excita- desorbed MP passing through the grids are measured with a
tion to nuclear motiort. While rather detailed knowledge 'ar9e area micro-channel plate array superimposed on a
about DIET from rare gas solids has been obtafBtET of p05|t|on—sen5|t|_ve a.node.. The electrpnlc energy threshold for
neutrals from molecular solids is not so well documented dudh® MP detection is _estlmatgd +t0 lie Sllghtly b6|OW36 eV,
to the additional channels involving coupling of rovibrational ffom the fact that §l in the A*3; and CT in the aa’Il

internal energy to the translational energy of the desorbing!a!es can be detected by the micro-channel pletekhe
particle. energy of the vacuum level is calibrated).3 eV by mea-

It is known that molecules are commonly produced angsuring the onset of the target current as the voltage between

desorbed by electronic excitation on grains in interstellar methe €lectron source and the target is slowly increased. The
dia as well as on com&tCO is a common molecule in the Crystal, which is mounted on the tip of a closed-cycle helium
interstellar medium and a significant component in stella€'yostat, can be cooled to 20 K and cleaned by electrical
and planetary atmospheres and comeBO is chosen here heating and Ar bombardment. The target fllms are grown on
in our effort to understand DIET of cryogenic molecular sol-the Pt111) surface by dosing CO gas with a purity of
ids. The selective detection of metastable partiiB) pro- 99.99%. The CO thickness is determined with an uncertainty

. 4
vides a possibility for isolating particular processes. We re9f =50% and a reproductivity ot 10%: o
port high-resolution excitation functions and time-of-fight ~ 1OF measurements are performed by switching on the

(TOF) distributions of MP desorbed from low-temperature €/€ctron beam on for 1fxs and subsequently recording the

CO films by electron impact, with comparison to metastable?"val time of those particles which trigger the micro-
production of gaseous CO, in order to determine the initia€hannel plates. Emission of UV photons produces a peak at

electronic excitation, the desorption species and their kinetit=0 followed by the arrival of the MP. The path leng(
energy. It is suggested that several vibrational excited CO P&tween the target and the detector is*3021 cm. This pa-
states contribute to the measured MP signal through intramd@meter is related to the kinetic energft) of the metastable

lecular to molecule-surface vibrational energy transfer, ~ Particles by the relation

2. EXPERIMENT

The experiment was performed in an ultra-high-vacuum E(t)= M (9 2 1)
system reaching a base pressure o0 ° Torr. The 2\t
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TABLE I. Lifetimes of some CO excited states in the gas phase. estimated the lifetime of this metastable states to be of the
o . i 13- and order of l_OO,us. Th_ey proposgd that thisT might be e, *

aate 2N a’st  dA 3T b7 DlA state. Using Penning-ionization detection, Cerfflastab-

. lished the existence of two metastable states, one with an
;:;ee 1-60 m& 4-10us 3-7ud 3-8us 60n$ 8?102371’?1 energy in the range 9.2-10.2 eV and the other with an en-

P ergy =10.2 eV. Borst and Ziffderived the excitation cross

¥rom Refs. 8 and 9; section of the higher lying state by subtracting from the total
*from Ref. 10; excitation cross section the cross section of &€l state,
;222 Eg?sli;z and 13: observed by Ajelld® giving a threshold at 10.4 eV. They
“from Ref. 14. ' estimated the lifetime to be 15@s, and precluded the®s, *

state, which has a lifetime of 60 h&Later, Wellset al'?
located the threshold at 9.5 eV and determined the state’s
whereM is the mass of the metastable-partit®8 amu for  Jifetime to be 97us at 15 eV. They also deduced an electron
CO) andt is the time of flight. From this relation, we find the impact cross section of:810 8 cn? at 15 eV and proposed
resolution in translational energy the DA and|'S ™ states as possible metastable states.
Mason and Newelf isolated the higher lying metastable
. (2 state from the influence of tr&’Il state by using a channel
electron multiplier having a work function of about 8 eV.
The threshold excitation energy was determined to be 9.45
eV and the lifetime was deduced to be g8 for incident
energies between threshold and 35 eV which slightly de-
Our present knowledge on metastable production frontreases to 7@s at electron energies above 40 eV. Maximum
CO by electron impact has been obtained essentially froneross section was evaluated to b B0 8 cn? at 16 eV.
gas-phase experiments. A summary of these studies is givérhey assigned the MP production to direct excitation of the
here to facilitate the interpretation and discussion of our ret!3 ~ state.
sults in the next section. Our approach can be rationalized by Electron impact on CO can also result in the formation
the general similarities between the gas phase and thef metastable carbon and oxygen atoms from dissociative
solid®’ Electron impact excitation of CO in CO films shows excitation. Wells et al?* observed metastable fragments
that the band positions are shifted to the red by only a fewcomposed of long-lived high-Rydberg carbon and oxygen
tenth meV, and the intensity distributions in the progressionsitoms and RS®) atoms with kinetic energies ranging from
are well represented by the gas phase Franck-Conddhto 25 eV, for impact energies in the range of 0 to 300 eV.
factors’ This is also true of CO excitation in light rare gas Eight discernible TOF peaks were observed. The lowest ap-
(Ne, Ar) matrices’ Lifetimes of excited CO states are short- pearance potential was found at 20 eV. An electron-impact
ened in Ne matrices due to nonradiative relaxafibnf they  cross section of X108 cn? at 190 eV was deduced for
are not far from the radiative lifetimes in the gas phase. the production of metastable fragments assuming that O
Gas phase lifetimes of some CO excited states are liste@*, and OPS®) have equal cross sections. Barnettal?2
in Table 1. The lowest electronic excited sta’[I) has a found only one peak in kinetic energy distributions for the
lifetime of 1 to 60 m$° This state has been found to provide metastable oxygen fragments from carbon monoxide. The
the dominant contribution to the total cross section for pro-peak kinetic energy increases from 3.75 at 40 eV to 4.69 at
duction of metastable CO by electron imp&tiThe X'3* 60 eV. LeClairet al®® detected O{S) production with a
—a®ll transition is a spin-forbidden transition and #d1 threshold at 16 eV and a maximum cross section of
state is excited by an electron exchange process or/and casx 10 ° cn? at 100 eV.
cading from higher excited statea®I1 production has a Becker et al?* investigated Cameron bands lumines-
threshold at about 6 eV, goes over a maximum located at 9 toence from CO-doped solid Ar using synchrotron radiation
10 eV, and then decreases continuously with electrormnd thermally stimulated luminescence. They observed weak
energy>'°1" By direct observation of the Cameron Band lines at 8 eV in the excitation spectrum which corresponds to
system, Ajello reported that the maximum electron-impactirect photoexcitation of the matrix isolated CO by spin-
cross section fom®Il at about 11 eV has a value of 1.1 allowed singlet transitionX 13— A [I. Electronic exci-
% 10716 cn?. % The value of the peak cross section was re-tation of CO by energy transfer from excitons of the matrix
analyzed and raised to 8.0 6 cn?.1’ Excitation of the was seen between 12—14 eV. They attributed the strong in-
a’33 " andd®A states, with lifetimes of severgis®as well  crease in luminescence just above 21 eV as due to
as theb33 " state can contribute to the metastable excitationCO* (a®II) production by inelastic scattering of low-energy
function via thea®Il state®® i.e., througha’33 " —a®ll,  photoelectrons. In the same system, Baletlal?® found a
Asundi bandsd®A—a®Il triplet bands and®*—a®ll,  CO metastable state at about 11 eV with a lifetime of about

d
Ad+? At

Md
AE()=—7

3. PREVIOUS WORK ON METASTABLE PRODUCTION
FROM CO

the third positive band. 15 ms. It was assigned to a CO quintet state populated non-
A higher metastable state lying around 10 eV has beemadiatively after excitation of a Rydberg state.
observed by several investigat8rs:1318-20|mstedet al, '8 Thresholds for electron stimulated desorpti@SD) of

using a silver-magnesium alloy surface detector, observed reutral (ground-statemetastable) molecules from several
strongly rising cross section with an onset at 10.5 eV andnolecular solid films, including solid CO, were reported by
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Rakhovskaiaet al?® Desorption thresholds appeared at dis-
tinct electron energies: for CO it was about 6 eV and as-
signed to excitation of tha®II state. ESD signals below the
electronic excitation threshold were smaller by a factor of
250. The desorption mechanism is believed to be conversion
of electronic to vibrational and finally to translational energy
via radiationless decay. More recently, Scheeeal?’ and
Wurm et al?® investigated the correlation of internal excita-
tions and substrate-adsorbate coupling for CO molecules de-
sorbed from metallic and Xe surfaces by 150 eV electron
impact. They attributed the strong yield of desorbed ground
state CO in high vibrational states to quenching, by the metal
substrate, of CO molecules which are dissociative with re-
spect to both the C-O bond and the molecule-surface bond.

Desorption of ground-state neutrals from solid CO also
has also been investigated by excitation with energetic
ions?°°the yield was found to have a quadratic dependence
on the electronic stopping power of the incident particles.
Chriseyet al3° concluded that this dependence is intrinsic to
the electronic energy conversion process in CO, i.e., intrinsic
to the energy transfer process which sets molecules in mo- 0 | n
tion. However, they did not identify the molecular state in-
volved.

Low energy electron stimulated MP deSOI’ptIOI’l has beerITEIG. 1. Metastable carbon monoxide (€0desorption yields induced by

invesﬁigf‘t%d in our laboratory for \_/arious _Condensed4—52 eV electrons impinging on CO films of different thicknesses indicated
films.***>°In the case of CO, only the yield function of MP in monolayersML).

desorption for a 50 monolay€ML ) film has been reported

between 5 and 19 e¥ In this paper, we report the results of

experiments performed on the thickness dependence of tﬁ-éfunction of film thickness is shown in Flg 3 for incident
MP vyield within the 4-52 eV electron energy range, andélectron energies of 26 and 46 eV.

those obtained from the TOF distributions recorded at differ-

ent impact energies within that range. 5. DISCUSSION

20F
CO Thickness (ML)

15F

T

10

Metastable yield , 102 counts /s

30
£, ey

Below the electron energy of 20 eV, any detected MP
signal should arise from metastable carbon monoxide
(CO*). Although LeClairet al?® detected an onset for the
. ) . S Uoroduction of OFS) at 16 eV, the internal energy of this
Fig. 1 for various CO thicknesses. The curves are similar i tate of 4.17 eV is t0o low to trigger our MP detector. The

shape for film thicknesses larger than 2 ML. For all CO /50 o
thicknesses, there is a common MP desorption threshold g%( S') state possesses an excitation energy of 9.14 eV and a

8.0 eV, and the yield increases continuously with electron
energy, exhibiting a broad peak at about 16 eV. These results

4. RESULTS

The metastable yield functions of CO films are shown in

are in agreement with those previously reported for 5-19 eV § L 50 CO 2 .
electrons impinging on a 50-ML CO filrit. N § 2L g

TOF distributions of desorbed MP were measured with g £ ,.«"
different incident electron energy within the 10 to 50 eV~ & | 3 1t /
range. Apart from the small but sharp peaktat0 due to £ < o
UV photon emission, each distribution exhibits a single TOF § 0 ‘3 2; 3‘0 “0 510
peak; the line shape of all distribution curves are very similar @ ] E, oV
to each other. In Fig. 2, TOF results are shown for a 50-ML 2o .
CO film for incident energies of 11, 15 and 50 eV, while the § | Incn_i.e_ngoEn&rgy
integrated peak area is plotted in the insert as a function of g —-15
electron energy. The later reproduces very well the shape of =2 & - 11
the metastable yield functions recorded for thicknesses larger i R . P
than 2 ML shown in Fig. 1. The MP distribution peak at 0 50 100 150 200 250 300 350
about 45-5 us corresponds to a kinetic energy of 195 t,us

+50 meV for CO. With increasing electron energy, there is
a slight shift in the rising slope of TOF distributions which

bution with increasing electron energy. The yield of Tés

FIG. 2. Normalized time of flighTOF) distributions of CO desorbed by
. . . . .. .the impact of 11-, 15-, and 50-eV electrons on a 50-ML CO film. The
indicates that higher energy MP are being fed into the distrijytegrated TOF peak area are shown in the insert as a function of incident

electron energy.
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lifetime of the state to induce desorptithThis may ex-

201 plains the lack of C® desorption in the 6—8 eV range.
459\//'D For a given electronic transition, the vibrational popula-
tion of the CO molecules is determined by the Franck-
o/ Condon factors. From potential-energy diagrams of CO and

known molecular constanté excitation to thea’33 ", dA,
e®s 7, 1137, andD!A states is expected to be in high vi-
brational levels. Rosenkranz and Kiffycalculated the
v Franck—Condon overlaps which peakvat 14 and 15 for the
D26/9° | andD states, respectively. For tleé33 " state, vibrational
levels v=7-24 lie within the Franck—Condon region, the
v=28 level corresponds to our threshold of 8 eV for meta-
stable CO desorption observed in the present experiment.
According to the near-threshold excitation spectrum of CO
multilayers! thea’33,* state is the only one produced with a
non-negligible amplitude by 8-10-eV electrons. We there-
fore ascribe the MP yield in the range 8-10 eV to initial
gt/ excitation to that state. Above 10 eV, tHéA, e33 ~, 1137,
Okt \ 1 | ; ; and DA states can also be excited by electron impact and
0 10 20 30 40 50 therefore they are expected to be involved in MP desorption.
CO thickness , ML The CO' molecules may desorb directly in these states
or first decay into high vibrational levels of tlaéII configu-
F!G. 3. CO signal intensity as a function of CO thickness, deduced from ration, depending on the rate of energy transferred from in-
Fig. 1. tramolecular vibration to the molecule-surface bond. This
energy transfer is thus strongly dependent on the lifetime of
the initial excited staté®3but also on the amount of libra-
lifetime of 180us, but it is not produced below 20 é¥The  tional motion and vibrational energy of the excited
threshold energy of 8 eV shown in Fig. 1 is higher than thamolecul€® and the surface temperature. CO with its high
of 6 eV for the metastableafIl) production for gaseous vibrational frequencies and small rotational constants has
CO&®|tindicates that no significant quantities of CO in the long vibrational relaxation times in the ground state, ranging
a’ll state desorb from a CO film for impact energies be-from milliseconds to seconds depending on environment and
tween 6-8 eV. Thus, the threshold correspondingitl other parameter€.Since the nonradiative contribution to the
excitation reported by Rakhovskagaal?® in the neutral CO  relaxation process is multiphon6hwe may expect energy
desorption yield from solid CO must arise essentially fromtransfer to molecular-surface bond to have similar time
CO molecules in their groundstate. scales. However, in the excited states, the higher vibrational
At low electron-impact energies, the desorption proces&nergy content and the stronger molecule-surface bond may
must be simple since ionization, desorption of dissociatiorlead to shorter times for such a transfer. In fact, recent three-
fragments, and desorption via collision cascade can be eximensional quantum calculations on CO physisorbed on a
cluded. There are only three possibilities for the desorptioNaCl(100) rigid surface®® show that significant desorption
of excited molecules from a molecular solid at low energiesof the molecule can occur within picosecond times for initial
In one case, the excited molecule at the surface has an enerfifyrational quanta as small as 2, provided translational mo-
higher than in the gas phase. Motion along a repulsivaion due to temperature is taken into account. Unfortunately,
molecule-surface potential-energy curve can lead to accelerao such calculation exists for the case of CO on CO at cryo-
tion and desorption of the excited molecule. This is calledgenic temperatures which would allow to determine if the
the cavity expulsion mechanism. In crystals with a positivelifetimes given in Table are sufficient for desorption of €O
electron affinity, the excited particle is not expelled owing tobefore decay to th@®Il state, when all the factors previ-
the attractive interaction of the excited-orbit electron cloudously mentioned are taken into account. Although it is well
with the neighboring atoms. Solid CO has a positive electrorestablished that CO desorption can occur as the result of
affinity>* which rules out MP desorption through cavity energy transfer from intramolecular to molecule surface de-
expulsion®® Another possibility is local repulsive CGCO  sorption modes, we cannot with present experimental and
interaction near the film surface which could lead to*CO theoretical evidence determine the state of desorption of
ejection in vacuun(dimeric ejection. This is impossible at CO*. We therefore limit our discussion to the configurations
low energies for CO because all of the valence CO excitedvhich are initially excited by electron impact. In any case,
states lie at lower energies in condensed CO than in gaseo@O* is likely to reach our detector in the’Il configuration.
CO. The only possibility left is desorption via intramolecu- The other triplet states, having lifetimes of seveual'® can
lar to molecule-surface vibrational energy transfer. Direct exbe radiatively de-excited into the low-lyirafIl state during
citation to thea®Il state only produces low intramolecular the TOF. The lifetimes fot'S ~ andD!A states were mea-
vibrational quanta ¥=0-4)" which may not allow suffi- sured to be 80 or 9%s, respectively?**but the lifetimes of
cient energy transfer to the molecule-surface bond during ththe low-lying vibrational levels of these states are very long

Signal , 102 counts /s
= b
1§ L]

w
-
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(up to 1 $ due to the small transition energies to théll the gas phase, however, the cross section for the production
state* Since the desorption by vibrational energy transferof atomic MP is of the order of 10" c?, which is compa-
lowers the vibrational levels of desorbed €Ot may be rable to that of the production of COin | and D
possible that the desorbed metastablesandD states live  statest2'321-23The fact that we do not observe noticeable
sufficiently long (presumably several hundreg) to arrive  atomic MP desorption may be caused by preferential deex-
at the detector. citation of highly excited C and/or O atoms in the bulk and
Using the R-matrix method, Morgan and Tenny®¥on near the surface or deexcitation of dissociative states to
have calculated electron-impact excitation cross sections fdsound states before complete separation of the C and O at-
the lowest seven electronically excited states of CO in the@ms, as suggested by Scheeenl?’ Deexcitation of meta-
energy range 6—18 eV. A sharp electron resonance featustable atoms can occur by recombination, by excitation en-
(21'[) is found at 10.4 eV for tha’33 " configuration, and ergy transfer between the atomic MP and the CO molecules
the d3A results show a shoulder at about 11 eV due tda  as well as other radiationless decay and radiative transitions.
resonancé? For energy above 12 eV, the cross sections forSome of these processes may involve kinetic energy that
thea’ss*, d3A, ande3S ~ states are of the same order of induce collision cascade sputtering of neutigidound-state
magnitude while for thé'S,~ andD*A states, they are about CO or desorption of ground state carbon and oxygen atoms,
5 times smaller. Interestingly, they have compared the exciwhich we cannot detect.
tation of the higher metastablésS ~ and DA states with On the other hand, molecular CQroduced in the bulk
the measurement of Mason and New&#ind found roughly is expected to contribute to the MP desorption by exciton
the same shape, with a maximum located near 16 eV. Croggotion. Analysis of the data in Fig. 1 indicates that, within

sections for the excitation of all metastables, i.e..ah@’, d, the 10-52 eV range, the MP signal increases more or less
e, |, and D states, exhibits a maximum at 9 eV due to thelinearly with CO thickness between 2 and 10 ML; above 10

major contribution from thea®Il state and a second maxi- ML, the rate of increase reduces with a tendency toward
mum at about 15.5 e¥2 The first maximum is not expected saturation above 20 ML. This behavior is shown in Fig. 3 for
to be observed in our experiments since it is dominated byncident energies of 26 and 46 eV.

direct excitation of thea®Il state which does not directly Using the mathematical expression developed to explain
contribute to MP desorption from CO films. However, con-the dynamics of MP desorption from,Nilms** we obtain
sidering that the near-threshold electron-impact excitatiodor @ given incident electron energy the following expression
spectrum of CO is similar in both phasesve expect the for the CO yield (Y) of a film of thicknessT (expressed in
energy dependence sum of the calculated cross sections M)

the a’33*, d®A, €337, 137, and D'A states to have T

roughly the same shap@xcept the resonance feature:'s for Y go pdz {Pco+[M,1o(L)]f(L)}, (3
thea’33 " andd>A state$ as that of the MP yield function L=1

for CO films below 20 eV. We therefore ascribe the broadyherep, is the desorption probability of COat the surface
peak at 16 eV in Fig. 1 to contrlbutlons.from initial excita- during a given time intervalPco« is the probability to form
tion of these states. Above 16 eV, MP yield from a CO film cox, which is a function of the electronic excitation matrix
increases further while it decreases for gaseous CO. ThisiementsM and electron beam intensity, at a distance.
difference for solid and gas phase excitation possibly ariseom the surfacef(L) is the exciton-motion function which
from multiple inelastic scattering of electrons in solids. reflects the probability of an exciton to move to the surface.
There is a Sl|ght shift in the TOF distributions in F|g 2 Comparing the results of F|g 3 to qu), we see thaNd
with increasing electron energy. This is not expected from ancreases withr, indicating a contribution to the MP yield
CG* signal originating from a single electronically excited from CO excitation in the bulkf(L) is necessarily non-zero
state. Thus, the MP signal is believed to arise from an adfor CO thicknesses up to 50 ML. Furthermore, these results
mixture of CO' configurations whose relative contribution can pe interpreted as due to a t@ield directly propor-
changes slightly With eIectrpn energy, assuming that thg MRional to the summation of CO layers in EG), with Pco
yield at 50 eV is still dominated by molecular desorption. gndf(L) being independent of thickness in the range
This is in agreement with our discussion that the states<1g ML. The slower increase above 10 ML is probably the
a’®s*, d®A, €°27, I'37, and D*A are all possibly in-  yesults of electron-beam attenuation, which reduegs, ,

volved. and/or a reduction of (L).
Above 20 eV, metastable carbon and oxygen atoms are

observed in CO excitation in the gas ph&s&3If produced
in highly excited statege.g., oxygen in th@s staté these
fragments could be detected in our experiments. Since they Low-energy electron stimulated desorption of metastable
are created with eV’s of kinetic energy they are expected tgarticles from CO multilayer films exhibits a threshold at 8
produce a signal between 8- (4—1 eV} in the TOF eV which suggests direct excitation of taé33* state fol-
distributions, a time domain where the magnitude of the MPlowed by desorption in either tha' or a°ll state via in-
yield is minimal. Hence, we suggest that highly excited at-tramolecular to molecular-surface vibrational energy trans-
oms do not contribute significantly to the MP yields from fer. Similarly, the statesl®A, €33, I'S~, andD?A, are
condensed Cdi.e., the MP signal, produced by incident believed to be the first excited and contribute to the MP
energy up to 50 eV, is essentially due to C@esorption. In  signal by the same energy-transfer mechanism. In this case,

6. CONCLUSION
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A simple model of the dynamics of a layered crystal having a hexagonal lattice with weak
interaction of atoms in neighboring basal planes is formulated. Vibrations propagating in

the basal plane with displacement vectors lying in the same plane are investigated.
Energy—momentum relations are obtained for low-frequeiRayleigh type as well as high-
frequency(gap-mode vibrations localized at the free surface. The region of existence

of quasi-surface phonons, whose boundaries are determined to a considerable extent by the shape
of constant-frequency surfaces for two branches of bulk vibrations is determined. It is

shown that peculiarities in the interaction of elastic waves with the crystal surface appear in the
bulk spectrum at certain frequencies. The dispersion curves for surface vibrations separated
from the continuous spectrum have a continuation in this spectrum in the form of dependences
corresponding to transformation of a transverse wave into a longitudinal one. The effect of

a surface monolayer of impurity atom on localized and pseudolocalized vibrations is investigated.
© 1998 American Institute of PhysidsS1063-777X98)01010-X

INTRODUCTION waves” includes conditionally the scattering of elastic waves
at the crystal surface, during which an incident transverse

Many applications of multilayered crystal systems ¢ le. is refl din the f f v |
formed on the basal of resonant properties require informal/ave, for example, Is reflected in the form of a purely lon-

tion on peculiarities in the vibrational spectrum associated!tudinal wave. Another example is a process in which an
with planar defects. The simplesb2defect in a crystal is its Incident transverselongitudina) wave is reflected in the
surface with alien atoms absorbed on it. It is well known thaffo'm Of @ purely transversgongitudina) wave. Since elastic
localized waves of the Rayleigh type, whose penetratioryiPrational modes which are independence in the bulk are
depth into the bulk of the crystal is usually small, can emergénterrelated at the surface in the case of stan-dard scattering
near the crystal surface. The position of possible frequencigdf0cesses, the above-mentioned “transformation™ can occur
of localized waves is determined to a considerable extent b@nly under special conditions connecting frequency with the
the spectrum of bulk vibrations of the crystal. wave vector of the wave.

Surface waves in continuous media the long-wave We consider a crystal with a simple hexagonal lattice in
approximation and in the crystal lattice were studied by Which the interactions of atoms in the basal plareand
many authors. We shall mention here only the publica:2long the sixth-order symmetry axig are different, the
tions'~8 close in content to the present paper. atomic interaction in thez plane being assumed to be con-

This research aims at a detailed analysis of the spectrugiderably stronger than the interaction between atoms in
of surface and pseudosurface waves emerging in an anisbg€ighboring basal planes. We shall describe vibrations polar-
tropic crystal near the surface as well as various types ofzed in the basal plane by using a model in which the strong
transformation waves with peculiar frequency dependenceiiteraction between only the nearest neighbors in xae
in the spectrum of bulk vibrations. The term pseudosurface iplane is taken into account, while the interaction between
applied to two-partial elastic vibrations near the surface withatoms in neighboring basal planes is not manifested if a
basically different behavior of the two componefiarts. plane wave propagates in a direction perpendicular to the
One of them(pseudolongitudinal partis localized near the sixth-order axis.
surface, while the othgpseudotransverse patas the form Thus, the model of an anisotropic crystal applied in an
of a standing wave existing in the entire half-space. Theanalysis of vibrations polarized in a basal plane and propa-
interest in such vibrations grew when it was found that theygating in the same plane can be reduced to the model of a
determine the resonant properties of scattering of a trangwo-dimensional hexagonal lattice with central interaction
verse wave by the planar defect. The “transformation ofbetween nearest neighbors. The surface bounding the crystal

1063-777X/98/24(10)/9/$15.00 748 © 1998 American Institute of Physics
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Z m d°u, 1
o EZ_ =—3u,(0,0 + 2 [Ux(hy) 4+ uy(hg) +uy(he)

V3
+Ux(hs) ]+ 7 [uz(ha) +uz(hg) —u,(hs)

d — Uz(h3) ]+ ux(hy) +ux(hy),
@

X m #°u, 3
— 5= =30,0,0+ 5 [Uy(hy) + Uy(hy) + Uy(hg)
V3
+ uz( h5)] + Z [ux( hZ) + ux( hG)

— Ux(hg) —ux(hg) .

FIG. 1. Choice of nearest neighbors in the basal plane of a hexagonal We begln with an anaIySIS of intrinsic bulk vibrations of

crystal. a perfect lattice. We choose the displacement of interest in
the form
U(X,z) = uge (kx+az-eb) ©)

contains a sixth-order axis and is perpendicular to the bas@ubstituting@) into the equations of motiof®), we obtain a

plane. o system of homogeneous algebraic equations in components
The analysis includes the effect of a monolayer of atomgy the vectoru, (the subscript “0” will be omitted in order
absorbed at the surface on the spectrum of surface and reS@ simplify notation:

nant vibration of the crystal.

A—5+4 §k K cos 20
Uy +4 co §+COS§ COST

1. EQUATIONS OF MOTION AND ENERGY-MOMENTUM k V3q
RELATION FOR BULK VIBRATIONS —Uu,V3 sin 5 sin—-= 0,

We consider a two-dimensional hexagonal lattice with kK Vg kK Vg (4)
atomic spacingl (Fig. 1). Each site in such a lattice contains u,v3 sin > sin > - uz( N—3+3 cosz cosT =0,

a sixth-order symmetry axis. The positions of atoms are
characterized by the coordinatgsand z, the x-axis being  where A =mw?/«. Relations(4) lead to the characteristic
directed towards the nearest neighbor. The interaction besquation

tween all nearest atoms is the same and is characterized by _ 5 _ _ 2vi4 w2

the force constant. We choose an atom located at the origin (A=5+4a%+ab)(A —3+3ab)=3(1~a")(1-b%),

(0,0) whose six nearest neighbors have the following coordi- ®
nates(we assume for simplicity that=1): wherea=cosk/2), b=cos{/3¢/2). Equation() quadratic in
N\ defines two independent branches of bulk vibrations,
1 V3 1v3 which will be henceforth referred to a the pseudolongitudinal
h=(10, h=|35. 5| hs=|—55] (upper branchl) and pseudotransversgower brancht)
branches.
1 V3 1 V3 The continuous spectrum of bulk vibrations consists of
hs=(-1,0, h5:( o ?) 6= (2" o two partially overlapping branches, whose energy—

momentum relations can be found from the characteristic
In this case, the potential energy of interaction between thequation(5):
chosen atom and its nearest neighbors can be written in the
form Nk a)=2[2-a(a+b)]= D,
(6)
a! D=4[2—a(a+Db)]*—3[4—3a%+b%—2ab(3—2a?)],
U=§Z[5l(n)]2, 1 [2—a( )]. [ | ( )]
n where the plus and minus signs correspond toltbeanch
andt-branch, respectively.
It is convenient to choose the principal Brillouin zone
81(%,2) =[x+ Au (x,2) P+ [2+ AU, (x,2) |- 1: for the hexagonal lattice under investigation as follows:
—(2uwlV3)<q<(2w/V3), —2w<k<2w. The frequency
the incremeniA u;(x,z) = u;(x,z) — u;(0,0), and the summa- spectra of bulk harmonic vibration$) as functions of the
tion is carried out over all the nearest neighbors. With thewave vectork in the limits O<k<# and 0<q<2/v3 are
potential energy in the fornil), we can easily write the shown in Fig. 2(hatched regions Curve 1 is the lower
equation of motion for harmonic vibrations of atoms: boundary of the continuous spectrum, which is the envelope

where the elongation is
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2. EFFECT OF FREE SURFACE ON THE CONTINUOUS
FREQUENCY SPECTRUM OF BULK VIBRATIONS
OF CRYSTAL

Let us suppose that a crystal fills the half-spage). In
this case, we simulate the free surface by the break in the
interaction between atoms of the boundary lager0 and
the nearest layer witlz<<0. The equations of motion for
atoms in the boundary layer which play the role of the
boundary conditions to the bulk equatia@ in the problem
under consideration have the form

mdu, 3 1
— 7= 5 U(0.0+Ug(hy) +Uy(hy) + 7 [Ux(hy)
V3
+ux(hg) ]+ 7 [uz(hy) —u (hg)],
FIG. 2. Frequency spectra of bulk vibratioftsatched regions of surface 2 (8
wavesSlandS2 and of transformation wavel, B2, B3 andB4 as func- m J°u, 3
tions of the wave vectok. The vertical hatching corresponds to pseudot- ; o2 == 5 u,(0,0+ Z [uz(hy)+u,(hs)]

ransverse branch, while the slanted hatching corresponds to the pseudo-
longitudinal branch.

V3
7 Tudo) = y(hy) .

Since two waves can propagate in the crystal lattice
of the curves\ =\ (k,q) corresponding to minimum values along thex-axis, the displacement vector can be written in
of \ for eachk. Curves2 and3 denote the upper boundary of the form
the pseudotransverse branch corresponding)+®=/v3. _ 4,2 412\ o (Kx— wt)

Curve4 marks the lower boundary of the pseudolongitudinal Ux(x,2) = (W e+ ujetir)e ' ©
branch, while curve5 is the upper boundary of the _ iz )2 e (kx— wt)
pseudolongitudinal branch, which is also an envelope corre- Ue(x,2) (Fttu‘el Truet)e '

sponding to the maximum values bffor eachk. h he ei fth Ik o) .

The continuous spectrum of bulk vibrations has a high-W ere the eigenvectors of the bulk equati re given by
frequency gap adjoining the Brillouin zone boundary and u N—5+4a+ab 3(1—a2)(1—b2
formed by the intersection of the lower boundary curve forrﬂzﬂz > ’2‘ = va( A b ”),
the pseudolongitudinal branch and the upper boundary curve’  Uxs:  V3(1—a?)(1—b?) A—3+3ab,
for the pseudotransverse branch at the paigtky)=3(1 (10
+1/§S)_/2 for koEZ.arccfoi(x/?h—l)/Z]. | lattice I he si h,u=|,t, and the roots of the characteristic equaiiBnfor the

Ince eac S|te_o the exagona att|c_e 1es on the sixt corresponding vibrational branches are
order symmetry axis, all equations of motion, and hence the
energy—momentum relations in the range of small values of 1
wave numbers(long-wave approximationmust be trans- b#=§{3[9—2(>\+3az)]i Jd},
formed into the equations of the theory of elasticity for an (11)
isotropic solid. Indeed, expanding expressi@h for k<1,
we can ot_)tain Ion_g-wave _energy—momentun_ﬁ relations f°H=a2[9—2()\+3a2)]2—3[)\2+4>\(a2—2)+3(4—3a2)].
bulk vibrations, which readily lead to the velocity= w/k of
transverse and longitudinal acoustic waves propagating in  Substituting the expressions for the components of the

the bulk of the crystal: displacement vecta9) into the boundary equatiorn(8), we
obtain the system of homogeneous algebraic equations in the
3a 9a vibrational amplitudes in the surface wave:
cl=—0, ct=—. 7)
8m 8m
> uCp,=0. (j=12, (12

Thus, the relation between the longitudinal and transverse

velocities of sound in the model under consideratiortis where the matrix element;, (u=1,t) have the form
=v3¢,. In other words, the vibrations of the hexagonal crys-
tal under consideration are equivalent to vibrations of an
isotropic solid with the Lamecoefficients A =u=3a/8,
which corresponds to the Poisson coefficiert=N/[2(\

+u)]=1/4. +4bi—1), (13)

9 1
C1M=§_)\_4a2— 2 [a+iT,\3(1-a’)](b,
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3 . of the lower boundary of the pseudolongitudinal and the up-
Cou=| 7 [alb,+Vb,~1)—1]+M T, per boundary of the pseudotransverse branches of bulk vibra-
tions) and terminates at the Brillouin zone boundary, where
1 AP ) =343,
i T [a1_a% 2 _1 2
5 3(1-a’)(b,+vb,—1). In addition to the roots corresponding to real-valugd

. - ] (i.e., waves decreasing exponentially towards the bulk of the
The conditions of solvability of the system of equati¢hg) crysta, Eq. (15) has roots in the region of continuous spec-

lead to the following equation for finding possible values of . ;m (c>cy), corresponding to imaginary,, . These roots

A correspond tox,=iq, under the necessary conditiapq,
C1Cp—Cy1,Cp=0. (14) <0 (g; and g; must have opposite S|gpsSuch solutions
correspond, for example, to a process in which a pseudot-
In the long-wave limit, the dispersion equati@¥) is trans-  ransverse wave exipfz)e '“! is incident on the surface,
formed into the well-known equation for the phase velocitywhile the pseudolongitudinal wave eigg)e™'“Y is re-
(c=w/k) of a Rayleigh wave in the isotropic half-spdce  flected from it, or vice versa. Such a transformation of a
2\ 2 wave into the one with the different polarization is known in
4KtKI:( — —2) k2, (15) the theory of elasticity as the wave transformation during
Ct reflection at the surfacéand the corresponding dispersion
equation(15) in this case can be naturally referred to as the
fjansformation equation. Equatioll5) has two solutions
corresponding to the velocity of propagation of waves being
transformed at the free surface towards the bulk of the crys-

where k, =k 1—C2/cﬂ, pu=1I,t. The parameterg, and «;
characterize the rates of decrease of the longitudinal an
transverse mode respectivelyﬁ(x,z)zug exp(— K#z)e”‘x.
Equation(15) defines the phase velocity of an ordinary Ray-
leigh wave localized at the free surface of an isotropic solid@'
and having a velocitgr whose square is given by

, Ci=4c?. (16)

2 2 1

2 ( 1) ci=c¢2| 1+ —

Cr=cCf2| 1——]. V3
V3

A similar result was obtained for a two-dimensional squareThis corresponds to velocity values for transformation waves
lattice in Ref. 12. The phase velocity of a surface wave within an isotropic half-space with a Poisson coefficient
arbitraryk cannot be written in explicit form. For any value o=1/48

of k, however, the energy—momentum relation for this sur- A wave propagating with the velocity; is incident on
face wave can be obtained by numerical methods. The curviae crystal surface at an anglg,= arctan(t2/3)*? (the
corresponding to this relation is shown in Fig(@irve SJ). angle of incidence is defined as tanq, /k, u=I,t) and is

It is well known that the type of spatial decrease of areflected at an anglé,,=arctafi1/3(2#3—1)]*2 A wave
localized wave is determined by the shape of the cross sepropagating at a velocitg, is incident on the surface at an
tion of the constant-frequency surfaCelf the constant- angleé,,= 7/3 and is reflected at an anglg, = /6.
frequency sections are convex relative to the direction of  Naturally, the coefficient of reflection of a transvefse
propagation, the vibrations decrease monotonically towardengitudina) wave at the surface vanishes at the values of
the bulk of the crystal, while in the case of nonconvex crosgreferred frequencies;=c.;k and w,=c,k. It should be
sections the surface waves can only be “generalized.” Dishoted that the obtained results do not depend on the type of
placements in a generalized surface wave, which decreaslee wave(transverse or longitudingincident on the surface
towards the bulk, oscillate with a certain characteristic waveand reflected from it.
length determined by the shape of the nonconvex constant- An analysis of the bulk energy—momentum relati@n
frequency surface. shows that both branches contain regions in which constant-

Fork< /2, the waveS1ldecreases monotonically, while frequency curves in thieq plane are convefig. 33 as well
in the interval w/2<k< 7 the decrease of vibrations &l as regions of a nonconvex shape, in which a given value of
oscillates since the wave numbegg have both real and the wave vectok corresponds to more than two wave num-
imaginary components, and the wave becomes a generalizégrs g corresponding to a certain vibrational branch
Rayleigh wave. (Fig. 3b. Consequently a transformation of waves involving

The limiting value of frequency of surface vibrations for a changd«— | can take place in regions of the typé&, while
this low-frequency wave at the boundary of the Brillouin in regions of the typel2 waves are transformed without
zone k=) is given byA{®(7)=3-v3. changing the branchg¥—q{®.

Apart from the wave of the Rayleigh type, a localized Figure 2 shows wave transformation curves for an arbi-
high-frequency gap wav82also exists in the range of wave trary value of the wave vectde (curvesBl andB2). It was
numbers close to the Brillouin zone bounddRig. 2). The  found that curveB1 arrives at the same poiiiy(ky) of the
wave S2is an ordinary surface wave attenuating monotoni-continuous spectrum at which the cur@ of the surface
cally from layer to layer. It was found that cun&2 origi-  wave originatesgthe point of intersection of the lower bound-
nates at the poinkq(ky)=3(1+v3)/2 for ky=2 arccof(v3  ary of the pseudolongitudinal and the upper boundary of
—1)/2] of the continuous spectrufthe point of intersection pseudotransverse branches of bulk vibrations
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a in the polarization, but with a change in It was found that
q only a process of the typgY)«— q(?) is possible in this case
(Fig. 3b.

Special bulk states formed along the curgss B2, and

B3 due to the presence of the surface are characterized by the
vanishing of the corresponding reflection coefficients at their
frequencies, i.e., peculiarities of this type are manifested dur-
ing scattering of bulk waves at the crystal surface.

3. QUASISURFACE PHONONS IN A SEMI-INFINITE CRYSTAL
AND ELASTIC VIBRATIONS NEAR A PLANAR DEFECT

The surface of a crystal can be responsible for the emer-
gence of a different type of vibrations whose frequencies
also belong to the continuous spectrum, but in the region in
which only bulk pseudotransverse waves exist. Such vibra-
tions are called pseudolocébr quasisurface phonons1©
Waves of this type are two-partial waves and consist of an
incident and a specularly reflectédvaves(one component
and thel-mode localized due to the presence of the surface
(the other component

1
q(l )

Ux(X,2)=[U; cOL Gz~ @) +uje” \17]ekx Y,
(2)
q . (17
Uy(x,2)=[iu Ty sin(gz— @) +u e “12]ekey,

whereI’; andI'; are defined by formula€l0) as before, but
now b,=cos{3q/2), andb,=cosh{3«/2), and hencd,
are purely imaginary quantities. The phageof the wave
characterizes the continuous change in frequency within the
spectrum of pseudolocal vibrations.

Pseudolocalized vibrations can exist in the region
of continuous spectrum below the lower boundary

6~x of the pseudolongitudinal branch\, y,n(kK)=1—cosk/2)

0 1 2 3 k +4 sirf(k/2) (curve 4 in Fig. 2) and above the frequencies
_ Mt min(K=3(1—cos/2)) of bulk vibrations corresponding to
FIG. 3. Cross-section of constant-frequency surfaces bkthplane:(a)- o . . .
low-frequency region X=0.1). Curvel corresponds to the pseudotrans- q=0 (dashed curve in Fig.)2Fork</2, the latter curve IS_ .
verse branch, while curve corresponds to the pseudolongitudinal branch; the lower boundary of the pseudotransverse branch. This is
(b)-high-frequency regionX=5.5) in which only pseudolongitudinal oscil-  the region of continuous spectrugsimilar to T1in Fig. 33
lations exist. in which cross sections of constant-frequency surfaces of
bulk modes by thé&q plane remain convex in the direction
of propagation of the wave, each wave numkepbrrespond-
The energy—momentum relation for another speciaing to a pair of wave numbers g, at a fixed frequency.
wave (curve B2 in Fig. 2 (in the long-wave approximation The energy—momentum relation calculated for a
w=2c;k) also belongs to the range of andl-branches of pseudotransverse wave propagating near the surface is
the continuous spectrum; as the wave number increases, ghown in Fig. 2 for all values of the wave numbewvithin
approaches the upper boundary of the pseudotransversige Brillouin zone(curve B4).
mode at the pointo§=9a/(2m) for k=2/3. Since long-wave oscillations polarized in the basal plane
Starting fromk>2 /3, curveB2 goes over to the range of a layered hexagonal crystal are equivalent to vibrations of
of only pseudolongitudinal bulk vibrations, in which another an isotropic medium, the frequency dependence of pseudolo-
type of transformation takes place. In this region of continu-cal oscillations in this limit is transformed into the energy—
ous spectrum, cross sections of constant-frequency surfacesomentum relation described in Refs. 9 and 10. The phase
of bulk modes by thé&q plane become nonconvex relative to velocitiesc(¢) of such waves lie between the velocitiéd
the direction of propagation of the wave, and each wavef transverse and longitudinal acoustic waves<{c(¢)
numberk at a fixed frequency corresponds to two pairs of<c;), and the dependence=c(¢) is defined by the relation
wave numberst g and +=q(?, describing the pseudolon- 2, 2 2, 2012
o . . . [(c/ci—1)(1—c/c))]
gitudinal branch(Fig. 3b. A bulk wave undergoes inelastic tan o= >
scattering at the free surface of the crystal without a change (cci=2)

(18
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c undergoing specular reflection at an angte /4 at the free
C surface can propagaig¢he process of wave transformation
into itself).

The possibility to a transition to an isotropic medium for
kd<1 suggests the possibility of a long-wave description of
peculiarities of localized and pseudolocalized vibrations at a
planar defect of a more general type in the bulk of the crys-
Co|l— — —_-— = — — — tal.

Let us suppose that the plane 0 lies in the bulk of the
crystal and coincides with the surface of a certain stacking
fault. We assume that the interaction of atoms in the layer
with z=0 with atoms belonging to a higher-lying layer is
characterized by the parameteras before, while the inter-
action with atoms in a lower-lying layer= —v3d/2 is char-
acterized by the parametgrof force interaction, which dif-
fers from a. Similarly, the interaction of atoms in the layer
z=—v3d/2 with atoms from a lower-lying layer is described
FIG. 4. Phase dependence of the pseudolocalized wave velocity. by the parameter (while describing a free surface, we as-
sumed tha{3=0). We can easily obtain the boundary con-
ditions for dynamic equations for vibrations presuming the

An analysis of this relation shows that the crystal canlimiting transitionkd<1. We write the equations of motion

Ci i ®
0 x/4 /2

confine simultaneously two pseudolocalized waves for thd0r atoms lying in two layers on both sides of the defect. In

same value of phase. As—0, the velocity of the pseudolo- the layerz=0, we denote by the vectdry =d(0,0) the co-
cal wave tends to the limiting velocities; and ¢, of bulk  ordinates of an isolated atom and by the vedigr=(d/2)

waves(Fig. 4). For ¢=7/2, only a wave with the velocity X(1,—v3) the coordinates of an isolated atom in a lower-

Co=Vv2c; corresponding to the velocity of a transverse wavelying atom. In this case, we have

d*u(hg)
m —_—

1 + + -+
preaiia (S5a+ B)uy(hy)+alu,(hy +hy)+u,(hg +hy)]

a + + ‘/3 + +
+ Z [ux(ho_ihz)+ux(h6+h3)]iz a[Uz(hEihz)—Uz(hEihs)]

=

+ + ‘/?_’ + +
+ 7 ux(haih5)+ux(h5ih6)iz Bluy(hy =hg) —u,(hy = hs);

#Pu,(hg)
m —_—

3 . 3 . .
92 :_E(a+ﬂ)uz(h6)+za[uz(haih2)+uz(h6ih3)]

‘/3 + + 3 + + ‘/j + +
=T aluy(hy £hy) —uy(hy =hg)]+ 1 Bluz(hg =hs)+u,(hy = he)]tz Bl ux(hg =hg) —uy(hg *=hs)],
(19

where the plus sign corresponds to the equations of motion . V3B a . J
for an atom from the upper bank of the defect and the minus O+ 9%~ d ox (U —uy)+ 8 B X (uz +uz),
sign to the same for the lower bank.
We expand the displacements(x,z) in (19) into a
power series i; (i=1,2,3,4,5,6) for the chosen lattice sites V3B 4 3
hg andhy , confining ourselves only to the first terms. In o o, =— =— (U —u, )+ = B — (uy +u,),
this case, we can easily go over to the long-wave boundary 2 dJx 879 20
conditions for the equations of elastic fields at a planar de- (20
fect:
where u;” are displacements in the upper half-spate
z=0) andu; the displacements in the lower half-spafer
UE_UGZS B a_fz( (U —ul), (i=x2), z=—v3d/2). Hooke’s law for the model under investigation

has the form
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duy, du, dUy au, A

Oyz ,u( 5z + é’x)’ T,,7=\ Py +(A+2u) X B4 /
and the corresponding elastic moduli are u=3a/8. The
boundary condition$20) obtained from the equations of lat- /
tice dynamics coincide except for the notation of elastic
moduli with the phenomenological boundary conditions de- , [
rived in Ref. 10 from the equations in the theory of elasticity. ' /
It was proved® that pseudolocalized vibrations exist in a ST
crystal with a planar defect in addition to localized vibra- /
tions. Elastic fields of such vibrations in the upper half-space
u;"(x,z) have the form(17). The form of solutions in the
lower half-spacey; (X,z) is determined by their symmetry.
It was found that vibrations can be classified as symmetric, |
for which u,,(x,2) = —u,,(X,~2), Uy, (X,2)=U,,(X,~2),
and antisymmetric, for which u;M(x,z)zuIM(x,—z),
Uy, (X,2)=— u;M(x, —2). The results obtained in Ref. 10 can
be extended except for notation to the case of long-wave
vibrations of the given model of a discrete lattice.

The spectra of long-wave vibrations of a crystal with a L 1 L
planar defect in the form of an intercalated basal plane of 0.25 0.50 0.75 1.00
isotope atoms with a coupling between adjacent layers dif- k/n
fering from tha_t m, the unpert'urbed m'atrlx vyere S_tUdI_ed byFIG. 5. Energy—momentum relations for a localized low-frequency
Ivanov and Skripnik® who carried out similar investigations. Rayleigh-type waveSR and the transverse mod&T in the presence of a
The results obtained by us differ from those in Ref. 13 in amonolayer of heavy atoms\{=2m) on the surfaceS1andB4 are a wave
different arrangement of the defect plaménich was parallel of the Rayleigh type and a transformation wave, respectively, in the case of
to the basal plane of the crystand in the theoretical ap- a defect-free surface'. The hatch_ed region corresponds to the continuous

. . pectrum of frequencies of bulk vibrations.

proach. Nevertheless, the conclusions concerning the condsi—
tions of formation of symmetric and antisymmetric local
states as well as the dispersion curves of resonant modes in
the continuous spectrum as a continuation of the frequency 9 1
curves for local vibrations are qualitatively similar. Ciu=5~ 7\ —4a’— > [a+il,V3(1-a%)]

X (b,+bZ—1),

3
Cou=15 [alb,+ Voo, —1)=1]+ 7\ (T,

4. MONOLAYER OF ALIEN ATOMS ABSORBED AT THE

CRYSTAL SURFACE (22)

An analysis of the spectra of vibrations localized at the
free surface shows that their frequencies can appear in gaps 1
under the continuous spectrum also. It is well known that, in —i > V3(1—-a?)(b,+ b5 —1),
the case of a “loaded” surface, the frequencies of local vi-
brations can also appear above the spectrum of bulk vibravhere n=M/m. The frequencies of different types of vibra-
tions. Such energy—momentum relations were obtained bgions can be obtained numerically from the dispersion equa-
Allen et al2 for an fcc crystal with a monolayer of atoms tion (14) with coefficients(21).
adsorbed at the surface, their atomic mass differing from that = Figure 5 presents energy—momentum relations for vibra-
for internal layers. Kaplahstudied the effect of an adsorbed tions in the presence of a heavy impurity with=2m. It
monolayer on the frequency spectrum of localized vibrationsan be seen that the frequency of a surface waRef the
in a two-dimensional square lattice in the long-wave limit Rayleigh type is lower than the frequency of the Rayleigh-
and for values ofk corresponding to the corresponding type waveS1 at the surface foM>m. It was found that
boundary of the Brillouin zone. additional localized transverse vibrationrST can also

Let us analyze the influence of a planar defect in theemerge. The frequencies of waves of this type split from the
model of an anisotropic layered crystal under investigationslower boundary of the continuous spectrum fdr>3m/2.
in which the atoms from the surface layer have a mdss For values of atomic mass of the surface lajé=3m/2,
differing from the atomic masm for internal layers. In this the frequency of th& T wave coincides with the frequency
case, the equations of motion for the boundary layef are  of the lower boundary of the pseudotransverse branch at the
obtained from(8) by the substitutiorm— M. Substituting Brillouin zone boundary g(7) =\ min(7)=2. Vibrations
the solutions of the fornt9), relation(10), and the roots of of this type are localized in the surface layers for values of
the characteristic equatididl) into these equations, we ob- the wave numbek from the intervalk* (%) <k<a. For
tain a system of the foril2), in which the coefficients are k<k?*, the frequencies of th8 T wave fall in the continuous
given by spectrum and are continued in it in the form of an isolated
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FIG. 6. High-frequency surface wav&D1and SO2in the presence of a
light impurity (M =0.4 m) at the crystal surface. The hatched region corre-
sponds to the continuous spectrum of frequencies of bulk vibrations.
N
line corresponding to frequencies of a transverse wave un- N
dergoing specular reflection at the surfdgethe case of a
free surface, this is a wave of ti type). Ar

1

An analysis of the dispersion equation shows that the :
mass defecM/m in the long-wave spectral region leads to :
weak dispersion of the velocity of the wave. :
Low-frequency wave$R of the Rayleigh type can also I
exist in the presence of a light impurity, when the mass of f
|

t

surface-layer atoms is smaller than the mass of atoms from 2
inner layers of the crystaM <m. The frequencies of a wave Ko l

H i 3 Yl A 1 1
of the SR type become higher than the frequencies of the 0.75 0.80 0.85 0.90 095 1.00

surface wavesl localized at the free surface with decreasing

ratio M/m, and the frequency of theRwave forM =m/2 at k/x

the boundary of the Brillouin zone coincides with the fre- rig. 7. Gap surface waves of t8G type (heavy impurity with M
qguency of the lower boundary of the continuous spectrum=0.96m (curve 1) andM=1.25n (curve 2) (a); and of theS| type (light
As the mass decreases further, the point at which this wavigpurity) with M=0.3m (curve1) andM =0.4m (curve2) (b).
touches the continuous spectrum moves towards lower val-

ues ofk.

The presence of a light impurity leads to the emergence For M<m/2, the second high-frequency surface wave
of localized vibrations whose frequencies lie above the conSO2 whose frequency decreases wkhs formed and ar-
tinuous spectruniFig. 6). Such high-frequency surface vi- rives at the continuous spectrum for a certain valu&’f
brations exist in the range of wave numbérglose to the =kj (%), at which it is continued in the form of a pseudo-
boundary of the Brillouin zone. The first surface wed®1 surface wave reflected specularly by the surface. Figure 6
appears for anM <m. Such a splitting for a small pertur- shows the dispersion curves obtained numerically for the
bation in the parametém—M|/m<1 is associated with the SOland SO2waves in the case of a light impurity for the
fact that an isolated frequency curve for the transformatiorvalueM =0.4 m.
waveB3for M =m (free surfacgarrives at the upper edge of In the gap of the continuous spectrum, surface waves can
the pseudolongitudinal branch at the poin{.(7)=6. existin the case of a light as well as a heavy impurity. For
When the difference between the mass of atoms from th#1>9m/10, a waveSGis formed(Fig. 73, and the frequen-
surface layer and the mass of atoms from inner layers isies of theSG wave decrease with increasing For =1,
infinitely small, the frequencies of waves of tigS8 type the energy—momentum relation for such a wave is trans-
leave the continuous spectrum, and vibrations are localizetbrmed to the energy—momentum relationS#waves local-
in the surface layers. ized near the free surface.
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In the case of a light impurity in the gap fdf<m/2, a The authors are grateful to H. A. Dieterman and
gap waveS| of another type is forme@Fig. 7b. This wave A. Metrikine who acquainted us with their results before
splits from the upper boundary of thiebranch of the con- publication, and to E. S. Syrkin and A. V. Tutov for fruitful
tinuous spectrum of bulk vibratiorgower edge of the ggp  discussions.
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The attenuation of low-frequency acoustic energy in stripes of the low-temperature tetragonal
phase of Bi-2212 ceramics is studied taking into accountae,2-symmetry of the
superconducting order paramet&0OP and the dynamic analog of phase separation. The
contribution to the energy density of the strain—order parameter coupling leads to a finite value
of attenuation in superconductors with a peculiar SOP. The frequency and temperature
dependences of attenuation are analyzed and compared with the available experimental results. It
is shown that these data are an indirect evidence of the SOP symmetdy> the-symmetry

for the Bi-2212 phase and tlsesymmetry for the Bi—2223 phase. The existence of an ordered low-
temperature state responsible for the low-frequency attenuation peak and other anomalies in
the properties of Bi-based ceramics in the temperature range 20-40 K is proposdd@980©
American Institute of Physic§S1063-777X98)01110-4

INTRODUCTION acoustic attenuation coefficient and compare the results with
the experimental data obtained in Refs. 3—6.
Peculiarities in the attenuation of acoustic energy in
HTSC have been studied by many authbfsThe results
obtained in Refs. 3, 4 proved that the temperature deperffCOUSTIC ENERGY ATTENUATION IN STRIPES OF THE
dence of the attenuation coefficieftT) in Bi-based super- LTT PHASE

conductors in general does not contradict the assumption on | et us consider the attenuation of low-frequency acous-
the pairing of charge carriers in the BCS theory. Howeveric energy in stripes of the LTT phase in a Bi-2212 sample.
some aspects such as the nonexponential dependéfé  |n analogy with the procedure used in Ref. 10 for planar
the superconducting state, the existence of one or two peakfefects, these stripes can be regarded as elastic membranes.
on this dependenck? and the absence of a noticeable fre- The wavelength of a low-frequency acoustic wave is much
quency dependenc8w) (a change in frequency from 0.8 larger than the widthW of the LTT phase stripe, and hence
Hz**to a few kilohert2® leads to an insignificant change in the strains induced by the acoustic wave can be regarded as
6, Fig. 1) remain unclear. It was noted in Ref. 4 that in order practically uniform for a large number of stripes. The acous-

to determine the attenuatiahof sound at frequency 0.8 Hz, tic attenuation coefficient can be calculated from the equa-
the diffusive displacement of points of fixation of a moving tion of motion for the strain tensar and the stress tenser:
dislocation and the separation of dislocatibmsist be taken

into consideration. J i _ J % @
At the present time, the following two important pecu- IX; at
liarities of the superconducting state in Bi-2212 can be re- of

garded as established reliably. One of these peculiarities is a o=
dynamic analog of “phase separation” into stripe phases in
CuO planes §b) (the stripes of low-temperature tetragonal wherep is the sample density arfdthe energy density taking
(LTT) insulating phase and those of low-temperature orthointo account the coupling between uniform strain and the
rhombic (LTO) conducting phase with width&/=2a and  superconducting order paramet&OP 7,
L=2.65, respectively, whera is twice the distance be-

” . . : 1 1
tween oxygen positions in this planerhese stripes were f=— 2 B(y)e(y)+ — E AV(y,m)e(y)
discovered in Bi-2212 in experiments on long-range fine 25 alw =
structure of x-ray absorptiofEXAFS).2 The other important E
peculiarity of this compound, i.e., thé2_2-symmetry of XJ ZdS+ ﬁv J (nyyg)zds (3
the superconducting order parametewas established quite
recently? Taking these peculiarities of the superconductingHere €p is the energy of formation of an LTT phase stripe of
state of Bi-2212 into account, we shall analyze here the temlength| equal to the sample length along theaxis, ¢ are
perature and frequency dependences of the low-frequencmall deviations of the stripe of the LTT phase in tlab)

@

1“78” ’
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ergy, which is proportional to|7|*, by the coherence
length? ~| 7| ~*:

o~ | 7> —(T-To)*

Equation(6) for &(T) can be used to determine a tempera-
ture dependence similar to that obtained by Sigrist and
Uedd? for attenuation of ultrasound by domain walls in an

anisotropic superconductor with a multicomponent order pa-
rameter:

§.-m10°

w’nt 0 T—T,? .
2+&)26(2) 0’ + % T-T,* @)

8(T)~ —

T, K

_ Here & is the temperature-independent coefficient in the ex-
FIG. 1. Temperature dependence of attenuation of low-frequency sound in

three different Bi-based samples: Bi-22@2irves1 and 3 from Refs. 6, 3 pression forw,. Equation(7) shows that the5(T) depen-

and 90% Bi-2223-10% Bi-221@urve2 from Ref. 4. The positions of the ~ dence in the superconducting state has a pedkal., and

low-temperature peaR; and the peal®, are marked by arrows. attenuation decreases with temperature in proportion to
|T—T. 1. The frequency dependené) is determined by
the relation between the terms in the denominato(®f

plane,B(y) are elastic constanta,V(vy, ) is the difference attenuation does not depend on frequencycior o.

in forms quadratic iny (with all the basis functions of irre-
ducible representationg of the point groups corresponding DISCUSSION OF EXPERIMENTAL RESULTS
to the crystal symmetpyfor the nearest superconducting
stripes whose order parameter is coupled with the strain
£(y). The attenuation of sound is finite ¥V(y, ) #0. For
superconductors with thewave symmetry of the SOP, this

Unfortunately, we are not aware of any results on low-
fsrequency acoustic energy absorption in Bi-2212 type super-
conductors for which charge ordering as well as the
quantity is equal to zert? and the coupling of uniform strain dyz_y2-symmetry of the SOP 'have been gstabhshed. we
with SOP does not lead to acoustic energy attenuation. shall compare the results obtalneq above V\.”t.h the results of

For a longitudinal acoustic wave propagating along themeasurementsz of_ the attenuation _coeff|C|ent for low-
s-axis. we have frequency sound in BSrZCaQCu3_OX (Bi-2223 supercon-

' ductors, pure sample8i-1 and Bi-3 and those containing

=0y, €=&,,. an impurity of the 2212 phag®i-2 samplg. Figure 1 shows
the §(T) dependence for these samples:
For attenuating motion with a drag coefficieht for Bi-1: T,=104 K, AT, =29 K}
which the kinetic energy of a stripe can be neglected, the B;j-3: T.=106 K, AT.=3 K,3
equation of motion for displacementdrom the equilibrium Bi-2: 90% 2223 phase and 10% 2212 phase,
position has the form T.=106 K, AT,=3.5 K*
2LXYD) of (AT, is the superconducting transition widlth
r=>>-2-"__-_ (4) In the measurements &{T), the frequency was 0.8 Hz
at ¢ for Bi-2 and Bi-3 samples and 0.81 kHz for Bi-1 sample, It

can be seen from Fig. 1 that the shape of &8i&) curve is
almost independent of frequency and the method of sample
preparation: the attenuation does not differ by more than

Supplementing the system of equatidy and(2) with the
equation of motion4) and writing the solution in the form

o(z,t)=0p exd — 8(w)z+iw(t—2/v)], (5) 14-20%. The samples Bi-3 and Bi-2 exhibit a low-
) temperature peakP; at T=30 K, while the two-phase
for a mode with the lowest frequency sample Bi-2 has a second peBk in the region 69—75 K
e, below the transition temperaturé,.=86 K for the 2212
1= T phase. It was proposed in Refs. 3, 4 that both peaks are
associated with the depairing effect at dislocation velocities
we obtain higher than the critical value. .In the apsencg of the re_sults_ of
measurements of the velocity of dislocations moving in
4w? ) HTSC, we can assume that the péakis associated with the
S(w)= 72apTo3(w2+ w?) 2 [Aviym)P, (6) attenuation(7) of sound in the stripes of the LTT phase in
0 1 Y . .
Bi-2212 atT<T,. considered above.
wherev, is the velocity of sound. To our knowledge, there are no data on phase separation

While estimating the temperature dependef€€), we and a peculiar symmetry of the SOP for Bi-2223. The ab-
can assume that only the order paramete(T—T.)¥? (T,  sence of a peak similar 8, near the superconducting tran-
is the superconducting transition temperatusad the sur- sition temperaturel, of the 2223 phase in Bi-1 and Bi-3
face energyey are functions of temperature. Thg(T) de-  samples is in accord with thewave symmetry of the SOP
pendence can be determined by multiplying the volume enef this phase: the existence of fluctuation stripes of the LTT
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phase af > T, for ans-wave type superconductor does not 'v. P. Soldatov, V. D. Natsik, and N. F. Cikavskaya, Fiz. Tverd. Tela
lead to such an effe¢t Additional studies are required in _(Leningrad 33, 1777(1991 [Sov. Phys. Solid Stat83, 999 (1991)].
order to determine the origin of the low-temperature peak 2y. S. Bako, V. M. Gorbatenko, L. F. Krivenket al, Fiz. Nizk. Temp.
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- e 3 o . G. Lazarev, Ya. D. Starodubov, M. B. Lazareeaal, Physica C
netic field of 950 O€3 The coincidence of low-temperature C235-240, 1213 (1994 Fiz. Nizk. Temp.20, 840 (1994 [Low Temp.
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dependence of the remanent magnetizatiofor Bi-based °Y. N. Huang, Y. N.Wang, and Z. X. Zhao, Phys. Rev4g 1320(1994.

. . Y. N. Huang, X. Li, Q. M. Zhanget al, Physica CC282-287, 1523
superconductors is not accidental. It can be assumed that 1097 9 Q g Y

low-temperature or.dergd state exists With=35 K an_d the  7r A vardanyan and Yu. O. Osip'yan, Zhk&b. Teor. Fiz.94, 291
order parameter differing from the SOP of the main phase. (1988 [Sov. Phys. JETB7, 1682(1988].
This can be either a superconducting state with a differenlﬁA- Bianconi and M. Missori, J. Phys, 361 (1994
symmetry of the SOP, or an antiferromagnetically ordered T- M- Rice, Physica @282-287, p. I, xix (1997.
state of the stripes of the LTT phase. It was proved in Ref. 12 Z' ;LZ(;IL) ?ﬁri@eflgm& 15;;”2“{;2 der Physjkvol. XI (ed. by
that the coexistence of a superconducting phase and anothef oaki, prog. Theor. Phyg6, 1008(1986.
ordered state leads to a peak on #{@) curve atT<T.q. 121, Sigrist and K. Ueda, Rev. Mod. Phy83, 239 (199)).

Thus, the comparison of the experimental results with*G. d'Anna, Phys. Status Solidi 425 589 (1992).
the theoretical dependen@éT) (7) leads to the conclusion '*B. Khaykovich, E. Zeldov, D. Majeet al, Phys. Rev. Lett76, 2555
that the results of measurements of attenuation of lows;, (229

. L -°C. D. Dewheerst and R. A. Doyle, Phys. Rev5R 10 032(1997.

frequency acoustic energy can be used as an indirect evi-

dence of the symmetry of the SOP. Translated by R. S. Wadhwa
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Reentrant spinels bFe, 5 ,Ga0, with x=0.9 and 1.2 display peaks on the temperature
dependences of heat capadiiyat T;=13.4K (x=0.9) and 14.2 Kx=1.2) respectively, which

are typical of a first-order phase transition. This transition is identified with the
transformation of the collinear ferrimagnetic structure into a noncollinear structure preceding on
the temperature scale the state of ferrimagnetic spin glass existing in the temperature range

0 K=T=T;, where transition temperaturds are 9 Kx=0.9) and 12Kk=1.2). © 1998
American Institute of Physic§S1063-777X98)01210-9

We report here on the results of investigation of tem-T<T, .14® For this reason, Mis usually identified with the
perature dependences of heat capaCitior reentrant ferri-  gtate of ferromagnetic spin glaggSG), in which two types
magnets L -6 s «Ga 0, with x=0.9 and 1.2, which were  of magnetic ordefi.e., ferromagnetic and spin-glass order-
carried out to study a sequence of magnetic transformationgg) coexist atT<T;."*” The form of the transformation
occurring in this concentration range upon a change in temy1, .M, and the very fact of its existence were subjects of
perature. The objects of investigations are Heisenberg magmmerous experimental investigations which, however,
nets with a short-range exchange. Studies of the evolution ghjled to clarify the situation completefy*’
magnetic states of these materials upon an increase in the |t should be noted that in the previous investigations of
extent of dilution x as well as upon coolingwith X the transformation N—M,, main attention was paid, as a
=const) continue to attract the attraction of researchers. Thgyle, to the “spin-glass” aspect of the problem. Analyzing
problem is that the exchange mechanism of formation okxperimental data(including those obtained for Li—Ga
disordered states of the spin gla$s) type in such systems  spinely,>® we proposed that the formation of long-range cor-
remains disputable since the results of computer simulatiore|ations between transverse spin components in the M
(the absence of a spin-glass transitioTat-0 K)>® contra-  phase considered by Gabay and Toul8us@ssociated with
dict the available experimental dété’ and a consistent the formation of an ordered noncollinear FM structifier-
theory has not been developed so far. On the other hand, thenagnetic FM structure in the case of Li—-Ga spingls
experimentalx—T—-H phase diagrams for Heisenberg sys-rather than with the formation of a certain spin-glass state
tems with a short-range exchange match on the whole witlther than M. In such a case, FMM; or FM* —M tran-
the general canonical type typical of classical spin-glass syssitions must exhibit features of a thermodynamic phase
tems of the type of Cu—Mn, Au-Fe, €té> This allows us transition® The results of verification of this proposition will
to use(with certain reservationghe mean-field theory with be considered below.
an infinitely large interaction range for an analysis of spin-  An analysis of temperature dependences of the heat ca-
glass systems with a short-range interaction also. pacity C for Liy sF& 5-,Ga,0, samples withx=0.9 and 1.2

Gabay and ToulouSeproved by using the mean-field in the temperature range 12—-16 K was carried out by using
approach that the—T diagram for Heisenberg systems con-the same technique as the one used earlier for the tempera-
tains a reentrant region in which the magnetic states argure interval 2—20 K€ The obtained results are presented in
transformed upon cooling according to the following se-Fig. 1.
qguence: PM-FM—M;—M,, where PM and FM are para- It was found earlié that the phonon contribution to the
and ferromagnetic states, respectively, and and M, are  heat capacity of Li—Ga spinels can be assumed to be equal to
noncollinear states with preserved long-range order. In anathe heat capacity of the isostructural nonmagnetic lithium
ogy with the transition PM>SG (“pure” spin glasg, the gallate Ly sGa §0,. At T=15K, its magnitude does not ex-
transition M,— M, is manifested in the form of spontaneous ceed 2.5%, and th€(T) dependence has no singularities
breaking of the replica symmetry at temperatiire In all  and obeys th&2 law.21°0n the other hand, magnetic spinels
cases,T; is detected experimentally from the clearly mani- exhibit clearly manifested narrow symmetric peaks at
fested SG properties, e.g., the existence of long-lived loga¥=13.4 K (x=0.9) and 14.2 Kx=1.2). In addition, accord-
rithmic relaxation of nonequilibrium magnetizatieryrc at  ing to preliminary results, the heat capac@yT) exhibits a

1063-777X/98/24(10)/2/$15.00 760 © 1998 American Institute of Physics
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5 two types of states, namely, the collinear FM stateTat
o 2,0 <T, and the locally noncollinear FM stafthe FM structure
o collinear in the macroscopic sense with imperfections in the
form of local noncollinearity regionsupon a further cooling
/ down to T=0 K.2% We can assume that the existence of a
PT1 observed by us &t <T,<T,, like a transition to the
SG state aff¢>0 K,'3 cannot exist in isotropic Heisenberg
systems with short-range exchange. However, real objects
are virtually always anisotropic, which affects to a certain
extent the formation of noncollinear spin structures of vari-
ous types?~18 For example, according to the results of
neutron-diffraction experiments and symmetry analysis,
Li—Ga spinels in the concentration range under investigation
o8 can contain a noncollinear ordered ferrimagnetic structure of
B / the umbrella typé/ However, the structures of this type are
K formed only in anisotropic materiaf§.
Thus, the results of analysis of heat capadtyT) in
dilute spinels Lj sFe 5 ,Ga0O, with x=0.9 and 1.2, indicat-
3 1 1 1 ing the existence of a first-order phase transition of the
12 14 16 order—order type at(x) [T{(x)<T,;<T.(x)], supplement
T.K considerably the prevailing concepts of temperature evolu-
FIG. 1. Temperature dependendeéT) of heat capacity in dilute spinels t'F’” of magnetic stgtes In the. reentrant region Of_ e
Lio &y 5 ,Ga0; with x=0.9 (curve 1) and 1.2(curve2). diagrams of real spin-glass Heisenberg systems with a short-
range exchange. According to these results, the phase dia-
gram of such systems must contain an additional curve

hysteresis in the vicinity of these temperatures. All thesel1(X). A continuation of these investigations together with
facts allow us to attribute the observed phase transition téhe results obtained by us and those obtained in Ref. 18 will
first-order phase transition®T1).!! It is important to note  allow us to determine exactly the position of theg(x) curve
that in both cases the values of temperatures correspondif thex—T diagram for Li-Ga spinels.

to the peak on th&(T) curve and denoted henceforth by
T,(x) are higher than the values @t which are~9 K for
x=0.9 and~12K for x=1.25'2 |t was reported in Ref. 8
that the magnetic contribution to heat capacity beldw
changes linearly with temperatureC (=T), which is re- :\5\/ ‘?\Lﬂdse;jgvdv gﬁg.GYu;;rgkérR?ﬁ !Og'eshﬁégfg?%(glgg%s
garded as an indication of Fhsordered states of the FSG adJ.'R.'Thomson’ Hon'g Guo, D. &.'Ry&n' al ﬁhys. Rev. B45, 3129
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Influence of dynamic magnetoelectric interaction on surface polaritons in ferroelectrics
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Fiz. Nizk. Temp.24, 1010-1016October 1998

The existence of additional transverse electfiE) and magneti¢TM) surface polaritons formed

as a result of high-frequency magnetoelectric interaction in a ferroelectric is predicted. The
spectrum of the new type of surface polaritons is analyzed for transverse orientation of the electric
polarization relative to the crystal surface. These polaritons are different in ferroelectric

domains with opposite directions of spontaneous electric polarization. Thus, TE surface polaritons
exist only in domains with electric polarization directed into the medium. Besides,
magnetoelectric interaction induces effects like birefringence and anomalous dispersion of TM
polaritons. Moreover, it is found that TM polaritons can exist in those types of

ferroelectrics in which their existence was forbidden earlier. The same effects must also exist not
only in ferroelectrics, but also in ordinary dielectrics in a constant electric field at right

angles to the crystal surface. The above-mentioned asymmetry of the effects, including their
switching on/off, must be observed upon a change in the direction of the applied electric field.
© 1998 American Institute of Physids$1063-777X98)01310-3

The interest of researchers in ferroelectric crystals has A CL .y Cp ay . 5. 2
grown considerably in recent years following the discovery H=J ( - P2+ > (PZ+P2)+ 7 Pi—e P+ >
of new aspects of their technical applications. Since thin-film P
structures are used frequently in devices, it is important to
study phenomena occurring at the surface of a ferroelectric, + ¢P- [fL h]|dVv. 1)

e.g., surface waves.

The theoretical studies of the influence of magnetoelec; ' . .
. : : . Here the first three terms are the potential ferroelectric en-
tric (ME) interaction on surface waves in crystals were car-

ried out recently in antiferromagnets with a linear ME &MY operators{1°/2p the Kinetic ferroelectric energy opera-

effect! Although such an effect is not observed in ferroelec-0f: @ndp the density of the medium. The last term corre-

trics, it was shown by us earlfethat a varying electromag- sponds to the energy of electric polarization in the electric

netic field induces in a ferroelectric a high-frequency IinearﬁeId E produced by the motion of ionelectron with a

. - . velocity v under the action of a magnetic field E=(1/c)
ME susceptibility proportional to the frequency and magnl-ve . ~ ) .
tude of the spontaneous electric polarization. This Iinealf;[h'v]t', ISlncev—\t/th/m (\{C 'S t_h(\a/unlt cgllvolgmte;]anch
high-frequency effect is of dynamic origisee belowand is € particle mags the constanf=V(mc)~" (c is the ve-

not subjected to any constraints concerning the symmetry dpcn_y of light). In contrast to the ME energies cpn3|dered
the crystal earlier(see, for example, Ref. 3 as well as Ref. Which are

In this work, we analyze the influence of dynamic ME potential energies and hgnce depen_d on the syr_nme.try of the
interaction on surface polaritons in a ferroelectric. It issystem, the ME energy in formuld) is of dynamic origin.

shown that TE and TM surface excitations can exist undepe—rhIS gi?gﬁﬁ;&g'ﬂ?o&;pgfa? rlrr:ntwgfr expression for the en-
conditions in which their existence was forbidden earlier. gyThe linear response of '?/heys stemyio an electromaanetic
New effects like birefringence, anomalous dispersion and thﬁeld (e,h) can be gescribed in te?/ms of the electri€) andg
existence of forbidden spectral regions are predicted. The ' Cm g . i

: . L T magnetoelectricX™®) susceptibilities whose Fourier compo
domain structure is reflected for the first time in the proper- ! .
. nents are defined by the relations
ties of surface waves.

For the sake of definitenegalthough this is not signifi-
cant in the following analysjswe consider a uniaxial ferro-
ele_ctrlc (Z is the easy ax_)soccupylpg_ the halfspace 0. . Disregarding the attenuation for the Hamiltoniél) in the
Using the phenomenological description of a ferroelectric "terroelectric state, we can represent the nonzero components
terms of the densities of electric polarizati®r) and mo- oo

o of susceptibility in the forrh
mentumllI(r), we can represent the Hamiltonian of the sys-
tem in a varying electromagnetic fietl h, disregarding the =2 o2
0 0

spatial dispersioriack<<1, a. being the lattice constantin ngzxgyzz—z, X,
—w

the form wWo— W We

Pi= xiket xik Nk -

1063-777X/98/24(10)/5/$15.00 762 © 1998 American Institute of Physics
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2 2

lwgPy _, Z ~ 0}
xi;“=(x3“f)*=—zw2_wo, w= 2 k3=k2—€2- (TE,TM),
Cc
2 w’
. . z c =k?2— — — 2
ewie,, Wi—wi2e, g-— Pi=2. (@ 07Ty (T8 ©
2_%1 .5 w? 2
In these formulasz is the magnitude of the charge of an ion k028—2 k T2 (1= ¥ (TM).

(or electron, if the incident electromagnetic field has high
frequencies which effectively excite the electronic part of the It Will be expedient to carry out the subsequent analysis
electric polarizatiop g is the gyromagnetic ratio for the ion Separately for TE and TM types of waves.

(or the electron Py=P,, is the equilibrium value of the

electric polarization which is assumed to be directed along

the Z-axis, and the constants, ¢, and § are assumed to be 1. TRANSVERSE ELECTRIC POLARITONS

positive. The nonzero components of the fields for a TE wave are

. The electric(d) and magneu((b) |n_duct|ons of the. me- ey, hy, andh,. The boundary conditions lead to the equality
dium are connected with the electric and magnetic fields

through the relations ~ ()
g Ko=7v e Ko- (6)

di=eiect vikhe,  bi=pmichet vk, -
C ' v ' It can be seen from this relation the§=ky=0 for y=0. In

where other words, the surface polaritons do not exist at all in the
geometry considered here unless the dynamic ME interaction
gxxzsyy:81:1+4m(§x, e=e,=1+4mxS,, is taken into consideration. Formu() and other relations

between the variables lead to the conditions

k= Ok » =y =—iy, =4y 3
Mik= Oik Yxy™ Yyx Y, Y Xxy € w0y>0, 0<ks<y %’ 02 22,
in the case considered by us. @)

A distinguishing feature of the case considered by us c?k’>w?(e;—y?), 1+2y>>g;>1.

here is the existence of the nondiagonal comporﬁﬂ’[of
the ME susceptibility, which indicates the ME effect of in-
duction of transverséwith respect to spontaneous polariza-
tion) components, and p, of electric polarization by the

For example, the conditiom y>0 follows from (6) by con-

sidering thatk, and 'k, are positive. The quantity [see
formulas(2) and(3)] depends on frequency through the re-

varying magnetic field of the incident wave. This effect lation
emerges only in a varying fiel(}(ﬁ;“oc ) and in the presence 47mwgPy
of spontaneous polarization§{™<P,). Note that if the ex- Y= W- ®

istence of a varying field is a necessary condition, the electric
field may play the role of the spontaneous polarization. —Conditionswy>0 ande;>1 [see formulag2) and(3)]
Hence all the effects considered below will also be observedfad to the necessary conditié?y>0, i.e., the surface po-
in normal dielectrics in a constant electric fighg. In this laritons exist only in domains in which the electric polariza-
case,P, should be replaced b, in the final expressions. tion is directed into the bulk of the ferroelectric. This is due
In order to obtain the energy-momentum relations for thelo the following reason: Ed6) is the boundary condition for
surface polaritons, we must solve Maxwell’s equations takihe fieldh,. For y=0, h, has opposite signs in vacuum and
ing into account formu|&3) and the boundary conditions for in a ferroelectric, the Continuity condition is not observed,
the continuity of the tangential components of the electricahd TE waves do not exist. The dynamic ME effgct O
and magnetic fields as well as the normal components of thi@dicates that the excitation of electric polarizatipp in a
electric and magnetic inductions at the interfage-0) be-  direction perpendicular to the spontaneous polarizaiign

tween vacuum£<0) and a ferroelectricg>0). induces an additional fielth, yo=Pyw? in the ferroelec-
The solution is Sought in the form of a wave tra\/e“ng tric. If the Sign of this induced field is the same as in vacuum,
along theX-axis: condition(6) is satisfied and TE polaritons can emerge in the
system. Otherwisgin a domain withPy<0), the induced
exg —iwt+ikx+koz), z<0, Ko>0, field does not help in the fulfilment of the boundary condi-
e ho . ) tions. In essence, the ME energy in formgi1a, which con-
exp(—iwt+ikx—koz), z>0, ko>0. @ nectsPy=P,, IL,(,)* Py, and hy,, describes the high-

. frequency analog of the Hall effect.
In the geometry chosen by us, polaritons of TE and TM An analysis of conditiong7) taking into account the

types propagate along the surface. Maxwell's equati@s frequency dependences pinde, shows that the TE waves
and(4) lead to the following expressions for the quantiiT'ngs exist in the interval

andkg which are reciprocals of the penetrations depths of the — o1

waves in vacuum and in the ferroelectric, respectively: 0 <w<wy, oL =wowe(wyt8Twy) C)
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where we have introduced the notatiany=gP,. The
energy-momentum relatiod(k) = w(—k) and the quantities

ko, ko, Which are reciprocals of penetration depths, are de-

fined as follows:
@

2
4wg

—2
W

0= ’
2Cwyq

w= ( c’k?—

1/2
" %
. (10

2 2 2
wowi(w— o))

O_2ngwf(w3— w?)’

It can be seen from formula®) and(10) that the TE polari-
tons are virtual, i.e. exist only if the delay is taken into con-
sideration. Their penetration depky® in vacuum is con-
stant, while the penetration dept* in a ferroelectric
depends on the frequenfsee(10)]: k, *= for o=, and

ko '=0 for w=wy, i.e., the wave does not penetrate the
ferroelectric.

The frequency interval9) in which TE type surface po-
laritons exist depends on the gyromagnetic ratiahich is
inversely proportional to the particle masee Eqs(2)]. At
frequenciesw~ 10" rad-s™, when the electrons are pre-
dominately polarized, the value gf~10" cm/g”% Assum-
ing that Po~10'-~10° CGSE units, we obtainw,
~10'-10%rads ™t At IR frequenciesw~10rads?,
the ionic gyromagnetic ratig~10® cm/g*% Hence oy
~10"-10 rad-s ™. In any case, the ratioy/wy<1 in for-
mulas (9) and (10), so that the interva(9) is narrow: Aw
=wp— w|_~477w0w§2,/55.

2. TRANSVERSE MAGNETIC POLARITONS

The nonzero components of the fields for a TM wave are

e, €;, andh,. Forz=0, the boundary conditions lead to
the equality

~ (O]
ko+k081+’)’E:0. (ll)

For positive values ok, andk,, we arrive at the conditions
21202 T w
w-<k-ec*, 81k0+yg<0,

2

€ 1)
Lg2— p (e,—v%)>0,

€2

(12

wheree;=¢,(w), e,=¢5(w), y=vy(w) according to for-
mulas(2), (3), and(8).
The energy-momentum relation for TM polaritons can

be presented in the form
w2
c?

gk%— szkg

2 .
€182 Y €2

13

We shall carry out a detailed analysis of the conditi@iis—
(13) for the existence of TM polaritons.

In the absence of dynamic ME interactigne., for
vy=0), TM polaritons exist in the frequency interval

I. E. Chupis and D. A. Mamaluy
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FIG. 1. Energy-momentum relations for surface TM polaritons in A-type
ferroelectrics. Letterg andn indicate the segments of the dispersion de-
pendences fop- andn-domains.

2_1 2, 2
w<w<wsg, ws=5 (Qe+ wp),

(14
2

e=

2 —2
wgt4Twg.

Q

This leads to the conditiof).>(),. Ferroelectrics whose
parameters satisfy this condition will be termed B-type fer-
roelectrics, while ferroelectrics for whicR.<wqy will be
termed A-type ferroelectrics. So far, surface TM polaritons
were known to exist only in B-type ferroelectri¢see, for
example, Ref. ## The inclusion of dynamic ME interaction
makes it possible for TM polaritons to exist in B- as well as
A-type ferroelectrics.

The obtained results can be presented in a convenient
manner separately for different types of ferroelectrics. These
results also depend on the orientation of the electric polar-
ization vector in a domain. We denote the domain with elec-
tric polarizationP, directed into the bulk of the crystal hy,
and the domain with opposite direction Bf by n.

2.1. A-type ferroelectrics

In n-domains, the surface polaritons exist in the follow-
ing intervals of frequencies and wave vect@rg. 1):

wo

k,<ks Op=<=0<wg,

kn=k=k,, owig=<o=o,,

where we have used the notation

2
e

Q
_Ew_g ,

w
kn=

1—32<

w§=w(2)—3,82 w(z)—Qg),

2
e

=l

l_
202
5+ BAwi—Q2),

kng 1+ 32 (15)

0

2 _
Wn=w

w 2 —2
kv:E (1-2pB%), ,8=|a)g|a)o/a)o<l.
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In p-domains, TM polaritons are characterized by wave 1 A
vectors in the intervdlwg/c,k, ]. -

The energy-momentum relations for TM polaritons in
Fig. 1 are described by the relation

k?c? n
— =1+ X * D), (16)

where

Wy~ W

Y - 0g)

X:

2 2 :| 1/2

The dispersion curve in the intervih, ,k,,] corresponds to
minus sign, while the curve in the intervek,,,k,] corre-
sponds to plus sign in formuldl6). At the pointk=wg/c, ®,
the straight linew = ck touches the dispersion curve, and the
equalitydw/dk=0 is satisfied at the poirk=Kk,,. 1
The quantityk,, which is reciprocal to the wave pen- f
etration depth in a ferroelectric, is defined by the relations

ey

(O]
— 2 N2=x), w<oo,

Ko=9 o (17)
E VX w>wg, n

in the n-domain, and by

ko=—%7(2ix), (19 ‘

in the p-domain. The choice of the signs is the same as for
Eqgs.(16).
It can be seen from Fig. 1 that the TM polaritons in thefig, 2. penetration depth of TM polaritons in an A-type ferroeledtsic
p-domain are distinguished by the presencéicéfringence  and in vacuur(b).
In this domain, waves with positive and negative dispersion,
i.e., with opposite group velocitieBw/dk, propagate with
the same frequency. tion is taken into account, narrow frequency regions are
The distinguishing feature of TM waves in thedomain ~ added to the range of TM polaritons, and a new eftbue-
is the existence of forbidden wavelengths in the frequencyringencs is observed.
interval[ wq, w,] for the values of wave vectors in the inter- Figure 3 shows the qualitative form of the dispersion
val wg/c<k=k,,. curves for n- and p-domains. Starting from the value
The qualitative behavior of the penetration depth of
waves in a ferroelectricky) and in vacuum®,) is shown in
Figs. 2a and 2b. ol &
In the n-domain, the penetration depth in ferroelectrics o ) ®
at the boundaries,, and w,, of the frequency intervals is *
equal to infinity, i.e., the wave becomes a bulk wave. If,
however,w= 0wy, waves do not penetrate the crystkgf
=0), and propagate in vacuurk{*=o0).
In the p-domain, the penetration depth in a ferrroelectric

©n

g

is equal to zero fow= wy and attains its peak fab= w,. o,
The surface TM polaritons in an A-type ferrroelectric are
virtual. Wg
&
Oy /n
. W/

2.2. B-type ferroelectrics >

km Kpk, k., k

TM polaritons exist in these ferroelectrics even without
th.e ME mte_racuon,_and_ the range of their existence IS quitg g, 3. Energy-momentum relations for TM polaritons in B-type ferro-
wide. This interval is slightly altered when the ME interac- electrics.
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k=wo/Cc,0=wg, the dashed curve is the dispersion curve  The existence of a domain structure in a ferroelectric is
for TM polaritons in the absence of ME interaction. The ME manifested for the first time in the properties of surface
interaction slightly extends the frequency interval waves: it is found that the surface TE polaritons can also
downwards for then-domains, the broadening of the interval exist in ferroelectrics. An interesting feature of these polari-
being[ wy,,wg]. On the other hand, the frequency interval tons is that they can exist only in domains with the electric
for bothn- andp-domains increases to the valwg , where  polarization directed into the bulk of the crystal. This asym-
112 — metry may turn out to be useful for studying the domain
€ ;’S k*:ﬂ_ (19)  structure of ferroelectrics.
2w Cayg Magnetoelectric interaction leads to the emergence of
The domain-related singularities in the dispersion are!M polaritons in A-type ferroelectrics, in which their exis-
manifested only in the vicinity ofs,. tence was forb|dt_jen earlier. ME interaction aI;o induces new
Apart from the additional frequency intervido,,, wo], effects like birefringence of surface TM polaritons and their

the n-domain also has a forbidden band of wave vector@nomalous dispersion. _ o
[wolc,min(kn,ku)]. For thep-domain, there are no forbidden MOI’EOVEI’, .spec.;tral reglons of eXC|'tat|ons appear f('_?l’ ™
values ofk in the entire frequency intervéitog,®, ]. Bire- polgrltons, their eX|stenpe belng possible only in certain do-
fringence appears in the-domain for waves witk=k,, ~ mains. Thus, TM polaritons with wave vectdreo/c,Kn]
while for the p-domain it exists in the entire frequency Cannotappear in the-domain for A-type ferroelectrictFig.
range. 1), while TM polaritons with values ok in the interval

Except for the interval w,,w,], the TM polaritons are [@o/C,min(k, k,)] cannot appear for B-type ferroelectrics
real. (Fig. 3. _ o o

The dispersion curves in Fig. 3 are described by the The domain nonreciprocity of TE and TM excitations
general relation mentioned above is a spatial analog of the non-reciprocity in

22 L time for optical phenomena, which is used quite extensively

c i dern optical electronics.
=1+ = (VY —E;E,— B2+ 9)?, 20 MmO el
w? Eg( Yo EEmEry) 20 In conclusion, it should be remarked that the above-
mentioned effects will occur not only in ferroelectrics, but

22

0, =o(k,)=o0g 1+ B

E,=s,—1, E,= ) also in normal dielectrics in a constant electric field. In this
' gy case, the existence of certain surface excitations could be
in which the above-mentioned conditiofi?) must be taken controlled by changing the direction of the applied electric
field.

into consideration. The choice of signs in formy20) for
various segments of the dependeneék) is indicated in
Fig. 3.

The penetration depth of TM waves in a ferroelectric for
w— w, tends to zero. In the-domain (for w>w,), ky*
=—»eo for @@, €., the_wave becomes a bulk \_Nave' In 1v. D. Buchelnikov and V. G. Shavrov, Zh.K8p. Teor. Fiz.109, 706
both domains, the penetration depth for TM waves in a ferro- (1996 [JETP82, 380(1996].

electric tends to zero fdt—» and w— wg. 2|, E. Chupis, Fiz. Nizk. Temp23, 290(1997 [Low Temp. Phys23, 213

(19971
3G. A. Smolenskii and I. E. Chupis, Usp. Fiz. NaliR7, 415(1982 [Sov.
CONCLUSION Phys. Usp25, 475(1982].

The above analysis shows that a consideration of dy-AV' M. Agranovich and D. L. Mills(Eds), Surface Polaritons North-
. . . . Holland, Amsterdan{1982.

namic magnetoelectric energy in a ferroelectric leads to a

number of qualitatively new results. Translated by R. S. Wadhwa
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We have analyzed the quantum interference effects in the macroscopic “superconducting
molecule.” The composite system consists of two massive superconducting rings, each interrupted
by a Josephson junction, which are at the same time weakly coupled with one another. The
special case of coupling via the Josephson four-terminal junction is considered. The structure of the
macroscopic quantum states in an applied magnetic field is calculated. It is shown that,
depending on the values of the magnetic fluxes through each ring, the system displays two groups
of states, the “orthostates” with both induced currents going in the same direction, and the
“parastates” with the opposite currents and with the total induced flux locked to zero value. The
transition to the flux locked state with changing of the total applied flux is sudden and is
preserved in a certain interval which is determined by the difference of the fluxes applied through
each ring. It makes the system sensitive to small gradients of the external magnetic field.

© 1998 American Institute of Physid$1063-777X98)01410-8

The system that we studied is shown in Fig. 1 and condimensionless unilsis expressed in terms of phagg (]
sists of two bulk superconducting rings, coupled via the 4-=1,...,4) of the superconducting order parameter injthe
terminal Josephson junctidrf. The 4-terminal Josephson terminal?
junction is a system of two microbridges, 1-2 and 3—4, hav-

ing the common center “0”. The interference in the cross Uoe — 2 col ¢ 2 $2

section “0” of macroscopic wave function¥; of the jth JT T KT CO 2 co 2

terminal (j=1,...,4) leads to nonlinear coupling and conse- s s

guently to interference between the current states in each — 2k cOS—=t cos 22 cosy, )

ring. The resulting current state of the whole system can be 2 2
regulated by the difference of the magnetic fluxes applied
through the rings, in analogy with the phase difference belf we introduce the phase differences across the weak links in
tween two weakly coupled bulk superconductors. The studythe rings
ing of the macroscopic quantum states of such “super-
conducting molecule” is the subject of the present paper. P1=¢17 P2, D2= @3 ¢4

The free energy of our system in an applied magnetic
field contains the magnetic enerdy,, and the Josephson
coupling energyJ ;. The energyU,, has the forn#

and the “total” phase difference between the rings

P1t @2 @3ty

2 2
_((I)i_(pl)zLZ N (P5—D5)%L,y
™ 2(LiL,—LE)  2(Lik,—LE) The coupling constant in (2) is the ratio of critical currents
L of the weak links 1-2 and 3-4. In the following for simplic-
- —122 (D~ D) (DS~ D), (1) ity we will consider the case of identical rings with =L,
(Lila—L1)) =L and the symmetrical coupling=1 (I¢10=1c34=1¢)-

The phase differenceg, , are related to the magnetic
where @7, are the external magnetic fluxes applied to thefluxes®, , by: ¢; ,= —2ed, ,/#%. Thus, the total energy in
rings 1, 2 andd, , are the resulting fluxes embraced by thereduced units of the two coupled rings as function of the
rings; L, andLy, are the ring self-inductances and the mu-embraced magnetic fluxes at given values of the applied
tual inductance l(f2< L,L,). The coupling energyJ; (in  fluxes is defined as

1063-777X/98/24(10)/3/$15.00 767 © 1998 American Institute of Physics
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consider the case when the inductan¢ésand| are small
enough to satisfy this inequality. Thus, all solutions
{®,,®,} of the Egs.(4), (5) and(6) determine the possible

Ly L2 stable or metastable states of the system. The circulating
ringcurrentsl ; , in state{®,,P,} are:
1 @y ®, @,
l;=— = sin®;—sin— sign cos—||cos—|, (8)
P 8 2 2 2 2
q)i 2
1 Dy @, D,y
FIG. 1. The two bulk superconducting rings, coupled via the 4-terminal lo=— 2 sin ®,—sin o Sig COS? COS? €)

Josephson junctiotthe region closed by the dashed lines, of which the area
is of the order of the coherence length squared in units of ;.

The value of cog in Egs.(5) and(6), which equals+1,
determines two possible “binding” of the current states in
individual rings. The group of stategb,,®,,y=0} we
shall call symmetric, or “ortho”, states and the group of
states{®,,P,,y= w}—antisymmetric, or “para”’; states.
As we shall see, the first one corresponds to the induced
ring-currents going in the same direction, and the second

one—to the currents going opposite.

(PI—Py)?
27

(P5—D,)?
27

U(¢)11®2!X|¢)e ,(I)g)z

I
o (D50 (P5- D))

ol @, ol @, We shall study the behavior of our system in an applied
2 2 magnetic field as the response on the total applied magnetic
® ® flux ®¢=®T+ 5 at given differences®=d—d5 of the

_2 00571 00572 cosy, (3 fluxesthrough each ring. The state of the system as whole is

determined by the total embraced magnetic flix=d,

where 1=L,/L is the normalized mutual inductancé ( +®P2. or by the total orbital magnetic momekt, which is

<1), ¥=(2el./#)L(1—1?)-the dimensionless effective proportional to the sum of the induced ringcurrerits,|

self-inductance; the magnetic fluxes are measured in unit$ |2 Note, that the positivénegative sign of | corresponds
#1/2e. Note the dependence of the potentiabn the phasg.  to the paralle(antiparalle] direction ofM with respect to the
As we shall see, in the stable steady state the pyasan  €xternal magnetic fieltH. From the(4)—(6) we obtain:

take only the value 0 ofr, which corresponds the existence 1 1)) S
of two groups of states with different symmetry. $=P+ —sin |cos;+cosy|, (10
o . . . 11 2 2

The minima of the potentidl (3) with respect to vari-
ables®,,®,,y at given external fluxed; and ®5 deter- L7} d
mine the stable steady states of our system. The minimiza- & =0+ 77 Sin5 [C0s% +cosy|, (12)
tion of U with respect toy gives that the phasg takes the
value 0 orsr, depending on the equilibrium values®f and cos y=sign cos— +coso|, (12)
D, 2 2

_ D, P, whered=®,—®,.
COSx=sIgn €oS—7~ COS—7~]. (4) Let us start from the case of small inductandes”

<1. If =0, from the Egs.(11) and (12) follows that &

In the steady stateU/dd,=dU/d®,=0, or: =0 and y=0. For ®(®®) we have the usual equatich,
d, ®, =d+2% sin(®/2) for the case of decoupled ringach
0057+003X cos—-1 interrupted by a Josephson junction. At#0 and conse-
(5) quently §# 0, the solutions withy= 7 are possible in the
vicinity of ®~24r. In the limit 4#—0 for the total induced

P,

D5 105= D~ 1D+ 7 sin—

P | Pe=D e | D+ & sin% cos%ﬂLcos cosg magnetic flux® (®¢, 6%) we have the expression
2 1 2 1Tz 2 2 X 2 | . .
D 8 d o
(6) (I>=<De—:%’3|n7 cos?+5|gr< 0037+COSE) .

with cosy defined by the conditioié). (13)

The solutions of Eq9e5) and(6) {®,,P,} which corre- .
spond to the minima of the potential must satisfy the re- N the case of smalb®<1 it becomes:
quirements: L .

22U 72U 2U 52U 2U |2 . -2 sin —- if |®e—2m|>|5% 14

a0z % G0z % Gz a3 (M)lﬁcbz) 0. @ oe it |- 2m|<|69.

It can be shown that the conditiorig) are fulfilled for all
values of®; and®, if “4+1<1. In the following we shall

Thus, for given value of® with changing of the total
applied flux®*® the system switches from the state wijth
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I >
2} 12t
1F
a -
0 A 1 L H 1 1 i1 3 10
2 4 6 8 10 12
2x 4x
-1k
- )
2 e
-2+ 6
. . . 6r
FIG. 2. The total induced current as a function of the total applied flux at
given difference of applied fluxes through each risfg=2#/10 (or 1/10 of
a flux quantumh/2e). #=0. The dashed line is the corresponding depen-
dence in the case of decoupled rings. 41
=0 to the state withy=. In the interval 27— 6°<®® 2+
<2m+ 6° the total induced flux®—®¢ equals zero for
5%<1. We call such behavior magnetic flux locking. It is v
emphasized that the transition to the flux locked state is sud- 2 1 1 1 i L
den and is preserved in a certain interval of the applied mag- 0 2 4 6 8 10 12 o°
netic flux. For the sum of the induced ringcurrents| 2x 4x
N . imit
IZ’ in the limit 22— 0 we have FIG. 3. The dependence of the total magnetic fon the total external
e S o€ S5 flux @€ for 6°=1, ¥=0.25,1=0. The arrows indicate the jumps of the flux
(D€, 5% =—sin > COS? + sig COS? + COS? ) from metastable to stable states. The dashed lide=igbe.

(19

In the flux locked state the total currehtquals to zero in

correspondence wittlLl4). Thus the ringcurrents, , are go-  crossed superconducting bridges. In fact, any mesoscopic 4-
ing in opposite directions and compensate each other, or therminal weak link will produce a coupling similar to tiu
system is in the “para” state. The complete compensatior(2). For example, it can be the experimental setup described
takes place fow®<1, with the corrections to zero value be- in Ref. 6, namely the two-dimensional normal layer which is
ing of the order of §°)2. In Fig. 2 we plot the dependence of connected with four terminals instead of the two ones as
I(®€) (15 for the flux differences®*=2=/10, or in dimen- studied in Ref. 7.

sion units 1/10 of a flux quantu/2e. The dashed line is )

the sum of the currents in the same, but decoupled, rings ©Oneé Of the authors, A.N.O., would like to acknowledge
with the same applied fluxed®=(1/2)(®°+ &) and ®S the support for this rgsear_ch from the Kamerlingh Onnes
=(1/2)(@°— 6°). The magnetic susceptibility of the system Laboratory, Leiden University.

as whole is proportional te-dl/d®€ and will reflect the
behavior of the induced currents.

For finite, but small, values of the inductances, the be;
havior described above will be qualitatively the same. Only
instead of the sharp switches hysteretic regions appear, ef———
which the width is proportional tdZ. In Fig. 3 the depen-
dence®(®°) for #=0.25,1=0 and 5°=1 is shown, s ¢ 1, \o 50q A N. Omelyanchouk, Fiz. Nizk. Tem@o, 107 (1994
follows from the numerical solution of the Egel0)—(12). [Low Temp. Phys20, 87 (1994)].

Naturally, these hysteretic regions will be smeared by ther-?R. de Bruyn Ouboter, A. N. Omelyanchouk, and E. D. Vol, Phy&i2a5
mal fluctuationgsee the analysis of the influence of noise on _153(1993; PhysicaB239, 203 (1997.

P _ . . L. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
the similar system, the so called 4-terminal SQUID, in Ref. Pergamon Press, New Yotk963, Ch. 4.

5). ] . ] 4A. Barone and G. Patern®hysics and Applications of the Josephson

In conclusion, we have studied the macroscopic quantum Effect Wiley, New York (1982.

H . 5 . .

states in the system of two weakly coupled superconducting EH de BBFUBL/n Citllboter anﬂ_ A N.dOmte/glgggrggk, to be published in
. . : . ysicab, LOS Alamos archive condmal .
rings. The nonlmegr couplmg Ieaqs to |n'terference betweens; 5 Heida, B. J. van Wees, T. M. Klapwijk, and G. Borghs, Phys. Rev.
the current states in each ring. It is manifested as the coop-gs7, R5618(1998.
erative behavior of the rings in some region of the applied ‘K. K. Likharev, Radiotekh. Elektror20, 660(1975; Rev. Mod. Phys51,
magnetic fluxes, which we call magnetic flux locking. We 101 146 and 1471979
would like to remark that our macroscopic approach is Notrhs article was published in English in the original Russian journal. It was

restricted by the special kind of the coupling through theedited by R. T. Beyer.
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