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A general theoretical approach is developed for describing the dynamic properties of
semiquantum fluids on the basis of the nonequilibrium statistical operator technique. A set of
equations of generalized hydrodynamics is derived and the particular case of thermo-
viscoelastic model of a fluid is analyzed in details in the hydrodynamic limit. The case of
intermediate and large values of the wave vector is also discussed. The Markov approximation for
transport kernels is used to obtain a closed set of equations for dynamic correlation

functions. The problem is considered in the context of relation with the experimental data on
neutron scattering and the theoretical results known previously in the literatur&99®
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1. INTRODUCTION over to the nearest equilibrium state after a timén Fren-

d kel's description, transitions of particles of a liquid in an
which has drawn the attention of experimental and theoretigsymmetric potential well play the TOIG of elementary ex_ci-
cal scientists for a long tim&2 Being an object obeying tations. Such phonon-type excitations have been defined

Bose—Einstein statistics, liquftHe requires, like many other quite adequately under the condition>1, and must con-

Bose- and Fermi-systems, the application of the quamm{t_ribute to the thermodynamics as well as dynamics of the

mechanical apparatus for describing its thermodynamic angYStem. Since long-range order does not exist in a liquid and
nonequilibrium(dynamio properties:* the local equilibrium positions are distributed unevenly, such

It is well known that any quantum system can be charliquids must possess a number of properties characteristic of
acterized by specifying certain effective parameters that arloW-temperature glasses, the only difference being that all
important for understanding its properties. One of such charParriers are penetrable in the case of a quantum system. Such
acteristic parameters is the quantum degeneracy temperatiePhenomenological description enabled Andreev to intro-
Tq4=7#/7 which depends on the number densityf particles ~ duce in scientific terminology the concept of “semiquan-
and the effective mass* of a particle:Tgxn?¥m*. The tum” fluids and to determine a number of thermodynamic
quantity ~ can be treated as the quantum delocalization timénd kineti¢ properties of such systems. In particular, he ob-
of the particle. Another characteristic temperature describinggined a linear temperature dependence of specific heat in the
the role of phonon processes in a quantum system is thi@terval characteristic for fluids belonging to clabs, which
Debye temperaturp=%Q; .2 It can be estimated through differs from the phonon behaviar,(T)e T2 which is char-
the relationTp<cn®3, wherec is the adiabatic velocity of ~acteristic for quantum objects of clas (e.g., for a degen-
sound. erate nonideal Bose gisAs regards the dynamic properties

Quantum systems usually obey the inequaligy< Ty, . of semiquantum liquids, the following dependences were
Depending on the value of the equilibrium temperaflyell ~ obtained in the frequency rangéw<T for viscosity  and
quantum fluid(whose melting point is much lower thaip)  thermal conductivityx: =T~ !, andAeT. The absorption

Liquid *He is a classical example of a quantum liqui

can be divided into two main classes: of ultrasound in semiquantum liquids was also studied in
(@) fluids for whichT<Tp, and hence the quantum ef- Ref. 9. The frequency dependence of the absorption coeffi-

fects play a dominating role in them; cient was estimated under the assumption of a weak depen-
(b) liquids (and gasesfor which Ty<T<Tp. dence of the density of states on the excitation energy.
According to Frenkel's modéla significant point in the Naturally, it can be asked whether such weakly disperse

description of kinetic processes in liquids belonging to clasexcitations can be detected in experiments on scattering, and
(a) is that the vibrational frequency of the atoms around in which range of wave vectors can they be expected. In
their equilibrium position is much higher than the reciprocalthis context, we can mention that Crevecoetial 1°* car-

1 of “hopping” of the particle between two adjacent ried out their investigations for two thermodynamic states of
states. Thus, we can use the phenomenological model for‘dle, viz., T=4 K, p=1bar andT=8 K, p=18.7 bar, the
system of particles having a fairly high vibrational frequencyobject of investigation being the symmetrized dynamic struc-
and located at the bottom of the potential well, which passgural factor Sy (k,w). The results of these investigations
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will be described in detail in subsequent sections. For the. CORRELATION FUNCTIONS AND EXPERIMENTALLY
present, we merely remark that these authors used the coRBSERVED QUANTITIES

cept of generalized modes to construct a semi-
phenomenological model for describing the experimenta}
data using the formalism of tw@amped harmonic oscillator

The object of our investigation are time correlation func-
ions (TCF) @ 4g(k,t) which can be defined as follows:

mode) or three variablegshydrodynamic model In these D ap(k,t) = (A(k,t),B(—k))g

models, the unknown parameters 8y,(k,») played the 1 A A

role of fitting parameters. These models do not explain fully =f drSHAA(K, ) pgAB(—k)pg~ 7],

the essence of dynamic processes occurring in a system, 0

hence we can accept the statement of Grifithat the spec- AA(K,t)=A(k,t)— SH poA(0,0)], (1

trum of strongly damped phonons may quite turn out to be an h is th ilibri istical hile th
artifact of a certain fitting. where pq is the equilibrium statistical operator, while the

. L . . time dependence is introduced in terms of Heisenberg repre-
In another important publication from the point of view P grep

: : . 13 sentation.
of the dynamics of semiquantum systems, Montfreoigl: The functions® 45(k,t) emerge naturally in the method

have presented the experimental data for gaseous helium gf nonequilibrium statistical operafdrand are directly con-

T=13.3K, p=203bar in the interval 3nM<k pnected with Green's correlation functions. The Fourier trans-
<11nmi, as well as results of calculations obtained in theform ® . (k,w) of the function®,,(k,t) formed by using

five-variable formalism{thermoviscous modgIThe general- the operator$, of the number density of particles, i.e.,

ized dynamic matrix was determined for intermediate values 1 (=

of the wave vector as well as in the hydrodynamic |imit<I>AB(k,w)=2—J dtexpiwt)®ap(k,t), AB=n, (2

k— 0 where the corresponding nondissipative elements tend T

to their thermodynamic values while the transport coeffi-can be connected with the experimentally observed dynamic

cients can be treated as experimental values. It was alsstructural factor

shown that unlike classical liquids, the dynamic structural 1 (e

factor in this case has a clearly traceable side resonance in  S(k, )= 2—[ dtexp(i wt) SH pofk(t)N—] )

the region of intermediate wave vectors. However, the con- T

clusion drawn by the authdrsabout the purely thermal ori- through the relation

gin of propagator excitation which is transformed into ordi-

nary sound in the I|m|k—_>0 seems to_ be quite strange. D (K, @) =SgynfK, @)= ah
The present paper aims at studying the nature of collec-

tive excitations in semiquantufide proceeding from micro- where Sgym(K,w) is the symmetrized dynamic structural

scopic premises. For this purpose, we use the concept dhctortr®!tand B=1/kgT, wherekg is the Boltzmann con-

generalized collective modes, which was found to be quitestant. Note that the identity4) follows directly from the

effective for studying dense classical liquifs® Analyzing definition (1) of TCF. In the following analysis, we shall deal

the spectrum of a simple Lennard—Jones liqdiit, can be  ©nly with symmetric TCF defined by formulas) and (2).

assumed that weakly disperse excitations observed experi- L€t Us write the relation between symmetrized static

mentally in semiquantum helium are actually kinetic propa—StrUCturaI factoSsyn(k) and Sgynfk, ):

gator modes emerging as a result of interaction between vis- o

cous and thermal processes. These modes are strongly Seyml(K) = f_wd“’ssym(k"”)' ®)

damped in classical liquids, but can be observed in a number ] ) o -
of cases in simple liquid&®as well as binary mixturé&2° It can be shown easily that in the limit— 0, the familiar

in which they generate interesting phenomena named “fasi/2ion Ssym(k—0)=kgTxr (where «r is the isothermal

sound.” c_onjpressibilit_y of the systenfrom the theory of classical
. . o . . liquids holds just forS(K).
The material of this paper is divided into the following
sections. Dynamic correlation functions and their interrela-
tion with experimentally observed quantities are defined in
Sec. 2. Equations for dynamic correlation functions as wel: EQUATIONS FOR TIME CORRELATION FUNCTIONS

as expressions for generalized thermodynamic quantities and |, order to describe thermodynamic and dynamic prop-
transport kernels are presented in Sec. 3 in terms of the Cogrties of semiquanturfHe, we define a set of basic dynamic
responding microscopic densities and fluxes. Section 4 is derariables including the hydrodynamic number densityof
voted to an analysis of the spectrum of collective excitationgparticles, longitudinal componedf of momentum, and the

in the hydrodynamic limit. Certain problems emerging while generalized enthalpﬁrk:

studying the intermediate region of wave vectors and short-
wave limit are also considered. The obtained results are dis-
cussed in Conclusion.

MS(I(,(D), (4)

1
Ae=—= D A p8s o, (6)
k \/N = k/2%p+k/2
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1 kKk-p
:\/_N = T2 apk/28p+ki2s (7
hi=8x— Bk, A_i) (AN )g i, 8
where
L1 PP KN,
Sk:_NEp (ﬁ_S_m ag—klzamk/z

EZ

= W(@)ag s (q-ky2NeBp-(a-k2

is the energy density, as well as “kinetic” variables defined

by the expressions
e=(1—Po)Jy, 9)
Q= (1= Po)hy. (10

As usual,ég and &, in Egs. (6)—(10) are the creation and
annihilation operators for quasiparticles with momentpm
which satisfy the transposition relations[ég ,8q]

= Opg, [8p,aq] = ; v(q) = J explar)®(|r])

X dr is the Fourier transform of the potenti®(r|) of inter-
action between particle¥, is the volume of the system, and
N the number of ©particles. The quantities
(&x,h_Ko, (A,A_)o In formula (8) are equilibrium
(statig quantum correlation functionsSCH defined as fol-
lows:

(8 ,841=0

~ ~ ~ 1 ~
‘PAB(k):(A(k).B(—k))o:SD( AA(k)fO d7poAB

><<—k>pé’>. (11

The operatorsr, andQ, are connected with the micro-

scopic stress tensor and the enthalpy flux projected onto the

space of hydrodynamic variabl&k)={f,J;,h,}. In this
respect,i, andQ,, being fast variables, are defined as ki-
netic variables. In Eqg9) and(10), P, is Mori's projection

operator constructed on hydrodynamic variables, and its aCX(hk

tion is defined as

PoA= 22 A,B(—

The Liouville operatoiL is defined in the standard man-
ner:

k))o(Bi(k),Bi(—Kk))o 'B(k). (12

A

N | PN
=iLA= ~[AH], 13
where
HooS ia Bt =S S 0A Ry e (14
= 2m NY S Pz kSp-ldz:

The nonequilibrium statistical operator technigfuean
be used to obtaff a system of equations for Laplace trans-
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forms of TCF&DAB(k,z)=ISc exp(—zh P gk t)di(z=iw+e,e
=+0), which can be presented in matrix form as follows:

7 (k,z) —iQ(k)®(k,z) + o(k,2)D(k,z)=D(k), (15
where the notation

194 (k)= (LYi(K),Y;(=K)o(Yj(K), Y;(= K)o,

Yi(k)={A,J.he, 7, Qi) (16)

has been used for elements of the frequency mafaigk)
and
(1-P)¥i(k) (1=P)¥;(—k)

e (k2)= - (@-PiL

X (Yi(K), Yi(=K))g " (17)

for elements of the matrix of memory functiotigk,z). The
projection operatof acts in the same manner d®), but is
defined on the complete set of base variabj&s(k)},
i=1,...,5. It can be shown easily that the only nonzero ele-
ments of the matrix of memory functions atg,.(k,z),
?a0(K,2), 90.(k,2), andpgo(k,z), which are constructed
on kinetic variableg9) and (10). The system of equations
(15 (or a similar system of transport equatipnsan be
solved in kinetic variables and the initial problem can be
reduced to the three-variable formalism after substitution of
the obtained results into the first equations. The generalized
transport coefficients, which depend on the modulus of wave
vector and frequency, will be expressed in terms of higher-
order memory functions constructed on kinetic transport
coefficients?® In turn, the elements of the frequency matrix
for longitudinal fluctuations can be written in terms of gen-
eralized thermodynamic functions

Kk
100(00= - 1900 =
. ik ak ik a(k)
'Qah(k)—mm,lﬂm(k) mng xa(k)’ (18)

where the following notation has been useg(k) = 1/kgT?
_)o for the generalized specific heat at constant vol-
ume, a(k) for the generalized thermal expansion coefficient,
and «7(k) for the generalized compressibility.

The following remarks can be made regarding the con-
nection between our results and those obtained by
Crevecoeur!

(1) the explicit form of the hydrodynamic matrix in Ref. 11
follows directly from Eq.(15) in the Markov approxima-
tion;

nondiagonal elements of the matrix of memory functions
?.0(k,2) and @q .(k,z), which were disregarded by
Crevecoeut! are quite important in the intermediate re-
gions of k and w. This is confirmed by computations
made for a Lennard—Jones liquiti*®

transition from a five-variable description to three- or
two-variable description was carried out not quite cor-
rectly in Ref. 11. As a matter of fact, the disregard of

)

©)
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“superfluous” variables results in the emergence of
space and time dispersion of transport coefficients,

Ignatyuk et al.

Bu(k 2~k | “gy(kat 19

which is quite important for describing the dynamics of a

system for finitek and w.

16,17

4. SPECTRUM OF COLLECTIVE EXCITATIONS

In order to close the chain of equatiofi%) for DCF, we
use the Markov approximation for the memory functia):

The system of equationd5) can then be presented in the
form

z®(k,2)+ T(K)D(k,2) =P (K), (20)

where the generalized hydrodynamic matiii¢k) has the
following structure:

r 0 0 0 0 7
—iQjn —iQgp —iQy, 0
Tky=| O 0 0 Qo |. (21)
0 0 o —iQ,01t @m0
L O —iQqn —1Qq,+Pox ®a0 i
|
In the Markov approximation, the solution of the system of 1 E)QQ(O,O) N0,0) |

equations for DCF can be written in an analytic form in Dt
terms of the eigenvalues, and eigenvectorX,=||X;,|| of

the matrixT(k),*>??i.e.,

5

(k)= ——r

a=1

where the amplitude@ic',(k) can be presented in the form

G(K) =X o(K)[X(K)~],,®(k,0),

X1 is the matrix inverse tX=||X;,||. In the time repre-
sentation, we obtain

5
i (k)= 2, Gl(kjexp~z,(kt},

T mkeT2c,(0) $00(0,0  Nmc,(0)” 29

cp(0) is the specific heat at constant pressiihe zero in

(22) parentheses indicates the thermodynamic lioyitk—0)),

N(0,0 is the generalized thermal conductivity fdr=0,
z=0, c=y/mnTk is the adiabatic velocity of sound, where

v=¢p(0)/cy(0),

(23

1“—1 1)D L 30
—5(7 ) TS (30)

(24)

is the sound attenuation coefficient, where

and hence DCF are a sum of weighted exponents, each term

corresponding to some collective mode. D00 (4
We shall now analyze the spectrum of collective excita- AN _( )

. . = 1(0,0+¢(0,0 nm, 31

tions for different values of the wave vector. 3 7(0.0+£(0.0 3D

4.1. Hydrodynamic region

T mne(0,0

In the limit k—0, we have the following collective ex- 7(0,0 and{(0,0) being the shear and bulk viscosity respec-

citation modes:

the thermal modedefined by

z,(k)=D+k?+0o(k*);

tively.
An analysis of Eqs(25)—(28) readily shows that nondi-
agonal elements of the matrix of memory functions are not

(25 manifested in the limik—0 (it can be shown that they are

two complex conjugatacoustic modes
2. (k)==*ick+T'k?+0(k®);

proportional tok). However, as mentioned above, they may
be quite significant in an analysis of the experimental data

(26)  even for small values ok. For example, having presented

and twokinetic modeghat do not vanish a&=0:

2,(K)=¢,.(0,0+0(k?),
2o(K) = ¢o(0,0) +0(Kk?).

The following notation has been used in formu(@s)—

the expression for the dynamic structural factor at zero fre-
quency in an explicit form, we can see that the term

(27) (—1Qqrt®q.) appears inSy,(k,0) in the same order in

(28

k(~k° as the quantityp, .. On the other hand, thermal
processegassociated with a consideration®f o) dominate
in the limit of small values of the wave vector and make a

(28): D¢ is the thermal diffusion defined as coefficient de- contribution~ 1/k? to the functionS,(k,0). Going over to

fined as

an analysis of the experimental data, we note that a correct
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a b In order to verify the assumption concerning the effect
0.8F 4K tnm™'L 1nm™! of kinetic propagator excitations on the behavior of the dy-
04} N - A namic structural factor in semiquantum helium, we carried

oL L L L L T out computations whose results are presented in Fig. 2. We

g 0.9k 2om’'T 2nm’’ proceed from expressiort&0) and(21) in the limit of small
3 ﬂ - but finite values ok. The figure shows the contributions of
~ 0 L = L thermal, acoustic, and kinetic modesSg,(k,w) which can

£

be defined using formula®2) and (23). For the initial data

w‘?o‘;' ! [ ‘ ' . for the matrix T(k), we chose thermodynamic parameters
= o yp— associated with the elements of the frequency matd in
0.1 r the limit of smallk, as well as transport coefficients bor-
ot A X W rowed from Ref.(11). The three unknown quantities,, .,
-1 0 1 -1 0 1 2 3 Pogand—if) o+ ¢,q Were determined by a self-consistent
@,ps”! solution of the system of equations for three experimental

_ , . points atk=1 nm %, viz., the values 085k, w) for =0
FIG. 1. Symmetrized dynamic structural fact&,(k,w) for “He at ell th ints of . d mini lues of
T=4K (@ andT=8 K (b) for k=1,2,3,4 nm?. The vertical lines corre- as well as the points of maximum and minimum values o

spond to the experimental results, the solid curve shows the results of fittin§sym( k,w) for w. Further, the results for the next two values
for three-variable formalism, while the dashed line corresponds to two-of the wave vectok=2,3 nm ! were also obtained by as-
variable formalismborrowed from Ref. 1L suming the quasi-hydrodynamic nature$g§n{k,w).
Figure 3 shows the dispersion of propagator excitations
atT=4 and 8 K. In order to analyze the origin of collective
description of the behavior of the dynamic structural factorexcitations and their contribution to the dynamic structural
for small values ok and w is possible only if we take into factor, let us consider in greater detail Figs. 2 and 3.
consideration all nonzero elements of the matrix of the  First, it follows from Fig. 3 that the behavior of kinetic
memory functionsT (k). propagator excitation of gaseotide atT=8 K has a closer
The experimental data forSy,.(k,w) obtained by resemblance to that of classical liquidsAlthough the ki-
Crevecoeur for k=1-4 nm* are shown in Fig. 1. It can be netic propagator excitation appears at this temperature for
seen that a purely hydrodynamic behavior typical of classicalower values ok, its dispersion curve lies below the acoustic
fluids is observed for small values dk(k<2nm?): curve. At T=4K, a typical “fast sound” behavior is ob-
Ssym(K, ) consists of the Rayleigh—Brillouin triplet whose served even d~2.7 nm 1, i.e., the kinetic propagator mode
central line characterizes the entropy fluctuations, while théntersects the dispersion curve of acoustic excitation and re-
side peaks are associated with the processes of sound propaains much higher upon a further increase in the value of
gation. The central line vanishes fer-3 nm L. It is inter-  On the other hand, it can also be seen from F2y.that the
esting to note that ai==8 K, the thermal peak vanishes at amplitude of this mode falls rapidly aff=4K for
higher values of the wave vector. Helium remains nondegerk=3 nm 1. The situation becomes entirely opposite at
erate at both temperatures, and no Bose-condensate Ts=8 K, when the contribution of the kinetic mode becomes
formed. It should be remarked, however, that on the dynamidominant fork=3 nm 1 in the interval of smalk.
level, the system begins to feel the “approaching” phase Second, it should be interesting to observe the character-
transition even at these temperatures, which is indeed olistic behavior of the thermal mode whose amplitude at
served in the behavior of the central peak. The cluster size6=4 K decreases sharply with increasingnd which makes
corresponding to the emerging asymmetry are naturalla small contribution, even fok=2 nm %, to the dynamic
larger atT=4 K. Hence a transition at this temperature from structural factor whose shape is determined mainly by the
the Rayleigh—Brillouin triplet to a more complex form of the acoustic excitation. It is the actual vanishing of the thermal
dynamic structural factor occurs for lower valueskof mode that is responsible for the emergence of a “plateau”
On the other hand, an increasekiteads to a change in on the dynamic structural factor &t=4 K, serving as a pre-
the form of the dynamic structural factor due to the effect ofcursor of the emerging violation of symmetry of the Bose
kinetic modes also. In particular, it is well known that start- system. AfT=8 K, the contribution of the thermal excitation
ing from a certain valuek*, the kinetic processes in a can be traced for all values of wave vectors, and the behavior
Lennard—Jones liquid lead to the emergence of a new propaf S, .(k,®) is more classical.
gator excitation with a weak dispersion for large values of  Note that the procedure for determining the parameters
k.1’ Depending on the form of the interaction potential and%,,,, Poo and —iQ) .o+ 9, is quite sensitive to variation
the thermodynamic point, these excitations may be maniin the values of the dynamic structural factor at reference
fested in the dynamic structural factor in the form of newpoints. However, our computations are in good agreement
side peaks. Such an effect is known in literature as “fast”with the experimental data within the accuracy of the experi-
sound®® A similar picture was also observed in binary ment(see Fig. 1
mixtures®® The value ofk* corresponding to a transition
from two relaxation kinetic mode®7) and(28) to a pair of
kinetic propagator modes is often defined as the limit of In order to study the dynamic structural factor in the
applicability of hydrodynamic description. intermediate region, we must know the dependence of all

4.2. Intermediate values of k
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FIG. 2. Symmetrized dynamic structural
factor Sk, @) for “He atT=4 K (a) and
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matrix elementg21) on k. While carrying out specific cal-
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culations, these data can be obtained either from computer
experiment® =1’ or by approximation based on some phe-

nomenological approach:?4 0.05
Figure 4 shows the results of neutron scattering experi- ' 0
ments obtained for intermediate values of the wave véttor. 0.03
The following characteristic features are worth noting: ‘ 0
(1) the central line vanishes at both temperatures upon an g o
increase ink. The side peaks are associated with the 0
strongly damped propagator mode and form two broad 0.05
lines which merge practically fdc>10 nm'; a 0
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(2) in the region of the static structural factor maximum five frequency moments for the dynamic structural factor are
k=20nm !, de Gennes narrowing characteristic of clas-reproduced correctly. Naturally, the odd moments are equal
sical liquids is observed; to zero in the case of the symmetrized dynamic structural

(3) upon a further increase iR, the secondary peaks are factor.
formed once again, their localization depending weakly
on k. Thus, we observe new weakly disperse propagatotoONCLUSION
excitations which, unlike classical liquids, are clearly

separated. In this work, we have studied the spectrum of collective

excitations of semiquanturfHe. The thermoviscous model

A somewhat different picture was observed in experi-is used to obtain the results for the dispersion of propagator
ments on scattering &t=13.3K.** The behavior of the dy- excitations as well as the expressions $gy(k,®), and to
namic structural factor in this case is more like in the case ofinalyze the contributions from all collective modes. Calcu-
a classical liquid. The behavior of side peaks in the regiorations show that the quasihydrodynamic description is still
k=3-10nm! is especially interesting. Two pairs of com- applicable for values~2—-3 nm'! of the wave vector, al-
plex conjugate propagator excitations are encountered in thisiough the contribution of kinetic excitations becomes quite
range, one of them being associated the generalized sourglgnificant. The behavior of the contribution from the ther-
and the other being the kinetic propagator mode. Montfrooijmal mode clearly indicates that the system begins to “feel”
et al'® tried to identify both types of excitations with spe- the impending phase transition to the superfluid state even in
cific physical processes. In particular, an analysis of the conthe high-temperature phase.
tributions from various excitations in the “density—density,” As the value otk increases, we must have a knowledge
“momentum—momentum” and “energy—energy” TCF led apoyt the spatial dispersion of the matrix elemditts) over
the authors to the conclusion that the propagator mode with ghe entire range of values ¢ In the analysis of classical
higher frequency can be identified with thermal processesjquids, the authors of Refs. 15-17, 20 used the results of

Although such an interpretation is quite interesting in itself,computer experiment for this purpose. Such an analysis be-
the transformation of a thermal wave into an acoustic waveomes more complicated in the quantum case, since com-

in the hydrodynamic limit seems to be quite strange. puter techniques have not been worked out so well for cal-
culating higher-order TCF. The importance of investigations
4.3. Shortwave limit in the region of intermediate and high valueskdf associ-

For large values ok and w, scattering experiments pro- ated with the fact that this is the only way in which reliable
vide information about the movement of atoms over smalfnformation can be obtained about the role of kinetic propa-
distances and time interval$In this case, the wavelength of 9ator excitations and the dominant physical processes
an impinging neutron is small in comparison with the atomicSingled out. _ _
spacing, and hence the neutron can effectively interact with ~Note that as a rule, one-particle and many-particle reso-
just one atom, the scattering becomes incoherent, and onBances can be separated in sgperflwd helium. This was ob-
particle effects are observed. The incoherence limit in liquidServed clearly in expenm_enjcé, the coupling between hy-
helium is attained ak=15A"1, although the effect of the drodynamic and one-particle variablags a_nd a, due to the
atomic surroundings also becomes significant for quite larg@resence of Bose condensate occurring at the level of
values ofk. Andersenet al?® have derived expressions for SCF-In the case of semlquantuf‘h{g, however, such a
the nonsymmetrized dynamic structural factor on the basis ¢f0UPling can also be obtained on dissipative levels only by
cumulative expansion if3). The authors took into account decoupling memory functions in the framework of the mode
both the environment effecthrough moments of the inter- Coupling theory”® This leads to a set of equations for TCF of
particle interaction potentipland the deviation from Max- hydr_odynamlc Igve_ls togethgr WJlrth equations for the one-
well distribution of particles in the momentum space. TheParticle nonequilibrium functiong; ;&,).
emergence of nonzero odd moments of purely quantum ori- W€ plan to continue the analysis of the above problems
gin shifts theS(k, ) resonance by the free recoil frequency in our subsequent publications.
w,=hk?/2m of a*He particle. Note that the results of short-

wave scatte_ring are _normally used for dete@rénining the diStri'Ukraine for financial support. The research of another author
bu“(_?_r;] fu(r;ctlonr_l(p) |fn the_momen&m spa I. b died (IMM) was financed by the Fondsrfirorderung der Wis-

. ne dynamics of semiquanturiie can also be studied  go o patilichen Forschung, Project P12423 TPH.

in a different manner by using formul420) and(21). In the

limit k— oo, the matrix element3 (k) attain their asymptotic *E-mail: ignat@icmp.viv.ua

values for which we can obtain the necessary analytic ex- ' S

pressions. The .an.alySIS for S|mple I.IqUIdS. Shwgthat In LA. Griffin, D. E. Snoke, and S. StringarBose-Einstein Condensatign
the shortwave limit, all modes acquire a linear dependence: campridge University Press, New Yotk93.

z,k. Moreover, it was showfi that within the concept of  2g. M. Lifshitz and L. P. PitaevskiStatistical PhysicsPart I1[in Russiafl,
generalized collective modes, there exists a one- to-one cor;Nauka, Moscow1978. o ‘

respondence between the set of dynamic variables used in]' Wilks, An Introduction to Liquid Helium Clarendon Press, Oxford
the analysis, and the first frequency moments. In particularsp_ vollhardt and P. Whle, The Superfiuid Phases of Helium Baylor
in the thermoviscous model considered in our work, the first and Francis, Londofi1990.
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The phase transition in a Fermi liquid, associated with translational symmetry breaking and the
formation of periodic structures is considered. Special attention is paid to the formation of
one-dimensional long-periodic structures in a three-dimensional Fermi liquid. The relation between
the formation of such structures and kinetic and thermodynamic stability of the normal state

of the Fermi liquid is analyzed. €999 American Institute of Physid$§1063-777X9900205-4

1. INTRODUCTION can be treated as amnquasiparticle interaction. In this case,

o . . the quasiparticle energy which is a functional of the distri-
The term “normal Fermi liquid” is traditionally applied tion function is defined as

to a degeneraté&charged or neutralFermi liquid possessing
main properties of a system of noninteracting fermions in the (p.r)=V OE(f)
case of a quasiparticle description. Such a definition of a epr=

of(p.r)’
normal Fermi liquid presumes that the equilibrium state 0fNe lecting interactions between three and more quasiparti-
the Fermi liquid is the most symmetric, i.e., the distribution 9 9 g P

function describing this state is invariant to spatial transla-des’ we have

tions and rotations in the spin and momentum spaces. 2
In spite of natural differences in the behavior of charged ~ &(F:P)=&p+ vz f dr'F(r—r";p,p")f(r',p"),
and neutral Fermi liquids, basic concepts of the Landau— P
Silin theory of the normal Fermi liquic studying low-lying S=1/2, D

excitations against the background of the equilibrium Stat%vhereF(r—r’,p,p’) is the Landau amplitude characterizing

make it possible to disregard the electric charge of quasipaE— o-particle interactions, and,=F(p) is the fermion en-
ticles in the description of some phenomena in charged angv ' P

: : . . ergy in the absence of interaction between quasiparticles. In
neutral systems of interacting fermions. Apart from the mair

diti f licability of the th £ th | F he absence of magnetic ordering, the existence of the fer-
condition of applicabiiity of the theary of In€ normal Fermi ;. , spinS=1/2 is important only for the calculation of the
liquid, i.e., the smallness of temperatufeas compared to

fermion density of states, which is reflected in the factor
2S+1=2 in the second term of formuld) The equilibrium
tate of the normal Fermi liquid is described by the Fermi—

concerns the functional dependence of the energy of the SYSSirac distribution function

tem on the fermion distribution functiof(p,r).? This en-
ergy can be expanded into a functional Taylor series in the  f(p,r)=fo(p)=[expB(e(p)—p)+1]* 2

distribution function: (B~ 1=T is the reciprocal temperature apdthe chemical

potentia). Together with Eq.(1), this equation determines
il the dispersion relation(p,r)=¢(p) for quasiparticles in the
E(f(p,n))= 2, En((p.r), equilibrium state.
=t Strictly speaking, in the construction of thermodynamics
of a normal Fermi liquid, the Landau amplitude is defined as

where the quantity the second variational derivative of the energy functional
with respect to the distribution function in equilibrium at
(2S+1)" ! T=0. However, second variational derivatives are insuffi-
E.(f(p,r))= v 2 d3ry...d%, cient for an analysis of the new phase structure, and higher-
' P1Pn order variational derivatives must be introduced. The disre-
XE(PyseePril1—Toye 111 gard of such d_erivativ_es in our analysis_ is e_quivalent to the
neglect of the interaction between quasiparticles of an order
Xf(p1,ry)...f(Pn.rn) higher than the second.

1063-777X/99/25(5)/11/$15.00 303 © 1999 American Institute of Physics
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An important aspect of the theory is the determination of2. ON KINETIC AND THERMODYNAMIC THEORY OF
the stability conditions for an equilibrium state of a normal STABILITY OF THE NORMAL STATE
Fermi liquid. This problem was solved for the first time in
the spatially homogeneous case by Pomerantiuio for-
mulated the stability criterion for the normal state down to
the temperatur@=0:

First of all, we shall illustrate the connection between the
violation of stability of the equilibrium state of a normal
Fermi liquid and the attenuation of zeroth sound. Zeroth
sound in a normal Fermi liquid is the term applied to the
high-frequency collective longitudinal mode associated with

1+ V()P (3)  density fluctuations of the substanicéZero sound can exist

21+1° 7 in the frequency rangexr,>1 (, is the relaxation time
For this reason, we can analyze the dispersion of zeroth
whereF, are the coefficients of thith harmonic in the ex-  sound by using the kinetic equation for the nonequilibrium
pansion of the spatially homogeneous Landau amplitude distribution functionf(r,p,t) in the collisionless approxima-

tion:
)= | dr'F(r=r’;p,p’ a de(r,p,f) af(r,p,t
F(p.p") fdr F(r=r';p.p") (4) 2 frpt)+ e(r,p,f) of(r,p,t)
at ap ar
into a series in Legendre polynomials near the Fermi surface de(r,p,f) af(r,p,t)
(p~p’=~pg). The quantityv(e) appearing in formuld3) is - or D =0 (7)

the density of energy states defined as
In order to simplify calculations, we assume here that the

Landau amplitude is independent of momenta, i.e.,
F(r—=r";p,p’)=F(r—r"), ©)]

and hence the dispersion relatiéh) for quasiparticles as-
sumes the form

— 2 3
W)= s | PO e(p). ®

Another important circumstance is worth noting. Pomer-
anchuk’s criteria(3) were obtained at zero temperature. For
this reason, it cannot be generally stated that the equilibrium
state of the normal Fermi liqui?) is obviously unstable at
any temperature when conditio( are violated, i.e., when
v(u)Fi<—(21+1). On the contrary, we can proyehich >
will be done later that the state of statistical equilibrium of a © Momenta in(8) and (9) would not lead to fundamental
normal Fermi liquid in the case when Pomeranchuk’s criteriap'_ﬁ'cumes’ bUt_ wou_ld make calcule_mons more cumbersome
are violated is stable down to a certain temperafiyeand W'tho,Ut ch.apglng &gmﬂc_antly th? final re'sult.s;.
becomes unstable at lower temperatufesT, (naturally, Linearizing th? If'net'c equatiofi) tgklng '”t‘,’ accognt
we presume that the main conditidn< u for the applicabil- (%) near the equilibrium stat€?) and going over in the lin-
ity of the theory of a normal Fermi liquid is fulfilléd Such earlzeq equation to Fqurler transforms in time and coordi-
an instability of the ground state indicates the possibility of7t€S in accordance with formulas
phase transitions in the Fermi liquid, which are associated 1 %
with the violation of Pomeranchuk’s stability criteria. of(r.,p,t)= (ZTPJ dkf_xdw expikr —iwt) 5f(k,p,0),

This research is devoted to an analysis of such a phase
transition, i.e., the transition involving the violation of the 1 )
stability condition(3) for the zeroth harmonicl £0), for F(r)= Wf dk exp(ikr)F (k) (10)
which the following relation holds:

2
s(r,p,f)=8p+vfdr'F(r—r')E f(r',p’,t). (9
p!

The inclusion the dependence of the Landau amplitude

we obtain
Fo<—1.

H#)Fo O St kopo)(—wt k)~ Fok ’af;’;p) %Z 5F(k,p' @) =0,
We shall prove that conditio(6) characterizes a phase tran- P (12)
sition in a Fermi liquid, associated with translational symme- . . .
try breaking for the equilibrium state. It will be clear from where the following notation has been introduced:
the subsequent analysis that the solution of this problem re- de(p)
quires a modification of basic concepts of the theory of a V=", l:oEF(k=0):f drF(r). (12
normal Fermi liquid considered here. . . o o

However, before going over to a description of a spaAccording to(1), the quantitys(p) appearing in the defini-
tially periodic structures formed as a result of a phase trantion of v in formula (12) satisfies the relation

sition in a Fermi liquid associated with violation of condition )
(6), we shall consider in greater detail some aspects of the &(p)=gp+ Fovz fo(p’), (13
behavior of the Fermi liquid in the case when the tempera- P’

ture of the system approaches the critical value on the side afhich is the self-consistency equation for a normal Fermi
the normal phase, i.eT,=T,. liquid in the spatially homogeneous case. The presence of
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the quantityFo and notF(k) in formula (11) (see formulas In the range of negative values of the Landau amplitude
(9) and (10)) reflects the fact that zeroth sound represents$alisfying the relation
long-wave oscillations with small wave vectdts It should — 1< v(p)Fy<0,

also be noted that if we include the momentum dependence

of the Landau amplitudésee (4)), the quantityF, corre-  zeroth sound attenuates strongly, and the paransetse-
sponds to the zeroth harmonic in the expansion of the Lancomes complex-valued with the real and imaginary compo-
dau amplitude in the Legendre polynomials near the Fermients of the same order of magnitude. In this range of values
surface in the spatially homogeneous case, i.e., coincide¥ the quantityF,, Eq. (18) should be used with carsee

with the quantity appearing in relatidie). Ref. 6 in this connection It can be stated, however, that the
The solution of Eq.(11) can be presented in the form magnitude of the coefficiers determining the dispersion of
(see, for example, Ref. 4 in this connection zeroth sound becomes small fegr(u)=—1 and vanishes

for Fov(u)=—1, i.e., at the point where Pomeranchuk’s

— k) —F. =1 A e
5f(k,p,w)=A(p,k) (o —kv) —FoE " “(k,») criterion is violated. It should be noted that in view of the

afo(e) kv 2 smallness of the parametgfor v(u)Fo=—1, we must gen-
96 w—Kvti vz erally take into account in Eq18) thermal corrections that
7Y can be of the same order of magnitude as the quantity
X SA(p’ k) S(w—kv'"), (14 v(u)Fo+ 1. But it can be easily seen that the inclusion of

) ) ) o ) these corrections for(u)Fo=—1 does not lead to a quali-
where 5A(p,k) is an arbitrary function which is restricted (54iyely new result since the system is stable down to zero
only by the conditions that the value of the quantity omnerature under these conditions. However, the inclusion
5f(r,p,t) calculated according t¢10) and (14) must be 4 thermal corrections in Eq18) in the case when Pomer-
smaller Tan the equilibrium distribution functid@). The  5nchyk's criterion is violated and relatiod) is valid leads to
quantity =(k,w) appearing in14) and defined as the vanishing of the parametsrfor a certain nonzero tem-
afo(e) kv perature. Such a vanishing of some thermodynamic and ki-
(15  netic parameters at a certdritical) temperature is a typical

effect in the theory of phase transitiofsee, for example,
is the permittivity of the system in the case of a chargedRef. 7).

=(k 1+F 22
Ekw)=1+ oy 5 de  w—kv+in’

Fermi liquid (see, for example, Ref.)5The dispersion rela- In this connection, let us analyze in greater detail the
tion for zeroth sound obtained from the equatigifk, wg) behavior of the dispersion relation for zeroth sound in the
=0 has the form case when Pomeranchuk’s criterion is violated, i.e., the Lan-

dau amplitudeF satisfies relation6). The latter circum-
wo=SkoE, (16) stance suggests the smallness of the pararsateEq. (17).

wherek is the magnitude of the wave vector andthe value ~ Expanding the second term in Ed.7) in smalls taking into

of the velocityv(e) =v(e(p)) (see(12)) at the Fermi surface account thermal corrections determined by the temperature

(we assume that the Fermi surface is isotrppand the dependence of the equilibrium distribution function, we ar-

quantity s can be found from the equation rive in the main approximation to the following equation for
determining the parameter
1 o dof(e) [7d(cosh)[v(e)lvg]cosh
1—§F0f dev(e) f ] orin w? ™
0 de Jo s—[v(e)lvg]cosh+in a7 1+V(/J«)FO+EV”(,U‘)FOT2:_iESV(M)FO' (19)

After the evaluation of integrals with respect to momentum,It can be seen from this equation that the parametean-
the parameter; in formulas(14), (15), and(17) taking into  ishes at a temperatuiig, defined as
account attenuation of oscillations with the dispersion rela-

tioq (1(_3) must tend to zero from the side of positive values T(Z): _ _62 i+ V(”'“)FOY
taking into account the formula m For'(u)
1 1 or, considering that(u)Fo=—1,
Z+iO:PE_i7T5(Z) , 6 vp)
(P is the symbol of the principal value of integyal To=77 V() [+ viw)Fol, (29

In the range of positive values of the Landau amplitude . . i
(Fy>0), Eq. (917) fo? determining the parameterhas ?he where the quantity(u) is defined by formuld5) as before.

well-known form The positive value of the right-hand side @0) is ensured
by the fulfillment of condition(6) and the fact that"(w)

s s+1 <0. In the vicinity of the temperatur&,, the quantitys

1+ v(wFo=v(w)FogyIn—7, (18 obtained from(19) taking into account formulé20) has the

form
and the decrement of collisionless attenuation of zeroth

sound becomes noticeablaevertheless remaining smaller _i 2m V"(M)T (T-To) 21)
than the frequency,) only for smallF,>0, For(u)<12 3 vip) ° o’
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i.e., the parametes determining the dispersion relation for n(p. Ho)
zeroth sound in accordance with6) is purely imaginary in
the given approximation. Formul@l) taking into account
(16) and (10) readily shows that zeroth sound Bt-T, be-
comes a purely attenuating mode ($m0). In other words, \
the state of the system remains stable even when the Pomer- K/F
anchuk’s criterion is violated ak>T,, but naturally under
the main conditiornT < u of the applicability of the theory of
the normal Fermi liquid.
At T<T,, the imaginary component afbecomes posi- / I
tive, which corresponds to “building-up” of zeroth sound, .
i.e., the state of the system becomes unstable. It was noted Fy>0, Ho<k Ho ;‘\
above, however, that such an instability can indicate a tran-
sition of the system to a new stable state, i.e., a phase tran-
sition with the critical temperatur&, defined by formula
(20). . . . . FIG. 1. Definition of the region of existence of normal solutions of 8
Let us now consider the region of existence of solutiong,, ¢ ~o.
of the self-consistent equation corresponding to the normal
state of a Fermi liquid in the plane of paramet&rg.. We

assume that the rotational symmetry is not broken in thevherewv,(u,) is the density of states of a Fermi gas with the

momentum space, i.e., the quasiparticle ener@) and the  dispersion relatior , and the chemical potential, and not-
distribution functionfy(p) in Eq. (13) are independent of the ing that

direction of the momenturp. The case associated with ro-
tational symmetry breaking in the momentum space is ana- In(=, po)

Ko

lyzed in detail in Ref. 8. dpo Vol ko)

Taking into account what has been said above and intro- (By o) 2
ducing the quantitg=&(p) —&,, we can write Eq(13) in Y (o) + T2l o), (26)
the form o 6

2F, we can write conditior(24) for the existence of normal so-
e= TE {expB(e+ey—p)+ 137t lutions of the self-consistent equati¢®2) for Fy<<O in the
p’ form
or 1 772 " 2
g F—O+V0(Mo)<_€vo(l/«o)(ﬂo)-r : (27)

N(Bimo)=—fp —» (22 : -
0 (It should be emphasized that the density of statg(g.,)
where =vpo(u—e)=v(w) coincides with the density of statetu)
corresponding to the true dispersion relatiofp) =&, +¢;

2
N(B. o) =y 2 {eXPB(ey —po)+1} 7,
p

Ho=p—E. (23) n(B. Ko)

For testing the self-consistent equati@2) for the existence

of solutions corresponding to the normal state of the Fermi
liquid, we consider the following two case§&,>0 and
Fo<0. Noting that ¢n(B,uo))/due>0 andn(B,—x)=0,

in accordance with(13), we find that the self-consistent
equation(22) for positive F, always has a solution in the
plane of the parametefisand u corresponding to the normal
state of the systertsee Fig. 1 In the case of negativE,,

the region of existence of the normal stit@rmal solutions

of Eq. (22)] is determined by the inequalifigee Fig. 2 Ho
1 _an(B,uo)
— > 4
Fo©  duo 2 /| £ <o, -1y 0Pk
Carrying out the low-temperature expansion for the function / 0 FO o
n(B,mo) for B 1=T<p, i.e., /
2
_ 77_ 2.1 FIG. 2. Definition of the region of existence of normal solutions of 28)
N(B,m0) =N(O,o) + =T wo( o) + ..., @5 vy
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see formula (5).) If L/Fg+w(u)=(1+Fqr(u))/Fy<O,

which corresponds to the fulfillment of Pomeranchuk’s sta-

bility criterion 1+Fyv(u)>0 for the normal state for
=0, inequality (27) always holds sincer”(u)<0, and
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1 N 772,_.|_2 _ 1 772,:|_2
Hom27%6 ' HT6 6 -

The last equation describes a curve in the plane of param-

hence normal solutions exist in the entire range of the paetersg, T separating the region in which the self-consistent

rameters o and T. |If, however, 1Fy,+v(u)=(1

+Fov(u,))/Fo>0 which corresponds to the violation of Po-

meranchuk’s criterion + Fov(u) <0 for [ =0, normal solu-

tions exist, according t@27) in the temperature range de-

fined by the condition

6 1+FOV(M)
T2>T2=—- — ———->0.
o For'(w)

It should be emphasized that E@®2) has no solutions at
temperatures that do not satisfy conditi@@8). Thus, the

(28)

thermodynamic and kinetic stability criteria coincide for the

normal state.

equation(22) has a solution from the region in which no
solution exists. Since a solution folf=0 exists for

7.<1/6, the regioni<1/6— 72T2/6 is the region of exis-
tence of normal solutions foF<1. It will be proved below
that the regioru>1/6— 7212/6 corresponds to spatially pe-
riodic solutions aff <1.

3. PHASE TRANSITION ASSOCIATED WITH VIOLATION OF
TRANSLATIONAL INVARIANCE

This section is devoted to an analysis of violation of
Pomeranchuk’s stability criteriofsee(6)) for the harmonic

Let us illustrate the above arguments by an example of=0. The violation of this criterion will be put in correspon-

quadratic dispersion relatioa,= p2/2m for quasiparticles.
In this case, the densityp) of energy states is given by

my2mgug

vo( o) = —z (29

and the self-consistent equati¢2?) taking into account the
low-temperature expansid5) as well as(26) and(29) ac-
quires the form

2
2mV2mﬂ3/2+ T 12
372 70 " 6

my2m  p— po

271_2#%/2 = FO (30)

The condition starting with which solutions of E¢22)
(“point of tangency,” see Fig. Rappear can be written in
the form

1 my2mpg 7%, my2m
277.22,“8/2'

(31

F_o ™ 6
Introducing instead oft, ug, andT the dimensionless quan-
tities &, 7o, andT defined as

4 4 4

n - n - T ' ,:l_
m= m3FS’“' ’uo_m3F§’u°' T meF3

we can write Eqgs(30) and (31) in the following simple
form:

2 T2
~_~ _%"'3/2_77_ T 32
B=Pom 3 ho o oz (32
7T2 7|'2
1—2hg= — — 33)
Hom 1o w2 (

Let us consider the case whéar=0. In this case, the
self-consistent equatiof82) 7= 7io— (2v2/3)3? has a so-
lution only for @<1/6. The point of tangencfsee Fig. 2is
defined by Eq.(33) which giveszi,=1/2. Consequently,

w=1/6 at this point. Thus, the region of existence of solu-

tions of the self-consistent equatid®2) for T=0 is deter-
mined by the inequalityi<1/6.

ForT#0 (T<1), the solution of Eq¥32) and(33) has
the form

dence with a phase transition of the Fermi liquid to a state
with spontaneously broken translational symmetry, i.e., a
state with a spatially periodic structure.

The self-consistent equation for determining spatially
periodic solutions can be obtained from Efy) by substitut-
ing into it a Fermi—Dirac distribution function with the spa-
tially inhomogeneous dispersion relation

2
g(r,p)=ep+ VE f d3r'F(r—r";p,p" ) fo(p’,r"),
pf

fo(r,p)={expB(e(r,p)—p)+1} " (39

We shall seek the solution of E(B4) in the form of func-
tions periodic inr, i.e.,

s<r,p>=§ eq(P)€ T =e4(p)+3(r,p),

where

B(r,p)=2 eq(p€T, eo(p)=(e(r,p))

q#0

and the angle brackets..) denote the averaging over peri-
ods. Consequently, Eq&34) can be written in the form

2
eo(P)=ept ;2 Fo(P.P')
p!

1
. exp{B(eo(p ) +E(r',p")—p)}+1/ (35
2
Eq(p):\—/z Fq(p.p")
p
% 1
expBleo(P) +E(1 P~ m}+1/
q#0, 36

where Fq(p,p’)=f3rF(p,p’;r)eiqr is the Fourier compo-
nent of the Landau amplitude. We shall assume that the de-
pendence of the amplitude,(p,p’) on the direction of vec-
torsp andp’ is determined only by their dot produptp’.
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In this case, the solution of E¢36) can be sought in the
form for which the quantitye,(p)=e(p) is independent of
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E9=5{A(0— o) +A(q+0o)} (42)

the direction of vectop. Besides, we assume that the func- (4(0) is the Kronecker symbal In the main approximation,

tions F4(p,p’) vary slowly with p and p’, and hence the
quantity’z,(p) also varies slowly with the variable Since

the function (expB(eo(p’)+2(r’,p’)—p)}+ 1)(;1 has a
sharp peak ap’=pg for q#0, we can putp’=pg in the

quantity F4(p,p’) appearing in Eq(36), which gives

_ Fq(pi pF) ~

Eq(p) - Fq(pF ,pF) 8q(pF)v

1
Fq(p,p’)EEJ dOFy(p,p’), (37

wherez (pg) =%, satisfies the equation
Eq: Fq{n(ﬁvﬂ_’é(rup))}q.

Fq: Fq(pF va)v q#:oa (3769
and the functiom(B,u) is defined by the expression

2
N(B.w)= 2 [expB(eo(p)—p) +1] 7 (38)

we have

an(Be,pm) _
Ip

This equation determines

1+F 0. (42)

Yo

the transition temperature

B:=PB:(qg). Carrying out in this equation the Ilow-
temperature expansid@5), we obtain
6 1tFqr(n)
T2= fo 43)

 Far'(w)
Since v"(w) <0, it can be easily seen that the inequality
T2>0 holds only when the relation

1+ V(,u)FqO<0,
reflecting the violation of the criterion of stability of the
equilibrium state of a normal Fermi liquid is valid.

Let us now find the expression for the order paranmiéter
Noting in this connection that

(2(x))q=2q,

For the sake of simplicity, we shall confine our subse-

guent analysis to one-dimensional periodic structures in a
three-dimensional Fermi liquid. We assume that the periodic

structure appearing in this case has a pemodlong the
x-axis, so that

~ - 27n
8q(p) = 5qy,05qx/08q(p)1 ax=9q= “a

(n are integers In this case, Eq(373 acquires the form

Eq=Fq{n(B,u—Z(X,p))}q, (39)

where

g+0,

Fq:j d*re'™Fo(pe,pe;r).

Equation(39) obtained in the approximation of a slow varia-

tion of the amplitudd=(p,p’) with p andp’ is in complete

accord with the mode(8) used by us earlier for analyzing

the properties of the normal state.

Let us now go over to the solution of EB9) near the
phase-transition point, where the quantity describing the
order parameter is small. Expanding E9) into a power
series irg(x) as well as in B— B.) taking into account398)
(Be 1=T_ is the transition temperaturewe obtain

- aN(Be.i)  I*N(Be. ) -
8q:Fq<_ e €q— 9B (B_Bc)sq
" 1 82n(ﬂc,,u) ~2 _ 1 33n(ﬂcuu)
2 o (B°(X))q 6 ot
X(B3(X)g+ .. |- (40

We shall seek the solution of this equation in the form

squgO)JrEgl)Jr ..., where

(E(x)q= 2 FqFqA(d'+0"=0),
q

[
q

('53(X))q= /2 WEq/'éq,%qu(q’+q”+q’”—q),

q.9.9
and taking into account the fact that the relations

(B2(0) gy =280 8gy »  (83(x)g,=3(E)°,
hold in the main nonvanishing approximation, we can write

Eq. (40) taking into account4l) and (42) for g=qq in the
form

n(Be, ) (B )
e ~(0), = TFCH ~ (0)x (1)
aﬁc5# (B EC)8q0+ 0"#2 SqO quo
18°n(Be.m)
-5 (9; (E)3=0. (44)

It can be easily seen that along with E44), we must also
write Eq. (40) for q# *=qq:

< g [ Bem) 1 PN(Be )
€q= g Em €qT 5 IuZ

(EZ(X))q)-

Puttingg=2q, in this equation, we obtain

~ (Bow)_ 1 PN(Bon)
Ba0,= 2qo(_TM32q0+§—0#2L(82(X))2q0)-

(45)
Noting further that in the main approximation we have

~2 ~(0)H2 =~ =(1
(8200)20,~ (EEN2, Fag,~Fiy

we write Eq.(45) in the form

( _ an( B 1#)_.(1) n 1 (92n(ﬁc ,,u,)
2q0 - . 5 . 2

om #2907 du?

=)

= =(0)y2
82q0 (Sqo l
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whence
Faq 52 -1
E(l) _ ZqO (9 n(BC ,,LL) 1+ F an(ﬁ(:uu’) (E(O))Z
2499 2 (9/1/2 2dg (QIU, Go 7 *

Substituting the expression obtained ﬁfgg)o into (44),
we obtain the following equation for determiniag’:

FZ% 32”(ﬂc:#) 2 an(Be,u) 71..
2 ( Iu? ) 1 Fa g, ) (Ea)*
1°n(Be i) —0)p 9N(Bcips)
s 8%)2_W(’8_’8°)' (46)

Taking into account the low-temperature expangi@h as
well as(42), we obtain

Ego = A0 V1-T/T,, (47)
where
A(2qo)
2n? T20"(w)

-1/2
3 v"(u)—quo<v'<m>2<1—FZ%/F%)*] '
The quantityEqO(p) is defined by formuld37).

It should be noted now that the perturbation theory de-
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f dx'F(x—x")=F,

1
Ef dx' F(x—x")(x—x")2=F, (50

(while deriving Eq.(49), we assumed that the functidt(x
—x'") is evern. Carrying out the power expansion &(x)
and (8— By) in the last equatiofB, corresponds to the tran-
sition temperature fog=0) and taking into account the
equation for determining,

Fo an(Bo, k) o

1+ (51)
Ip
as well as the fact thg&(x))=0, we obtain
92 , 14° ,
Fo{ ~ (8- 5P+ 5 L) g
d ) 9%
—<52<x>>>] M T 0 62

It was proved above that the equation for determining the

transition temperature as a functionghas the form

an(ﬂc*ﬂ) _

1+F
I

q 0.

veloped by us becomes inapplicable in the region of Smalbonsidering thafF ;=F(q?) and F'(0)=—F,, Fe=F(0)
. . q 1
Go- This follows even from the fact that the quantity gee(49) and(50)), we can write this equation for smalin

1-Fyq,/Fq, appearing in the denominator of E@t6) and

formula (47) vanishes fog,— 0. For this reason, the case of
smallqgg corresponding to a large period of spatially periodic1
functions analyzed by us requires a separate analysis. Since
all quantities vary slowly withx in the case of a large lattice
period (low gradient$, it is more convenient to solve the

problem in the coordinate representation.
We shall proceed from the equation

E(x)= f dXF(x=x"){n(B,u~2(x"))

—(n(B,u=2(X")))},
&(p,x)=%(x), (48)

where

F(x—x')= f Fqe' 9% dq

the form

d ,
+(Fo—F207) n(f—oﬂ)

3°n(Bo,
+(Be=Bo) %ﬂ“)) -0

or, taking into accoun(s1),

_ LFaan(Bo.p) [/ *n(Bo,p)
BC_BO_qZF_O u / EED
Fo / d*n(Bo.u)
= _qu_ﬁ T oBon (53

This equation defines the transition temperature as a function

of g in the range of smalt]. Making the natural assumption
that By<B. (a long-periodic structure branches at higher
temperaturgsand considering thatdn(Bq,u))/dBJdu>0
(see the low-temperature expansi@b)), we obtainF,<0,

which corresponds to attraction between fermions. Equation

(52) used for defining the quantify(x) can be written in

and the angle bracke{s.) denote the averaging of a quantity another form more convenient for the subsequent analysis.

over the lattice period, while the quantity 8, —¢(x)) is

For this purpose, we introduce the quantityx)= —7%(x)

defined by the formuld38). This equation is equivalent to that can be regarded as a correction to chemical potential
the quantityF(x—x’") has a sharp peak at=x' and also 5
considering that the quanti®(x) varies slowly on account 9°&(X)

of the large lattice period, we can write Eg48) in the form
() =Fo{n(B,1 =) —(n(B,n=(x)))}

#n(B,n—2(x))

v A (49

where

WJFQ(S(X)):O,

9(e(x))=Ae(X)+B(£2(x) —(£24(x))), (54)
where
Fa 9n(Bo.m)
A=— F_z(’B_’BO) T Boi
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FIG. 3. Schematic dependence of “potentidl{e) on the order parameter
&. FIG. 4. Dependence of the order parametem the coordinate.
2 .2 &1 de
1 F5 9n(Bo,m) X=2| ————=2x(¢,). (59)
B:_EF_Z—Z_o'?,u . (55 e2 V2(E—U(g))

Substituting expressiofb7) for E—U(e) into the formula

We shall seek periodic solutions of E4) which gives (58) for x(e) for x>0 and transforming the corresponding

R ds integral, we obtain
e'=*+\2(E-U(g)), Xzif—, 56
( 2) 2(E—U(e)) (50 1 ¢ do
X(g)=6/B = ,
where Jei—e3Jo J1-K?sirt ¢
& 1 1 o €17 &2 _ . — —
U(S):fog(&‘)df:):§BSS+§A82_Bd28, k _81_83’ (p—al’CSII’\/(sl 8)/(81 82).
, ) Taking into account the definition of the first-order elliptical

d°=(e%(x)) integral
and E is the integration constant. The cubic polynomial 0 de
E-U can be written in the form F(k, =J —_—, 60

E-U(e)=E—- %583— %ASZ‘F Bd?e we can writex(g) in the form

1
1 X(g)=+6/B Fk, o). (61
=- 55(8_81)(8_82)(8_83)>0. (57 Jei—es
In accordance with{59), in this case we have
The points of extrema of the functidi(e) are defined as WItt59), in thi W v
2
A = =
8:=—§i ABIT @, 6,0, & <0, X=/6/B _Sl_sgf(k), F(k)y=F(k,m/2). (62

Let us now determine the quantitieg, ¢,, andes. For

Figure 3 shows schematically the functiti(e) (we take this purpose, we note that

into account the fact thaB>0). SinceE—U>0, periodic

solutions of Eq.(54) correspond to the regiona,<s<eq, 1 (X2 q 1 (X q
and since(e)=0, we haves,<0 ande,>0. Consequently, (e(x))= X Jo e()dx+ < X/ZS(X) X
we have
2 (X2
=X fo e(x)dx,

x<0,

€1 de
X(S):_L V2(E-U(e))’

or, going over to integration with respect 4o

(58) (63

X(s)=f81 de B 2 (&1 de
: V2(E-U(e))’ <8(X)>_YLZS J2(E-U)’

(see Fig. 4 showing a period of the functiex)). The pe- Equation(54) implies that(¢)=0. Transforming the integral
riod of this function is defined by the formula appearing in(63) and taking into accoun7), we obtain
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—(e1—&)siM @ €178
f do =0, k?=
Vi-K2sir ¢ g1~

€3

Using the definition of the second-order elliptical integral

w2
E(k)=J deV1-k?sirf o, (64)
0
we obtain
€1
E(k)+ | k*———1|F(k)=0.
This expression can also be written in the form
g1 Fk)—EK)
e1—e,  KLFK)
F(k)—E(k
&1 _ F—EK) 5
£1-¢&3 F(k)

These formulas indicate that the ratiog/e,, €,/e3, €5/e3
can be expressed only in terms of the paramktdret us
now find the expression for the quantity in terms ofk. For
this purpose, we note that, according(k®),

81+82+83—____7(,3 Bo), (66)
where
. 3*n(Bo. ) | #*n(Bo, 1) 7
’ IBIw au?

in accordance with(55). Using further formulag65), we
obtain the following expression for the quantiy:

¥(B— Bo)
3—(1+ K AK)[Fk)—EK)]
Taking into account this relation an@5), we can easily

determine the quantity {k£,— &5 appearing in the expres-
sion (62) for the period:

€1~ (68)

1 _( F(k)—E(K) k2—1)/ B }1’2
. =0 Y(B=Bo)| -

(69

Noting that k?=(e;—¢,)/(e1—€3), and introducing the
new variables=¢;—¢3, we obtain

; FK—E(K)
g1—e,=¢k", 81=8W
or
E(k)
81:8(1‘m)’
8228(1_k2_ %:3)1
g3=—¢ E(k) (70

Fk)
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Sincee>0 and y(B—By) <0 (see(66) and (67)), the in-
equality 3 (F—E)/F]—k®—1<0, must hold in accordance
with (69), which givesk<ky=0.95.

The periodX of the functione(x) is connected with the
quantity q through the formula

x= 27 _ o (6lB= Fk)
q Ve o
The variablesk and ¢ can be taken as independent thermo-
dynamic variables instead gfandqg. The phase curve in the
B,q space, separating the regions of the normal phase and
the spatially periodic phase is given by formy&8). It can
be easily seen from formula$9) and (70) taking into ac-
count(60) and (64) that the same curve in the space of the
variablesk and e has the form

k=0.

(71)

(72)

Let us now find the expression fefx). The definitions
(60) and(62) of the functionsZ(k,¢) and F(k) lead to the

relation
F(k, o+ 7)=2FK)+FK, ). (73

Since F(k,¢) is a monotonically increasing function af,
we can introduce the reciprocal functigifk,y) such that

Flk,o(ky))=y.

Taking into accoun{73), we have
Flk,o(k,y)+m)=y+2F(k),
o(k,y)+m=e(ky+2F(K)),

whence
sir? o(k,y) =sir? o(k,y+2F(k)).

Thus, the function sity(k,y) is a periodic function off with

the period 2F(k). Noting further that

27(k) 5= Fk,g),

p=arcsin/(e;—&)l(e1—¢&,),

in accordance witl{61) and(62), we obtain

X
s(X)=81—(81—82)Sin2 (p( k,2F(k) X

or, taking into accoun(70), we finally get
E(k)
F(k)

where the quantityX is defined by(71). It should be noted
that the function sirp(k,u) is connected with the elliptical
sine sn(l,k) through the relation

sing(k,u)=snu,k).

s(X)=s( —Kk? sir? go(szk) )) (74)

Formula(74) determines the long-periodic structure of the
system under investigation at temperatures close to the tran-
sition temperaturdy.



312 Low Temp. Phys. 25 (5), May 1999

4. STRUCTURE OF LONG-PERIODIC SOLUTIONS AT T=0

Let us find one-dimensional periodic solutions of the

self-consistent equatior{34) far away from the phase-
transition point, namely, aE=0. In this case, it is not expe-
dient to use the paramet@i(x) since this quantity is not
small atT=0. Thus, we shall seek the solution of E§4) in
the form

e(p.x)=e(x)tep,

wheree(x) is a periodic function of the variable In the
approximation of small gradienigarge period, see belgw
Eq. (34) can be written in the form

P*n(B,u—e(x))

e(X)=Fon(B,u—e(x))+ Fo—— % (75

where

1
Fo:fd:“rF(r), F2=EId3rx2F(r).

Introducing the quantityu(x)=ux—e(x) and considering
Eqg. (75 as an equation for determining the function

(n(x(x))=n(x), p=w(n)), we obtain
#n 1
Evei F—Z(M—M(n)—Fon)-
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e v(e)de
+

whereU (¢) is defined by(78).

Let us now consider the algorithm of determining the
period X of the functione(x) for a quadratic dispersion re-
lation. In this case, the quantitye) is defined by formula
(29), and the quantity () defined by relatior{78) assumes
the form

(79

2 v2mP2 (2 2 2 v2m32
U(e) —85/2_—/.1,83/2"1‘—':0

“F, #% |5 3 9 % 2

&3,
(80)

It can be easily proved that the functidh(e) defined by
formula (80) has one maximum and two minima fép<<0
and F,<<0; One minimum corresponds to the point0,
while the pointey corresponding to the second minimum
satisfies the equation

( 2m) 3/2

372

acd’+eg=u, a=Fg <0. (81)

In order to find the perioK of the functione(x), we can
find the roots of the equatioris— U (e) =0 defining the so-
called turning points. The equation for determining the turn-
ing points near the minimumy, of the functionU(¢) can be
written in the form

Integration of the last equation leads to the following expres-

sion forx=x(n):

fn dn
X==* ,
VE—-U

where

(76)

U= 2 fnd —u+F 7
~F n(u(n)—m+Fon) (77)

andE is the integration constant. Noting that

an
f d’po(p—e(p.x), —=w(w),
ou

n f—
(&) (2m)
at T=0, we obtain

n=JH we)de, n(—o)=0

and hence, in accordance wifh7), we obtain

2 u u
U= F—2< J:l;s v(s)ds—Mwav(s)ds

1 o 2
+ EFO( Jiwv(s)ds ) (78)

(we consider in this case that

[ wvdn= [ wanvaman= [ o,

and choose the integration constant in a quite definite form in

view of the arbitrariness of the integration constgrih for-
mula (76)). Thus, we can finally write

E—(s—so)ZZO,
~ 2(E—U(eg))
B a2 O
d°U(eg)ldey
whence
8t:80i\/E, e, >e_ .

On the other hand, the period of the functiofx) is defined,
in accordance witl{79), by the formula

v(eg)de

x=2|" ,
L- VE=U(eo)— U 52U(e0)/ 9e2](e — £0)?

‘/ijIZ
Veo.

v(e0)= —
After evaluating the integral appearing in this formula, we
find that

F2(2m)3/2 1/2

X: [
2e4 Y%+ 3a

or, introducing the dimensionless quantiy through the
relation

774

_’:’901
m°F3

€0~
we finally obtain

X:27T\/F2/Fo|:

1 1/2
(289) M= 1} '



Low Temp. Phys. 25 (5), May 1999 Peletminsky et al. 313

where, in accordance witfB1), g, satisfies the following domination of attractive forces acting between quasiparticles

equation: over repulsive forcegthe condition of violation of Pomeran-
3 m3E2 chuk’s cri_terion_; seéo)). Si_r!ce Fhe explicit fqrm of the Lan-
W=%0— _53/2, = 40M- dau amplitude is not specified in our analysis, we can assume
3 ™ that the Landau function plays the role of effective potential

This equation has a solution only f@r<1/6, ands,=1/2  Of interaction between quasiparticles, which takes into ac-
for = 1/6. According to the definition of the quantify,, count the action of attractive as well as repulsive forces with-
we haveF,~x3F 5, wherex, determines the region in which OUt specifying their origin, but with predominant contribu-
the functionF (x) = fdy dz Rr) differs from zero. The slow tion of attraction. Such conditions are most likely for
variation of the functiors(x) (small values of the gradients electron liquids in various metals. For this reason, we can
presumed above means thgt<X or \28,~1. This means ©xpect that our results can be used in a description of three-
that the approximation used by us is valid only in the vicinity dimensional Wigner crystallizatiomaturally taking into ac-

of 1= 1/6. count the difference between the model of Fermi liquid used
by us in order to simplify calculations and the electron liquid
5. CONCLUSION in real metals

o ) . It is well known that the conditions of two-dimensional
It should be noted that the description of spatially peri-\yigner crystallization can be created quite easily for the
odic structures for_med_ in strongly interacting systems wag,jectron gas over the surface of liquid helidhi-owever,
proposed for the first time by Viasbiby using the method ¢ approach developed by us requires a certain modification
based on the application of the self-consistent field approxiz, pe applied for describing spatial lattices formed in a two-

mation. Actually, he made an attempt to construct a classiclimensional Fermi liquid, which is beyond the scope of this
(and not quantum-mechanigaheory of crystal since the paper.

analysis was based on determining spatially periodic solu-
tions of the equation for the self-consistent interaction poten-  This research was carried out under financial support of
tial with the help of Boltzmann’s equilibrium distribution. the Ukrainian State Foundation for Fundamental Studies
Such an approach disregarding the quantum-mechanical né&Grant No. 2.4/378 as well as in collaboration with the
ture of crystallization was criticized by many authors, andRostock University, Germany.
there is no need to do this again. It should only be noted that _
the conditions for the existence of spatially periodic struc- Sr;gg'tgk'fpstﬁ‘:ﬁ;‘:‘k%?Eg’t'kharkov'“a'
tures obtained by VlasSypresume that attractive forces act- nye are using the system of units in which Boltzmann’s conskaand
ing between particles of the system dominate over repulsivePlanck’s constant are equal to unity.
forces, which is observed for normal crystals. ]

Crystalline structures can also be formed in the case'L. D. Landau, Zh. Esp. Teor. Fiz.30, 1058(1956 [Sov. Phys. JETR,
when neighboring particle®r quasiparticlesforming such ~ 920(1956]; Zh. Eksp. Teor. Fiz32 59 (1957 [Sov. Phys. JETP®, 101
a periodic structure repel and not attract one another. HOWzi}_QS.?)éi"n’ Zh. sp. Teor. Fiz33, 495(1957 [Sov. Phys. JETR, 387
ever, in this case there must be some extefmeddtive to the (1957)]; Zh. Eksp. Teor. Fiz.35, 1243 (1958 [Sov. Phys. JETFS, 870
given systemagencies compensating the effect of repulsive3(1958]- . _
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Resistive properties of 3 systems formed by a normal metal and type | superconductor

(Cu-Sn with a large electron mean free path in the normal metal are investigated in the liquid-
helium temperature region. A number of new types of temperature behavior of the normal

metal conductivity is revealed at temperatures below the superconducting transition temperature
of the superconductor in contact with the normal metal for distances commensurate with a
typical mesoscopic scale of electron transport trajectories in the normal metal, in which the phase
memory of wave functions is retained. €999 American Institute of Physics.
[S1063-777X99)00305-9

1. INTRODUCTION scale which is very smallIy ¢~10"2 um) as a rule for
) . ] such samples in view of specific methods of their prepara-
The resistance of a metal is a parameter reflecting thggp,
averaging of conduction electron scattering over the distribu- |, oy samples with macroscopically long mean free

tions of scatterers within a chosen spatial scale, e.qg., betwe%ths| \.o~10—100um) and sized. satisfying the criterion
. . . . ,€
measuring probes or in the entire sample in the case of cony 3 systems [>1y ), almost entire characteristic region

electron mean free path, ., (phase-break length for wave tic mean free paths from one to another. The samples were
. €€ Paliy, inet (PNAS gtr singly connected. The existence of phase-coherent excita-
functiong associated with inelastic processes in electron—

; ; . - tions (electrons and “Andreev’s holeg”in zero magneti
phonon scattering or with attenuation due to Ferml-llqwdtO s (electrons and dreev's holeg ero magnetic

effects. The quantityy i, and another characteristic length, Ifed'l\jvniiisgsgfre: r?grrt:ael %i?;gge O;}Nﬁiogngir)grzgﬁ’_
viz., elastic(ballistic) mean free pathy ¢, can attain mac- J PP b

roscopic values in a pure metal at low temperatures, Whiclﬁjucter(tin). The formation and scattering preperties of the
makes it possible to install measuring probes for experimen'—unCtlon were CO”UO”?F’ by temperature venauon near the
tal investigation of the contribution of quantum-interferenceSUPerconducting transition temperature in tin. o
effects to the conductivity of a metal within these lengths. In the presence of thblS boundary, new anomalies in

Till now, “macroscopic” experiments have not been the temperature dependence of the re3|st|V|tly.of the normal
carried out in this field. Quantum-interference phenomendnet@!l in the QIE mode with the help of precision measure-
were studied on samples with a size of the order gim. ~ Ments were registered. A peculiar mesoscopic effect was ob-
Samples of this size and the effects observed in them arge"ved in the conductivity of the region of the normal metal
referred to as mesoscopic according to the classificatiofl! the immediate vicinity of théSboundary when the sepa-
based on the ratide/ksT (A is the separation between ration between measuring probes in copper and their separa-
energy levels andg Boltzmann's constait The size of a tion from the interface with the superconductor were compa-
system is regarded as mesoscopic if the value of the ratio fdiable with the ballistic mean free path: after the transition of
it is of the order of unity or slightly smalletthe system is tin to the superconducting state, the resistance of such a layer
microscopic if Ae/kgT>1 and macroscopic ifAe/kgT  of ballistic thickness increased abrupilyp to 60% upon
<1). Since the mean free paths, and hence the phase cohepoling, while the resistance of copper decreased as usual
ence lengths in metals can attain macroscopic values, theghen tin was in the normal state. The quantum-interference
entire class of possible quantum-interference effects in zeroature of this effect follows from the restoration of the clas-
and nonzero magnetic field cannot be studied on samples sfcal temperature dependence of resistance when the
a mesoscopic size. This especially applies to the ballistiecneasuring probes were removed from K8 boundary to
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TABLE |. Schematic diagram of samples and arrangement of experimental probes relativeNidibandaries.

Separation oN-probes
from the boundaryum

Sample NS;junction Separation ofS-bands
Sample No. configuration area,um? Lnt Lnz from the boundarfg, um
Sp1l I I 200x 200 13 45 31
Lol Ls:
Sp2 e 150%x 1500 36 414 375
Sp 3 L 10X 10 20 2600 <10
L Lg
Sp 4 I ,/ﬂ I 1000x 2500 70 100 <5;20
&
Ly 'Ly 8

the bulk of the normal metal over distances exceeding th@er. The size and configuration BIS samples are given in
inelastic mean free path. Table | (shaded regions highlight the equality of cross sec-
If the probes are mounted in the normal metal at macrotions of samples and current leads for all samples except
scopic distances from thHS boundary, which are smaller Sp4. Table | gives two values of 5 for sample Sp4. The
than the inelastic mean free path, but much larger than thérst value corresponds to the case when the thickness of the
ballistic length, another effect of quantum interference ori-superconductor layeg,<éc, (T<0.9T.), while the second
gin, i.e., a strong decrease in resistance with temperatur@alue corresponds to the case whep> &, (écy IS the co-
was observed. The change in the resistance in the same tefrerence length in the normal metalleasuring probes were
perature range was an order of magnitude stronger than tHixed to the samples by a fusible superconducting solder with
classical change measured by probes separated by distandes>4.2 K. The transverse size of contact areas of probes
exceeding the inelastic mean free path. was 20—30um (the distances given in Table | are measured
In a series of experiments, measuring probes were infrom the boundaries of area elemepts.
stalled on different sides of the contact in the geometry nor- A reliable recording of mesoscopic conductivity, includ-
mally used for studying the conductivity &S systems. In  ing the conductivity of a layer of the normal metal of thick-
this case, the contribution of mesoscopic effects to the commess of the order dfy ¢ for the given geometric parameters
ductivity of normal regions is difficult to observe against the of the samples and separations between probes, required the
background of accompanying effects including primarily themeasurements of resistance with an accuracy to within one
excess boundary resistant®R), especially neafl, where  percent ofRy~10 °Q (characterizing the sample with the
the BR has the maximum value. A method of estimating oflargest area of th&l S junction). For currents whose values
accompanying effects was proposed in order to analyze theiled out the emergence of nonlinear effec&s1(A), the
contribution of mesoscopic effects in the normal region forrequired accuracy in the measurements of potential differ-
such an arrangement of probes. ence at a level of 10''V was ensured by a superconducting
Special measurements with probes located in the supemodulatort
conductor at distances from tiNSboundary of the order of
the elastic mean free path did not reveal any resistive contri-
bution of the superconductor to the excess resistandé¢Sof 3. EXPERIMENT
systems with a developed area of ti8junction, indicating  3.1. Results of measurements with NS probes

the affiliation of the origin of excess resistance to th8 . )
boundary itself. Figure 1 shows the temperature dependences of resis-

tanceRy(T)/Rys (4.2 K) of samples Spl-Sp@ectangles
(for Sp4, the dependences 6Ry«(T)/Ryg(2 K)) for tg,
> &c, (curve l) andtg,< éc, Which were measured by pairs
The basis of the bimetalliblS systems under investiga- of probes embracing theS boundaries. Triangles in Fig. 1
tion was a copper single crystal with a “macroscopically” illustrate the temperature variation of resistance of the super-
large elastic mean free palf ;. The single crystal was in conductor proper in samples Sp1-Sp3, measured by a pair of
contact with a type | superconduct@m). Tunnel properties probes which are separated from the boundary by distances
were not manifested in view of the large area of the junctionLs;=0-50um (~Is¢<lsine) andLg, (indicated in Table
Copper and tin used as initial materials were charactert) respectively. Circles represent the initial resistance of the
ized by RRR=300 (y¢=10-20um) and 16 (Isg  normal region(coppel at the boundariepLy,; x=0] prior
=100um) respectively. Bimetallic samples were obtainedto the contact with the superconductor. All the three curves
by spreading molten tin over a face of monocrystalline copfor each sample in the region beloW are shown on the

2. SAMPLES AND EXPERIMENTAL TECHNIQUE
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FIG. 1. Temperature dependences of the resistance di¥wystem copper—tin and its individual regions normalized to the resistance of the system at 4.2
K (at 2 K for Sp4: probes| Ly, ;L] including theN S boundary(C3,*); probes[0;L] on the tin side(A), and probegL ;0] in copper regions before its
contact with tin (O). Ry, 14(42K)=8.057<10""Q (Spd, 1.546<10°°Q (Sp2, 3.13710 'O (Sp3, 2.44<10°°Q (Sp4 (ts>&cd), 3.06
X108 Q (Spd (tsr> &y, RiL,, 01(4.2 K)=6.03x 10°°Q (Spd, 5.88<10°° Q (Sp2, and 2.06X 10 ' Q (Sp3.

same scale; it can be seen that ordinary temperature depemhich was measured outside tN& boundary in the normal
dences of the superconductor and of the normal metal whickegion by pairs of probdd_y; ;L 2] With Ly; andLy, sepa-
is not in contact with the former virtually make no contribu- rated from theNSjunction by distances of one and two or-
tion to theRyg(T) dependence beloW.: Ry(Tc) =Rn(0)  ders of magnitude respectively relativeltp,, (see Table),

~102 -3 - C g - : .

~10 “Ry=10""(RonstRy). Here Roys is the tempera- e in the limits of the ballistic and inelastic mean free paths

ture-independent contact resistance, which is at least an Ordf‘e{ccording to estimatesy, ne~10%y o). It can be seen that
,Ine el

of magnitude higher than the resistance of normal regions fotrhe temperature below which the resistarg(T) of the
all the NS systems under investigation, including samplenormal part of the system with such an arrangement of

Sp4. The position ofT, on the temperature scale corre- . . . .
sponded to the position of the jump in the normalized deriva—prObes relative to th&lSboundary displays a behavior dif-

tives dRys/dT shown in Fig. 2. fering from the known variation, correlates with the super-

In spite of simple method of preparing tNS junction conducting transition temperature for tiwith the position
(by spreading molten metalsthere were no indications of Of the jump in the derivativelRys/dT in Fig. 2. Moreover,
the existence of a nonzero potential in a three-dimensiondPr such an arrangement of prob&y(T) behaves in a pe-
superconductor at distances from tN& boundary even of culiar way not observed earlier in the pure normal metal: as
the order of the elastic mean free path. the temperature decreases beldw for tin, the values of
Rn(T) increases abruptly in the interval 0.1T.(~ 0.3 K),
continuing to increase slowly or decrease depending on the
value of Ly, upon a further decrease in temperature. It
Figure 3 shows temperature dependences of copper rehould be recalled that the temperature dependence of the
sistance in theNS systems with tin under investigation, resistance of copper in the absence ofi\t&boundary could

3.2. Results of measurements with NN probes
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FIG. 2. Temperature dependence of the derivativeRhgg(T)ER[LM.LSJ(T) with respect to temperature for samples Sp1-Sp4.

be neglected completely on a scale comparable with obthe derivative before and after the jump are practically iden-
served variationgas well as in the case S probes; see tical (see curvel in Fig. 2), indicating the absence of a
Sec. 3.1 resistive transition. The curves acquires the shape typical of

Some experimental results were reported in Ref. 2. cyrves with a point of cessation only after an increase in the
thicknesd gy of the superconducting layer in the sample Sp4
to values~ &, (curve2in Fig. 2). For Sp1-Sp3 samples for

A comparison of the temperature dependerRgg(T)  which tg> &, peculiarities in the temperature behavior of
of the resistance diiSsystems measured with the helpN  the resistance of the normal metal measured Withprobes

probes in all samples with the form of correspondingmounted at mesascopic distances from K&boundary are
dependences for individual parts of the syst@ee Sec. 3)L  pserved just in the region beloV .

undoubtedly indicates the leading role of ti8boundary in The role of theNS boundary in the emergence of the
the formation of the temperature dependence of conductivit

of bimetallic NSsystems after a transition of one of the met—)()eCUIiaritieS In question can be clarified if we take int_o ac
als to the superconducting state. The poifigsfor Ry«(T) count the fact that thBlISboundary plays the role of a mirror

corresponding to the positions of jumps on the derivativedeflecting multiply phase-coherent excitatidesectrons and
dRys/dT (see Fig. 2are typical points at which one tempera- Andreev holes thus creating the conditions for their inter-
ture dependence is replaced by anottieis follows from the ~ action with one another and with impurities in a certain re-
strong difference in the values of the derivatives before theion in the normal metal near the boundary. This region can
jump and after it The results obtained for sample Sp4 arebe referred to as a region of mesoscopic phenomena. Accord-
most remarkable in this respect. In the case whgr &¢,,

when the proximity of the normal metal suppresses the order

parameter in a thin layer of the superconductor, the values of

4. DISCUSSION



318 Low Temp. Phys. 25 (5), May 1999 Yu. N. Chiang and O. G. Shevchenko

0.5F o,
1 Sel 0.04f 38 Sp2
QBQRQRQHQg:ggQQD -005
~ 04} 3 Mg 0
N —
< *a S 003
z z
C% 0.3 ] §
2 0.02
% 3
< F
@ & 0.0t
0.1k
2
ok oo 0
1 )i 1 1
. . 35
2.0 25”(30
0.25 oy -
oo Sp3 0.20 012 o%00 Sp4
3 1
Z i 19 « i e %
o< o 1 = o
3 o° z & 0.08f o
g 015} gog, < < o o
g ba {0102 z M
2 : 3 - A o
x 5 > o o
w0 R -3 z g b o
Zz [+ 24 A 2 o]
oz . w© «© 0.04} AAAAAAAAA%
) o
- g o
0.05F 3 1o A
‘ A
0 -_2|:-I==_T——=’l"l/ 005 o 1 I 1 i aﬂelo?
15 25 ; 35 45 20 30 7k 40

FIG. 3. Temperature dependence of the copper resistance in the copper—tin system measuredNtipristees| Ly, ;Lyo]: O and A correspond to
experimental results, curv@sor Sp1-Sp3 describe the calculated boundary resistance, @ifeeSpl and Sp2 correspond to the difference between curves
1 and 2 for Sp3 (proximity effec), and curved describes copper resistance in the absence oNﬂS\boundary.R[LNlVLNZ](4.2 K)=1.59x10"8 Q (Spd,
9.36x10 8 Q (Sp2, 4.421x 106 Q (Sp3, and 2.04 10 ° Q (Sp4.

ing to experiments, its scale can also be macroscopic focerning the temperature dependence of the boundary resis-
macroscopic mean free paths. The conditiqrs>&y s of  tance(BR) and proximity effect imply that as we move from
pure limit required for manifestation of interaction of phase-T, towards lower temperatures, the resistance of the normal
coherent excitations in conductivityy s is the coherence metal can only decrease due to the BR and proximity effect
length in the normal metal in contact with the supercon-(excluding the singularity at the poif, itself; see below
ductor and in the superconductor respectiyeign also be Consequently, the increase Ry(T) upon cooling observed
realized easily for large mean free paths. by us(see Sec. 3)2directly indicates the presence and pre-
Let us write the temperature-dependent component Ofiominant contribution of a special mechanism of variation of
the resistance of the normal metal within mesoscopiGonguctivity of the normal metal in the region of mesoscopic
distances from theNS boundary T<T.) for an arbitrary  offects near theNS boundary. According to Eq.(1),
arrangement of a pair of probes relative to the boundary ir},l quantitative estimate of such a contributi@R[e{T)) can
the form be obtained by subtracting the contributions of the BR and
SRN(T) = 8Ry(T) + SRI(T) — SRIYT), 1) pro>_<imit¥ effect from the experimental results, which is_ es-
pecially important for the results of measurements with a
where SR,,(T) is the contribution from the boundary resis- pair of NS probe§Ly;;Lg] for which SR(T)> SR{°{(T) in
tance, SRY°{T) the mesoscopic contribution to the resis- the entire temperature range beldy. Calculations show
tance of the normal metal, associated with the presencéat for the results obtained witNN probes[L y;;Ly2] in-
of phase-coherent excitations near tN& boundary, and stalled beyond thé\S boundary,sR,(T) < SRy®{T) in the
SRY(T) the contribution from the proximity effect; the bar most part of the same temperature region excluding a narrow
indicated averaging. The most general considerations comegion in the immediate vicinity ofT, (~0.1T.). The
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boundary resistance and proximity effect will be calculatedogy of superconductors must be conserved under nonequilib-
below for the three-dimensiondlSsystems under investiga- rium conditions also: the current in the bulk of the supercon-
tion. ductor must be zero in the direction perpendicular toNis
boundary beyond the Meissner layer, although the total cur-
rentalongthis boundary is determined by the mechanism of
It was noted long agothat the temperature behavior of transformation of the normal current to supercurrent sup-
the resistance of a system formed by a normal metal and gressing the initial current, which is manifested in the form
type | superconductor does not correlate with the form ofof boundaryresistance rather thaexcess resistance on the
temperature dependences of the resistances of the individugitle of the superconductor
metals constituting the system at temperatures below the su- Boundary resistance can be calculated by using various
perconducting transition temperatuiie for the supercon- methods. We follow the method proposed by Bloneteal ®
ductor. In the absence of experimental data on threeand based on the thermodynamic approach in which only the
dimensional samples &{Ssystems for which any dimension jump in potentiaV is taken into account for a transition from
of the superconducting component is larger than the bulkhe normal metal to superconductor at the boundary between
mean free path typical of high-purity metaisicluding our  them in a region of widthl (Fig. 4¢. Although this approach
sampleg an opinion was subsequently formed concerningappears as speculative when applied to large-bBi®func-
the existence of a nonzero potential attenuating exponentialljons, its application can be justified by the ratio\oto the
towards the bulk of the superconductor in the direction perpotential difference in the normal part, whose value was
pendicular to theNSboundary even in type | superconductor 10—-1¢ for our samples. For this reason, while estimating
under stationary nonequilibrium conditions and for a finitethe BR, the distribution functiofiy(¢) (¢ is the energy mea-
gapA. It was assumed that the effect is observed at macrosyred from the Fermi levein the normal metal can be re-
scopic distancels of the order of the root-mean-square elas-garded as an equilibrium function to a high degree of accu-
tic and inelastic mean free path in the superconductor anghcy. In this case, the value of BR is determined only by the
exceeding considerably the characteristic scale of variatioprobabilities of intersection of th&lS boundary by excita-
of the order parametef(T) in the Ginzburg—Landau theory tions with different energies under nonequilibrium condi-
(Fig. 4a. This led to the concept of boundary resistance asions emerging as a result of passage of cur(ansimilar
the resistive contribution of the superconducting layer ex-approach was used, for example, by Hardétgl.”).
tended over the distandg from the NS boundary in the We shall first assume that the superconductor is in the
indicated direction. Our experimental results ®8&probes normal state. In this case, the unified electrochemical poten-
(curves? In Fig. 1) did not confirm this opinionno potential  tial of the system in thermal equilibrium does not possess a
difference is observed in the superconductor in threespatial gradient in view of electroneutrality and is constant
dimensional samples in a direction perpendicular to the NSover the coordinate. When an external source of electrostatic
boundary even at distances from the boundary of the ordefield is connected to opposite ends of the bimetallic system,
of the elastic mean free patfihese results are in complete so that its thermodynamic equilibrium is violated, the elec-
accord with the remark made in Ref. 5 that the phenomenoltrochemical potential of the system is not constant any

4.1. Excess boundary resistance and proximity effect
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longer, so that the voltages measured with a pair of probes atetal junction, leading to the formation of a Schottky bar-
any region of the system will be a measure of the differenceier. The possibility of the emergence of such a barrier in the
between local electrochemical potentials at correspondingase of a normal metal—superconductor system is ensured by
test points. We shall assume that field are small enough tthe magnitude of the correction to the field corresponding to
leave the density of states unchanged at any point includinthe variation of the ground-state ener@) of the supercon-
the contact region since we were dealing with exactly suclductor: at atomic distances, energies of the order of
fields. As one of the metals in the system goes over to th&?(0)/eg correspond to the field strength of the order of tens
superconducting state, the gradient of electrochemical potev/cm, which is quite sufficient for the formation of a poten-
tial of this metal beyond the Meissner layer must vanish fortial barrier of the Schottky type, which cannot be disregarded
any finite value of the order parameter in accordance with thén large-area junctions with a low distributed resistance in
electrodynamics of type | superconductors. spite of a comparatively low barrier height.

It is well known that the constancy of electrochemical Thus, in addition to other barriers at the&Sboundary in
potential over the coordinate in a superconductor followshimetallic NS systems with a large contact area, it is also
from the London equatidn reasonable to take into account an energy barrier of the
Schottky type with the height

Jt m 2

ovg € vg

—=—E—grad ¥+ —|, (2) 1
|A<D|5(x)=§Nn(sF)A2(T), (6)

wherevy is the velocity of the superfluid component of cur-

rent, E the electric field strengthm¥ the thermodynamic Whered(x) is the delta-function reflecting the barrier local-

potential per electron, which is a function of concentrationgzation at the boundaryx(is the coordinate along the figld

of the normal 6— ny) and superconductinqn() electrons We shall follow further the computational method devel-

is the total electron concentratipmomentum of the system, oped by Blondeet al® and based on the probabilistic ratios

and temperature, the time, ande andm electron charge and for quasiparticle states in the formalism of the Bogoliubov

mass. According t@2), the stationary mode of current flow €quation and the boundary conditions of Andreev’s and nor-

in the superconductor, which is determined by the constancinal reflection at theNS boundary. For a nonequilibrium

of electrochemical potential mode of current flow, the “probabilistic” current through
) the NS boundary must obviously meet the ordinary require-
m¥ + 3muv 2+ ed = const=n/ng) 3 ment
(® is the electrostatic potentjabf intensity (1/2Vv?2 sets in A(e)+B(g)+C(e)+D(e)=1, (7)

due to the mutual compensation of gradients of the concen- o .
tration of the normal and superconducting electrons: whereA, B, C, andD are the probabilities of filling the
corresponding branches of quasiparticle spectrum in the nor-

V(n¥)=—3V(nw?). (4 mal (A,B) and superconductingQ,D) half-spaces. After
the mutually consistent determination of these probabilities
from the conservation laws and electroneutrality condition in
accordance with(7), the calculation of total current in the

Boe 1ng 2 A? nonequilibrium region I(y ¢+ 15) containing the boundary
&Pe= EFmUSME becomes independent of the choice of the half-space in
which it is carried out.

For example, the expression for current calculated on the
€Side of the normal half-space within the ballistic distance
from the NSjunctions and depending only on the probabili-

A2 ties of Andreev’'s A) and ordinary B) reflection of indi-

Es—&p=— ENn(SF)M“; (5 vidual quasiparticles in the absence of supercurrent can be

written in the form
(e, andN,(eg) are the energy and density of states of the

The energy corresponding to these fieldsroth approxima-
tion of the Bernoulli potentialnearT, is given by

(e is the Fermi energy’ ! This is just the quantity by
which the ground-state energy of the normal metal chang
upon its transition to the superconducting state:

metal in the normal state, arg is the energy of the metal in Jys= ZNn(ep)evFJM[fo(s— ev)
the superconducting stae. —
Thus, condition(3) in the superconductor at an arbitrary fo(e)][1+A(e)—B(e)]de ®)
—f, _ '

temperature must be satisfied due to the temperature varia-
tion of the level of its electrochemical potential in accor- wherevg is the Fermi velocity and,(s —eV) is the distri-
dance with formula5). It is well known that a variation of bution function in the boundary region of the normal metal
chemical potential of one of the metals in contact leads avhose potential experiences a juigsee Fig. 4cat theNS
change in the initial level of the contact potential difference.boundary(it should be recalled that this method of calcula-
This circumstance was noted earlier during the study of Bertion is valid only in the approximatioN'>V,, whereV is
noulli’'s effect’*14Since the field in the junction experiences the potential difference in the boundary region of the normal
a jump, the emerging correction to the contact potential difmeta). For eV<kgT observed in experiments with pure
ference is concentrated in the junction. In this case, we havmetals, the first factor in the integrand(®) can be replaced
complete analogy with the situation with a semiconductor-by (eV)(—dfy/de). The second integrand is referred to as
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the “current transmission coefficientK; which, according contribution of nonequilibrium region of the superconductor,
to Blonderet al.® is a function ofA, ¢, andz, wherez the  the results of our experiments proved that the real change in
potential barrier height in the dimensionless normalizationthe potential along« corresponding to the boundary resis-
z=kgH/2e. Herekg is the Fermi wave vectotl the re-  tance can be fixed only in the normal half-space at distances
pulsive potential localized at the boundary, e|g$| from  of the order of elastic mean free pattroonequilibrium re-
formula (6). At T=0, we have|A®|~10 3K.cm which  gion on the ballistic sca)ei.e., incommensurately smaller

corresponds ta=1 for the copper—tin pair. than the predicted size of the region of nonequilibrium
The calculation of8) leads to the following most typical charge in the superconductgfig. 40.
results. The contribution of theNS boundary to limitation of

In the normal state of the superconductdé&(T,), inthe  current in the system can be regarded as a result of reflection
absence of Andreev’s reflectioA=0, KJ-=(1+22)‘1 (see of a certain electron flow from the boundary to the bulk of
Ref. 6 for detaily and the normal metal in the direction opposite to that of the ini-
tial current. Consequently, we can expect that this contribu-

Ins=Inn=2Nn(ep)€0V(1+2°) ) fion is also reflected in the resistance of the normal metal

In the region nearT,, T<T. and A/kgT—0, Kj(e at distancesLy from the boundary with a weight
<A)—0,K;(e>A)—(1+2%) "1, and exp(—Ly/Ine) (Ly is the distance between tiNS boundary

3 cel a9t 1 and the corresponding measuring prpbe

ﬁﬁf (_ _0) K.de=— Formally, the decrease in current in the presence of the

I Ja dge | T2 NSboundary can be presented in the form

i.e., for a transition to temperatures beldy, the boundary I =1o= 1o refs (12)
resistanceR,=V/lys (Ins=JInsS, Where S is the cross- , .
sectional area of the boundaipcreases jumpwise by a fac- wherel ¢ is the flux of particles reflected from the bound-
tor of two ary in the immediate vicinity from itfor x=0), which can
At low temperatures, in the limkgT/A—0 andz>1, be dete_rmm_ed from conditiofL1). .
Ki(e>A)—0, Kj(s<A)Hz‘2[1+(s/A)2] and _ Taking into account th_e e_xponerjual r_1ature of attenua-
tion of the current (T) with increasing distance from the
JLS_ fﬁ ( B @ K boundary, we can write the following expression for the re-
JNN - — o0 de

eA/ksT keT 2
(T) - (10 gion of normal half-space with the coordinatealong the

jde~ T aamT +

current:
The boundary resistance decreases upon cooling to its value
in the normal state of the superconductor. lred T X) = a(X)1o,ef T);
The limit of applicability of approximation(8) for I el
samples with a large area of th&Sjunction follows directly a(X)= 1—ex4 - —].

from (9). Forz=0, formula(9) can be reduced to the expres-
sion | ys= JnsS=V/Ry, which leads to the existendeven in  As a result, the local value of current in the normal half-
the absence of a barrjeof a certain finite boundary resis- space in the region of a probe located at the distanftem
tanceR, with voltageV across it, which is higher than the the boundary decreases to

potential difference in the boundary layer of the normal (T o) = o | T

metal. Since the currerny,s increases with the contact area, b (TX)=lo=a(X)lore(T),

the value ofR; is obviously limited by the value of resis- which corresponds to an increase in the resistance of the
tance Ry, of the layer of the normal metaR} =Ry[1  normal metal in this region.

+ Ry /Ryol, which leads to the condition restricting current In actual practice, the effectiveverageyl resistanceR
to the preset levelly: is measured. In the region confined between a pair of probes,
1 1 1 its value exceeds the initial valu®, by a factor of
* = —+4+ — . (11) _
I5 1o Ins R lo | IXiI*T d
. . oy —~ ———=y(X;—X ,X)dx
The physical meaning of expressi@8) in contrast to Ro Iu(T,x) oXi =) 0 o (1)

that of the boundary resistance in other theories is that it

associates the excess resistance of the region NEmystem XKy -t [0 ref

with a boundary mainly with the type of conductivity of the _fo Ip (T.x)dx| =7 1- I 1-(x

boundary itself. It should be recalled that the initial

assumption of the computational model used by us is INES In el -1

the assumption on complete compensation of the field —Xg) 1L exp — y dx (13
k

Eq=[2eNl(ef)| 'Va, transported to the superconductor by
excitations with energy>A and the total nonequilibrium (i andk correspond to different probes in the pakor a pair
chargeq by the gradient of the chemical potential of super-of probes withx; ,x,>0, Ry=Ry(T.), while for a pair with
conducting electronk,= —(1/e)Vug beyond the Meissner x;>0, x,<0 we haveRy=Ryg(T) - Rgz Ronst Rn(To),
layer in the direction normal to thBS boundary. In other whereRygis the resistance of the bimetallic system between
words, although the BR can be evaluated numerically as ththe probes embracing the boundaﬂg the value of the re-
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FIG. 5. Temperature dependences of the resistances of Cu—Sn systems in the temperatii€ Tarfge probeq Ly, ;Ls]: experimentcurvel, boundary
resistance calculated f@(T)#0 (curve 2), curve 3 (for Spl) and A (for Sp2 is the same witle=0, curve4 (for Spl) and O (for Sp2 is the boundary
resistance calculated according to the thedtfesnd curves describes the proximity effect.

sistance of the superconductor immediately before the tran- 1—exp(—A/kgT) E(T)
sition to the superconducting staR, the resistance of the |RR”(T,Xn)|=Ry —
) i 1+exp(—A/kgT) &5(T)+En(T)

normal region between the probes outside the boundary, and
Rons the residual resistance of a narrow contact region 1 (x
formed during the preparation of the bimetallic sample. The XN JO exl —x/én(T) Jdx. (14)
condition Ry Ry (0) was satisfied for all the samples in-
vestigated by us. As in the model of a “small-area channel,”The first two fractional factors are associated with the tem-
Rons is just the maximum resistance in the system atperature variation of the order parameter in the normal half-
T<T,. at which almost the entire voltagé applied to the space in the diffusion region of Cooper pairs, while the third
bimetallic sample and undergoing a jump as we go over tdactor is the result of averaging of the spatial distribution of
the superconducting half-space is concentr@iégl. 40. We  the order parameter in this region. If we take into account the
shall assume that the effect of barriers at the boundary ifact that the region of Andreev’s transformatigrhysicalNS
completely taken into account in the parameteso that the  boundary is a region of the size&y(T)+ &s(T), the inclu-
transmission coefficient for this layer is taken equal to unity.sion of the proximity effect in the forriL4) indicates that the

Expression(13) implies that the correction to the bound- displacement of the boundary between the purely normal re-
ary resistance in the normal state of the superconductor hagon and the ‘NSregion,” i.e., the change in the size of the
the maximum value folf — T, when only the normal reflec- normal region confined between tNeprobe and the normal
tion takes placel( —1o) and tends to zero in the case of region boundary, is taken into account.

total Andreev’s reflection Ig .—0). The arrangement of Attempts made to describe the temperature dependences
probes relative to the boundary and one another is taken intRyg(T) of the samples under investigation using the conclu-
account by the expression in the second bracketd3n sions of the theory of boundary resistance revealed notice-

It can easily be verified that the contribution of tN&  able systematic discrepancy between the experimental and
boundary to the resistance of the system considered abovkeoretical data for BR. This follows from a comparison of
must be noticeable if at least one of the probes is separatemlirvesl and2 in Fig. 5, where the regions of curvésfrom
from the boundary by a distance of the order of a few mearFig. 1 in the temperature range beldw are shown on a
free paths. For large values b ¢, this distance becomes magnified scale for each of the samples Sp1-Sp3. The dis-
macroscopically large, the magnitude of the effect increasingrepancy persists for any theory used for the boundary resis-
in the presence of additional barriers at the boundary. tance. Curve in Fig. 5 are calculated in accordance with

Along with the change in the resistance of the normalformula (13) taking into account the temperature-dependent
half-space considered above, strictly speaking, we must takeontribution of theNS Schottky barrierz(T). Besides, the
into account a slight decrease in the same resistance upwoesults of calculations of the boundary resistance for samples
cooling belowT. due to the “expansion” of thiNSbound-  Spl and Sp2 disregarding this contribution are also presented
ary associated with the proximity effect, especially in the(curve3 for Spl and triangles for Spas well as the results
case when a pair of probes embracesN&boundary, and of calculation of the same quantity on the basis of the
the normal probe is separated from it by a distance commerArtemenko—Volkov—Zaitsev—Hsiang—Clarke thebty
surate with the coherence lengdfy. Estimating the current (curve4 for Spl and circles for Sp2and the contribution of
in the perturbed layer of the normal metal on the basis of th¢he proximity effect in the normal region of sample Sp1 cal-
microscopic theory of the effe¢t,we find that this contribu- culated by formula14) (curve5, circles.
tion to the resistance of the normal half-space belfor The coefficients for calculating the BR curves were de-
the superconductor must be of the order of termined by the universal method from the normalization to
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FIG. 6. Temperature dependence of the correction of the resistance of the normal(@uetebrresponding to the mesoscopic effect associated with the
difference in the efficiencies of scattering of normal electrons and holes undergoing Andreev’s reflection at impurities located within the ballistic mean free
path from theNSboundary:NScurves are calculated on the basis of experimental dathl$grobes[Ly,;Ls], NN curves are calculated for Spl and Sp2

on the basis of data obtained by usiNiyl probeg[ Ly ;Ly2] (the same as curvessfor Spl and Sp2 in Fig. 3. Solid curves correspond to the théorynula

(17), and mark the temperature dependence of the resistance of the copper single crystal used in the samples.

the valuesR,(T,) calculated from the conditioaR,(T,)l,  sured by the same pair of probesTat T, for samples Spl
=Ry, of continuity of the potential at the boundary at and Sp2 in units 0BRyn(T). Temperature dependences of
T=T.,. BR (curves2) were calculated by formulél3). The contri-

A comparison of experimental and theoretical curves fofbution of the proximity effect for the investigated values of
probes embracing theSboundary(Fig. 5) leads to the con- Ln2 for all the samples does not exceed its contribution for
clusion that the inclusion of the well-known effects changingsample Sp3 shown in the same figuoeirve 3). It can be
the conduction of thélSsystem, such as the boundary resis-Seen that the theoretical curves for samples Sp1 and Sp2
tance(irrespective of the method of its estimatjoand the ~ are similar to the experimental curvéexcept in the narrow
proximity effect is insufficient for describing the actual tem- temperature region ned . A distinguishing feature of these
perature behavior of the resistance of three-dimensibigal samples is that the values bf; for them is of the order of
systems with long mean free paths bel®y, indicating the  (for Sp2 or even smaller thatfor Sp) the ballistic(elastio
presence of additional mechanisms of conductivity associmean free path, while the valuesla§, remain much smaller
ated with theNSboundary in such systems. Figure 5 showsthan the inelastic mean free path.
that the contributions of the BR and proximity effect are ~ The results of measurements with the propieg, ;L .]
small over a considerably large temperature region for théor sample Sp4 are presented in the form in which they were
geometry of the arrangement of probes under consideratio@btained(without subtracting BR
The absolute value of the above-mentioned contributions for ~ CurvesNSin Fig. 6 show the results of the same opera-
NN probes in the same temperature region is still Sma”efion of subtraction for the results of measurements with the
(see curve® (BR) for Sp1-Sp3 and curv@ (proximity ef- ~ probes[Ly;;Ls] for samples Sp1-Sp3, whilbiN curves
fect) for Sp3 in Fig. 3. Thus, we have all grounds to assume correspond to measurements with the probeg;;Ly2]
that the temperature region far away frdmis the region of ~ (similar to curves3 in Fig. 3 for Sp1 and Sp2While calcu-
manifestation of mesoscopic effects analyzed below. Howlating NScurves, we took into account the fact that
ever, it is just the jump in the boundary resistance near
that explains the astonishingly sharp increase in the resis-  SRT®(T)=6RM ()= sR-NLS(T)[1+9]7L,  (15)
tance of the normal metal measured wWith probes after the
transition of the metal in contact to the superconductingynere y= RLvaLs/RI(-:ldlvo(Tc) (yspi=17; Yspr=1.1% 10%

ONS
state. Yepi=41.3).
For sample Sp3 with the largest valuelg§,, the con-

4.2. Conductivity in the presence of phase-coherent tribution of the BR as well as of the proximity effect to the
excitations resistance of the regiofly;;Ln,] is negligibly small(see

The hypothesis resulting from the data obtained withFig. 3.
probes embracing thBIS boundary were confirmed in ex- A comparison of the data presented in Figs. 3, 5, and 6
periments on the resistance of the normal metal with th&hows that in spite of the apparent difference in the form of
probes| Ly ;Lyz] installed only in the normal region at me- temperature dependences of resistance measured with the
soscopic distances from ti¢Sboundary. probes arranged in different ways relative to 8 bound-
ary in a bimetallic sample, a general regularity in the behav-
ior of the resistance of normal regions adjoining tN&

Curves3 in Fig. 3 show the results of subtraction of the boundary and having a mesoscopic size is revealed when
boundary resistancé&urves?) from the experimental data accompanying effects are taken into account, i.e., the pres-
(curve 1) normalized from the values of the resistance meaence of a contribution to resistance with a temperature de-

4.2.1. Ballistic scale
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pendence closely related to the temperature dependence of For a pair of probe$Ly;;Ln2](Lne 2> 1ne), We have
the gap in the superconductor in contact. SRAN"

The existence of effects such as the increase in the re- baitye  F(T) fLNZEZ ( InLnz/Lna)
sistance of a layer of the normal metal contacting the super-  R_ ., Ln2—Lns L Lno— Lyt
conductor and having a thickness of the order of the thermal
lengthAt~7%vg/kgT or the increase in the conduction of a = an-nF(T). (18
layer of thickness of the order of the inelastic mean free path  The approximationL y; >y ¢=\7 of the theory is

upon cooling belowT; was predicted in Refs. 15 and 16 ygjid for both values of.y for sample Sp2 and the value of
respectively. Among other things, it was proved in Ref. 15| . for sample Sp3. Solid curves in Fig. 6 are calculated by
and later in Ref. 17 that the mesoscopic correc#®{°{T)  formulas(17) and (18) for Sp2 withly ¢=10um and(17)
to the normal resistandsubsequently referred to @R\"" for Sp3 withly ¢=20um, while the symbols correspond to
leading to an increase in the metal resistance upon coolingxperimental data.
within ballistic distances from thSboundary can be due to In the case when a probe is separated from N
the increase in the cross section of electron scattering blgoundary by a distance smaller than the ballistic patg (
impurities during multiple interaction of phase-coherent<| ), the estimates oRy(Ly), and hence of the coeffi-
electron and Andreev excitations with impurities and withcients @ can only be approximate. We shall assume that
the NSboundary. The calculations made in the publicationsRy(Ly)~(Ly/Ine) Ru(Ine)s SO thatey~Ly/2 and ay_y
mentioned above give doubled value of this cross secltYion. ~(Iy.e/Ln)— 1. The temperature dependenaﬁaﬁ:“:r/RLN

We shall use the resuilts obtained by Kadigroval:"  ang srfnr /R, .\ . calculated with these coefficients
who obtained the solution of kinetic equation for the Iatterfor sam Nlle 52 1 Wit~ =20 um are also shown in Fia. 6
case in order to present the expected temperature dependence P P N.el K g

of the resistance of a layer of the metal at a mesosco igy solid curves.
Y P Thus, it can be seen that the theory of scattering of

d|stan_ce from theNS boundary and to compare_lt with the .phase-coherent excitations at ballistic distance fromNBe
experimentally observed dependence. According to Kadii

grobov et al,” the relative increase in the resistance of aboundary considered above is confirmed both qualitatively

layer of thicknesd.y measured from thé&S boundary and and quantitatively in our experiments.
having a resistancBy prior to the formation of this bound-
ary must be equal to

L1

4.2.2. Phase coherence length scale

Andr A quite different behavior of resistance is observed in
SR\ _ 'N_,el{ ! (16) the region of the normal metal of sample Sp3 bounded by the
Ry Ly ' probe separated from the boundary by a distdnggof the

where{T} is the effective probability of electron scattering gffg\?géggﬂ;g‘g;f‘fé;%#Ng;##é: Ig,é?{lvand fo;nsdarl_nple
dﬂﬁh N2

by a layer of thickness of the order of “coherence lengiy” L.~5 in other tw ts has th |
taking into account Andreev reflection and the conditions( N~ N'.e') N other two measurements has the same scale
~In.inet With nonzero current components along these direc-

M=<Ipn o<Ly. The quantity{T,} can be obtaineéd by inte- . el .
T Nel=mN g Tl y tions in view of the small cross section of current legskse

gratingT,=%uve/ely ¢, Viz., the probability that the particle . . N
is scattered by impurity and reflected as an Andreev particlg aple ). The results obtained for these geometr'lcal S|tuat|9ns
indicate the emergence of another mesoscopic conductivity

with ener the energy is measured from the Fermi lgyel . _ _
aye ( gy ¢ mechanism reducing the resistance of the normal metal on

making a contribution to the resistance over the ledgtl), th le of inelasti p h i der th
in the entire energy range from the minimum eneegy, e;g_ae ohlne ?hs Ic mef;n ree pi _up(?n ((j:oo !ngtun erf €
=five/ly e to the maximum energy of the order of the gap SONCON When thiS mechanism obviously dominates as for

' Sp4 sample with probes separated by distances of the order

energyA(T): .. - .
gyA(T) of the ballistic mean free pattecurvel in Fig. 3), or remains
A(T) afg in fact the only mechanism in the case when the contribution
{To}= Foe iy g T s Tpde. from all other mechanisms changing the conductivity of the
,€

metal is negligibly small as in the case of sample Sp3 and its
Integration to within the second approximation gives theprobel \, (NN curve in Fig. 6. The results obtained for the

following analytic result for the correction to the resistanceprobes[Ly;;Ly,] in sample Sp2, for whic®RA""/Ry has

of the layer under investigation as a function of temperaturethe lowest valugonly 4%; see Fig. bapparently reflect the

intermediate situation.

Andr
ORy = l A Ay el , | tank(A(T)/2T) The existence of such a mesoscopic conductivity mecha-
1+In ) ! Y )
Rv 2Ly TAT A(T)/2T nism was predicted by van Wees al!® on the basis of the
tanh\1/2ly o)] 1[[A(T)\? assumption concerning the interference of phase-coherent
- o Nel }— —[( ) excitations on trajectories formed as a result of multiple co-
Ml2ly el 6L\ 2T herent reflections at thHS boundary and having the relax-
R ation (diffusion) length A 4= (AD/kgT)Y? of the order of
- (m) ] =anF(T), (17)  the inelastic mean free path. It is assumed that the interaction
,€

of excitations with impurities on these trajectories is elastic
whereay=L\/2. without a loss in the phase memory. Van Weztsl ob-
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tained an expression for differential conductivity of the
boundary region in the normal metal, from which it follows
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with |y ine1, bUt in a direction orthogonal t8) and in sample
Sp3 with a pair of probed_y;;Ls] (NScurve in Fig. 6. For

that the correction to the resistance in this mesoscopic region~1, i1, When, conversely, the contributi¢hé) is negli-

can be presented in the form

SRETTIR(TO~~ 115

(19

for

5= El P(m)I(m,Z(T),AlkgT), (20)

=
wherem is the number of reflections of phase-coherent ex
citations at theNSboundary, andP(m) the fraction of inter-
ference trajectories with such reflectiotghich will be
henceforth referred to aw-trajectorie$ reaching the bound-
ary of the equilibrium region located within the inelastic
mean free path from theSboundary, i.e., relaxing along
over a distance- |y ipe:

1-T, (m=0)

PM=1121-1,)m 1 (m20)

(21)
Here Ty~ e/l n,inel iS the probability of traversing the dis-
tancely inel DY an electron reflected from theS boundary
provided that the transverse dimension of M@junction is
not smaller than this scale, anfim,Z(T),(A/kgT)] is the

gibly small, the correction to the resistance of a layer of
metal of the order ofy i, must behave in accordance with
(19). In particular, sinceTy~1p o/l ine<1, P(T)xT5cT®

in the temperature range (0.8T.—T.) in which the prob-
ability of Andreev reflection is small, and the maximum con-
tribution to current comes from trajectories with small values
of m, while the value ofl[m,Z(T),(A/kgT)] increases ex-
ponentially upon coolingsee formula10)). In this connec-
tion, we could expect that both dependenBg¢3) andI(T)
‘compensate each other significantly in this temperature
range. At lower temperatures, whgm,Z(T),(A/kgT)] at-
tains saturation and the contribution framtrajectories with
large m increases, the temperature dependefiRR(T)~
—3(T)+2%T) is mainly determined by the temperature
dependenc@(T)oc(l—Tp)m‘l, which corresponds to a de-
crease iRY°{T) upon cooling for% (T)< 1. This situation

is observed most clearly in the results obtained for the probes
[Ln1;Ln2] in sample Sp4 with a large area of the NS junc-
tion and nonzero components of the fiédalong all three
dimensions of the normal region due to incommensurate ar-
eas of current leads and sample cross sedsee the con-
figuration in Table ). Since the value of in this sample
alongE, is of the order ofly ¢, both effects(16) and (19))

quantity reflecting the temperature-dependent mean contribug,ouid generally be added in this situation. Then we obtain

tion to the current from a charge on thetrajectory in the
presence of a barrier of height at the NS boundary(this
guantity has the same meaning as the integran@)impon
the substitutionA—A(m) and B—B(m)). Van Wees
et al1® considered the limiting case bfT=0). The form of
the temperature dependenbfl) is similar to that of the
temperature dependence of expresgit) corresponding to
m=1. A decrease in temperature “shifts” the boundary of
the equilibrium region from thé\S junction and increases

the number of excitations undergoing Andreev reflection due

to the temperature dependence of the gap. Thus, the cont
bution to the current from trajectories elevating the conduc
tivity of a metal layer of the order of the inelastie.g.,

the following temperature dependence of the correction to
resistance at temperatureq0.7—-0.8);. and below:

SRn(T)
Rn(Te)

Ar/Ly, O.8T.<T<T,
(A/Ly) = S(T)+33(T)=K, T}

—Kp(1-DT3)M 14+ K5(1-DT3)2m1),
T<0.7T,

: (22
ri-

electron—phonommean free path increases effectively due to

multiple coherent reflections of electrons at th8boundary

(K, is a constant which satisfactorily corresponds to the

and interference of phase-coherent excitations on these treesults obtained for sample Sggdurve 1 in Fig. 3) with a

jectories(the weight ofm-trajectories with large values of
increases: the value &f from (21) increases upon cooling at
T~A and upon a decreaseTi at the expense of the second
factor).

Although the calculation by formulél9) can be carried

peak near (0.7-0.8)., m=100, andK,=2.

A somewhat different behavior which can also be easily
explained is observed for a pair of probfsy;;Ly2] in
sample Sp3. The characteristic sizef contact cross section
in sample Sp3 is commensurate wlif, so that the prob-

out only by using a numerical method in the random walkability of passage ofn-trajectories to the equilibrium region
model, the qualitative pattern is obvious. The contribution ofalong E should be reduced to a value of the orderTg{1

the mechanism in question to the change in the conductivit

y-In.e/T) under the assumption of diffusive scattering at the

must be negligibly small for measurements with the probedateral faces in the normal region near the contétoe con-

Ln pan installed at a ballistic distance from the boundary
(Ln,pair~ v er<!In,ined (contribution(19) decreases by a fac-
tor of I inei/Ln.par) @S compared to contributiofi6). This

figuration of sample Sp@ee Table)lensured the fulfillment
of the conditionr>Iy ¢ at distances from the contact ex-
ceedingly ). This noticeably suppresses the temperature

situation corresponds to the conditions of measurements wittlependencé& (T) in the region below 0.8, without affect-

all combinations of pairs of probes in samples Spl and Sp
(see Table | antN andNScurves in Fig. 6, although one of

fhg, however, the general tendency in the behavior of the
effect following from formula(22), which is probably mani-

the transverse dimensions of sample Sp2 is commensuratested in the sample under investigatieoarveNN in Fig. 6).
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5. CONCLUSION The authors are grateful to A. M. Kadigrobov and A. N.

Thus, we can conclude that the conditions for a macro-ome'I yanchuk for fruitful discussions.

scopic manifestation of some quantum-mechanical phenom-
ena are created iINSbimetallic systems investigated by us,
including
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The temperature dependence of the surface resistance of overdoped YBCO films is studied
experimentally. It is shown that the observed unusual behavior of the surface resistance can be
described within the framework of spin-flip scattering of carriers, which leads to pair-

breaking and the emergence of the gapless state19€9 American Institute of Physics.
[S1063-777X99)00405-3

The interest towards the investigation of physical prop-theoretical models. A new concept for the emergence of mi-
erties of HTSC films in a microwave field is associated withcrowave losses in HTSC compounds based on breaking of
the possibility of their potential application in radioelectronic superconducting electron pairs as a result of spin-flip scatter-
devices. Above all, this concerns the development of passiviag at magnetic impurities is proposgd.
elements in mobile, cellular, and satellite communication. A
high value of the residual resistance at low temperatures angl ExpPERIMENTAL RESULTS
a strong field dependence of the impedance even for rela- ] ] )
tively low values of the incident radiation intensity are the We used the dc_magnetron sputtering technique to o_btaln
main factors obstructing immediate practical application onBaZ_Cu3O7—fS films in an_elevated pressure of the working
these elements. gas in the chamber. This was done in order to _reduce the

In spite of the fact that a large number of works havefaﬁceCt of bombqrdment of the.substrate by n_egat.|ve oxygen
been devoted to the study of microwave losses in HTSCONS and to av0|_d backs_puttenng of the growing film Iayerg.
compounds, the physical nature of this phenomenon contin- The sputtering device was t?asgd on the commercial
ues to defy a complete understanding. Among the apgomplgx VUP-5M. Pressed ceramic disks ofdllameter 58 mm

and thickness 5 mm made of YRB21,0;_ 5 of stoichiometric

proaches used for describing the unusual behavior of the sur- o
. . composition were used as targets. For a better thermal con-
face impedanc&(H,T,w), the following two are the most

id d. The first is based on th s ab tttact with cooled cathode, the target was soldered to the cath-
widespread. The Tirst one IS based on the concepts ab gu %%Ie by using Wood'’s alloy. Standard magnetrons comprising
dy2_y2 Symmetry of the superconducting order parameter. . gevice VUP-5M were used for sputtering. Sputtering of
In the second case, the HTSC materials are treated as SBg \as carried out under a pressure of 23 Torr, a cathode
tially nonhomogeneous superconductors with weak links be\'/oltage 300-350 V, and in a plasma current of about 20 mA.
tween_ crystallite§® or with a nonsuperconducting thin layer The separation between the target and the substrate was
at their surfacé. _ 8—10 mm. The substrate temperature during film deposition
However, a strong effect of the oxygen concentration onyas 720-750 °C. The substrate was made of monocrystalline
the form of temperatgre dependenge of the sulrface resistanegTio, with a working surfacé100). The average deposition
Ry(T) was observed in many experimefifiin this case, the  rate was 0.1-0.5 nm/min. Unlike the case of magnetron sput-
mechanism of microwave losses cannot be explained in th@gring of HTSC films, where a mixture of argon and oxygen
framework of the weak-link model, or d-wave pairing. The was used as the working gas, we used pure oxygen for film
perfection of crystal structure of HTSC compounds is detergeposition. The investigated films had a thickness of 100—
mined by the mechanisms of nucleation and growth, while;20 nm.
the type of symmetry of the order parameter must remain  X-ray diffraction studies revealed that all the obtained
unchanged over the entire concentration range of the supefitms had an excess oxygen concentratia0.04—0.05.
conducting state. The superconducting transition temperature of the ob-
In the present work, we describe the results of experitained samples wasT.=91K, the transition width
mental measurements of the temperature dependence of swT,=1-2K, and the room-temperature resistivity
face resistance for YB&uUO,_; films obtained by magne- p;o=200-250Qu()-cm (in the best samples
tron sputtering technique in an atmosphere of pure oxygen. The surface resistance of the obtained films was mea-
The Ry(T) dependence displays a number of peculiaritiessured by using the resonance technique withj; mode. In
which cannot be explained correctly by any of the existingthis method, film samples of diameter 8—10 mm replaced
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whereR, and é,, denote the surface resistance in the normal
state and the classical skin-depth respectively.

The temperature dependence of the magnetic field pen-
etration depth for the entire temperature range can be pre-
sented in integral form as follows:

NT)"?2=)(0)"2 1—2fx—ﬁLdE 3
A JE JEZ-AZ ’

(@]
£ where A(0) is the magnetic field penetration depth at zero
g temperatureA the energy gap, ant}: the Fermi function.

In this case, the surface resistance can be presented in

the form
2N (T)
Rs(T)=R; S ) (4)
n

while its temperature dependence is determined completely
by the temperature dependencelofFor the skin depth, we
obtain the expression

5n:(2pn//"0‘0)1/2- ©)

FIG. 1. Temr_)eraturg dependenceg of the.sgr'fé.,lce resistance for thrc?lee dC%‘:rn;riillililrﬁ)see\lll\l(hnegréhii fﬁgilgﬁeéqhﬂtrs]tegse Slr?t![i-ls

YBa,Cu:0,_ films with different residual resistivitiepy,~3.5m)-cm: ! :

(curvel), ~1.1 (curve2), ~0.1 (curve3), and~0 (curve4). case, the resistivity can be determined from the simple rela-
tion p,=R,d. However, it would be appropriate to use a
more rigorous expression by assuming that in this case we

one of the end faces of a cylindrical copper cavity. All mea-getermine, instead of surface resistivity, the bulk resistivity

surements were made at a frequency of 32.4 GHz. which takes into account the interference of the incident mi-
It can be seen from Fig. 1 that the cunRgT) have a  ¢crowave:

well-defined nhonmonotonic nature with a sharp minimum at

a temperature close . and a broad peak at lower tempera- Rn=(uowpn/2)*. (6)
tures. Such a behavior of the surface resistance is basically ) - .
different from the experimental dependences obtained fol €€ Ko iS the permeability of the vacuum, analis the

monocrystalline samplésnd most of the film&®By way of ~ Microwave radiation frequency.
an example, the dependendg,(T) is plotted for a In order to describe the temperature dependence of the
i S

YBa,CwO, , film with parameter 5=0.09, i.e., with a surface resistance with the help of E¢B) and (4), we use

chemical composition quite close to the optimal oxygen con(0) andA(0) as fitting parameters. All the remaining char-
centration. acteristics can be obtained from the experimental data. For

one of the investigated film&urve 3 in Fig. 1), the follow-

ing values were obtained with the help of formul& and

(6): p,=59.5uQ-cm, 5,=54um. Note that the obtained
The temperature dependence of the surface resistance value ofp,, is in good agreement with the results obtained by

a microwave field is usually described by the empirical rela-Jacobset al. for single crystals of YBgCu,0;_ 5.8

tion The solid curve in Fig. 2 shows the theoretical depen-

_ denceRg(T) obtained from formulag3) and (4) by com-

R(T)=Rea(T)* Rees, @ puter analysis taking into account the temperature depen-

whereRy(T) andRg(T) are the experimental and theoretical dence of the energy gap and the following values of fitting

surface resistance respectively, aRgs is the residual sur- parametersh(0)=140 nm,A(0)=2.1kgT..

face resistance associated with the presence of various de- The real part of the impedance can be presented in terms

fects and impurities in the sample. The quanfty(T) can  of the two-liquid model parametet$:

be obtained either in the BCS theory or by using the Gorter- )

Casimir two-liquid phenomenological model. Re(T) = 27w\ (T) L @
Near the superconducting transition temperature, we can st c? ng '’

use a local approximation of the BCS theory which does not

take into consideration the variation in the number of quasi¥¥heren, andng are the numbers of normal and supercon-

. . . ; H —1_ H
particles, and the expression for the surface impedance c4H/Cting electrons respectively, “=ve /1 is the frequency of
be written in the forn? electron collisionsy the electron velocity at the Fermi sur-

_ - o112 face, andl the electron mean free path. Naturally=n,
Zs=Ro{21/[1+i 65/2M(T) 7]}, (20 +nqis the total number of conduction electrons.

T,K

3. DISCUSSION OF RESULTS
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103« ' air for two weeks. It is hard to believe that such a low-
3 ‘ temperature treatment can lead to noticeable variations in the
f a® microstructure of the film. Hence it can be concluded that the
,' observed anomalies in the behavioRf T) shown in Fig. 1
< are probably not related to microstructural inhomogeneities
f and the formation of weak bonds.
T For the same reasons, the attempt to attribute the ob-
: served increase iRy(T) to d-wave mechanism of electron
E pairing seems to be quite controversial.The change in the
5 conditions of sample preparation can hardly lead to a change
] " ' NS in the type of symmetry of the superconducting order param-
40 50 60 70 80 SO 100 eter. On the other hand, an analysis of the temperature de-
T.K pendence of the surface resistance for monocrystalline

, YBa,Cu0,_ 5 samples based on thiewave pairing modél
FIG. 2. Temperature dependence of the surface resistance for a

YBa,Cuz0;_ s film with pg=100 n{)-cm: theoretical curves obtained in the shows a poor agreemgnt with the ex_pe”mental data'_
BCS theory(solid curve and in the two-liquid modeldashed curve(curve Apparently, the existence of residual surface resistance
1), the theoretical curve obtained for scattering of carriers at magnetic imin the superconducting state can be explained by the mecha-
purities with spin flip(curve 2), and the theoretical curve obtained for scat- nism of emergence of losses in a microwave field associated
tering of carriers at correlated magnetic impuritiearve 3). . . . .
with the interference of incident waves due to interface re-

flection proposed by some authdtsHowever, this mecha-
nism presumes a strong dependence of the effect on the geo-
metrical size of the samples, which is not observed in actual
practice.

Many experimental facts indicate that the residual sur-
face resistance and the temperature dependBgCE) are

10 |

Using the well-known empirical expression for the mag-
netic field penetration depth(T)=X\(0)(1—t* %2, which
is valid for temperature interval close ., we arrive at a
simple expression foR¢(T):

27wl t4 quite sensitive to the concentration of oxygen atoms in these
Rs(T)=—cz— A (0) 1=t (8 compounds. It is well known that the optimal concentration
of oxygen atoms in YB#u;0,_; corresponds ta5=0.08.
wheret=T/T,. The excess or deficiency of oxygen atoms can lead to pecu-

The electron velocity at the Fermi surface is determinedjyy variations in the electron properties of the material asso-
from the formulav g = kGBchol(o-l%)' assuming the coher-  ciated with the possibility of charge transport. The physical
ence lengthéo=2nm.” The electron mean free pathfor  ayre of this phenomenon is still unclear on account of an
these compounds is put equal to 5 Am. _ extreme complexity of the electronic structure of these com-

The dashed curve in Fig. 2 shows the theoretical deperbounds. It was shown by Koldit al'2that in YBaCuO,_
Qence R(T) _obtained from formula(8) for the magneti_c compounds overdoped with oxygéior 0.05< $<0.03), two
field penetration deptti\(0)=140nm and superconducting superconducting phases can emerge with critical tempera-

transition temperatur&. =88 K. It can be seen from the fig- e differing by just 2.5 K. According to Gusak&van
ure that both theoretical approaches lead to almost identic3l, .rease in oxygen concentration is accompanied by a

results which can be used to explain the decrease in Surfa?ﬁﬁange in the magnitude and sign of charge at tt# Po-
resistance at temperatures closé'to However, neither the  gjiion from —2.07 to 0.67, which must lead to the formation

BCS theory nor the Gorter—Casimir approximation can ex¢ ,ncompensated magnetic moments localized in the Ba—O

plain the sharp increase in resistance upon an increase nyer. The recently discovered phase separation efte,

temperature. ) for example, Ref. ican also lead to the formation of tiny
Many authorgsee, for example, Refs. 4)-&ssociate the spin-polarized clusters in compounds of this type.

emergence of a sharp peak on R&T) dependence with the Taking into consideration all that has been stated above,

microstructural inhomogeneity of the investigated objecthe can propose an entirely different explanation for the un-

and the existence of weak links, where superconductivi%sual behavior of th&,(T) dependence on the basis of the
may be suppressed or completely destroyed. As a rule, grail%llowing assumptionss

or twin boundaries are often treated as weak links. However,
a reliable experimental confirmation has not been obtainel) Two superconducting energy gaps, say, in Cu-O planes
so far showing the direct influence of the density of crystal and Cu—O chains, can appear in HTSC compounds.
defects on the observed effect. On the other hand, the peak However, other versions for the formation of the two-
on the Ry(T) curves may be observed in monocrystalline  phase superconducting state are also possible. At tem-
YBa,Cu;0,_ s samples as well as on films prepared by dif- peratures close td., a strong increase in the coherence
ferent methods and having various degrees of perfection of length and overlapping of the wave functions of super-
their microstructure. However, it was shown by Jacobs conducting electrons in adjacent planes and chains trans-
et al® that the above-mentioned peak on RgT) depen- form both gaps into a single gap which determines the
dence appears in YB&w0O,_; films prepared by nonaxial superconducting transition temperature of the com-
magnetron sputtering technique only after holding them in  pound. The overlapping of wave functions weakens
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[ N 7 Cu-O planes temperature to zero according to the simple law

e e e o _e e o_e CuOchains Nm(T)c Ny exp(—To/T), )
\ / \ 0 0

whereN o is the number of independent magnetic impurities
at high temperatured, the energy of impurity interaction
Spin-fiip scattering Ieadmg_to_ mag_n_et|c orderingr the correlation energy of
2e\?/ € with pair breaking; magnetic impuritiep
5 T <T<T o - Thus, a decrease in temperature may lead to the emer-
e gence of three successive processes in the superconducting
compound YBgaCu;0;_5, resulting in a considerable rear-
e Cu-0 planes rangement of the energy spectrum and affecting losses in the
microwave field. In the close proximity of., the entire
sample is in the phase-coherent state and begins to go over to
the superconducting state as a single entity. In this case, the

Noninteracting magnetic impurities
m

° ’0 . . ?o . o*o Cu-0O chains

Correlating magnetic impurities temperature behavior of the surface resistance can be de-
m Elasti ) scribed quite correctly by the BCS theory or the Gorter-
astic scattering .. L .
\Vv without pair breaking; Casimir two-liquid model as shown by the solid curve and
2e 2e T<T ax - dashed curvel in Fig. 2. Further decrease in temperature

must lead to the separation of superconducting energy gaps
fh Cu—0 planes and chains due to a sharp decrease in the
coherence length. Hence a situation may arise in which the
concentration of magnetic impurities that are invariably

) ] ] present in the compound exceeds the critical concentration
upon a decrease in temperat(tiee manifestation of the ¢, the superconducting component of electrons localized

proximity effect becomes less pronoungednd the be-  510ng the Cu—O chains. In this case, the spin-flip scattering
havior of the two gaps can be treated independently. o carriers results in the transition of a part of the sample to
(2) The excess or deficiency of oxygen atoms in the comype gapless superconducting state. Since this process is ac-
pound YBaCus0;_; can lead to the formation of mag- companied by breaking of superconducting electron pairs,
netic impurities. At high temperaturgslose toTc), the e temperature dependence of the surface resistance can be
magnetic impurities can be treated as independent cenrasented in a form inverse to formuid. Indeed, the num-
ters at which spin-flip scattering of carriers takesper of normal electrons in this case will increase with de-
place:"*"This process is accompanied by depairing of ;reasing temperature, while the number of superconducting
electrons due to the law of conservation of total spin, antyjectrons will decrease. Taking into account the temperature

Ieads9 150 the emergence of gapless SUDGTCOHdUCti”&ependence of the electron mean free daihd assuming

state. . that the magnetic field penetration depth varies weakly in the
(3) A decrease in temperature can lead to the enhancemepiynerature range in which we are interested, we calculated
of mte_ractlon between |mpur|t|es and atende_ncy towardspe theoretical dependenge(T) keeping in view the pair-
ordering of the magnetic subsystem. In this case, ¢ eaking of a part of the superconducting electrdase
spin-flip scattering of carriers becomes less probableg e in Fig. 2). It can be seen from the plot that the sharp
and the electron pair breaking effects becomeminimum observed experimentally on the(T) depen-
impossible? Ordering of magnetic impurities may be of dence(see Fig. 1 may be described by the given model
the type of phase transition at the final temperature, or ofyithout the introduction of any additional fitting parameters.
continuous type with a transition to the spin-glass stateypqn 4 further decrease in temperature, the resulting corre-
It can be hoped that the mechanism of formation of Magyaion hetween magnetic impurities leads to a termination of
netic order in cuprates will not differ significantly from ¢ gpin-flip scattering of electrons and to a restoration of the
that proposed for doped manganites which became quitg serconducting energy gap along the Cu—O chains. In this
popular after t?gezodlscovew of “giant magnetoresis- case. the expression for the temperature dependence of sur-
tance” in them=“" For example, such a mechanism f5ce resistance must contain two cofactors, viz., the tempera-
may emerge owing to indirect anisotropic exchangey,re dependence of the number of the normal and supercon-
through oxygen orbitals. ducting electrons, which can again be expressed in terms of
The situation described above is presented schematically fite BCS theory2) and(3) or the Gorter—Casimir mod¢T),
Fig. 3. and the probability of existence of independent magnetic im-
In this work, we do not specify the physical nature of purities described by formuled):
magnetic ordering, but rather assume that the magnetic sub- 4
system may exist in two states, viz., high-temperature non- Rg(T)~Rgexp —Ty/T) 1
correlated statdin which the impurities can be treated as
independent and the low-temperature correlated state  whereR; is a constant parameter which can be determined
which magnetic ordering sets)inin this case, the number from formulas(7) and (9), and R; is the residual surface
N, of noncorrelated magnetic impurities will decrease withresistance.

FIG. 3. Schematic diagram for scattering of charge carriers at magneti
impurities with and without spin flip.

+Ry, (10)
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A completely asymmetriS;NS, junction with different Fermi surfaces in the layers is

considered. The transfer matrix is constructed, and the spectrum of localized states is obtained.
The weakening of the phase dependence with increasing difference in the Fermi momenta

in the layers is of a slow power type. @999 American Institute of Physics.
[S1063-777X%9900505-9

It is well known that the formation of discrete Andreev’'s small change in the quasiparticle momentuik~keA/w,
levels is the main mechanism determining the phase depemhereu is the Fermi energy, ordinary reflection of quasipar-
dence of superconducting current flowing through $4S ticles at the boundary between metals occurs with a large
junction under the conditions of stationary Josephsorchange of momentundk~kg. This scattering channel is
effect!> always present in actual systems, and we must take it into

The spectrum of the junction is usually determined fromaccount in order to describe completely the phase depen-
an analysis of the one-dimensional scattering problem bylence of current. We shall prove that the dependence of the
joining solutions for three regions with piecewise-constantenergy of Andreev states on the coherent phase difference
values of physical parameters. Starting from the fundamentdlisappears smoothly with increasing difference in the Fermi
work by A. F. AndreeV it is assumed that the values of the momenta in the layers. It follows hence that the phase-
Fermi momentum componenks. normal to the interfaces dependent contribution to the superconducting current

between the media are the same for all waves participating iWroughfsuch j_unclfci%n_s iSI ptrqportiqtrk:atlhto the prodlucdt( mfc the
joining. In Ref. 2, this was dictated by physical conditions of &r€as o quast-cylindrical strips wi € Same valueg)

the problem on the intermediate state of a homogeneoud? the Fermi surfaces for different media. ,
sample. In subsequent publications BNSjunctions andSN I_n real mgtals, conduction elegtrons have a complex dis-
superlattice$;® this condition is presumed automatically, persion relathrE=E(k), wherek is th? qyasmomentum,
which should be regarded as an essentially model assumﬁpd the Fermll surface'may havg an intricate Sﬁéﬁ%m.
tion (Andreev approximatioh. order to describe qua5|part|cles_ in a superconductqr with a
In actual broad asymmetri§;NS, junctions formed by compl_ex topology o Condu<_:t|or_1 bandés}, we write the
different metals, the Fermi surfaces corresponding to differ—BOgOI'UbOV_de Gennes equation in the fofm
ent regions obylously have d'lfft.argr.\t sizes and shape;, whu’:-[v':'(_ AV +po)— e A U
must be taken into account in joining the corresponding so ) ( ):0,
lutions and for determining current. Old theories based o A H(—iAV—pg)—u+e/\V
the model of tunnel Hamiltonidndescribed this circum- 1)
_stanc_:e JUSt. by th_e product of_energ)_/_densmes_ of states qﬁere we replace the electron kinetic energy operator
junctions with reciprocal root singularities at their supercon- 202 L ~
ducting gap thresholds. In recent publications on ballistic(._ﬁ v /Zm) by the Hamiltonian operatdﬂ(—lﬁV) whosg
Josephson junctiorf® asymmetricS;NS, junctions were _elgenfunctlons are plane waves enveloping Bloch functions,
considered, in which the absolute valuks and A, of the I.€.,
pairing potential on the left and on the right were assumedto , . ik "
be different for the same Fermi momentut,, and the H(-iAV)eT=E(k)e™. 2
spectrum of such junctions as well as the current througisuch a substitution for metals is justified with the help of the
them were analyzed. In the presence of additional dielectrigvannier representatidhor in analogy with the description
barriers at the boundaries of theregion, ordinary scattering of optical spatial dispersion in the electromagnetic wave
of quasiparticles and the situation not covered by Andreev'gquation if the phase velocity of light is a function of wave-
approximation must be taken into account along with An-length. A weak magnetic field in crystals can be described by
dreev scattering’ the vector potential A=A(r) through the Peierls
In this communication, we study and analyze numeri-substitutiort? into the dispersion relation of quasimomentum.
cally the equation for the spectrum of Andreev states for dn this connection, we have introduced (&) the gauge-
completely asymmetri§;NS, junction taking into account invariant superfluid momentum,=#AV®/2—eA/c, and the
the difference in transverse Fermi momenta in the layers. lalibration of A is chosen so that the pairing potential
addition of Andreev reflection which by definition involves a A=A(r) is real-valued, i.e., its phask is equal to zero.

1063-777X/99/25(5)/3/$15.00 332 © 1999 American Institute of Physics
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In a one-particle spectral problem, we can often assume d
(for a> ¢, wherea is the width of theN region andé¢ the A,
correlation lengththat E(k),A andpg are preset piecewise-
constant functions in the relevant regions, and @g.is a

a
=
linear differential equation. We direct theaxis at right £ 8

b C C,

angles to the layers along the currgmt so that the left
boundary of theN region corresponds to=0 and the right
boundary to x=a. Particular solutions of the one-
dimensional problem have the forel*. We confine our 0
analysis to a typical case when the Fermi surfaces have only
one cavity and have an inversion cenigtkg) =E(—Kkg),

and the characteristic equation f) in each medium has FiG. 1. Characteristic asymptotic forms of Andreev statel iregion.
four roots(this is obvious for a spherical Fermi surface

k1,3:kfi(th)_l\/(S_UFpS)Z_AZi (Nle_ipsx 0 )

Ae
fo,54e

Ae

MNX: ip X (6)
ko.4= — ke (five) V(e +0epg)?— A%, ®) 0 Naet
1

Herek,; andk, correspond to electron-type akd andk, to COSKy,3X k—sinxl,3x
hole-type excitations, and the transverse Fermi momentum Ny 3= _ Fo '
ke can be determined from the equatidt(ke k)= u, —KpoSinky X COSKy3X
wherek is the Fermi momentum parallel to the boundaries,\,\,hereK1 =Keot elfivgg.
the transverse group velocityg=JE (kg k))/dke, and Specifying the boundary condition(a) at the second
ve,ke>e,A,veps almost on the entire Fermi surface. point x=a also, we arrive at the equation¥(a)

The solution at an arbitrary point can be written with the _ M, W(0). For subbarrier states of an asymmet8¢N'S,
help of the transfer matritl'(x) =M, W(0), where W(x)  jynction A;>A,>e, retaining at the boundaries only the
= col(u,d_L_J/dx,v,dv/dx)_andllfl(SO) is the column of bound-  \yavesWr(0)=L,col(0A,,A30), W(a)=L,col(A;,0,0A,),
ary conditions at the poin¢=0." The transfer matriM, in  attenuating to the left and right, we obtain the following four

a homogeneous layer has the form equations for amplitudes:
My=LMp,L ", (4) A 0
IV A (7)
where L is the diagonalization matrix, i.e.,W(x) 0| 2 ViNnat1l AL [
=LWp(x), and Wp(x)=-col(Ae X A,ek2X Azeke, A, 0

A,e") | Mp,=diag(ékX, dk2x dksX dks¥) in the diagonal
representation. The continuity of the current density implie
that the superfluid momentupy of particles is large in thdl )
region, where the condensate density is low, and converselj#nction:

can be approximately put equal to zero in Bwegions. Then 1

the modulus of phase lead of the wave functions for quasi- 4142 C0S@= 77172717, COS Krod
particles in the normal region, which predominantly deter-

sEquating the determinant to zero, we obtain the required
equation for the spectra of Andreev states coupled in the

mines the disbalance of spectra of forward and backward N 1. 2ea
currents, isp/2= pga.> This parameter automatically appears €T g VY22 | €S
in the exponential factors of the transfer matrix through the )
N region, which allow ugfor the chosen simple calibration & - ~ . cga
’ . o " + = + sin.——, 8
(1)) to use only the ordinary continuity conditions for wave 2()/177l V272) hvgg ®

functions and their derivatives at the boundaries instead Qf},are

the Kulik conditiort introduced for equations with a

complex-valued A(x). In this approximation (A;+0, ~keo K _keo kg
ps=0), matricesL; in S; regions {=1,2) are given by the ke keo! 77i_k_,:iJr Keo'

direct product - \/F —12 ©
L= 10 ® 1 1 ) Forkg;=kego=Kgg, this equation is transformed into the

equation obtained in Refs. 6 and(Big. 19. Besides the

additional asymmetryr, # 7,#0, 7% 7,7 2, the first term
wherel;=(y;—¢)/Aj=—A;/(y;+¢) are coherence factors on the right-hand side dB), which oscillates with the varia-
for partial u- andv-waves, andy;= \/sz—Ajz. In the N re-  tion of the parametekroa and is especially significant near
gions, matriced. can be obtained front5) for Aj=1;=0, the bottom of the welk<A,<A,, is new qualitatively. The
Kej=Kgo; in this case, the transfer matri#) has the form  emergence of this term is in fact associated with the
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scattering channel, the ordinary scattering at tSél
boundaries is also taken into account. The method of transfer
matrix® allows us to automatize the procedure of joining the
solutions and to leave easily the limits of Andreev’s approxi-
mation.

For determining the current through the junction, the
summation over the states involves the integration over
phase volumes near Fermi surfaces in all the three media.
The estimatd11) and Figs. 1 and 2 show that the calculation
of the phase-dependent component of cur(eoth subbar-

3 ) rier and above the barriemust be carried out with the help
9 — % of careful numerical summation. Our analysis shows, how-
3 2 1 U 0 ever, that this current component is determined roughly by
t . X .
the presence of regions with the same valuekgf, i.e.,
FIG. 2. Evolution of the phase dependence of the energy of states witistrips of a quasi-cylindrical shape with a height determined
increasing difference between transverse Fermi momentaS-inand by the surface with the smallest area on all the three Fermi
N-regions(calculations were made by using formy8). . . . .
surfaces and gives information on the area of these strips and
their orientation relative to crystallographic axes.

inclusion of the ordinary scattering channel at the potential The results obtained for taking into account additional

barriers ofSN boundaries. It can be seen that the behavior Ofscatterlng channels can be easily generalized to the case of a

the spectrum strongly depends on the structure of the Fermyo'® complex topology of the Fermi surfatae absence of

surface in all the three regions. 4~ > 1, the dependence inversion center, nonconvexity, lack of simple connectivity,

, ; self-intersection, magnetic splitting, and so),owhen the
of the energy of Andreev's levels op disappears, bands roots of the characteristic equation f@k) in a layer have
contract to discrete levels, but the asymptotic form can be N y

different. For example, for processes wikh,= ke, keq different values okg andv, or the number of these roots is
(Fig. 2, wheret=7,/2—1, the calculations based on for- greater than four. In the latter case, we mu_st supplement the
mula (8) for A;=A,=103 a=3-10"m, keo=5.8 v_ectpr of statelr(x) Wlth rows containing higher-order de-
APM L veg=TiKeg/m) 7,= T’2>1 andn, = 772’>1 we ob- rlvat|_ves corresponding t(_) the number of the roots, and the
tain the ’spectrumxlga:nrr (N=0,+1,+2,....) consisting matricesM, andL have dimensions equal to the number of

of equidistant doubletésee Fig. 1p of standing waves with the roots.

k=k; 3 confined in a rectangular well. Krpa=nw/2, the

lines in the doublets merge: we hawe | Ae for evenn (Fig.

1c)) and e=(1+1/2)Ae for odd n (Fig. 1), where Ae *E-mail: ygp@ngpi.nsk.su
=mhvg/a and | is an integer. For processes wiky,

#Keo=Kgo(7,=0,7,=2) for n;>1, we have Andreev’'s

spectrum with zero currert=0'"2in a well of double width
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We present the results of low-temperature optical experim@ttsorption and reflectignn

visible and middle infrared frequency regions with epitaxial films of copper oxide materials like a
Y BaCu:0¢ . . Based on our data and reference data, we consider the anomalous spectral
effects in HTSC having no analogy with conventional BCS superconductbrshe optical
response to superconducting transitiorat (2) the spectral weight redistribution induced

by chemical doping and temperatu(8) the drastic enhancement of low-temperature photodoping;
(4) the long spin-structure relaxation via temperature variations seen in the optical spectra.

The thorough analysis of the results obtained is fully compatible with the concept of two-
component system of light and heavy carridrsles, being in dynamical coexistence

with each other. The dynamical coexistence of the intraband carriers occurs on the background
of strongly correlation interrelation of the heavy quasiparticles with the optical interband
(charge transferexcitations. ©1999 American Institute of Physids$1063-777X99)00605-2

INTRODUCTION contributions from these planes to absorption and reflection
should be separated in experiments with light polarization.
In recent years the optical spectroscopy of HTSC at freThis can be most easily done in polarization experiments
quencies much higher than the superconducting gapyith Ella and Ellb on untwinned crystals. In this respect
hw>A, has been found to be informative for understandingmost intriguing are the data of polarization spectrum mea-
the nature of highF, superconductivity, in particular, for surements on untwinned single crystals of YBaCuO dor
studying the anomaly of the normal-state properties ofndb axes>® For example, the optical conductivity spectrum
HTSC. With regards to room temperatur@T) optical ex- 0Of Y;BaCuOg,, for different doping amounts at RT
periments, the following distinct features of the HTSC specaccording is shown in Fig. 1. Below the energy of the
tra, which were originally associated with the unusual eleccharge transfer optical gag=1.6 eV, separating the lower
tron structure, deserve mentiofi) the pronounced optical valent and the upper Hubbard bands there are intraband tran-
effect of strongly correlated electrorisoles under doping, ~Sitions. Above this energy=>Eg, one can observe inter-
manifesting itself in spectral weight redistribution betweenb"’mj_j absorption bands with charge transfer_fror?n @
the high-energy(interband region of spectra and the low- C'*'Z._CT.L CT3, CT4 which are most prominent at low
energy(intraband one;(ii) the declination of the optical con- 90Ping. Still higher in energy, &=4.1eV, there is a band
ductivity from the Drude-like behavidstandard for free car- Which belongs to the transitiord¢-p) in the local center of

n . :
riers) and the appearance of an additional band in the middlgut, OT CuOé pltqr!;a. Flgurte L C.ltiagy ;hov::s theﬂ:avzlgt;ont (.)f
infrared region{iii ) the inherent potentiality of photodoping, optical conductivity spectra with doping from the dielectric

which results in pumping of carriers under irradiation with to a superconducting state. The correlation effect in the spec-

light quanta at the frequencies of interband charge transfetrra with doping is revealed in the form of integral spectral

transitions above the optical gdpo>1w,=1.6 eV; (iv) the weight redistribution from the interband charge tran$€F)

tical relaxati f the reflect Hicient in th ftransitions in the visiblgVIS) region to the intraband tran-
optical relaxation ot the retiection Coetiicient In the COUTSE Olgyiiq s in the middle infrared onMIR). The spectral change
aging and the oxygen ordering of HTSC samples after cool

) . indicates that the conduction and valence band states of
ing from high temperatureT(<=450K) to RT.

_ _ i YBCO insulator are redistributed by doping to construct new
The mentioned mpor';;(r;t results for different HTSC aregiates which give rise to low-energy excitations below cross-
presented, for example, . All the above features were qyer pointi w,,. As seen from Fig. 1, there is the crossover

measured in the optical range from t0to 5 eV with dif- point w,, at which o, () is constant with doping. It should
ferent doping regimes of BaCuwOs.x: the dielectric  pe mentioned that in general the existence of the doping-
phase,x<0.3; the strange metal phase at underdopingindependent crossover poiat, suggests that the optical gap
0.35<x<0.8; the metal at optimal doping~0.9; the over- in Y ,Ba,CuOq., is Not generated by the charge density
doped metal with depressed superconductivity0.95. Be-  wave(the spectrum of optical excitations associated with the
cause there are two different cuprate structures inabe charge density wave shifts dramatically to a red region as a
geometry of ¥{Ba,Cu;05.,,— CuO, (active plane and CuO  whole on doping The optical spectra of YBaCuO in the
(chain structure along thé axis), it is essential that the vicinity of intraband transitions have a Drude peak, centered
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FIG. 1. Optical conductivity of untwinned YBCO crystals for various com- :
positionx at RT2 along a axig—); along b axis(— — ). = Hw=0.6eV b
g

at w=0 with width of 1/T and additional spectral weight in i 0.051
the MIR region(with the MIR maximum at 0.6 e\ It is the =
occurrence of additional absorption in the MIR region that K- |
results in the difference of the frequency dependen@e) :
from the law o(w)~ w2 expected for the ordinary Fermi o F |
liquid. And that once entailed the need for development of A f \
new concepts of HTSC electronic spectr(fior instance, the 0 100 200
concept of “marginal” and “nesting” Fermi-liquid). It T.K

should be emphaSized that in conventional BCS'SuperlflG. 2. Temperature dependences of the differential absorption coefficient
conductors no radically new optical effect were observed afor VIS (a) and MIR (b) with differentx (in (a) shown are magnetic mea-
low temperaturedLT) as compared to RT in the region surements of the film for ZFC regime ajso

hw>A, moreover, no optical response to the emergence of

the SC state was detected. In the case of HTSC the LT dy-

namics of charges displays new effects which would signalegterezgath/;tegnfﬁ_n;ggi r%ir:ﬁri:evﬁmpggg'Vvlvseswggtlgall:kaen tge
on precursory processes to superconductivity. P

This paper presents the experimental results of Iatena’[urally examined in terms of the Mott-Hubbard model of

years on some nonordinary spectral properties of the normaD strongly correlate_zd electrons with taking into account the
phase of YBa,Cu;O¢.  in VIS and MIR, revealed at differ- Intense spin fluctuations at LT.
ent regimes of doping and temperature variations within the
LT range belowT =200K down to 20 K. In the main these OPTICAL RESPONSE TO SC TRANSITION AT T AND
. oo TEMPERATURE DEPENDENCES OF SPECTRAL FUNCTIONS

are the data of investigations under the Program of the
National Academy of Sciences of Ukraine. All optical mea- One of the unexpected spectroscopic results in copper
surements were carried out on thin epitaxial filnhs oxides was the finding of sensitivity to the onset of super-
~2000-3000A in thickness oriented parallel to tab  conductivity for the transmitted electromagnetic field of op-
plane. The films were grown in German scientific centerdical frequenciesiw>A. The optical response in absorption
(University of Erlangen; Munich Technical UniversityThe  and reflection tdl, was detected both in VIS and MIR!?
films were tested for their electrical, magnetic and structurél'he subsequent experiments confirmed the occurrence of this
characteristics. Some details of the LT optical measuremengzeculiar effect in YBaCuO and other HTSC in a wide range
were described ifl. of doping. It was shown that the response arose under optical

At present it can be said with confidence that the holdransitions belonging to the conducting plane of GuTheT
subsystem dynamics in HTSC materials is largely deterdependence of the differential absorption coefficient at fixed
mined by the Fermi-liquid effects and the strong correlationfrequency A« (T)I=[a,(T)—a,(Ty)]l (for the CT
interaction between intra- and interband transitions. Howsmaxima at 2.6 eYis shown in Fig. 2a and that for the dif-
ever, up to now the correlation redistribution along spectrderential absorption coefficient of the MIR maximum at 0.6
has been studied only for the doping effect at RT and has na@V is shown in Fig. 2b. As it can be seen, tfig point
been considered for other processes of charge dynamics. Aceincides closely with the kink of the functions,(T). Note
cording to the dafhand the results presented here, the intethat the optical response to the SC transition in HTSC was
gral redistribution of spectral weight in HTSC also occurs inalso detected in luminescence spectra on oxygeanters at
experiments with temperature variations, in photoinducedrequencies near 2—3 €Y.
spectra, in experiments with provocation of spin-structure = The temperature behavior of the optical spectra in
instability and so on. Therefore, the LT spectral data shouldyBaCuO was found to be uncommon. Beld one can
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FIG. 4. Temperature dependences of the differential absorption coefficient
for two frequencies in the vicinity of the crossover pditiite upper curve for

< ho<ho, the lower curve foriw>hwy).
-
i point w, positioning neakg and dividing the VIS interband
g and the MIR intraband transitiong,=1.55eV at doping
@ and w,=1.4eV atT variations(Fig. 4). It is seen that the
R-A overall integral spectral weight redistribution from VIS to
MIR occurs on around the crossover point at whih
1l 1 L =0.
14 52'2v 3.0 The above data on sensitivity of spectral functiond o
'@ and on their different signs of the temperature dependences

FIG. 3. The differential absorption spectra in YBCO in the CT interband above and below the crossover point are in agreement with

region of frequencies: on doping fror=0.3 to 0.7 at RT(@): on cooling  the results in Ref. 14. In this work the ratio of reflection

from T=250K to 80 K forx=0.85(b). coefficients for the superconducting and the normal phases

nearT. was measured by applying the temperature modula-

] ) ] tion of HTSC samples. The data of the measurements are

observe a continuous freezing of thelependences. Particu- ¢pqwn in Fig. 5 for a BiCaCuO film. As is evident, the re-

larly striking is theT behavior ofe,,(T) andR,(T) for the  gyanse of the reflection spectra to the SC transition is promi-

normal state all >T.: for the regimes of underdoping and pent for the 1.0-2.5 eV region, within which there is an

optical doping theT dependences of the absorption and re-..qssover pointw=1.4eV). Since the temperature modu-

flection coefficients have different signs in the VIS and MIR |5tion range nearb§, was quite narrow(=5 K), it is be-

region: botha,,(T) andR,,(T) are increasing functions df |ieyed that the peculiarity neartW, is jumplike in character.

in VIS and they are decreasing onesTdh MIR (see Fig. 22 |t should be noted that by the data on reflection shown in Fig.

and b and Refs. 8 and L0However, in the overdoping re- g ihe jump scale i R/R=0.3% while by our data on ab-

gime (x=0.95) the CT transitions in VIS undergo funda- sorption(Fig. 4) it is equal toA a/ a=1-2%.

mental changes with temperature and the VIS spectral func- "1ne data shown suggest an idea of Thduced corre-

tion (T) rrgea;urgd decreases with temperature similar to thgysion redistribution between VIS and MIR spectra and the

I\/.IIR'on('a. It'|s like .that thg correlation spectral Welght '®- strong coupling of oscillators at CT and MIR transitions. Our

distribution is terminated in the overdoping regime where

YBaCuO becomes an uncorrelated metal, in which the upper

and lower Hubbard bands are merged together. 1.006

Take note that the dependeneeg(T) andR,(T) have
no selective character in frequency and Thehanges touch =

on the whole wide region in the VIS and MIR spectra. The

differential absorption spectra a(w)l=(a'(w)—a'(w))! IR N
(wheref andi mark the final and initial conditions of the
measurementsare shown in Fig. 3a for doping and in Fig. R
3b for cooling from 250 to 80 Kfor comparisoi In both

cases one can observe a decrease in the integral spectral 0.994 .
weight of the CT absorption in favor of the MIR absorption 70 1 2 4 5
under cooling as well as under dopiftgut the scale of th@ E, eV

effect is much smaller than that of the doping prnother FIG. 5. The superconducting to normal-state reflectance rRyoR, of

rem_arkable common feaFure of th? spectral evolution undeg;_contained HTSC aT=90 K (Rs/R, deviates significantly from unity at
doping andT variations is the existence of the crossoverenergies 0.5-2.5 eV

(BiPb), Sr, Ca, Cuz049

Rs/ Ry

[AY o4
-
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data are interesting because they were obtained at LT under
the conditions where the charge transfer between Car@
CuQ, planes is hindered. It is known that with decrease in
temperature down to the pseudogap state, the interaction be-
tween the Cu@and the CuQ planes is sharply diminished
(there occurs a strengthening of the two-dimensionality of
the CuQ plane, as evidenced by the considerable reduction
in the optical conductivity along the axis at frequencies of
the scale of the pseudogap value <40 meV? It is obvious
that this process reflects the freezing of charge transfer be-
tween the different planes of the YBCO cell.

So, there exists an optical response of all the spectral
functions at frequencies hundreds times higher than the

[a(t)-a (0] !
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SuDercondUCting gap which is opengd under the transition qIIG. 6. Dose dependence of the absorption in YBCO with0.35 under
HTSC systems to a superconducting state. It may be aSjadiation and at measurements wihw=2.64eV. At dosesD=Jt

sumed that this honconventional effect in HTSC is respon=10'" photoncm™2 the sharp decrease of VIS absorption occurs due to
sible for by a h|gh ratio A/SF)zg 10_2 which determines photoinduced insulator-metal phase transition.
the effect scale and is hundreds times more than that in con-
ventional BCS materials. The optical response mechanism
was considered theoretically from different viewpoints in Y,BaCuOg,, (x=0.35). As is evident, there occurs a
Refs. 15 and 16 and still remains debatable. Moreover, th%harp passage of the dependerce,(t) to saturation at
sensitivity of spectral functions td. occurs against the p- ji~ 10 photoncm™2, suggesting the insulator—metal
background of temperature-induced correlation mixture Iow-phase transition. It should be mentioned that the phase tran-
and high-frequency excitations. Therefore, the optical resition under LT photopumping follows the pattern of the
sponse suggests that eith@r superconductivity stimulates gecond-kind phase transition. In Fig. 7 the process manifes-
an extra additional correlation redistribution of excitations ori5tion of YBaCuO metallization under LT photopumping is
(ii) high-frequency excitations of 1 eV are directly involved geen from the temperature dependence of the absorption co-
in the mechanism of higfi;, superconductivity. efficient. The upper curvéon cooling the samp)ecorre-
sponds to the dielectric state of YBaCuO witkr 0.35 prior
photopumping. As is evident, in this case the behavior of
a(T) is temperature independent, which is typical of the
One of the important questions of the optical spectrosinsulator phase. After exposure of the sample to the light flux
copy of HTSC is the question of photoirradiation critical of D =10 photoncm 2 at 80 K and with subsequent in-
dose,Dy, and the threshold spectral energywy,, which  crease in temperature, one can observe a temperature depen-
determine permissible doses and energies of photoirradiatioflence of absorption typical of HTSC metatompare with
without persistent photoinduced effects in the lattice strucig. 2h. At T=135K a sharp reduction in the photopumped
ture and in the current characteristics. It is known that aholes occurs due to their recombination with electrons so that
HTSC material is sensitive to exposure dose in VIS withthe sample reverts to the original initial insulator state. The
the threshold spectral energywy>%wq (in the region of  temperature of the reduction in the photopumped carriers
the CT transitions and with the dosesD>D, (the threshold temperatyrds dependent on doping of

=10""?%photon/cr. That is, using these conditions of pho- samples. The threshold temperatufg=135K was also
toirradiation at RT it becomes possible to observe an en-

hancement of T, in HTSC underdoped samples after
photopumping:*”*8The accepted explanation of the photo-

PHOTODOPING AT LOW TEMPERATURES

induced conductivity is based on the assumption that the
photoexcitation at RT causes the ordering of oxygen vacan- = _——
cies in the CuQ chains that in turn leads to a subsequent g of L -
transfer of electrons between the Gughd the CuQ planes 1 .§ * -
and the emergence of excess holes in €40 3 -0l € .

At the same time in some works it is found that the A §.
threshold dose of photoinduced effects become less by about L;— 3 ’ 1
two orders of magnitude if photopumping is carried out at = -0 £ -° Nw=2640V |
low temperaturesD ,~ 10" photon/c.®!° The progressive /—-—_"_/_ x=0.35
increase of photodoping and the LT photoinduced phase -o.gL 1 n 1 \
transition of Y;Ba,Cu;Og 35 from the dielectric to a metallic 80 11,2?( 160

state can be traced by the dose dependence of the absorption
coeff!c!ent. Flgure 6 shows the Fhanges in the _absqrptIOEIG. 7. Temperature dependences of the differential absorption coefficient
cqefﬁment as compared to the initial moment of irradiationin yBco with x=0.35 before(the upper curveand after(the lower curvg
with a light of J=2x10%photons tcm ™2 at 80 K of LT photopumping withiw=2.64 eV, D = 107 photoncm 2.
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FIG. 8. Temperature dependences of the absorption in YBCO xwvit0.8
before(the upper curveand after(the lower curve LT photopumping into
SC phase withh w=2.7 eV, D=10"" photoncm™2.

FIG. 10. Nonreversible effect in VIS absorption upon cooling and heating of
the underdoped YBCO. Curvdsand 2 were measured with uninterrupted
cooling and heating. Curv8 was measured after a long pause at 20 K
(At=~40 min before heating

observed if by the decrease weakening of metallization onexcitationz in the Cu® plane with iw>E;=1.6eV

the curvesa(T). (C*O?* —.Cu*07). Thus ing wi i
o . . . photopumping will be persistent
The effect of photodoping is also observed at |mmed|atqf some obstacles to a reversible process exist. We suggest

pumping into the superconducting phase. The experiment%at a new process arises at LT photopumping that hampers

results for a two-phase sample with SC transitionsT @t yq yeversible recombination. This new process is considered

=50K anch2=75 K are |Ilgstrated in Fig. 8. After the LT in.2% It is based on the concept of appropriate generation of
photopumping the sample is seen to become more Uanspafy, temperature  heavy quasi-particles—fluctuons. The

ent and with subsequgnt heating it returns to the initial stat hysical concept of fluctuons was first introduced in the
The sharp decrease in the nonequilibrium concentration

photopumped holes is occurring at superconducting transi:

tion temperatures. We assume that the superconducting SWﬁctuon in the active Cufplane is easily generated through

s favorable.to the retention of photopumped holes. AS, Shole trapping by spin fluctuations inherent in the pseudogap
seen from Fig. 9, the photopumping results in the correlatlgrgtate atT<T*. In the 2D case particularly deep fluctuon

spectrlal welght. redlstrlputlon between VIS and MIR, €., t\vells are generated with reduction in temperature, the well
acts like chemical doping. We can see a decrease in th&epth increasing a3 2.2° It is the hole trapping by these

Lntegral'absc')rptlc()jn cc?[efg(]uent 'nlB??CuS(?B-S after I,‘IjLPhO' spin fluctuons that results in the retention and accumulation
opumping, 1.€., due o the generation of nNonequilionum ex-q¢ photoinduced holes. As the number of photoinduced holes

tra holes. _ _ increases, the fluctuon-fluctuon interaction determines a non-
Our understanding of the process of persistent photodoq—

. S near process of photopumpirgig. 6) and gives rise to an
ng atLTis dlstlngu§hed from the accgpted ones at RT an finite metallic cluster following the pattern of the second-
is as follows. We think that the photoinduced holes appeap . jor phase transition.
in the valence band as a result of the charge-transfer So, the LT photopumping of HTSC aff<T*
~150-200K(in the pseudogap statavith reduced thresh-
old doses may be attributed to the effective hole trapping by
spin fluctuations followed by generation of heavy fluctuons.
0.08 It is likely that it is heavy fluctuons that determines a
T=25K temperature- and photo-dependent addition to the spectral
x=0.8 weight of the MIR region at LT, resulting in the correlation
redistribution in the Cu@plane.

hysics of solids by I. Lifshit?! and their phenomenological
odel was developed in Ref. 22. In HTSC systems a hole

[oLph -aglt

2.7 THE LT RELAXATION IN YBCO SAMPLES OBSERVED IN
1 OPTICAL SPECTROSCOPY

Yet another low-temperature peculiarity in the behavior
i i f of spectral functions of HTSC &t<T* was observed with
1.4 22 3.0 varying direction and velocity 6f scanning of the samples,
E,eV namely, hysteresis effects in absorption and reflection. The
FIG. 9. The differential absorption spectra of YBCO witk0.8 in the CT  Nysteresis loop under cooling and heating of YBaCuO was
interband region of frequencies after LT photopumping. mentioned in our former work for VIS absorptighig. 102

0.08
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“ua ':..nf . %T“L FIG. 12. The differential absorption spectra of YBCO witk0.4 in CT
\ ; 'R Oaj @ interband region of frequencies at different time of relaxation after fast
" . . .09 cooling.
O g}
1.70 ! 1 i in Fig. 12. It can be seen that the absorption decreases
0 11_0?( 200 through the whole VIS region, i.e., the integral bleaching of

the CT transitions occurs. The characteristic time of LT-
FIG. 11. The reflection spectra of YBCO in MIR region ab=0.6ev  relaxation could be estimated as=(1-2)-10°s. Time
upon cooling and heating. modifications in the absorption and reflection spectra are also
observed in the MIR region after rapid cooling down to a
certain temperature. These modifications occur with increas-
and then subsequently the same effect was observed in me&ag both the integral MIR absorption and the MIR reflection,
surements of MIR absorptiofFig. 2 and reflection(Fig.  i.e., during relaxation the MIR and VIS optical characteris-
11). As is evident from Figs. 10 and 11, as the samples aréics undergo changes in different directions just as it occurs
cooled, there occurs an accumulation of nonequilibrium thatinder chemical or photodoping. At the same time, in the near
may be discardedcompletely or partially if the sample is UV region forhw=4.1¢eV, in which there are optical tran-
held at LT forAt. The set of our data suggests that the uppesitions (31—4p) on local centers of Cly one cannot ob-
temperature boundary of instability is a temperature in theserve relaxation effects in absorption at LT, i.e., the concen-
vicinity of the phase transition from the pseudogap state taration of monovalent Cli ions in the chain structure of
states with disordered sping}. The most pronounced hys- CuQ, remains unchanged after temperature variations in the
teresis(electron-structure instabililyis displayed by under- T<T* region(Fig. 13.
doped samples. With increasing doping, the loop area in the Figure 14 presents relaxation curves for the underdoped
spectral function-temperature coordinates reduces, and thgetal film of Y;Ba,Cu;Oq. « With x=0.7 atT.=70K. The
loop itself shifts towards lower temperatures. For samples oflata for different temperatures were obtained in sequential
optimal doping, the hysteresis effects are minimum and mayneasurements upon cooling from 250 K. Differential absorp-
be observed with rather fast temperature cycling between thgon Aal=(af—a') vs. T is plotted relative to the initial
SC and N phases solely within tiie<T. range. Generally moment of temperature stabilizatiof;§ of «;(t=0). After

speaking, the occurrence of hysteresis effects is associate@ch previous case where the cufeeached saturation at a
with the existence of relaxation processes within a hysteresis

loop temperature range. It is important to stress that the hys-

teresis loop in the MIR spectra is temperature inverse to that
of the VIS spectral measurements. This means that the ab- 004 Nu=4lev  YBa,Cu;0g,
sorption(reflection coefficient undergoes changes in differ-
ent directions in VIS and MIR during relaxatigiffigs. 10 = 3d - 4d transition in Cu*
and 11. All the experiments with instabilities of spectra %
were performed with low light dose®(«D,). We also car- . 4 a0, 4 o
ried out a special test-measurement with a dark window dur- £ 0 MP‘C’;‘T
: X . . 3
ing relaxation and therefore we are convinced that the insta- -
bilities observed are not associated with the photoinduced ©-180K
effect. Note that the resistive measurements in different a- 80K
HTSC films exhibited no hysteresis effects with a loop span -0.04 N N n
of several percents. 0 4000 8000
The differential spectra of VIS absorption of a sample t,s
with x=0.4 (in the vicinity O,f dlel_ecmc_metal transition FIG. 13. Time dependence of the differential absorption coefficierituat
measured for two relaxation timest;5700s andt,  — 41 ev after fast cooling of YBCO from 220 K to 180 (O) and to 80 K

=7200s) after cooling from 220 to 88 K are plotted (a).
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temperature-induced spin structure rearrangement in the Cu

0 e6 K T<T plane due to the formation of hole-spin fluctuons at LT.
* . o Strong influence of the system prehistory and its cooling rate
~ ~ on the LT state and long relaxation times in underdoped

HTSC suggest that these are similar to irreversible effects in

nonergodic systems with competing interactioffier ex-

ample, to structural or spin glas$8s From this viewpoint,

the transition to the pseudogap stat& atmay be considered

as a transition to a nonergodic system where ordering regions

alternate with disordering ones. In the fluctuon model the

ordering occurs within a region round a hole trapped by

spins. Note also that the concept of holes trapped in a spin

bagf® as well as the concept of holes trapped in ¢biging)

. . potential created by AF backgrouf®,or the model of

0 1000 2000 stripes, that is the subject of wide speculattéare not dra-

t,s matically different from our pattern of hole-spin fluctuons.

FIG. 14. Time dependences of the differential absorption coefficient at Th.qs’ we thmk It quite reasonable to. assoclate the LT

fhw=1.49 eV in process of relaxation after cooling to different temperaturesms‘tablllty of optical spectra and the effective photodoping at

T>T,=70K andT<T,. low temperatures with two processes—the hole trapping by
spin fluctuations at low temperature and the induced spectral
weight redistribution from VIS to MIRdue to strong corre-

certain temperature, the temperature was quickly decreaséation).

to a next level and relaxation was measured once again and In parallel with the fluctuon domains where the trapped

so on. On this slow cooling, upon reaching the equilibriumheavy holes reside, there exists a current network for light

state(saturation one can see that relaxation is absent belowholes. Therefore, the light and heavy holes are in dynamic

T<T,. equilibrium resulting from the competition between the su-

It seems to be likely that th&-induced time instability —perexchange energy lost near a trapped hole and its kinetic
revealed in VIS optical absorption of CT transitions, whichenergy. The spectral weight of intraband transitions is dis-
belong to the Cu@ plane, reflects the inherent electron tributed between the contributions from light and heavy car-
(spin)-structure relaxation in the active Cy@lane at LT riers. Note that in the MIR region the contribution from
variations. In the course of this relaxation the spectral weighheavy holes is dominant while in the far low-frequency re-
redistribution from the VIS to the MIR region occurs. If we gion (w—0) the contribution from light holes is prevalent.
accept this assumption, two questions arise immediately: IThe measurements of HTSC sample resistiviiy—£0) re-
what is the nature of the electron-structure relaxation at loweal mainly the contribution of light carriers not related to
temperatures?)2vhat is the reason why the LT relaxation is the spin-structure relaxation. d.c. conductiwit{0) is defined
not so clearly observed in experiments on the dc resistivityby plasma frequencyof,~nL(T,t) and dampingI'(T,t)

Let us remember that thE-induced structure relaxation (wheren_ is the number of light carriefjsa(0)~n/I". The
resulting in ortho-ordering and variations of spectral func-relative changedo/o in the experiments with varying (or
tions of HTSC samples after fast cooling from high tempera-due to relaxationare Ao/oc=An/n—AT'/T". As is evident
ture (400°Q down to RT are described in a series of from the optical measurement§n/n~Aa/a=5%. At the
papers>?® The commonly accepted model of RT relaxation same timeAT'/T'~AT/T and amounts to 50%. Therefore,
of an order parameter is based on the mechanism of diffusionnlike the optical measurements, the resistive ones do not
rearrangement of oxygen vacancies making the coppesense relaxation and temperature variations associated with
oxygen chain(Cu—O-Cu along theb-axis in CuQ longer  the number of carriers and show mainly thevariations in
and following the charge transfer between the Cuwdd  damping of light carriers.

CuG, planes. One of the arguments in favor of this model  So, the optical data reveal the dramatic effects of non-
was the evidence for the variations of the'Ceoncentration  equilibrium inherent in HTSC systems after their fast cooling
(the variations observed in the optical reflection of thel (3 to the pseudogap state region beldt. The effects are most
—4d) transitions of the Cliions at 4.1 eV vs. timd. pronounced for underdoped samples and much weaker for

In contrast to the RT relaxation of the spectral functions,the optimal doping regime. Generally speaking, the high
the LT relaxation of the CT interband and MIR intraband nonequilibrium resulted from the competitive interactions
spectral weights is not accompanied by variations of thé Cu occurring in the HTSC system which bring two types of
concentration(Fig. 13. This result is against the electron- carriers(holeg with different spin surrounding into dynamic
structure rearrangement in CuQOwhere the Ctiions reside, coexistence: lightcoherent holes and heavy holes trapped
and the evidences that the LT relaxation occurs exactly in then a spin bag. As a result, the optical conductivity is deter-
CuG, plane without any charge transfer between the planemined by two contributions—a coherent part at the expense
(the interplane charge transfer is likely to be hindered gt LT of Drude-like light carriers and a noncoherent one at the
We assume that the most reliable explanation of the LT reexpense of heavy hole fluctuons. The optical relaxation ob-
laxation of the spectral functions in VIS and MIR is the served arises from the self-consistent hole trapping by spin

foe(t)- a(0)]1

'
o
H

Nw=149eV x=07
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fluctuations and the subsequent spin ordering inside a fludITSC is increased the localization effects are weakened,

tuon. In this case the ordering time is supposed torbe while if the temperature is decreased, the localization effects

=exp@y/N), whereN> 1, the number of spins in a fluctuon, become stronger and the density of heavy trapped holes in-

may be rather high. creases. Thus, the temperature serves as fine tuning for high-
T, superconductivity.

CONCLUSION
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The critical properties of the model of real antiferromagneiOgrare investigated by the Monte
Carlo method. The static critical exponenrtsB, andy are calculated for systems with

periodic boundary conditions containing from 500 to 4000 spins. It is shown that the values of
critical exponents, the type of critical behavior, and crossover effects are determined to a
considerable extent by the relation between the interaction and anisotropy constants. The results
are compared with the theoretical data and with the results of laboratory investigations of

Cr,0;. The critical parameters calculated by approximating the data by traditional exponential
functions are compared with the values obtained on the basis of the finite-size scaling

theory. © 1999 American Institute of Physid$§1063-777X99)00705-7

INTRODUCTION ideas underlying the theory of finite-size scali(fegSS for
calculating critical parameters:’
An analysis of phase transitions and critical phenomena  Ti|l now, ordinary ferromagnetic systems with interac-
on the basis of three-dimensional microscopic Hamiltoniangjon petween nearest neighbors and with simple lattices have
remains a central problem in modern statistical physfos mainly been investigatetf,’ while more complex and realis-

recent years, the attention of the researches has been diverigd antiferromagnetic models and the models for specific

towards more realistic models which take into account peCU,gnetic materials taking into account their peculiarities and

liarities existing in real systems but disregarded in the S|m—SpeCifiC properties were studied less comprehensively.

plest models(such as classical Ising and Heisenberg mod- Another important aspect of an analysis of models of

ely. We are speakmg of the effects ass_omated. with thereal magnetic materials by the MC methods is associated
presence of various types of anisotropy, dipole—dipole, and . - : )
e ; with the possibility of comparing the results of numerical

many-spin interaction and a number of other phenomena. . . . _ i
nalysis not only with theoretical predictions, but also with

The inclusion of such factors becomes especially importan‘%1

near critical temperatures. A rigorous investigation of three_expenmental results. This is especially important when the

dimensional microscopic Hamiltonians of complex real sys_results of laboratory investigations of critical phenomena are

tems by the methods of modem theoretical physics is aﬁontraQictory and canljot provide an unambiguous answer to
extremely complicated problem. some important questions.

In this connection, the role of the computational methods N this paper, we analyze critical phenomena in models
such as the Monte Car|o(MC) method increases of the real antiferromagnet @3. The interest to this mate-
significantly® These methods make it possible to investigatefial is due to the following circumstances.

(to a high degree of accuracy and over a wide range of vari(l)
ous physical parameters systems that are not accessible eas-
ily for theoretical investigations. Till recently, the critical
region for various systems undergoing phase transitions was
investigated by the methods of numerical experiment only at

a qualitative level. In recent years, MC methods have also . i . .
been used for studying the critical region for an analysis of have not been investigated by the numerical experiment
critical exponents(CE) and critical amplitudegCA). The method. .

accuracy attained is not worse, and is sometimes even betté@) Theé AFM CrO; has a phase-transition temperature

Cr,0O5 is a multisublattice uniaxial weakly anisotropic
AFM with a complex crystallographic structure, in
which the interactions of each Cr iofspin) not only
with first, but also with second nearest neighbors are
significant. Critical phenomena of this type virtually

than in best results obtained by other methtdsSuch im- Ty=307K convenient for laboratory experiments and
pressive results naturally could not be ensured only by im- has been studied in detail. However, the results of labo-
proving computational abilities of modern computers with- ~ ratory investigations of the critical properties of,0g

out application of some new ideas and approaches, among do not lead to a complete and rigorous pattern of the
which we must mention the development of powerful cluster ~ critical behavior of CjO3'®*° and do not allow us to

algorithms of the MC methdd!! and histogram methods of determine the dependence of critical parameters on ther-
data analysi$** on one hand and the application of the modynamic quantities. This problem can be solved by a

1063-777X/99/25(5)/7/$15.00 344 © 1999 American Institute of Physics
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numerical experiment in which all the quantities are con-RESULTS OF CALCULATIONS

trolled.
The temperature dependence of heat cap&tiynd sus-

ceptibility y were analyzed by using the following expres-
MODEL AND METHOD OF INVESTIGATIONS sions based on the fluctuation—dissipation theotem:

It was found that GiO; is an AFM of the easy-axis type C=(NK?)((U?)—(U)?), 2
with the Neel temperature-307 K. It has the structure of
corundum and a rhombohedral unit cell. Four magnetic Cr  y=(NK)({m?)—(m)?), ©)
ions are located on the spatial diagohkll], and the easy
magnetization axig coincides with this directiof®°lt was ~ whereK=|J,|/kgT,U is the internal energy, ana the sub-
found from the experiments on neutron scattering and théattice magnetization.
spin wave theory that interactions between first and second Figure 1 shows the dependences of heat cap&tiynd
nearest neighbors are most significant in@r?° Taking  susceptibilityy for systems with different number of spin on
into account these peculiarities, we can write the Hamil-temperatureT (here and below, the temperature is given in

tonian of CO5 in zero magnetic field in the forfh?? the units for whichkg/|J;|=1). It can be seen from Fig. 1a
1 1 that the maximum values of heat capady,,, for systems
H=— EE Jo(pipg)— 52 Jo(prpt)) — DE (Mi’é‘)Z, with different number of spins in the @, model coincide
i k1 i

on the temperature scale to within experimental error. As the
=1 (1) value of N increases, only the absolute values@,, be-

' come higher. Similar peculiarities are also manifested in sus-
whereJ, is the parameter of exchange interaction of each Ceeptibility (see Fig. 1h Such systems usually exhibit effects
ion with a nearest neighbor at a distange= 2.65A andJ, associated with a displacement 6f,,, and xmax UPON a
a similar parameter of interaction with three next neighborSchange in the numbeN of spins (or |_ocN1/3) even under
at a distancer,=2.89A (J;=2.2],, J;<0, J,<0).* PBC. The absence of such peculiarities indicates the the
Fonef* proved that the anisotropy in & is due to dipole—  method of imposing PBC used by us successfully removes
dipole interaction and magnetic crystallographic anisotropyyarious boundary effects. Nevertheless, the temperatures cor-
while calculations made by Artmaet al?* demonstrated responding to the peaks of heat capagity,, and suscepti-
that the second type of anisotropy is almost twice as strongility . do not coincide. Figure 2 shows the dependence
as the first type. For this reason, relativistic interactions obf the sublattice magnetizatiom on the temperatur@ for
various types were approximated by the effective single-ionwo systems withN=864 and 2916. We observe a mono-

anisotr0pyD?Q. o . _ tonic decrease im. It should be noted that the effects asso-
In our opinion, it is necessary to consider the following ciated with a finite numbeN of spins (including residual
values of the ratio of anisotrop and exchangd;: magnetization in the high-temperature phase, are weakened

D/|J;]=2.510"*, corresponding to real @D; samples  strongly with increasingN. The critical temperature deter-
and D/|J,|=2.5x10"2, typical of small magnetic systems mined from the data presented in Figs. 1 and 2 contains a
with axial anisotropy and a size of a few tens of jarge error.
angstrom$*?° In the general case, the MC method also encounters con-

The former case will be referred to as model | and thesiderable difficulties in determining the true phase-transition
latter as model II. All crystallographic, exchange, and othetemperaturel (L =) in such systems. This is also due to
data used for model | correspond to reab@y samples. In  the fact that the effective transition temperatiliggis often a
model Il, the value of anisotropy constabtcorresponds to  function of L even in the presence of PBC. Besides, the
small magnetic systemgarticles since the system simu- values of T, determined from the peaks of hact capacity
lated by the MC method have finite linear dimensionsT(C,,,) and susceptibilityT.(xma0 Virtually do not coin-
(L<o, LN in spite of periodic boundary conditions cide as in our case. Various difficulties are encountered when
(PBC) imposed on them and exhibit some properties typicalT, is determined by other methods.
of small systems. Obviously, the situation has changed since Bifitipro-

The calculations were made for systems with PBC byposed the method of fourth-order cumulants of magnetiza-
the Monter Carlo method on the basis of the standard Metion U, for determiningT.:
tropolis algorithn® The systems under investigation contain
N=500, 864, 1372, 2048, 2916, and 4000 spins. In order to (m*)
attain thermodynamic equilibrium in each system, we cut off U=1- W 4
a segment of Markov’'s chain having a length up to
3x 10* MC steps/spin, which is longer than the nonequilib-wherem is the magnetization per spin.
rium segment by a factor of several units. Then averaging This method can be used for determining the transition
was carried out over an equilibrium region of temperature of systems with different linear sizes. As a mat-
12X 10° MC steps/spin. The accuracy of the results was conter of fact, the cumulantt), calculated accurately for sys-
trolled by carrying out test experiments in which these valuesems of any size must intersect at a point with temperature
were doubled. A noticeable improvement of the results off=T.(L) according to the finite-size scalingFS9
calculations was not observed. theory®®1” Many aspects of determination &f. by this
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FIG. 1. Dependences of the heat capa€ikg (a) and susceptibilityy (b)

(model 1) on normalized temperatufiefor systems with different numbét
of spins.

method are considered in Refs. 5 and 6 for ferromagnetic
Ising and Heisenberg models with interactions between near-
est neighbors.

For the model considered by us, the temperature depen-
dence of Binder’'s cumulant for two systems with=500
and 4000model ) is shown in Fig. 3. A similar dependence
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FIG. 2. Dependence of sublattice magnetizatioon temperaturd (model

).

mined in this way for models | and Il have the values
Tn=0.466(2) and 0.48@). These values of temperature
were used by us here as the critical temperatures. The slight
increase in the value dfy for model Il is in accord with the
well-known fact that the value of . for Ising systems is
higher than for Heisenberg systems. The value of anisotropy
D/|J,]=2.5-102 used for model Il enhances Ising proper-
ties of the model and will affect the values of all critical
parametergsee below.

In order to approximate the critical behavior of heat ca-
pacity, we used the following expressiotis2®

C

A
—Jt/7=(1+ D], ®)

A
CZE(|t|7“—l)+DS|t|X, (6)

wheret=(T—Ty\)/Ty, and e, A, andDg, are the critical
exponent of heat capacity, critical amplitude, and the ampli-
tude of correction to scaling respectively. The valu afas

assumed to be equal to 0.55, which corresponds to the
Heisenberg modéf

UL
. . cegee, * N=500
0.66f- "“.:55, « N=4000
0.58} %,
50 PR
0.5 T
‘ Seq . ] s
0.42 1 1 L 1 )
03 04 05 06 07
T

is also observed for model Il. Transition temperatures deterFIiG. 3. Dependence of cumulab, on temperaturd (model ).
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TABLE |. Effective values of critical exponent and critical amplitudeg\ The Hamiltonian under investigation contains one-ion
andA’ in the interval of reduced temperatures 50 *<t<7.5x10"". anisotropy, and hence such a system must exhibit a crossover

D/|J,|=2.5% 10" D/|J,|=2.5% 102 from the Heisenberg critical behavior to the Ising behavior

Number of for t—0.! The theoretical values of the crossover tempera-

spinsN a A A’ a A A’ tures for models | and Il calculated from our results are equal

500 —0.153) 0.612) 0.602) 0.113) 0.533) 0.703) to t;,=0.0013 and 0.052 respectively. The valuesaobb-

864 -0.15 0.56 0.56 0.12 0.43 0.61 tained in model | do not exhibit a crossover foix30 3
1372 -0.16 051 0.49 0.10 044 057 <t<7.5x10 1. Model Il is of the Ising type in all tempera-
2048  -0.12 0.47 0.46 0.13 0.44 0.52 ture intervals.

2916  -0.15 0.53 0.53 0.10 0.38 0.42 . " .
4000 014 0.47 0.48 015 0.42 0.43 In order to get a more clear idea of the critical behavior

of the models under investigation, we must consider tem-
perature dependences of the sublattice magnetization and
susceptibility. Both these quantities are inconvenient for in-
The data obtained by the MC method were processed byestigations by the MC methdd.Figure 2 shows that the
the nonlinear least-squares method. The values minimizinghagnetization decreases monotonically upon an increase in

the sum of mean square deviations were used as optimgdmperature, but differs from zero even for value§ shuch
values ofa, A, andDy. higher thanT,.

The results of approximation of the data obtained onthe  The approximation of the critical behavior ofi was
basis of formulag5) and(6) correlate well. However, pref-  pased on the expression
erence was given to formul®) which ensured a higher ac-
curacy of the results. The values @f A, andA’ calculated
for models | and Il are given in Table(the value ofA’ for
T<Ty was calculated by using the prediction of static scal-
ing a’=a).! All values of a in model | have the negative wherep, B, anda,, are the critical exponent, critical ampli-
sign typical of the Heisenberg model, are virtually indepen-tude, and the amplitude of scaling correction respectively.
dent of the number of spins in the system, and are in good Table Il contains values oB for different temperature
agreement with the theoretical value=—0.12628) ob- ranged. It should be noted that the value gfin model | for
tained for the isotropic Heisenberg model with short-rangehe same temperature interval is slightly higher than in model
forces?® The ratio of the critical amplitude& andA’ deter-  II. In contrast to the other two exponenta and y), the
mined according to the above algorithm belong to the interexponentB has the following two peculiarities:
val 0.90<A/A’'<1.10 for all the systems. The situation
changes radically for model Il in which the values @fare
positive as in the Ising model. The theoretical valuexdh
the Ising model obtained on the basis ofxpansion is Both these peculiarities are apparently associated with short-
0.1089).2° Obviously, the relatively high value of one-ion range effects which are manifested in high-temperature mag-
anisotropy typical of small magnetic partictéd® and as- netization “tails” in Fig. 2.
sumed by us for model Il allows us to treat systems with  The dependence of the sublattice magnetizatiwon the
PBC as Ising systems. It should be noted that systems witreduced temperatuteplotted on the log-log scale in model |
free surfaces with the same value of anisotropy preserved thet t.,=0.05 displays a kink typical of crossover. This depen-
Heisenberg type of critical behavié?.The ratio of critical dence is presented in Fig. 4a for two values3ef0.31(2) at
amplitudes belong to the interval 0Z&/A’'<0.9. t<t, andB=0.362) att>t. for a system witiN=1372. In

The values of critical exponent for Cr,0; determined model |, a similar situation is observed for all systems irre-
from the results of laboratory experiments are quite contraspective ofN. These data probably indicate a crossover from
dictory and vary from 0.1¥ to —0.12 depending on the the Heisenberg critical behavior in model | wih=0.36 (the
method of investigation, the interval of variation gfthe  theoretical value of 8 for the Heisenberg model is
choice of T, and some other parameters. B=0.3672°to the Ising behavior witl8=0.31(8=0.326 for

m=B|t|#(1+ay|t]¥), (7)

(1) the absolute value g8 increases withN, and
(2) the values ofB increases with,;, also.

TABLE IlI. Effective values of critical exponens, ty,=7.5<10"1.

D/|J,]=2.5x10"* D/|J,]=2.5x1072
tmin
Number of
spinsN 5x1073 1x1072 2x10°2 4x10°2 81072 5x10°3 1x1072 2Xx1072 4x1072 8x 1072

500 0.243) 0.25 0.26 0.28 0.28 0.18 0.21 0.23 0.24 0.25

864 0.25 0.26 0.27 0.29 0.29 0.20 0.23 0.24 0.25 0.26
1372 0.27 0.29 0.32 0.35 0.36 0.21 0.24 0.25 0.26 0.27
2048 0.28 0.28 0.32 0.33 0.34 0.21 0.24 0.25 0.26 0.28
2916 0.31 0.34 0.35 0.36 0.37 0.25 0.26 0.27 0.29 0.30

4000 0.33 0.35 0.36 0.38 0.38 0.27 0.27 0.28 0.29 0.31
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1.0 theoretical value obtained for the Heisenberg model as well

as to the precrossover value calculated by us in model I.
Typical dependences of susceptibiliyon temperature

T are presented in Fig. 1b. These dependences were approxi-

mated by using the simple power function
x=Tt"7, ®

wherey andT" are the critical exponent and the critical am-
plitude of susceptibility. Table Il contains the values pf
andy’ obtained in model | on the basis of formuld) irre-
36(2) spective of ea_ch other from the data obtained aiT and
31(2) T<Ty respectively. It should be noted thaiandy’ as well
iy asa are independent of the numbirof spins in the system
0.01 0.1 1 under investigation, but their values increase Wil . It is

t difficult to judge whether the critical behavior of susceptibil-
ity is of the Heisenberg(y=1.39%° or the Ising type
(y=1.24% from the absolute values of and y’. Similar
data obtained in model Il coincide with those from Table Ill
within the admissible error. Such a behaviorypand y’ is
probably associated with the insufficient resolution of the
method of processing of a strongly fluctuating quantity such
as susceptibility. It will be proved in the next section that an
analysis of the same results on the basis of another approach
gives a more clear pattern of the critical behavior of suscep-
tibility.

[}
oo

N=2916
B =0.30(2)

FINITE-SIZE SCALING

0_1 toa ol 1 Lo 1 aaat 1 P ]

0.01 . 0.1 1

Basic concepts of the theory of finite-size scaliff$9
are reduced to taking into account finite<€ ) size of the
systems being simulated since the systems analyzed by the
MC method are just of this type. Such systems reproduce
successfully the thermodynamic properties of infinitely large
systems as long as the correlation length smaller than the
linear sizeL of the system. In the vicinity of the critical point
the Ising model“® which is not observed in the behavior of £é=L, the properties of the systems depend considerably on
heat capacity. the type of periodic boundary conditions. In the case of PBC,

Figure 4b shows the characteristic dependenca oht  fluctuations can be “switched” to opposite sides which is
in model Il for a system wittN=2916. It can be seen that no not observed in real systems. This results in “rounding”
peculiarities typical of model | are observed in this case. Theeffects, e.g., long-range effects abdvg smoothing of heat
value of 8=0.302) obtained for this model are quite close to capacity and susceptibility peaks, and their displacement on
the theoretically predicted values for the Ising model. the temperature scale. The ideas underlying the FSS theory

The experimental value oB in the temperature range make it possible to extrapolate the MC data obtained for
3x 10 °<t<3x 102 amounts to 0.38 and is close to the finite-size systems to the thermodynamic limiN=L23

FIG. 4. Dependence of sublattice magnetizatioan reduced temperatute
on the log—log scale: model(&) and model ll(b), t=(T—Ty)/Ty -

l29

TABLE IIl. Effective values of critical exponentsy and y' for a system with PBCfpa=7.5X10"1,
D/|J,|=2.5x10"2

t .
Number of mn

spinsN 1X1072 2x10°2 4x102 8x102 1x102 2X102? 4x102? 8x10?

500 0.86 1.05 1.08 1.17 0.92 1.07 1.15 149
864 0.87 1.07 1.10 1.17 0.93 1.08 1.20 131
1372 0.89 1.09 1.13 1.19 0.94 1.10 1.15 1.32
2048 0.90 111 1.15 121 0.96 1.12 1.19 131
2916 0.89 1.10 111 1.18 1.03 1.14 1.21 1.34

4000 0.93 1.12 1.17 1.23 1.03 1.15 1.22 1.33
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—o0) and are used wideR7:'* According to this theory, the good agreement with the data obtained for the Heisenberg
free energy for a large system with PBC at a temperaturéa=—0.126%° and Ising modela=0.1082° as well as with
close enough to the transition temperatligecan be scaled the results of analysis of the data given by MC calculations

as follows®~17 on the basis of traditional power functions.

F(T,L)=L"9F(tLY), 9)
CONCLUSION

whereT,.=T.(L—»),d is the dimension of the space, and

the static critical exponent of the correlation length of an ~ Our results obtained by the MC method applied to inves-
infinitely large systeml(=). Expression(9) leads to simi-  tigations of models of the real antiferromagnet@y indi-

lar dependences for heat capacity, magnetization, and su§ate that model I with anisotrof/|J,|=2.5-10"* exhibits

ceptibility per spin: Heisenberg critical behavior. The critical exponestsf heat
ol U capacity determined by approximating the data by power
C(T,L) = L*"Co(tL™), (10 functions and from the relations of the FSS theory are in
m(T,L)— L~ B"mg(tLY), 11 good agreement with each other and with theoretical values.
(T.L) ol ) (1 The exponentg and y determined by traditional meth-
X(T, L) =LY xo(tLY"), (120  ods from formulag7) and(8) exhibit peculiarities typical of

MC data and can hardly be used to determine the type of the
critical behavior. The results obtained far 8, andy from

the processing of the same data in accordance with the FSS
theory indicate unambiguously that model | belongs to the
A—|eisenberg class of universality with the critical exponents
a=-0.143), 5=0.392), y=1.392).

An analysis of the results obtained f@/|J;|=2.5

=2 (model 1) and processed by using both approaches
indicates that model Il exhibits the Ising mode of critical

where «, B, and y are static critical exponents connected
through the hyperscaling relations—2vr=dv=28—1y.1
Equations(10)—(12) successfully reproduce the critical be-
havior of infinite systems for largeL” (t<1 andL—).
The validity of basic concepts of the FSS theory was prove
by many authors™®

According to this theory, the magnetization and suscep- 10
tibility of a system of sizeLXLXL at T=Ty and large
values ofL satisfy the relations

behavior.
m~L A, (13) It should be noted that although the values of critical
exponentsa, B, and y obtained on the basis of the FSS
x—L. (14 theory are in better agreement with the theoretical and ex-

An analysis of our results on the basis of relati¢hs) perimeptal _results, the analys.is of the same dat_a based on
and(14) also makes it possible to determine the valuegof @PProximation by power functions makes it possible to ob-
and y. For this purpose, the dependencesroénd y on the tain rich additional information. In our opinion, an analysis
linear lattice sizeL were plotted on the log—log scale. The of the regults of.the results of MCIS|muIat|on by these two
slope of the straight line determines the valugghf and y/v. methods is requ.lr'ed for the.formatlon of the most complete
The values of the ratios obtained in this way in model | arePattern of the critical behavior of such systems.

Blv=0.544 andy/v=1.985. If we assume that model | ex-
hibits a clearly manifested Heisenberg behavior and th
»=0.7062° we obtain3=0.382) and y=1.392). It should
be noted that these values gfand y are in accord with the
theoretical values calculated for the Heisenberg mode

(8=0.368 andy=1.39.%° For model II, we havgg/r=0.426

and y/v=1.791. Since this model exhibits the Ising behavior, E-mail: kamilov@datacom.ru
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A decrease in the value of the magnetostriction constaptis observed at 78 K in YI(Ba)
and YIG(Si) single crystals exposed to light in the spectral range 0.65m2 Exposure

to infrared light leads to a decrease in the value of; for YIG(Si), but causes no change for
YIG(Ba). © 1999 American Institute of PhysidsS§1063-777X99)00805-1]

The magnetic and optical properties of yttriumiron gar-saturating magnetic fielt = 2000 Oe be directed along the
nets(YIG) change as a result of exposure to light. Earlier, wg{001] axis during illumination to ensure a symmetrization of

reported on the spectral sensitivity of the photoinduced optithe arrangement of photoactive centers along the trigonal
cal effect as well as a change in the permeabflitgf  axes.

YiBaFe_ O, (YIG(Ba) and YsSiFe ,Oqn (YIG(SH)

single crystals. In this work, we present the results of inves-

= ) L - EXPERIMENTAL RESULTS

tigation of the photoinduced variation of magnetostriction of

monocrystalline YIG samples with different dopings ex- Figure 1 shows the dependence of the variation of the

posed to light of different spectral composition. magnetostrictioml\ L/L for YIG(Si) along[111] direction as

a result of magnetization along the directignin the (110

plane of the sample. The shape of the curve changes under

illumination: it can be seen that the amplitude of the peak
Measurements were made by the bridge technique usingeparation between the end points along the ordinatg axis

film-type chromium strain gauges formed directly on the sur-decreases as a result of exposure to red and infrared radia-

faces of monocrystalline disk€110) in (111)-type direc- tion, while exposure to infrared light alone causes an in-

tions. Single crystals of ¥e0;, grown from BaO-BO;  crease in the peak amplitude. The obtained experimental de-

(YAG (Ba)) and PbO—-PbESiO, (YAG(SI)) solutions in the  pendences can be described by the expredsion

melt were investigated. The samples were immersed in liquid 2

nitrogen in the course of the experiments. Y88 was illu- AL/L<1“>—AL/L$11>=7\U(——Sinz ¢)

minated by light passing from a KGM 12-100 lamp through 3

a condenser and optical filters IKSBansmission range 1— 2 1

2 um) and KS-3(transmission range 0.65-#m). An IKS +7\111( - TSin 24— Esin2 zp),

filter from the monochromator MDR-1@ransmission range

1.5-2.5um) or KS 17 was used for YI®a). The main aim where\,, is a coefficient and\,;; is the magnetostriction

of the experiments was to obtain the dependence of the magonstant.

netostrictive deformationXL/L)**? on the direction of the For YIG(Si), the magnetostriction constant;;; de-

applied constant saturating field in the (110 plane. The creases upon exposure to red ligh{,,= —0.11x10"° and

direction ofH was defined by the angl¢ measured from the \};,;=—0.09x 10~° before and after the action of light from

[001] direction. KS-17. Exposure to infrared radiation through the optical
The angular dependences afI(/L)MP—(AL/L){*?,  fiter IKS-3 increases the value ofyyiiNy;;=—0.13

i.e., the change in relative elongation of the sample in thex10 °. The dark value of the coefficient, for unexposed

[111] direction upon a rotation of the saturating field in the (dark sample iskg= —0.13x10° %, while the coefficient is

(110 plane were measured. equal to)\'(,z —0.11X 10 ° under simultaneous exposure to
The curves were plotted after intial and repeated expored and infrared light, anEI'Uz —0.14x 10 ° upon exposure

sure to red and infrared light, as well as to the infrared lightto infrared light only. Partial reproducibility of the effect is

alone. Samples were exposed for 15 minutes in a saturatingbserved upon an alternation of optical filters. The experi-

magnetic field oriented along thgD01] direction in the mental data were processed with the help of the Sigma Plot

sample cut plane. The experimental conditions correspond tsoftware, and the standard error in determining the constants

the largest photoinduced variation of magnetostriction condid not exceed 0.5%.

stants obtained earlier for YIGi).2 The saturation of photo- The action of red light together with IR radiation on

induced effects in these crystals was attained in a period ofIG(Ba) is analogous to the effect of white light. No change

about three minuteSput a more prolonged exposure makeswas observed experimentally in the magnetostriction con-

it possible to avoid the effect of time dependences. The maistants for YIGBa) after exposure to light in the spectral

condition determining the experimental results is that theange 1.5-2..xm.

EXPERIMENTAL TECHNIQUE AND SAMPLES

1063-777X/99/25(5)/3/$15.00 351 © 1999 American Institute of Physics
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0.05 2 A ( 1 1 ) 1 4
0 9(8 ) 6Css C11—Cip) €11~ C123 e
mg wheree is the asymmetry of stresses along trigonal axes not
- -0.05 belonging to the(110 plane, andes’ is the asymmetry of
-5 stresses along tetragonal axes.
Vi -0.10 The change in the cubic constant;; as a result of illu-
— mination of YIGBa) and YIG(Si) is determined by the
<|) -0.15 change in the symmetric part of the trigonal elastic stresses
= K. An increase or decrease in the total number of centers in
2 -0,20 octahedral positions leads to a change in the valué ahd
i hence of\ ;4.
< -025 The guantity\ , changes as a result of variation of the
' asymmetryA, e, distribution of magnetoelastic centers be-
_ N . . tween trigonal axes for YI@a) and YIG(Si), and due to a
0‘30_ 40 0 40 80 120 160 possible variation of the asymmetry in tetragonal stresses

¥, deg Upon an increase in the asymmetry of stresses, the number
of centers distributed equiprobably along the axes decreases,
FIG. 1. Angular dependences of magnetostriction for (8B AL/L(Y leading to a corresponding variation khand\ ;4.
—AL/L{* recorded during rotation of field in the.10) plane. The sym- For YIG(Si), the magnetostriction constant;;; de-
bols correspond to the experimental results and the curves to ttmane . .
1- dark curve before illumination®); curve2 — after primary action of red creases as a result of exposure to both red and white “ght'
light (O); and curve3— after primary exposure to infrared lighA}. Ex- According to the conclusions drawn by Dill@ al,”an
posure time 15 minT =78 K. increase in the occupancy of positions by?Feions in
YIG(Si) leads to an elongation of the sample placed in a
saturating magnetic field along the trigonal axis for which
the number of active centers increases. In other words, a
decrease in magnetostriction is observed. It was also shown
The obtained experimental results can be interpreted dsy us thatK>0 for YIG(Si). This means that heterovalent
photoinduced variation of internal elastic stresses produceBe ions in YIGSi) produce a tensile stress. The value\gf;
by heterovalent Fe ions occupying octahedral positionsdecreases upon an increase in the valu&,ofvhich means
Zaikova and Shdr studied the effect of internal elastic that the tensile stress increases along all trigonal axes upon
stresses on magnetostriction variations by considering thexposure to red or white light. This corresponds to an in-
example of iron silicide single crystals. Heterovalent Fe ionscrease in the total number of Feions occupying octahedral
in YIG produce local elastic stresses which affect the magpositions. Exposure to infrared radiation causes an increase
netoelastic properties of the surrounding Féons. A mag-  in the value ofA 1,5, i.e., to a decrease in the internal elastic
netoelastic center containing a heterovalerft'Fg=e**) ion  stresses.
and the surrounding Bé& ions can be treated as a macro-
scopic center. The averaging of nonuniform macroscopic
stresses and the possibility of their replacement by mean’\lCLUSIOI\l
elastic stress parameters was considered theoretically b
Livshits? It can be assumed on the basis of the experimental data
The dependence of the magnetostriction constants igbtained for YIGSi) that redistribution of heterovalent iron
YIG on elastic stresses along trigonal and tetragonal crystatons from “near” and “far” positions under the action of IR
lographic axes resulting from the emergence or redistributionadiation leads to a decrease in internal trigonal equiprobable

DISCUSSION OF RESULTS

of magnetoelastic centers was obtained earlier By us and symmetric stresses in the crystal and to an increase in the
2 1 1 4 K value Of)\lll-
Al ——— |+ —=— Mack and Smith have studied the effect of close prox-
N117= N1 92160y cu—cn " 27ca S e stud effect of close p

imity of Fe?* and Sf* ions on the minimization of elastic
where \7;; is the magnetostriction constant for a sampleenergy and magnetostriction. They found that the magneto-
without elastic stresses caused by heterovalent i§ns,the  striction increases upon annealing along ¢80 direction
symmetric part of the stresses=K; cos # along trigonal  on account of the possibility of redistribution of active cen-
axes K=K, K,=K+A, Kz3=K,=K+¢g; @0 is the angle ters at 78 K, thus indicating a difference in the magnetoelas-
between the direction of the magnetic field dtid diagonal tic properties of F& ions “near” and “far” from the Si**
of the cubg, A the asymmetry of stresses along the trigonalions.
axes in the(110) plane, andc,,,C1, and ¢y, are the elastic An increase in the number of photoactive centers in
moduli. “near” positions for YIG(Si) under the action of red light
The value of the constamt, depends only on nonuni- leads to an increase in trigonal stresses and a decrease in the
form distribution of the number of magnetoelastic centersvalue of\4;. The formation of heterovalent iron ions under
over octahedral and tetrahedral sites the action of red light leads to a decrease in internal stresses
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On correlation effects in a narrow-band model with electron—hole asymmetry
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Some correlation effects are studied in a narrow-band model with electron—hole asymmetry. A
peculiar feature of the model is that it takes into account the hopping integral associated

with electron—electron interactioworrelated hopping The method of Green'’s functions is used

to find the quasiparticle energy spectrum, as well as expressions for the upper and lower
Hubbard subband widths. It is shown that the specific features of the model lead in a number of
cases to consequences differing significantly from those following from the Hubbard

model. The obtained results mainly illustrate the peculiarities of the model in the low-
temperature region and are used for interpreting the physical properties of systems with narrow
energy bands. €1999 American Institute of Physids$1063-777X99)00905-4

INTRODUCTION by us defines exact atomic and band boundaries in Hubbard’s
o . model, and also describes the metal—insulator transition.
One of the characteristic properties of the Hubbard i seems interesting to continue these studies to narrow-
mode_F which is used Wl_dely for des_cnblng_corre_latlon ef- band materials with partially filled narrow banda#1).
fects in narrow conduction bandseview articles in Refs. Such investigations should be useful from theoretical point
2-4, to mention a feis the electron—hole symmetry: sys- ¢ yjew (it was mentioned in Refs. 2—4 that this important
tems withn<1 andn>1 havg |d.ent|cal phyS|.caI properties ~5¢e has not been analyzed quite extensiyely well as for
(n is the electron concentration in the ban@ihis symmetry 5 possible interpretation of the experimental data for some
is associated with the disregard of electron—electron interaG;arrow-band materials. This is the main aim of the present

tion matrix elements research.
eZ
Jkjk) = J J eI R)e(r=Ry) fr=r] ONE-PARTICLE ENERGY SPECTRUM
X|(r' —Ry)|*drdr’ @ The Hamiltonian of the model can be presented in the

. . . form*!
in the Hamiltonian of the modelthe matrix elements1)

describe electron transitions betwei¢h andjth crystal lat-
tice sites, andp-functions are the Wannier functions
However, the experimental data reflecting the electron—
hole asymmetry in narrow-band materials on the one hand P
: : Ny +T a;j,a;,Ni;+H.c)+U2 nyn; , 2
and the results of theoretical analysis on the other hand, point 2% (Bi58joNi ) 2.: T @
towards the need to take the correlated hopgignto ac- where . is the chemical potentiab’ (a;,) the operator of

count in the generalized Hubbard modé&lAs a result, the creation(annihilation of an electron with spiv-(o— 1 |) at
hopping integrals describing transitions to the lower and up; pito=1,

per Hubbard subbands in such a generalized Hubbard modté]e Ith site (o indicates spin projection opposite tg nj,

. o =a. a;, the operator of the number of electrons with spin
differ from one another as well as from the hopping integral_, 1o : .

) o . t theith lattice site,n=(n;;+n; ) the electron concentra-
corresponding to transitions between Hubbard’'s subbands

(among other things, the lower and upper Hubbard subban lon at the siteU the intraatomic Coulomb repulsion, and

H= —ILLZ ait)_aiaﬁ‘(to'i‘ nTl)z ,ait,aj(,
o ijo

are not equivalent in this modelSuch models have been .
studied quite intensively in recent yedaisee, for example, tO:f ¢ (r—Ri)Z V(r=R)e(r—Rydr, ©)
Refs. 7—9 and the literature g(i)ted thenein

In our earlier publications; we studied correlation ef- _ o R
fects and, in particular, metal— insulator transition in the Tl_g‘i J(ikjk),  To=J(iiij) )
narrow-band model with electron—hole asymmetry for a k#]
half-filled band 6=1) and zero temperature, using the ap-are the integrals of electron transitions between nearest
proach presented in Refs. 11 and 12. The approximation usatkighbors atith and jth lattice sites Y(r—R,) is the

1063-777X/99/25(5)/5/$15.00 354 © 1999 American Institute of Physics
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potential energy of an electron in the field of an ion atlthe ~ doublons. In the model described by the Hamiltonig),
lattice sitd. The primes on the sums in Hamiltonig?) in- the following four states can exist: the st of a site not
dicate thati #]j. occupied by an electron corresponds to a hpié=a;’ (0)

A distinguishing feature of Hamiltonia2) is that it  is the state of a site occupied by an electron with gpiand
takes into account the correlated hoppig which leads to  [2)=2;7a;|0) is the state of a lattice sitédoublon with
a concentration dependence of the transition integrafiouble occupancytwo electrons with opposite spins
to+nT, in the proposed model of narrow-band materials ~ The chemical potential is defined by the expression
with electron—hole asymmetry in contrast to the similar

1 +oo
models considered in Refs. 6-9. gz NE f J(E)dE, (15)
In order to determine the one-particle Green’s function ki J-e
G° (E)=((a, |a+ ) (5) whereJ,(E) is the spectral intensity of Green’s functi@).
’ led pro.

Let us consider now the common features of formulas
we use the generalized version of the Hartree—Focke) and(9). Forn<1 andU—c, we obtain

approximatioh®~1° proposed by us in Refs. 11 and 12. It
should be observed that the use of the generalized Hartree— Ey(K)=—pu+
Fock approximation in the forf in the range of energy !
parameters for which a metal—insulator transition can occu
is fraught with considerable difficultigsee Refs. 15 and 16
for details of such problemsIn the k-representation, the

2
>Tn” n)tk(n) (16)

flower Hubbard subbandIf n>1 and only the upper Hub-
bard subband is important, we obtain

Green'’s function(5) obtained in this way has the following 2 ~
form for the paramagnetic case: Ea(k)=—p+U+| =240/t (n). 17
G(E)= i Ax + Bi , (6) For the Hubbard model,t(n)=~t_(n):t’(n)=t0)E1(k) for
2m\E—Ey(k)  E—Ex(k) n—0 andE,(k) for n—2 acquire a band form. Moreover,
~ formulas(6) and(9) describe the exact atomic boundary for
— — + — — —
Aﬁ%— (n—HU—elk) s(gg(k)(z Me2(k) nsl(k), to=0 and the band situation fay=0.

R0 The following important situation is worth noting. Ow-
ing to a difference in the hopping integraign) andt(n),
1 (n=1)(U—e(k)+2(k))—(2—n)ez(k) —nei(k) the energy width of the upper subband may be much smaller,
k=3 " 2Q(k) ’and the effective mass of carriers in this subband much
(8) larger, than for the lower subband. Thus, the concepts of
U e)+3(k) 1 “narrow” and “wide” subbands, “light” and “heavy”
EifK)=—p+ =+ ———"F=Q(k), (99  charge carriers are introduced in a natural way a conse-
’ 2 2 2 guence of electron—electron interactipirsthe model under

_ = 11712 consideration.
Qk)=Le(k) ~E (k) ~ U] aea(k)ex(k). (10 The peculiarity of the common expression for the quasi-

The Fourier transforms of the quantities determining formu-particle energy spectrur®) is the dependence on doublon

las (7)—(10) can be defined by the expressions concentrationand hence on temperatjire
~ — , The doublon concentration is defined by the equation
s(k)=at(n), BK)=aL(n), e(k)=ati(n), y e e
1 oo
&2(K) = asty(n), (1) d= N; f_ JK(E)dE
2(1-d)?2 2d(d—n+1) t(n
a=—n+2d+ (2_ ) (2_ ) t( ), (12 _t Ci + D (18)
n no tn IN % | exgEL(K)/6)+1  expEx(K)/0)+1)’
2d?> 2d(d—n+1) t(n
a—n—ad+ 24 _ 24 ) 1m (13 ~ Where
n n t(n) c 1 U+EK) (k)
2d 2(1—d) kT2 2Q(k)
a;=n—1-——, a,=—1-n+ , (14
n 2—n o L, UtER—e(k) 10
whereE, (k) (E,(k)) is the electron energy in lowéuppe) k_§+ 2Q(k) ' (19

;tjebsbgjrgusbtlj(l)a:;n:i(jr:)s:ﬂ:ifgr_wrtiegargttl(()rr]l)ozft(zﬂgjglé_?:cggled f?=kBT, N is the n_umbe_r of sites in the crystal _Iattice, and
scribe the transitions of quasiparticles to the lower and uppefk(E) the spectral intensity of the Green’s function
Hubbard subbands respectiveélyopping of holes and dou- n Cy Dy

blons, andt’(n)=t(n)+T, is the integral of transition of ((aigniﬁaiﬁ,»k:z— ECE.(k + ECEL0 )
guasiparticles between the lower and upper subbgpids m 1(K) 2(k)
cesses of creation and annihilation of pairs of holes andVe assume that the density of states is rectangular

(20
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FIG. 1. Dependence of doublon concentrattban U/wy, for various elec-

tron concentrations: 1.2 (1), 0.8 (2), and 0.5(3). The upper curves corre-

spond tor;=7,=0
=0.2.

(Hubbard’s modeg| and the lower ones te;=1,

}k) S(E— tk))_ie(w E?) (22

Z|r

6(x)=1(x>0) and 6(x)=0(x<0); w=2z|t(n)|; z is the
number of nearest neighbors of a lattice siteormula(18)

leads to an equation describing the doublon concentration

(d=0) atT=0:

4

n

2(1—-d)
2-n

B Q(e1)—Q(e2) E Y
Bty w w [(B°+7)%]"?
VBT 7 Qe +(B2+ y)z2— UB|
B+ y Qle) +(B°+ 7)81_Uﬁ"

X In‘ (22

whereE; 5(&),Q(e) are obtained from formula®) and(10)
as a result of the substitutiont,(n)—e, Tt (n)
—[t(n)/t(n)]e; t(m—[t'(n)/t(n)]s; B=a—a[t(n)/
t(n)]; y=4a,a,[t'(n)/t(n)]? &,, &, are the roots of the
equationsE; (e)=0, ande,>¢;.

The hole concentratior is defined by the expression

c=d—n+1, which is obtained from two conditions+d
+n'+n'=1 andn'+n!+2d=n, n' andn' being the con-
centrations of sites occupied singlpy electrons with spin
o=1 ando=| respectively.
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FIG. 2. Concentration dependenceM for U/wy=2; 7= 7,=0.3(curve
1), ,=17,=0.2(curve2), and ;= 7,=0 (Hubbard’s model(curve 3).

SOME CORRELATION EFFECTS IN NARROW ENERGY
BANDS

Let us consider some of the consequences of the above
results.

1. Using formula(9), we obtain the energy difference
between the bottom of the upper and top of the lower Hub-
bard subbands for the quasistatic energy spectrum:

1
E=—{aw+aW)+E(Qr+Qg, (23
Q= V(aw—aW+U)?+4a a [zt (n)]?, (24
Q,=V(aw—aW—U)’+4a a,[zt'(n)]?, (25)

where®=2z[t(n)|.
At zero temperature and far=1, the energy gag23)
vanishes for

Usw+w, (26)

in accordance with Mott’s general physical consideratigns.
For t'=0 (i.e., for t=—T,), the exact criterion for the
metal—insulator transition was obtained by several autfors.
The condition(26) obtained by us coincides with this exact
result. Fort’#0(t#—T,), the metal-insulator transition
criterion has not been determined so faee, for example,
Refs. 8 and 9 Gaglianoet al® obtained a criterion for the
metal—insulator transition, which coincides wii®6). Using
the methods of auxiliary boson$Bulka’ found that the sys-
tem goes over from metallic to insulating state for
U.=4z|t+T,|. However, this leads to the natural problem
of matching the result with the exact criterion for metal—
insulator transition obtained in Ref. 1&r t=-T,). It is

Figure 1 shows the dependence of the doublon conceralso worthwhile to note that as in the Hubbard model, the use

tration d on the parameted/w,, wherewy,=2|ty|, for dif-
ferent values oh. The parameters; =T, /|tg|, 7o=T,/|t|
characterize the magnitude of the correlated hopginglt

can be seen that the doublon concentratiatecreases rap-

idly with increasingU/wg for n<1.

of Hubbard’s approximationtiin this model does not lead to
a description of the metal—insulator transition.
The dependence SE on the electron concentratian
at T=0 is shown in Fig. 2. It can be seen that for values of
n close to 0 and 2, the difference in the energies between the
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bottom of the upper and the top of the lower Hubbard sub-
bands depends weakly on the correlated hopping parameters
7, and r,. For n=1, AE depends significantly om; and

7. The value ofAE increases upon a departure from half- 1.0

filling (AE has a minimum fom=1). Hence it is easy to y \,_/
understand that in the metallic phase, the “metallic” nature

of vanadium oxides MO,._; (k=3) with a nonintegral
number of electrons per cation is manifested less strongly
than in oxides V@ and \,0O; (having an integral number of
electrons per lattice sité° 0.5

On account of the dependence &E on the doublon
concentration, the energy g&p3) depends on temperature. K
The dependencAE(T) shows that an increase in tempera- »
ture may lead to a transition from the state wifE<0 to
the state withAE>0. It should be noted in this connection 3
that a transition from the paramagnetic metallic state to the I \ | I
state of a paramagnetic Mott-Hubbard insulator is observed 0 0.5 1.0 15 20
in NiS, upon an increase in temperatdfe. n

The model(2) can be used for describing doped narrow-gig, 3, Dependence of the energy width of lowevH;) and upper AE;)
band materials. Apparently, it can be assuni®ek, for ex-  subbands on electron concentrationr,=7,=0 (curve 1), 7= 7,=0.2
ample, Refs. 2, 4 and 22hat in transition metal compounds (curve?2), andr;=7,=0.3 (curve3).
of the type (M);_,(M,),X(M4,M,) denote the transition
metal and X stands for oxygen, sulphur, seleniutine main
effect of substitution M—M,, where M and M, are neigh-  in the case whem;=7,=0, for n;=0.6 andn,=1.4). The
bors in the Periodic Table, boils down to a variation of theobserved variation of the energy subband widths can be ex-
electron concentration in the narrasvband (especially for ~ plained as follows. In the concentration ranget®<n,,
small values ofx). Thus, the obtained temperature depen-transitions to the lower Hubbard subband can be interpreted
dence of the energy ga@3) can be used for explaining the as a hopping of thér)-states with effective hopping integral
metal—insulator transition observed upon an increase in tenwhose value increasgand henceAE; also increasgs In
perature in the paramagnetic phase of the compoundther words, the electron-type conductivity changes into
(V1_4Cr,),05 " for x=0.04. hole-type conductivity fon=n;. The concentration depen-

2. Using the one-particle energy spectr(é) and(17),  dence of the width of the upper Hubbard subband can be
we find that in the state withU—o, the lower Hubbard explained in a similar manner. Such an interpretation of de-
subband has a width pendences shown in Fig. 3 is in complete accord with the
concentration dependence of the conductivity in partially
filled narrow energy bands described in Ref. 11.

In the case of weak electron—electron interactions, the
. . ) Hamiltonian(2) also leads to a number of serious departures
for n<1, while the width of the upper subband fo>-1 i from the Hubbard model, as was shown in Refs. 6 and 11.

BT B (T — 2T Among other things, the use of E() allows us to explain

AB,=Eo(W) ~ By(~W)=2W(n—2+2M). 28) the dependence of the binding energy of$/stems on the
These two formulas lead to a dependence of the energgoncentration ofd-electrons, viz., the existence of a mini-
width of subbands on electron concentratidfig. 3. The  mum for Mn and two nonequivalent pea, Co) (resulting
concentration dependence of subbands is associated, in tflem a consideration of the correlated hoppifig).**
first place, with the correlation effect of narrowing of sub-
bands(the expression within brackets in formulé&7) and
(28)), and in the second place by the concentration depe
dence of hopping integrals in the lowet()) and upper We have studied some correlation effects in the narrow-
(t(n)) Hubbard subband& peculiarity of the model under band model with electron—hole asymmetry with the help of
consideratiohn It can be seen that if we take into account thethe technique proposed in Refs. 11 and 12. A characteristic
correlated hoppindl), the subbands become considerablyfeature of this model is a systematic consideration of
narrower, the decrease in the width increasing with electroelectron—electron interactions describing the hopping of
concentration. It can also be seen from Fig. 3 that in contrastlectrons(correlated hopping
to the electron—hole symmetry in the Hubbard model, the  The one-particle Green’s function and the energy spec-
cases withn<1 andn>1 are not equivalent in the model trum of quasiparticles are determined. A distinguishing fea-
under consideration. ture of these expressions is the dependence on doublon or

A peculiar feature of formulag7) and(28) for the con-  hole concentratioiand hence on temperatiyrend the non-
centration dependence of energy widths of subbands is theguivalence of concentration-dependent widths of upper and
existence of minima shown in Fig.(8r the Hubbard model, lower Hubbard subbands.

AE AE,

A E/2w0

2
AElel(W)—El(—W)=2w<ﬂ—n), (27

nC_IONCLUSION
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Generation of nonequilibrium phonons and phonon—electron drag in bismuth
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A directed flow of nonequilibrium phonons generated in crossed electric and magnetic field
during supersonic drift of charge carriers in a high-quality bismuth single crystal is observed
directly for the first time. Special geometry of the experiment makes it possible to measure

the signal of acoustomagnetoelectric effect which is a result of the drag of charge carriers by
nonequilibrium phonons. The measurement of acoustomagnetoelectric effect enables us to
determine the part of electric power supplied to the sample, which is transformed into acoustic
power. © 1999 American Institute of PhysidsS1063-777X99)01005-]

INTRODUCTION the acoustic wave propagates along the directioand the

, ) ) ) static magnetic field is parallel to directighhas the form
The acoustoelectric effect is a manifestation of the

phonon—electron interactidrf. Local electric fields emerg- S u(3,-3,\% oy
- . . . Eame— _ /H = P 2
ing in a conducting medium under the action of a propagat- X M pU§ D e 1+ w273’

ing acoustic wave trap charge carriers and lead to the exci-

tation of a direct electric current in the direction of wave Wherep is the densityu=(u, '+ u, )"t andD = (u,D,
propagation as a result of momentuand energytransfer.  + #pDn)(un+ 1) " are the ambiopolar mobility and diffu-
The relation connecting the acousto-eB&f® and the coeffi-  sion coefficient(the subscripts1 and p correspond respec-
cient a, of electron absorption of sound was derived bytively to electrons and holgsX , andX., are the deformation
Weinreich from elementary considerations of conservationpotential constants for electrons and holgsis the effective
of total momentum of the electron and phonon systems antflaxation time, ands the acoustic energy density. A com-

is valid both in the hydrodynamiog(>1) and in the colli- parison of formula(2) with the expression for the acousto-
sionless l<1) approximatior(q is the acoustic wave vec- €lectric field calculated by Weinreithcarried out by
tor andl the electron mean free path Jamadéleads to the relatio£2™®= — uHE?® for the AME
field and accordingly to the relation with the electron absorp-
agls=nev E?S, (1)  tion coefficient(modified Weinreich relation
where ol is the power per unit volume, supplied by the — @els=—nev E*™YuH. 3

acoustic wave to conduction electrons. It was assumed that
each phonon transfers to an electron the momerftunfv g

(w anduvg are the frequency and velocity of acoustic wave
respectively. The density of induced electric current neE*™ ne (3¥,-3,
j**=ne(hw/vsm), and the acoustic wave intensity is ¥~ g ,u_H: F(
ls=hwNgvs (Ng is the number of phonons per unit volume s

and @e=n/Nqvsr. wherewqs=w[1—(Ey/H)/vg]. It can be seen from formuid)

The number of electrons in bismuth is equal to the num-that the electron absorption coefficiemf reverses its sign
ber of holes, and hence the resulting acoustoelectric curremthen the electron moves at the supersonic velocity
(for a closed circujtor acousto-emffor a disconnected cir- vy=Ey/H>vg, i.e, the absorption of sound by electrons is
cuit) is small since they are determined only by the differ-replaced by its enhancement, and the acousto-emf in the
ence between electron and hole mobilities. However, elecAME effect also changes its sign.
trons and holes dragged by an acoustic wave in a magnetic If no acoustic power is supplied to the crystal, the mo-
field H applied perpendicularly to the direction of propaga-tion of charge carriers at a supersonic velocity is accompa-
tion of sound are deflected in opposite directions at righinied by spontaneous emission of phonbmsading, among
angles to the direction of sound and to the magnetic fieldother things, to a change in the conduction, and hence to
creating the resultant emfcoustomagnetoelectriAME) nonlinearity in the current—voltage characteristi¢d¥'C).
effecy. Nonlinear current—voltage characteristics were observed for

The AME effect was investigated theoretically in Refs. the first time in bismuth by EsaRi° the transverse magne-
4-7 and was observed experimentally for the first time intoconductivity increases abruptly, while the velocity of
bismuth® The expression for the acousto-emf in the AME charge carriers in the directigiEx H] of Hall drift attains
effect derived by JamaBainder the conditiong!>1, when the value of the velocity of sound. This fact enabled Esaki to

This relation remains valid in a constant electric figlg
parallel toX. In this case, we have
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propose a hypothesis concerning the interrelation between LA
the observed effect and the generation of phonons in bis- 0 2 4 6 8 10
muth. In experiment$-*?aimed at direct observation of pho- i g

non generation in bismuth, acoustic noise was detected in 20+
principle when the conditiony~uv ¢ was satisfied. The inter-
pretation of the results was complicated by the fact that the
duration of the ultrasonic signal was larger than the duration 157
of the driving current pulse by a factor of several units.
Later, many authof$~16proposed different versions of the- >
oretical substantiation of the Esaki effect, which, however, & °
described IVC nonlinearity only qualitatively. Bogod and
Valee\!’ proposed a phenomenological model of the Esaki
effect, which successfully explained the experimentally ob- /
served peculiarities in the magnetoresistance of bismuth un- S5 ST T
der nonlinear conditions. The model is based on the concept al 2345
of acousto-emf associated with the number of nonequilib- [
rium phonons. Bogod and ValeEwsed the Weinreich rela- N 1 . 1 : 1 .
tion (1) in which the flux density of acoustic energy incident 0 4 8 12

on the sample is replaced by the average poyWliberated t,us

by electrpns during the ge-neration of -noneqUi-"t-)riumFlG 1. Copies of oscillograms df{7’ signals: —v4 (curve 1) and +v,
phonons, Le.Fe= yWinev, (yis the generation coefficient (cur.ve.2); H=4.1T. The upper scalle} correspo.ndsdto values of curre:t pro-

'nd'catmg the fractlon of eleqtrlc power. SquI'ed to the portional to time sweep), andl, are the voltage and current corresponding
sample, which is transformed into acoustic jlubn a large  to the onset of the transition to the nonlinear conductivity mode. The inset

number of publications devoted to experimental investigashows the experimental geometdy:1,...,5-5 are pairs of potential con-
tion of bismuth under nonlinear conductivity conditioisge, ~ facts:a-aare current contacts.
for example, Refs. 18—22a large body of new information
concerning the Esaki effect was obtained by measuring eifhe experimental geometry is shown in Fig. 1. The magnetic
ther the longitudinal voltage drop in the sample, or Hall volt-field is oriented along the third-order crystallographic axis.
age depending on various extrinsic parameters. It should bBigits 1-1, ...,5-5 denote pairs of potential contacts distrib-
noted, however, that these experiments have a considerallged uniformly along the sample, arda are current con-
drawback: the information on the system of nonequilibriumtgcts.
phonons gained from these experiments is only indirect. The employment o&-a contacts fixed at the endface of
In the present work, the directed flow of nonequilibrium the sample as current contacts naturally leads to nonunifor-
phonons generated during supersonic drift of charge carriengity of electric current. The current density at face | near the
and propagating in a sample is observed directly for the firsgurrent contactésee Fig. 1is always higher, and fat<L is
time. We propose a special experimental geometry thaguch higher than at face Il at the opposite end of the sample
makes it possible to observe in the same samples of Bi Qj is the separation between current contacts anthe
negative AME signal, which is associated with the generasample length With such an experimental geometry, the
tion of acoustic power by charge carriers, as well as a posielectric field strengthE, and hence the drift velocity
tive AME sinal, which is a result of drag of charge carriersy, ;=cE/H of charge carriers in the sample, are position
by the flow of nonequilibrium phonons. The measurement ofunctions, and the condition,> v for a transition to acous-
the magnitude of the AME effect allowed us to determinetoelectronic nonlinearity is realized only in the range of elec-
directly the fraction of electric power supplied to the sample tric field E>E, near the endface (E, corresponds to the
which is transformed into acoustic power. onset of the transition to nonlinear conductiyityAt the
same time, the linear dependence of current on voltage, i.e.,
Ohms law, is preserved in the remaining part of the sample.
Thus, the conductivity of the sample becomes nonuniform
Measurements were made at 4.2 K and involved the defor a certain current>1, .
tection of the response signal formed as a result of passage The asymmetry of the experiments in the above sense
through the sample of a solitary current pulse of the rectandetermined two versions of measurements characterized by
gular (with an elevation front~0.3us) or saw-tooth shape opposite directions of the drift velocity vector. Reversing the
(increasing linearly with timeof durationt, from 2 to 20us  direction of current and magnetic field, the drift velocity vec-
on a storage oscilloscope, followed by the recording oryan tor for charge carriersy=c[EXH]/H?, and accordingly the
recorder. flow of nonequilibrium phonons generated by charge carriers
The sample was cut from a high-quality bismuth singlefor v4>v s were directed either to the endface-+y,) con-
crystal(the ratio of resistances at room and helium temperataining current contacts or to the opposite endface Il
tures was~300 and had the shape of a rectangular bar with(+vg). Figure 1 shows copies of oscillograms of potentials
a size 4.%6.5x2mm along the bisector@;||X), binary U(ﬁ) measured across contadts1 with the help of “saw-
(C,lY), and trigonal C5/Z) crystallographic axes. tooth” current pulses fortvy, i.e., directly in the region of
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current contacta-a. The timet laid along the abscissa axis is 20
proportional to the measuring currdntnd oscillograms are
in fact current—voltage characteristitiéﬁ)(l). Theu(ﬁ)(l) g
dependences have a characteristic inflection associated with
the generation of phonons in the direction of Hall drift of
charge carriers fov4>v. The slight mismatching of IVC
in Fig. 1 is determined by the so-called nonreciprocity effect =
(NE),? i.e., nonreproducibility of the nonlinear region of -
IVC upon inversion of the drift velocity vector of charge "D:=
carriers. The nonreciprocity effect was observed earlier in
the conventional experimental geomet?ywhen the electric
current is uniformly distributed along the sample, and in the
case of nonuniform flow of curreAt:?®It should be noted in
this connection that a kink was also observed on the oscillo-
gramsU{ () (i=2) measured together with;(t), but not
on oscillogramsU{")(t) (this will be proved below This
kink, however, should not be identified with the generation
of nonequilibrium phonons in the corresponding region of
the sample. As a matter of fact, the emergence of a region of
nonlinear(highep conductivity near the current contagsa
limiting the voltage drop to~U, (Fig. ) and “accumulat- -
ing” the major part of current fot=1, leads to restriction of
the part of current flowing through the periphery region of 15
the sample, while the response sigriaf§) are recorded on
the oscillograph as a function of timig i.e., of the total
currentl . T
Figures 2 and 3 give examples of copies of oscillograms ~ .-
for nonlinear response signalsi(ii) measured by passing
through the sample the rectangular current pulses of ampli-
tude 7.2 A corresponding to the nonlinear segment of IVC
(see Fig. 1 Voltage drop at the beginning of the response
signal corresponds to relaxation process of transition to a
nonlinear regime and is characterized by the time®®*
Response signald{ ™) (i=1, Figs. 2a and 3ahave the same
shape similar to the shape of current puleecept the relax-
ation maximum at the beginning of response signail the
amplitude decreasing monotonically with increasing distance|c. 2. Copies of oscillograms &1 (a) andU§" (b) signals:U,, (curve
between potential and current contacts. The horizontal sed). Uss(curve2), U, (curved), Uss (curved), t, is the instant of switching-
ment of the response signal following the relaxation voltage?! the currentH=4.1T,1=7.2A.
drop characterizes the stationary mode of nonlinear
conductivity?
A completely different situation is observed for responseeffect, attain 400% fougﬁ) signals. Figure 3b also shows
signalsU{") (i=2, Figs. 2b and 3b Their shape differs the time delayt,s on theU§S) signal.
from that of the current pulse: instead of the flat peak, we  The degree of nonuniformity of current in the sample
observe an increase in voltage after the relaxation voltagean be judged from the ratid;;(i=2)/U, of signals mea-
drop (in time t, after the beginning of the pulsé€Fig. 2b, sured in the range of currents<l, corresponding to linear
segmentb-m). As the distance between the measuring po-conductivity (see Fig. X 0.5, 0.29. 0.12, and 0.06 respec-
tential and current contacts increases, the timg during  tively for contacts2-2,...,5-5. AImost the same ratios are
which the voltage increases to the maximum value increasalso preserved between response sigblz-grs) for 1>1 (see
monotonically, and the peak amplitude decredbesvever, Figs. 2a and 3a However, similar relations between re-
much more slowly than the amplitude of the response signaponse signald i(i*) for I >1, are not observed. The values of
U(™). Besides, response signal™) can still be registered U{") are always higher than the corresponding values of
during a certain timet,s while the response signalsi(i_) U{™), the difference increasing significantly with increasing
cease upon switching off the current, the valuetgf in-  distance between potential contacts and the region of nonlin-
creaseglike the timety,,) with increasing numbei-i of the  ear conductivity(Figs. 2 and B
measuring pair of potential contacts. Figure 3 shows for  An unexpected result was obtained during measurements
comparison the copies of oscillogramﬁ) andugﬁ). ltcan  of response signals(sp at contacts 3—4 arranged along the
be clearly seen that small differenef the order of a few sample. The copies of oscillogrartjéi) are shown in Fig. 4.
percent between the signalSl(ﬁ), i.e., the nonreciprocity It can be clearly seen that the signulgz) can still be

L
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FIG. 4. Copies of oscillograms dﬂgﬁ) signals: —vy (curve 1) and +vy
(curve2); H=4.1T,|1=7.2A.

transition to the phonon generation mode and the size of
the NCR in a similar experimental geometry are consid-
ered in detail in Ref. 23.

(2) A front (~0.5us) of the acoustic pulse propagating in
the sample in the direction of the endface Il is formed in
the NCR during the time interval equal to the tire
=1-2us of relaxation to the nonlinear mod&?

(3) Bismuth exhibits a strong phonon—electron interaction
leading to the drag of charge carriers by nonequilibrium

+
U™ v

phonons.
(4) The energy of an acoustic pulse attenuates during its
0 5 10 tp 15 20 propagation along the sample.
t, ps Thus, having created two regions with different conduc-
_ _ (+) (£) i o ] tivity in the sample and treating NCR as a generator of
FIG. 3. Copies of oscillograms &f};’ (a) andUgz’ (b) signals:—vq (curve . . .
1) and + vy (curve2): H=4.1T, 1=7.2 A, acoustic pulse probing LCR, we obtain a standard geometry

for observing the acoustomagnetoelectric effect: an acousto-
magnetoelectric voltage is formed in the directi¥nas the
acoustic pulse propagates along the direcom the pres-
ence of the magnetic field||Z.
. i The nonuniformity of potential distribution in the sample
), passing through zero and reversing js determined by the experimental geometry at the initial
instant and almost till the end of relaxation to the nonlinear
regime, i.e., during the timg, (see Fig. 2b, index)b How-
ever, starting from the instartt,~ r,, the acoustic wave
DISCUSSION OF RESULTS front begins to form in the LCR an acoustomagnetoelectric
fs.ignal which is strongefsee Figs. 2 and)3han the corre-

The experimental results concerning the behavior o . : ; . A )
nonlinear response signal£§-+)(i>1) can be explained by spondmg signal associated with the initisk{7},) nonunlfor-
! mity of the current flow. In other words, starting from the

g;g:;'ﬂ?hthe following assumptions that are quite natural forinstanttb, the potential distribution in the sample varies sig-

nificantly, and the magnitudes of voItagUﬁ”(i >1) being

(1) Nonlinear conductivity regime is formed in the sample measured are determined completely by the AME effect. The
region directly adjoining current contact3his region at  timet,, of the increase in the AME voltage to its maximum
the endface of the sample will be henceforth referred tosalue (dark circlesm in Fig. 2b is determined just by the
as the nonlinear conductivity regighNCR), and the re- propagation of the front of the acoustic wave formed in the
maining part as the linear conductivity regidhCR). NCR region. The values of timtg,, observed experimentally
The mechanisms of instability stabilization upon aat contacts-i(i>1) correlate with the corresponding values

registered during the timg,s after switching off the current,
but it does not become zero as a result of decréasén the
case of the signal{")
its sign.



Low Temp. Phys. 25 (5), May 1999 Vi

t. B. Krasovitskil and S. V. Bengus 363

calculated from the relatioty,=L; /v, whereL; is the dis- 3
tance between the NCR to the contacts, and v4=0.85
X 10° cm/s is the velocity of sound for the directiafjC,.2°

The measured values of voltagé")(i>1) are com-
pletely determined just by the AME effect rather than by
percolation currents since, in contrast to the response signals
U7 (i=1), switching-off the currentindexp in Fig. 2b) is
manifested in response signaléf)(i >1) not immediately,
but only after a timets (see Figs. 2b and 3bDuring the
time t,s, the rear front of the acoustic pulse formed after
switching-off the current traverses the distance from the
NCR region to the given pair of contadts. The observed
phenomenon is typical of “postsounding” effect whose
manifestation in our case can be formulated as follows. After
the removal of electric field whose vallke=E, corresponds
to supersonic drift of charge carriers, and hence to the
completion of generation of the acoustic pulse in the NCR,
the potential difference observed in the LCR and caused by
the drag of charge carriers by sound can still be detected
during the time of existence of acoustic flux in the sample.
The values of “postsounding” timé,s observed experimen-
tally at contactd-i(i>1) correlate with corresponding val-
ues calculated from the relatieps=L; /v. It should also be
noted that the values of timg,,, and t,s required for the
leading and rear fronts of an acoustic pulse to traverse the
relevant distances; are close, i.e.fpm~t,s (see Figs. 2b
and 3b.

Since the duration of current pulse ¢, —t;,) in our case
is longer than the time of its passage through the sample
(L/vg), an increase in voltage to the maximum value after
the relaxation to the nonlinear mode at response signals
Ui(i*)(i >1) corresponds to the stabilization of the stationary
value of voltage of the AME effect, and hence a horizontal
plateau must be observed in the response signals down to
zero values of current. It can be seen from Figs. 2b and 3b,
however, that the voltage decreases monotonically after at-
taining its maximum value. Experiments sHO&**3that in t, ps

such e)_(pe.“memal Condltlor_lenagthdes. of current and s g, Copies of oscillograms &f; (a) andU{}) (b) signals recorded for
magnetic field as well as size and quality of the sample|=7.2 A and different values of magnetic field, T: 1.7€urve 1), 2.93
Joule heating starts being manifested in nonlinear respongeurve 2), 4.1 (curve 3), and 8.79(curve 4) (a) and 1.76 (curve 1),
signal after the time intervat7—10us, which is manifested 2:34 (curve 2), 2.93 (curve 3), 4.1 (curve 4), 5.86 (curve 5), and 8.79
. - . . (curveb) (b).

in deviation of the voltage being measured from the station-
ary value towards higher valu@gsuppression of nonlinear-
ity). Indeed, Joule heating is manifested in nonlinear re-

sponse signals){~) determined by the NCR in the form of a increase in the signdll;’. It should noted that basically
typical increase in voltage at the end of the pulsee Figs. different response of the signals’ and U{") to Joule

2a and 3a At the same time, the decrease in the acoustiheating of the sample confirms once again the correctness of
power emitted from the NCR upon heating must lead to a&he above interpretation of experimental results.
corresponding suppression of the AME effect, which is ac- The above arguments explain the experimental result
tually observed in the signalsi‘i”(i >1). This statement is presented in Fig. 4, where the positive “postsounding” sig-
also confirmed in Fig. 5 containing oscillograms of responseal measured on longitudinal contac®s4 changes to a
signals Ugﬁ) measured in different magnetic field. As the negative signal. The presence of a nonzero sig]ﬁl) is a
magnetic field increases, the condition for a transition todirect consequence of attenuation of acoustic pulse as a re-
nonlinear conductivity modev;=cE/H=uv,) is satisfied in  sult of its propagation along the sample and corresponds to
stronger electric field3. This leads to an increase in the the difference in the AME effedy ;) andUY}’ ; before and
power supplied to the sample and to a stronger heating of thenmediately after switching-off the currerw,gg)> UE‘X) (see
sample for a given current. It can easily be seen from Fig. Fig. 2b. However, this relation, and hence the sigbélj’

that an increase in magnetic field leads to a stronger decreaseverse sign when the rear front of the acoustic pulse passes

in the Ugg) after attaining the peak value and to a strongerthrough the line of contacts 3—3.




364 Low Temp. Phys. 25 (5), May 1999 Vit. B. Krasovitskil and S. V. Bengus

Analyzing processes associated with the generation of
sound by charge carriers drifting with ultrasonic velocities,
we must know the part of electric power supplied to the 3
sample, which is transformed into the acoustic power. For
example, the introduction into the expression for W€ of
the sound generation coefficient in explicit form

. 2

j=~ouE(1+TcE/Hvy) (5 o
has made it possible to explain a number of electric proper- V:‘%
ties of bismuth’~'°associated with the transition to the non- 1

linear conductivity mode(Here o, is the linear magneto-
conductivity, I'=y— 68,6 being the coefficient associated
with attenuation of sound Experimental data on IVC ob-
tained by Bogocet al!®1%at different temperatures and mag- 0
netic fields, as well as relatioi®) provided rich but unfortu-
nately indirect information on the generation coefficient.
Although the value ofl" is always smaller than unity by
definition, its absolute values calculated by Bogod and t,us
Valeev” at helium temperature p_roved to be absurdly hlghFIG. 6. Copies of oscillograms df§;’ signals: —vg4 (curve 1) and +vq
(1-10. In Ref. 23, where we studied transverse galvanotheryre2): 1,.=7.2 A.
momagnetic(Ettingshauseneffect during the transition of
bismuth to the phonon generation mode, the value of the
experimentally determined sound generation coefficient waat Ui(i‘)(i>2) signals(see Fig. 2a It should also be noted
~0.3. The experimental values of AME voltage obtained bythat no peculiarities associated with the acoustic momentum
us here allow us in principle to determine directly the valuereflected at the endface Il of the sample are observed at sig-
of acoustic power generated in the sample in the nonlineanaIsUi(i+)(i>2) either. In this case, additional AME voltage
conductivity region. For this purpose, we can use the valugould be manifested in the main signal in the form of a
of US}) measured in the sample region directly adjoining thevoltage decrease following the pegiointmin Fig. 2b) after
source of sound, i.e., NCR, and formuf® connecting the a time required for the acoustic pulse front to traverse the
acoustic energy density with the AME signal, as well as thedistance from the corresponding pair of contacts to face |l
results obtained by Jamdtaho measured the ratio of the and back. We assume that the absence of the AME effect
acoustic power supplied to the sample to the correspondingssociated with the sound reflected at the endfaces is first of
AME signal in a similar experimental geometry and in Bi all a consequence of strong dissipation of sound at rough-
samples of the same degree of purity as in our experimentsiesses. The endfaces of the sample usually contain a larger
In our calculations, we assume that the ambiopolar mobilitynrumber of crystal lattice defects emerging during its electric-
for H||Cau 1= 1/2(,u;1+ ,U,;l) +u;1=2.3>< 105cn?/ spark erosion and leading to the formation of a rough surface
(V-s), is whereu,,u,, and v, are the components of the after subsequent etching.
mobility tensors for electrons and hol&sthe velocity of In order to confirm the correctness of the interpretation
sound for the directiorY||C, is vs=0.85x10°cm/s?® D/ of the above results, we made an additional experiment on
=(2/3e)(ef+&f), whereef=25meV andeP=12meV are the same sample in a different geometry. A current pulse was
the Fermi energies for electrons and hdfes;r~7=3 passed through a pair of conta@s5 at the lateral(long)
x 107852 wrg>1, the difference between the deformation face of the sample, while contacs-4 mounted on the op-
potential constants for electrons and holes G§€, deter- posite face(Fig. 1) were used as potential contacts. It was
mined experimentally by Jamatis 2,—2p=0.3eV, and assumed that the small separation between the source of non-
the densityp=10g/cnt. As a result, we obtain the intensity equilibrium phonons(NCR between the current contacts
of sound I¢=Svs=700W/cn? for U\}’=12V and H  2-5) and the opposite face of the sample on which the po-
=4.1T. The corresponding electric power supplied to thetential contact8—4 are mounted will enable us to observe in
sample(see IVC in Fig. 1 is equal to 130 W or, if we the given experimental geometry an AME signal associated
assume that the entire supplied power is transformed into theith phonons emitted directly in the LCR as well as with
acoustic flux, y= 1300 W/cnf for the cross-sectional area of phonons reflected from the sample surface. These expecta-
the sample~0.1cnf. Thus, the generation coefficient is tions were also based on the fact that unlike endfaces, the
y=14/1,=0.5. lateral surfaces are smooth and do not contain roughnesses.
Let us consider again tHdi(i_) signals measured in the The results of experiments are presented in Fig. 6. As in the
case when the drift velocity vector for charge carriers, andorevious experiments, the response sign\@;[) is similar in
hence the flow of nonequilibrium phonons generated byshape to the current pulse. At the same time, the siué@
charge carriers in the NCR, was directed to the endface | dias a complex shape which, however, can easily be calcu-
the sample. In this situation, the AME effect associated witHated on the basis of the treatment of experimental data pro-
the sound reflected at the endface | could be observed iposed above. After the initial voltage drop corresponding to
principle in the LCR. However, no AME voltage is observed the transition to the regime of generation of nonequilibrium

=
b
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phonons, the oscillogram displays a nonmonotonic regiondevoted to investigation of electrical properties of bismuth in the regime of
b-n-m-p demonstrating the process of stabilization of AME elastic wave generation. In Ref. 22, it is shown experimentally that acous-

. . . toelectric oscillations emerge in the case of a nonuniform current flow
voltage in the LCR. The increase in the AME voltageg through the sample, when charge carriers drift to the surface containing

mentb-m) is a consequence of the propagation of acoustic cyrrent contacts. Oscillations obtained in this way can be observed for an
front from the NCR region to the opposite face of the arbitrary combination of current, magnetic field, and temperature corre-

sample, while the Subsequent decrease in voI(aggment sponding to the conditions for the existence of nonlinear conductivity
m-n) is associated with the motion of acoustic pulse reflected Mo In the sample.

from the sample surface and with the corresponding comper———

sation of the part of the main AME sinal. Pay attention to the

fact that the time periods,,, andt,,, corresponding to an *R. N. Parmenter, Phys. Re89, 990 (1953.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

On vortex phase of systems with pairing of spatially separated electrons and holes
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The possibility of the emergence of a macroscopic amount of planar vortices with identical
circulation in systems with pairing of spatially separated electrons and holes was predicted by us
recently[S. I. Shevchenko, Phys. ReB56, 10355(1997%); ibid. B57, 14809(1998]. In the

present work, we consider a structure formed by planar vortices in a disk-shaped sample in a
magnetic field whose two-dimensional divergence differs from zero. The total number of

vortices and the energy of a system of vortices are determined as functions of the external magnetic
field and the sample size. It is found that the energy of the vortex structure is proportional

to the volume of the system, and hence a vortex state is a new thermodynamic phase of the
investigated systertanalogous to the Shubnikov phase in conventional superconductors

© 1999 American Institute of Physids$S1063-777X99)01105-4

1. INTRODUCTION been published in recent years describing the effect of a
In recent years, several publications have appeareatrong uniform magnetic field on pairing of Spa?“""_”.y sepa-
which contain the results of experimental investigations Oirated .ellect.rons and. holes, as well as the peculiarities of su-
double-layered P-electron-hole and electron-electron sys- perfluidity in §ugh fields. However, the. fa,Ct that a nonuni-
tems and report on the observation of several effects prof™ magnetic field can produce qualitatively new effects

ably associated with the emergence of spontaneous interlayEgmained unnoticed. W s
coherence(“condenser” superconductivilyin these sys- One of the authors of the present studied the

tems. Thus, Coopest al® have attributed the increase in the Pehavior of systems with PSSEH in a magnetic field below
longitudinal resistance of three-layered InAs/GaSh/AISb hetthe point of transition of electron-hole pairs into superfluid
erostructures for identical densities of electrons in the InAsState and showed that a nonuniform magnetic field with a
layer and holes in the AISb layer to the formation of boundnonzero two-dimensional divergence (i) may produce
electron-hole pairs. Lillyet al?> have studied the drag of in the system a macroscopic amount of planar vortices with
electrons in one layer by the current of electrons in the otheldentical circulation. The term planar vortex stands for a vor-
layer in the system GaAs/fBa, _,As in a strong magnetic €X in which electron-hole pairs rotate as a single entity in
field for a half-filled lower Landau level in each layer. They the plane of the structure. Although planar vortices are in
observed a number of anomalies in the drag current and afany respects similar to the well-known Onsager-Feynman
tributed them to a strong correlation between electrons irvortices or Abrikosov vortices, they do not form a lattice
adjacent layers. Butoet al3* studied the time evolution of unlike these vortices. It was shown in Refs. 31 and 32 that in
luminescence of indirect excitons in double quantum wellghe limit when planar vortices can be treated as continuously
AlAs/GaAs after pulse laser excitation in strong magneticdistributed, their density is proportional to gid. It follows
fields (B<12T) at low temperaturesT&1.3K). Butov  hence that the total number of planar vortices is proportional
et al® observed an anomalous increase in the diffusion coefto the magnetic flux across the sample boundary. The latter
ficient with increasing field and decreasing temperature, anguantity is proportional to the perimeter of the system and
interpreted it as the onset of superfluidity of excitons as aot its area, and hence one can ask whether the predicted
result of their condensation. The anomalously rapid transpoeffect of emergence of planar vortices in superconducting
of indirect excitons detected by Butov and Fliwas also  systems with PSSEH is two- or three-dimensional. It will be
attributed by them to the emergence of superfluidity of excishown in the present work that this effect is three-
tons. dimensional, and hence the vortex state is a new thermody-
Many authors have reported the results of theoretical innamic phase analogous to the Shubnikov Phase in conven-
vestigations of systems with spontaneous interlayer correlaional superconductors.
tions. The possibility of superfluidity of electron-hole pairs Returning to the problem of experimental confirmation
in systems with pairing of spatially separated electrons andf the transition of indirect excitons to the superfluid state, it
holes(PSSEH was predicted about two decades Biddsee  must be remarked that certain difficulties are encountered in
also Ref. 8. A large number of theoretical works® have  the direct measurement of conductivity of each layer. In this

1063-777X/99/25(5)/10/$15.00 366 © 1999 American Institute of Physics
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FIG. 1. Electron—hole pair in a system with PSSEghematic diagrajm

respect, the emergence of planar vortices is also interesting
because it may provide a direct evidence for the transition of
electron-hole pairs to the superfluid state since planar vorti-
ces carry a magnetic fldk*?which may be detected by con-
tactless method.

It was shown in Ref. 31 and 32 that the energy of the
superconducting phase in a magnetic field in systems with I
PSSEH is defined by the expression

2

E‘f 72ng fined

TV VT

Hereng is the superfluid density of pair$) their mass,
¢ the phase of the order paramet@the separation between
layers with electron and hole conductivity, ahe unit vec- the magnetic field will be equal tbl,=0 andH,=2ml/c
tor along the normal to the conducting layers. =const everywhere except in small regions at the center of

Let us explain the emergence of the second term in forthe circle and at its periphery where the edge effects become
mula (1). If electrons and holes are separated in space, thgignificant(Fig. 3). Such a current also leads to the emer-
electron-hole pairs form a system of dipolesee Fig. 1  gence of the componet, which, however, does not affect
whose dipole moments are parall@r antiparallel to the the value of the superfluid velocity. As in Refs. 31 and 32,
z-axis. In a magnetic fieltH, the energy of a dipole moving we consider the cade@<R’ (in order to eliminate the effect
with a velocityvg is equal tovg(edx H)/c (plus the kinetic  of the boundary of the system of circular current loo@sd
energyMuv?/2). Since the velocity, can be assumed to be assume that the distance between the plane of the currents
equal to i/M)V ¢ within the accuracy desired by us, we and the disk-shaped sample is much smaller Raot much
arrive at the required resulafter replacingd by d2). Itis the  larger thand.
presence of the second term(i that may lead to the emer- Using formula(1), it can be showit*2that the energy of
gence of a macroscopic number of vortices with identicala solitary vortex at a distangefrom the center of the disk is
circulation in superconducting systems with PSSEH. Indeedjefined as
assuming that the fieldl is a two-dimensional “hedgehog” 2 2 2 _
. - . ) ) Th Rc—p° R—p
(i.e., the magnetic field diverges radially from a certain cen-  E (p)= — ,
ter), we find that the second term makes the emergence of M R¢ A
circular currents around this center more advantageous fromvhere ¢ is the size of the vortex core. The magnetic field
the energy point of viewfor a quite large value dff). How-  appears in this expression through the lengthefined by
ever, since the phasg may acquire only a quantum incre- the relation
ment 27n (wheren is an integex, the mechanism of realiza-

Vo(HX2)|d%p. (1)

FIG. 2. Schematic diagram of a two-dimensional circular current loop.

Ns

In

2

tion of these circular current loops involves the emergence of )\71:4”“;(1, 3

guantized planar vortices with identical circulation in the hc

system. _ 13 ) wherel is the two-dimensional density of circular currents.
As in our previous works}** we consider an exactly Assuming that the first quantum vortex emerges at the

solvable case in which a system with PSSEH is placed in agenter of the diski.e., for p=0) and equatingE,(0) to zero,
external magnetic field produced by a two-dimensional cir-

cular current loops. We assume that the electron-hole system

is a disk of radiudR, and consider the case when the circular 4
currents producing the field lie in a plane parallel to the plane
of the disk, and the axis around which they circulate passes
through the center of the didig. 2). Let us consider some M
important properties of such a magnetic field. Let a system of
circular current loops with a constant azimuthal component )
a

of the two-dimensional current density= const fill a circle
of radiusR’. In .thIS C.ase' at distances much smaller tRan FIG. 3. Magnetic field of the current shown in Fig. 2: top viéay, and
from the plane in which the currents flow, the components oectional view(b).
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we obtain the critical current,; beyond which the emer-

gence of vortices in the system becomes advantageous. It can E=

be verified easily that the curreht; satisfies the relation

-1

4mlg,ed 1 R
)\Cl _l

ﬁCZ E (4)

This current is quite small. Thus, in the particular case
when the separatiod between the conducting layers is of
the order of 10 cm and the disk radiuB=1 cm, the mag-
netic field H=2l/c corresponding to the curreht, is of
the order of 1 G.

Forl>1.,, the number of vortices and their distribution
in space are determined by the interaction of vortices with a
magnetic field as well as with one another. It is obvious from
symmetry considerations that in the magnetic field produced
by circular current loops, the vortices must lie on circles
which are concentric with the disk. The energy of a system
of vortices in which the radius of thieh circle is equal tg;
and the number of vortices on this circle is equaNtaan be
defined by the following expression if the inequalMy>1 is
satisfied®:3?

1 1—exp—N; In(R/pipj))>_| N

[zz N[

(<i)

+—1n
N; = 1—exp(—N;In (pi/p;))

. |

] N; . (5

R
+(N;—=1) In —+In

it

R—p;
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wh%n R—p;
s [t S

N;

+Ni+2 2 N, |n——22 —1

i<h pi i< Ni
pi

XIn 1—ex;{—Ni In;)”Ni. (6)

i

The dependence of the radipsof theith circle and the
numberN; of vortices on this circle on can be obtained
from condition(6) of minimum energy with respect {9 and
N;. The first minimization condition gives

'—22 Nj—N;—1+2 >

N;
i(=i) i(<i) exp(N; |n(P|/PJ)}
N:

B j
21‘(2>i> exp{N; In(p;/p))}—1" )

while the minimization condition for the enerdy with re-
spect to the numbe\X; of vortices leads to the equation

R
—In —In Nj—1+2 N; In —
f l(2<|) Pi
R
+2> NjIn—
j(>i) Pj
N; In(p; /pj)

-2
i<y expN; In(p;/pj)}—1

-2> In 1—exp<—Nj In %) .
i

i)

®

The system of equation&’) and (8) can be analyzed

quite easily by writing an equation analogous(& for the
Note that the last term in braces was not taken into ac(i +1)th circle and subtracting E¢8) from it. As a resullt,

count in our earlier worRL32 However, this term becomes e obtain
significant only in a narrow regioR— p;<R near the edge
of the disk, and can be disregarded in an analysis of the Piva— b (2 > N —1) Pix1
problems in which we are interested. N (=0 Pi
N; N; In(pj1/p;
—In |+l_’_2 i (pi+1 pj)
N; i<+ exp{Nis1 In(pi11/p))}—1
N;j In(pi/pj)

2. VORTEX STRUCTURE AS A FUNCTION OF MAGNETIC +2 >

FIELD

The main difference between the planar vortices consid-
ered here and the familiar Onsager-Feynman or Abrikosov
vortices lies in that the structure formed by them is spatially
inhomogeneous. It will be shown below that if the currént
exceeds the lower critical curreht; but is quite close to it,

- l(<|)eXp{N In(pllpj)} 1 j(>i+1)
1—ex;{ N; In ) —22
Pi+1 (>

1—exy{—Nj In %” 9

XIn

XIn

the energetically advantageous situation is one in which pla- Let us write down the solution of the system of equa-
nar vortices are formed not all over the disk, but only near itgions (7) and (9). Denoting the last two terms on the right-
center. In order to find such currents, we shall consider behand side of7) as 2S;, we can write Eq(7) in the form

low only the caseR>p;>\. This leads to a much simpler

expression5) for vortex energy which can be presented in _2 2 N,—N;— 1425, (10)
the form N 58
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Assuming that the functionbl(i) and p(i) vary insig-
nificantly in one step, i.e.,Nj;1—N;)<<N; and (p;.1—p;)
<p; we can show(see Appendix Lthat

g [ Fpr Nifdei)®, dNidpy) Ny dN,
diz " p \ di di di/p; di
N; dp;
xexy{—p—fﬁ. (11
I
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This equation is much simpler than the initial equation
(7). It contains two unknown constants, one of which can be
determined straightaway. We write Eq18) for the
(i+1)th circle and subtraqatl8) for theith circle from the
obtained equation. This gives

(19

Hence, taking into consideration the slow variation Nyf

This expression can be simplified considerably. It waswith numberi, we obtain

found in Refs. 31 and 32 that; =

(Piv1—
the same typébut with a different coefficientwas obtained

(pi+1—pi)/2x+0O(1) and

pi)?~\p; for the discrete model. A dependence of

Nizw+o(1)_

2\ (20

in the continual approximation also. We shall use these reA Comparison Of(zo) and (12) leads to the conclusion that

sults and present them in the following form:

Pi+17 Pi .
Ni—aT+O(1), (12
2 Nj=pN% (13)
(=i
(pi+1—PI)°=Y\p; . (14
It is assumed that the coefficients 8, andy are of the order
of unity.

Formula(13) can be obtained froni12) and (14), and

hence coefficients, B,y are interrelated. Indeed, it follows

from (12) that

22 N;=

<i)
while from (12) and(14) we obtain

Pi
sz,E (piva=p)=ay,

s (i1 p)? Ypi
BN;i=pa’ Tz Pa 24)\'

Taking into consideration Eq13), we obtain from the above

system of equations

aBy=4. (15

It can be shown with the help @fi2) and (14) that the
following relations hold in the main approximation:

Y\
pi=7|2; (16)

ay.
N;=— 7 i (17
For this purpose, it is sufficient to replace;(;—p;) by

dp(i)/di in (14) and solve the resulting differential equation.

The solution of this equation is given {6). Substituting

this equation intq12) and disregarding the small correction,

we obtain formula17).
Substituting (16) and (17) into (11) and the obtained

result for §; into (10), we obtain the first of the equations

describing the structure of the system of vorti¢estead of
Eq. (7)):

Pi_os N;—N;—1—aye @2

(18
NE)

a=1. In this case, it follows fron{15) that 8y=4.

We can simplify Eq.(9) in an analogous manndsee
Appendix 2. As a result, we can replace the cumbersome
equation(9) by

PH—]}.\ i (22 N—l) Pi+1

<i) Pi

—In Ni+1 2 ( 2)e 7/2
N, 4N YT

(21)

The system of equationd8) and(21) leads to an equation
for the coefficienty (see Appendix B

—+(y—4)e V’Z—l (22)

12
This equation can be solved numerically. It has one root
which is given by

y=5.55, (23

correct to the second significant digit. Accordingly, for
B=4/y we obtain

B=0.72. (24)

Substituting(23) into (14), we arrive at the final expres-
sion describing the law of variation of distance between ad-
jacent circles upon a change in the radius of the circle:

(pi+1—pi)*=5.55p; . (25

Thus, we have derived the laws of variation of the radius
p; of ith circle and of the numbe\; of vortices on this circle
with the circle number (formulas(20) and(25)). It follows
from these expressions that the vortex density atithe
circle decreases with increasing (since N;/2mp;
~(\p;)~Y?), while it follows from (25) that the density of
circles also decreases with increasingince the separation
between adjacent circles increases wjth

The dependence of the number of vortices on a circle on
the number of this circle can be obtained explicitly by using
the obtained values af and y in (17):

This result indicates that the number of vortices on a
circle increases with by 1.4 on the averageN(.;—N;
=1.4). Such a seemingly paradoxical reqlifN; is not an
intege) was obtained on account of the fact that while
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deriving Eq.(8) we assumed the variabM, to be continu- will be valid only for values ofp; smaller than a certain
ous, which is actually a correct assumption under the condieritical valuep,, which can be found easily with the help of
tionsN;>1 andAN;<N;. Naturally, the number of vortices Eq. (8) if we consider that alN;=0 for p,>p,,. In this case,

will increase by an integefl or 2) as we go over from one Eq. (8) assumes the following form for thath circle:

circle to the next, and the system itself will choose an alter- R R—

nation of AN(Y=1 and AN{?)=2 which is more advanta- ~INN,+2 > Niln—= Pm_ ., Em 27)
geous from the energy point of vie@@omputations can be i pm A §

made only numerically The continuous variablgs will be  We have disregarded the second and fifth terms on the right-
slightly “tuned.” This indeterminacy is taken into consider- hand side of(8) as small corrections. Usingl8), we can

ation in the exact formul@l9) as follows: write this equation in the form
pi+1—pi  Alpi+1—pi) pm| R R—pyn  pn
i1t Nj+1= + : - —|ln—= —In—.
Ni;1+N;=1 X X INN,+2| N+ N In o N In z (28
It follows from this formula that the “tuning” of the SinceN = (pm/N) Y2 in view of (20) and(25), it can be

radius of one circle relative to the adjacent circle is quiteseen easily that the following inequalities are satisfied:
small:
. ‘;\—’“>Nm>|n N> 1.

A(Pi+1_Pi)NW(Pi+1_Pi)a . . . . . )

i Taking these inequalities into consideration and using the
which means that the error associated with such a “tuning”definition of A, from (4), we obtain from(28)
is just a small correction in formuld20) and(25) describing Aei— A R
the structure of a sy;tem of vortices. Pm= Ney 140N Rip.

Let us now consider the problem of mutual arrangement
of vortex chains on adjacent circles. It is well known that the It can be seen from the above equation that the quantity
lattice structure of Abrikosov vortices in a uniform magnetic m i actually proportional to the radiuR of the disk (pe-
field is determined to a considerable extent by the energy ofimeter of the samplesince the term IiR/p;,, in the denomi-
interaction of a vortex with the nearest neighbors. In thenator varies only slightly with increasing, and we can as-
present work, we consider planar vortices in a nonunifornSume in the main approximation that this logarithm is
magnetic field having a central symmetry, and assume thaonstant. It also follows front29) that p,, depends on the
vortices lie on concentric circles. The vortex chains on amagnetic fieldH appearing in the equation through the pa-
circle can rotate relative to each other as a single entityfameterk. As the current producing the magnetic field in-
choosing a mutual arrangement that is most advantageo@eases, the parameterdecreases while the radius of the
from the energy point of view. While deriving formui&) in  outer circlep,, increases. The dependencepgf on the cur-
our earlier works*? we disregarded the term associatedrent! is hyperbolic.
with such a rotation of one circle relative to another as a
small correction. In the present work, however, the smalk. ENERGY OF THE VORTEX SYSTEM
term (last term in(6)) which was disregarded in Refs. 31 and )

32) plays a significant role in the derivation of E@2) for Thus, we have a comp_lete plcture of the vor_tex structL_lre
the coefficient y. Hence we must make an order-of- N the system un.der_ conS|dgrat|on: plgnar vortices are situ-
magnitude estimate for the contribution to the enetgy ated on concentric circles, f|||_|ng the d|sk.from thg center to
made by the correction associated with the mutual arrangé® Certain outer circle of radiup,, (see Fig. 4 which in-
ment of vortices on adjacent circles. It can be see Ap-  c'€ases with magnetic field in accordance wig9). The

(29

pendix 4 that this correction is equal to number of vortices on a circle, the radius of the circle, and
, - the separation between two adjacent circles are connected
Theng mTea pi through relationg20) and (25).
E= M Z {2,'(2@ N; N3 exp{ —Niln p_J) ]Ni’ We can now determine the total number of vortices in
the system:

wherea is a coefficient of the order of unity. It can be seen "
that the quantihAE is smaller than the smallest term (6) N:E N
by a factor of (\;/ma)?. Thus, the correction to the energy =
(AE) considered here is negligible.

The following important circumstance is worth noting. )
The gain in energy due to the emergence of vortices is assébiS a result, we obtain
ciated with the interaction of electron-hole dipoles with the m Piti—Pi  Pm
magnetic field. The corresponding term in formy& for N=2 TN o (30
energy(i.e., the second terrdecreases with increasing. =1
Hence, for a current~1.,, it is advantageous from the en- Here, we have omitted the terpy/2\, assuming thap,,
ergy point of view if the vortex structure occupies only a part>p,. Substituting(29) into (30), we arrive at the required
of the disk. Consequently, the obtained solutiondpandN; dependence of the number of vortices on the sample size:

Such a sum can be evaluated easily by using forni2i
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Let us analyze the obtained result. The energy of the
system of vortices is negative for-1.,, i.e., the emergence
of vortices is indeed advantageous from the energy point of
view if the currentl exceeds the critical valug,. The mag-
nitude of the energy increase upon an increase in the current
| (i.e., upon a decrease in the parametgerFinally, the en-
ergy of the system of vortices is proportional RS, i.e., to
the “volume” of a two-dimensional sample, and it can be
stated that the vortex state is a new thermodynamic phase of
the system under consideration.

4. CONCLUSIONS

We have shown in this work that the emergence of a
macroscopic quantity of planar vortices with identical circu-
lation becomes energetically advantageous in a system with
PSSEH at temperatures below the superconducting transition
temperature and in a nonuniform magnetic fiéfdthe form

Ne1— A\ R of a two-dimensional “hedgehog”when the current pro-

N= N S neRo." (3D  ducing this field exceeds a certain critical valyg. In a

cl Pm disk-shaped sample of radi&s vortices lie on circles whose
Thus, the total number of vortices is indeed proportional tocenters coincide with the center of the disk, thus filling the
the perimeter of the sample. disk from the center to a certain valyg, (radius of the

Let us now compute the energy of the system of vorti-biggest circle defined by formula29). The quantityp,, in-
ces. In order to calculate the energy in the main approximaereases linearly with the sample radRsas well as with the
tion, we can neglect the third and the last terms in formulecurrentl, i.e., the vortex system expands from the center of
(6), and also the quantitjN; in comparison with = N; the disk towards its edges upon an increask the number

2 . =) of vortices on a circle, the radius of the circle, and the sepa-
= BN;. The expression for energy then assumes the form _.. . .

ration between two adjacent circles are connected through

relations(20) and(25). The total number of vortices and the
energy of a system of vortices are determifedmulas(31)
and (34)) and it is shown that although the total number of
These sums can be evaluated exactly. However, we can gytices is proportional to the perimeter of the sample, the
over from summation over the circle numbers to integratior\energy of the system of vortices is proportionalR9, i.e.,
with respect to the continuous variablsince the evaluation the effect under consideration is not a surface effect, but a
of sums in the main approximation does not differ in anyp|k effect and hence the vortex state is a new thermody-

way from integration(see Appendix b As a result of inte-  namic phase of the system under consideration.
gration, we obtain

FIG. 4. Vortex structure in the field of a circular current.
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APPENDIX 1
Obviously, the energy of the system of vortices is always
negative. Indeed, even for valuesoftlose toA, (i.e., for In accordance with the notation introduced in Sec. 2, we
(Ne1—N)<€A¢1), we have can write
A eR A\ A N;
N pm N N A i<h exp{N;In(p;/pj)}—1

while the expression within parentheses on the right-hand N
side of (33) increases with current 1, i.e., with decreasing
Substituting(29) into (33), we arrive at the required ex-

B j
j(§>:i) exp{N; In(pj/pi)}—1"

pression for the energy of the system of vortices: Because of the presence of an exponential factor in the de-
5 2 nominator, the main contribution to these sums comes from
E_ Theng 2 E_ i) (E n ﬂe_ §)|n—ze_R_ (34) terms with numbers that are close td, hence we obtain in
2M N A/ VN py 4 Pm the main approximation
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P _ functions into a Taylor series in the small incremknitiow-
NI k .. .
S= k}_: expN, In(p: /p; 01— 1 ever, the limitp must be large enough so that the disregarded
- Pk part of the series is negligible. Estimates show that the opti-
Ni i« } (AL1) mal value ofp is equal to six.
exp{N;. In(pi+k/pi)}— 1] ' Expanding the expression within brackets/&i.1) into

where the upper limit of summatiom must be quite small & Taylor series, we obtain after cancellation of the first ap-
(p<:i) since we shall carry out an expansioniafependent proximation terms

N; dp dp 1 dN; dp dN dN;
cik i i - i 0 _|
ie (p.d_f 7(d|)+pi i dl) 275 k} ai ¢ Lo
Si_k:l (exp{N; In(p;/pi—)} —1)(exp{N;. In(p; 1k /pi)}—1) ' '
T
where we have introduced the notation APPENDIX 2

For the second and third terms on the right-hand side of
(9), we introduce the notation$(i). This gives

N; dp; . 4 .
Ci:%%- (A1.3) Sy(i)= 2 Nji1 In(pit1/pjs1)
P i< exp{Ni 1 In(piy1/pjr)}—1
N; In(p;/p;
_ j (pi pj) . (A2.1)
In order to calculate the su in the main approxima- exp{N; In(pi/pj)}—1
tion, we disregard the last term in the numeratorAt.2) As in Appendix 1, we shall use the fact that the functions

(sincec;>2 which can be verified by substitutifd6) and  N(i) andp(i) vary slowly over one step, and the main con-
(17) and (23) into (A1.3), and by equating the denominator tribution to these sums comes from terms with numbénat

to exp(2;K). For calculatingS; in this approximation, we can are close td on account of the presence of an exponential in
make the upper limit of summation tend to infinity. The se-the denominator. Reducing the fractions(42.1) to a com-
ries simplified in this way can be evaluated easily by differ-mon denominator and expanding theependent functions
entiating with respect to the parameter. As a result, we arrivinto a Taylor series in the small incremefit-j|<i, we

at formula(11). obtain

dN; N; dN; dp; .
_J)] I_pi di di =1

1dp, doi (N dp;
| — ex
pi di 1) exp pi

)=
S0~ 3, e 4Ty 97 Do N T )
1 dP| Ni dP| dN, Ni dN, dp| k
E”: pi di TP\ di [ di p di di a22)
(exp{N|+l In(pi+1/pi- k+1)} 1)(exp{N In(pi/pi- k)} 1) .
|

In order to calculate the su®,(i) in the main approxi- Let us now consider the last two terms on the right-hand
mation, we can use the expressi¢h6) and(17) and equate side of(9), and denote them by3(i):
the numerator to exp¢X). Making the upper limit of sum-
mation on the right-hand side @A2.2) tend to infinity, we
can evaluate the series obtained in this way by differentiating  S,(i)= >, In( 1—exp| —Nj;1In p’“])
with respect to the parameter. As a result, we arrive at a ih Pi+1
formula for S,(i): p

—In(l—exp[—N]— In p—J]> .
[
2
Sz(l)_——(’y 1)e y/2___(,y 1)e ™. (A2.3) Using the smallness of the exponent in comparison with

unity and expanding into a Taylor series as above, we obtain
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p
1 dN; d
Pi ke ¢

Ss(1)= k= 1P| di di '
Making the upper limit of summation tend to infinity, we can
evaluate the infinite series obtained in this way by differen-

tiating with respect to the parameter. Usifi®) and(17), we

obtain
2 %2 -
. Y _ Y
vl 7 yI2
Ss(i)= > —€ 8N, e (A2.4)
Substituting (A2.3) and (A2.4) into (9), we arrive at
(2D).

FIG. 5. Fragment of the vortex structure for two adjacent circles.

APPENDIX 3

2

The system of equatior(48) and(21) leads to the equa- 72, Nj N
> 1- 2—cos{9(n) 0(n))+ 2

S 5 S5 Sl

i,j nj=1nj=1

N +N— (22 N—l)ln 7hn,

(=D = > 2N, E In{l 2pl g(z%ln,

25 i i N =N, —1— ye ¥2 i A=
j(si+1Nj i+1 ve

tion

|—|

2
N _N_1_—ve 7 o
22N —Nim1=oe —a(m) |+ 7%, (A4.1)
Ni+1 s yi2 . | - ..
=In— 4N T (y—2)e (A3.1)  wherea;(n;) is the minimum angle between radii drawn at
I

the vortex center on both vortices. The quantityn;) lies in
Expanding the logarithm of the left-hand side of this equa-+the interval between 0 angl,,,(i). The value ofamw@) can
tion be determined as follows.
_ 2 The energy of interaction of vortices belonging to differ-
22j<i+pNj—Nj;—1—~ye : , o A
ent circles decreases exponentially with increasing distance

In

—Ni—1—~ve "2 . . . LS
2Zj=ih)Nj=Nj—=1—ye” (in proportion to exp—N; In(p; /p;)}), hence it is sufficient to
Ni 1+ N; consider vortices from the nearest circles. We shall consider
=In| 1+ two circles withN; andN; —a vortices, wherea is a coeffi-

23, <)N;—N;—1— ye "2 . ; .
J=DE e cient of the order of unity. The radius drawn from the vortex

into a Taylor series up to third-order terms, and the fractiorcenter to one of the circles in Fig. 5 passes through the vor-
tex center on the other circle also, i.e;(n;)=0. The mini-

! —7 mum angled through which one of the circles must be turned
22j<pNj=Nj—1-~e relative to the other so that the vortices lie on the same radius
1 1 again is given by the expression
285N =1 1= (Nj+ye 9122 <N;— 1) 27 2w 27a

up to second order terms, we substitute the result(®ygl). Ni—a N; Ni2 ’
After reducing like terms on the left-hand side @3.1),  while the anglexyi) is equal to half this angle. In order to
terms of the order oN; and terms of the order of unity will optain the “upper” estimate of the correction to the energy
cancel out, leaving only terms of the same order as on th@ssociated with the tuning of the vortex chain of one circle to
right-hand side of(A3.1). Expanding the logarithm on the the other, we replace the angleg(n;) in (A4.1) by their
right-hand side into a series in the small increment maximum valuesy,{i). In this case, the expressitaA4.1)

N N —N. can be presented in the form

i+1  Ni+1 i

o= a1~ dpyp=

N, N, mh2ng 2an; ma

> 2N, E 1—2x| cos——— COS—

and using formuld17), we arrive at Eq(22). M T E s N; N;
+sin2 i T8 2 A4.2
sin—— N, sin Ni2 X, (A4.2)

APPENDIX 4 . .
where we have introduced the notatios p; /p; . In order to

While calculating the interaction energy for vortices be-isolate in this expression the energy increment in which we
longing to different circle$!*2we encountered the term are interested, we must note tha’te(/Niz)<1 and expand
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sin(ma/N?) and cosga/N?) into a power series inita/N?), ma\2>
after which we expand the logarithm into a Taylor series in N kzl k exp (—kN[Inx|)
the small increment

ma\?

N7

ma | 27Tni
_ZXW smTier

cosT N
[
Substitution of(A4.7) and (A4.3) finally gives

et ex [—N- In &]) N;
—Nia— P P i

) ma)?
an; w(—) exp (—N|Inx]). (A4.7)

up to second-order terms. As a result, we find that the cor- )
rection to energy associated with the mutual arrangement of _ AN
Ae-T05 123 N,

vortex chains at the adjacent circles does not exceed |/ — i=h i
whn Ni Ta
AE= 2> 2 N X | —2x—% APPENDIX 5
M T &) ‘nme N;
_ For the first term, we obtain from E¢32)
Sll"(27Tni/Ni)
X 2 pi Pi  Pm, A
1—2x cog2mn;/N;)+X > NJnE:Z Nilnx+ﬁlng, (A5.1)
I I
x| 72| ___cos2anmi/Ny h h d th Using th i
X N7| 1-2x cog2mn IN) + 2 where we have used the res(@B0). Using the expression

(20), we can present the first term {A5.1) in the form

2 iP(27n; IN;)
_oy2[ T8 s (2arm; /N; pi_ 1 pi pi
2x N? | (1—2x cog2mn;/N;)+x%)?|" 2, Niln 3 =2x 2. pivaIn X_Ei piin):
(A4.3) However, forp;,1— pi<<pj+1, We have
Let us compute the sums appearing in this expression. _ ) o ) .
For the first term in brackets, we can write In &:m Pir +In( 1- Pivs p') ~In Piei Pica P )
A A Pi+1 A Pi+1
ma sin(27n/N) and hence
_ZXW% 1—2x cog2mn/N)+ x2 =0, (4.4

SN pi_ 1 D n P P
since the summation is carried out over a periodic odd func- 2 Ny =o% — | Pi+1 N —piiny
tion over its period. For the summation of second and third

terms in(A4.3), we use Poisson’s sum rule. In particular, we _2 _
obtain for the second term 2 (pivapi)
ma|2 cos(2mn/N) Pm . Pm  Pm
X 'N? n; 1—2x cos(27n/N)+ x> Y In N 2N (AS.2)
ma\2 N cos(27n/N)dn a2 Substituting(A5.2) into (A5.1) and using Eqs(4) and (29),
XN fo 1-2x cos(27rn/N)+x2+2X NZ we finally obtain
- pi _ Rpm
N coq2wkn)cos(27n/N)dn 2 NijIn—=-—. (A5.3)
f . (A4.5) i & 2\\a
=1 Jo 1—2x cos(27wn/N)+Xx

_ _ _ o The same result can be obtained by going over from
The third term can be written in an identical manner. Aftersymmation to integration. In this case,

this, we integrate both terms i#4.5) in parts and add the ]
result to the expression for the third term. The obtained ex- E N: In pi_ mN(i)In p(i) di
i .

i &

pression is integrated by parts once again. This gives §
ma\2’” N Using formulas(4), (16), (17), and(29), we obtain
—— > sz cos(2mkn) In (1 .
N/ & Jo m  p(i) Rpny
N(i) In —di= N (A5.4)
—2x cos(2mn/N)+x?)dn. (A4.6) 1 § cl
Considering tha? It can be seen that the resu(5.3) and (A5.4) coincide.
N
fo cos(2mkn) In (1—2x cos(27n/N)+x?)dn *E-mail: shevchenko@ilt.kharkov.ua

1L. J. Cooper, N. K. Patel, V. Droucét al, Phys. Rev. B57, 11915
(1998.

2M. P. Lilly, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev.
we can write(A4.6) in the form Lett. 80, 1714(1998

1
=k exp (—kNJIn-x]),



Low Temp. Phys. 25 (5), May 1999 S. I. Shevchenko and V. A. Bezuglyt 375

SL. V. Butov, A. Z. Zrener, M. Hanget al, Surf. Sci.361-362 2434 19X. M. Chen and J. J. Quinn, Phys. Rev. L&t, 2130(1993.

(1996. . 20Kun Yang, K. Moon, L. Zhengt al, Phys. Rev. Lett72, 732(1994.
4L. V. Butov and A. | Filin, Zh. Ksp. Teor. Fiz114 1115(1998 [JETP 21Tin-Lun Ho, Phys. Rev. Let{73, 874 (1994.

87, 608 (1998]. 223, Szymanski, L. Swierkowski, and D. Nielson, Phys. Re\6( 11002
5S. 1. Shevchenko, Fiz. Nizk. Tem@, 505 (1976 [Sov. J. Low Temp. (1994.

GPhYS-Z' 251(1976]. . , 23| . Swierkowski, J. Szymanski, and Z. W. Gortel, Phys. Rev. L.
Yu. E. Lozovik and V. I. Yudson, Zh. I&p. Teor. Fiz71, 738 (1976 3245(1995.

[Sov. Phys. JETR4, 389(1976)].

"Yu. E. Lozovik and V. N. Nishanov, Fiz Tverd Te{aeningrad 18, 3267
(1976 [Sov. Phys. Solid Stat&8, 1905(1976].

8S. I. Shevchenko, Phys. Rev. LeTR, 3242(1994.

SA. B. Dzyubenko and Yu. E. Lozovik, Fiz Tverd Telaeningrad 25,

24x. Zhu, P. B. Littlewood, M. S. Hybertsen, and T. M. Rice, Phys. Rev.
Lett. 74, 1633(1995.

A, B. Dzyubenko and G. E. W. Bauer, Phys. Rev5B 14524(1995.

26K. Moon, H. Mori, Kung Yanget al., Phys. Rev. B51, 5138(1995.

1519(1983 [Sov. Phys. Solid Stat25, 874 (1983]. 2’Kung Yang, K. Moon, Lotfi Belkhiret al, Phys. Rev. B54, 11644
10A. B. Dzyubenko and Yu. E. Lozovik, Fiz Tverd Telaeningrad 26, 28(1996- )

1540(1984 [Sov. Phys. Solid Stat26, 938 (1984]. L. Brey, H. A. Fertig, R. Cote, and A. H. MacDonald, Phys. Rev8
H. A. Fertig, Phys. Rev. B0, 1087(1989. 16888(1996.
2D, Yoshioka and A. H. MacDonald, J. Phys. Soc. Jp®.4211(1990. *9G. Vignale and A. H. MacDonald, Phys. Rev. Lét6, 2786(1996.
137, H. MacDonald, P. M. Platzman, and G. S. Boebinger, Phys. Rev. Lett>°Z. F. Ezawa, Phys. Rev. B5, 7771(1997.

65, 757 (1990. 313, 1. Shevchenko, Phys. Rev. 5, 10355(1997).
14%. M. Chen and J. J. Quinn, Phys. Rev. L&7, 895 (1991). 323, |. Shevchenko, Phys. Rev. 5, 14809(1998.
15R. Cote, L. Brey, and A. H. MacDonald, Phys. Rev4B 10239(1992 33|, S. Gradshtm and I. M. Ryzhik,Tables of Integrals, Sums, Series, and
163, R. Renn, Phys. Rev. Le@i8, 658 (1992. Products[in Russiaf, Fizmatgiz, Moscow(1963.

7X. G. Wen and A. Zee, Phys. Rev. Le@9, 1087(1992.
187. F. Ezawa and A. lwazaki, Phys. Rev. Leto, 3119(1993. Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 25, NUMBER 5 MAY 1999

BRIEF COMMUNICATIONS

Misfit dislocation superlattices in IV=VI multilayered compounds as zero-dimensional
guantum boxes

A. Yu. Sipatov

Kharkov State Polytechnic University, 21 Frunze St., Kharkov, 310002, UKraine
(Submitted June 20, 1998; revised December 8, 1998
Fiz. Nizk. Temp.25, 509-511(May 1999

Quantum dots can be generated by a nhew method based on the formation of misfit dislocations
in a perfectly periodic array network during the epitaxial growth of IV-VI compound

superlattices. Infrared photoluminescence spectra of IV-VI superlattices are measured at
temperature3 =5-90K. A large blue shift and temperature independent line positions and width
were observed in PhSe—PK®I1)KCI superlattices with a three-dimensional periodic arrays

of misfit dislocations. It is supposed that these features are due to quantum dot luminescence.
© 1999 American Institute of Physids$§1063-777X99)01205-(

1. INTRODUCTION van der Merwg mechanism and square grids of misfit dislo-

Any new attempt to create quantum dots is great impor_c:atlons are formed at the interfaces with a period

tance because, compared with &tructures, it is more dif- D=.3._50 nm. The MD gr.|d perloFi|C|ty(:s much better fpr a

ficult to build up both @ and 1D objects. Recently a new sufficiently Iarge layer lattice m'Sf't.f(>2 %). Such MD grld_ .
way has been found to create quantum dots of InAs with hel|5n_a|y b?_ con5|dereldttgs T\ABZVIY km_?h of ’s\;ljgesrllatt_lce;]mlsflt
of self-organizing processes in Stranski—Krastanov islan islocation  superlattice ( ) € IS the

growth during molecular beam epitaxy on a GaAs substrate -dimensional superlattice with periodic modulation by mis-
Another example is the creation oDlwires by dislocation fit dislocation arrays in the plane of multilayer structure and

slipping induced reduction in dimensionality ob2structure c?mgosm?n moqtjk:atlor:tlfllong grfovgtgsdlresggn. The MDSLd
down to one dimensiofThe present contribution is devoted ot above type with muftiiayers o €-rb> was prepare
to the investigation of the photoluminescence spectra o y thermal evaporation and alternate d'eposmon of PbSe and
IV—VI superlattices with features due to lattice misfit dislo- bS on(00DKCI substrate. The specimen has 40 layers,

cation. These superlattices reveal the specific properties f2375'0 anlrr: th'tc kn;ess,l and Mt[') periodic E”di (\;\"ts
0D systems such as a remarkable blue shift and temperatu@_ =" nm. © stiuctural properties were checked by

independent line positions and width. Thus it is a new way Oth D f_igd TEMf' X-r_a)(;_d_l':‘fraclznon twvestlga':ui?s supr\)l\(;trrt]eg_
creating quantum dots in IV—=VI superlattices via misfit dis- € evidence ot periodicity along the superiatiice gro -

location generation during the epitaxial growth process. It isrectlon and where a TEM proved the existence of high qual-

known that there exists a nearly ideal periodic grid of inter—'ty |ana_ne MD gr!ds and thus gave ey|dence for further
face misfit dislocations(MD) in strained IV—VI super- dimen-sion reduct|on..The _eIect_ron microscope image of
lattices>* The lead and rare-earth chalcogenides are quit wo-layer PbSe-PbsS film with thickness PbSe—30 nm and

suitable for preparation of such misfit dislocation superlat- bS—30 nm is shown n Flg.'la. ?(-ray dlffrgctlon patterns
tices. These materials have NaCl-crystal structure, and proo-f PbSe—PbS superlattices with different periods are shown
vide a wide range of lattice misfiff €0.5—-13%) as well as In Fig. 1b-1d.
of misfit dislocation periodsd=3-50nm).

3. RESULTS OF MEASUREMENTS AND DISCUSSION

2. SAMPLE CHARACTERIZATION Photoluminescence spectra of PbSe—PbS superlattices

The multilayers were prepared by thermal or electronwere earlier discussed in Ref. 5 fGr=80K where two-
beam evaporation of lead and rare-earth chalcogenides iimensional size quantizing effects were obseriede shift
vacuum (104-10"°Pa) and alternate deposition of two in photoluminescence spectraln the above paper only
compounds onto d001)KCI substrate at the temperature PbSe—Pb%$111) superlattices without misfit dislocations
500-550 K. The layer thickness and the growth rate werevere investigated. In the present work the infrared photolu-
controlled by quartz resonator. Superlattices with periodsninescence spectra®t=5-90K in(001)-oriented superlat-
5-500 nm and number of periodé=2—-50 were grown. tices with misfit dislocation grids are investigated and the
Structure investigation by X-ray diffractiofXRD) and results are shown in Fig. 2. There are four main lines, whose
transmission electron microscopyEM) shows that growth positions and widths do not depend on temperature for the
in (001 direction is going on to the layer-by-layéffrank—  temperature range in which they exist. A MDSL has a com-
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FIG. 2. Photoluminescence emission spectra of PbSe—PbS superlattice at
temperature T=5-90K. The superlattice periodDg = dppsst dpps
=14 nm dppsée dppy, the number of periods—20.
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FIG. 1. Electron-microscope image of two-layer PbSe—PbS fdmwith
thickness of PbSe and PbS equal to 30 nm &) x-ray diffraction
pattern of PbSe—PbS superlattices with peribdg=28 nm (b), 15.8 nm

of 13.5 nm. It means that each optically active PbSe region,
bounded by four MD planes and two interface planes, is free
of traps that are placed close along to dislocation lines and
thus the properties are sufficient for photoluminescence sig-
nal observation. The blue shifts of referertgg T) on 15-30

(c), 8.1 nm(d). S,—satellite reflections, MD—misfit dislocations.

positional modulation along the plane normal to superlattice
and additionally a deformation induced, band gap modula-
tion by periodic MD arrays in the plane. The MD stresses
have been calculated using methodiasd it appears that the
amplitude of the oscillations of the MD stresses near the
interface are as high as 9Pa(Fig. 3.9. The local position

dependence of the energy gap is schematically shown in Fig.

3b. The coordinate&,y) demote the position in the interface
plane and in the perpendicular direction, respectively. One
can see from this picture that lattice deformation and gap
modulation decrease with distance from the interfac&he
strain variation of the band gap widthAEy=(5E/
5P)o,, where (SE/ 5P) for PbSe equals—8L0 *teV/Pa’
From the above estimation it is clear that if we consider the
real values of normal straior,; near interface PbhSe—PbS
(Fig. 3@ the variation in the magnitude of the band gap
width AE4 PbSe(Fig. 3b can achieve 30%-15% for dis-
tance from interface 1 nm and 2 nm, respectively. That is
why the modulation of the energy gap is deep enough to
form a quantum well in the interface plane and confines par-
ticles in OD quantum boxes. It is very important that, for a

certain sign of the misfit in PbSe-PbS interfaces, th(%:he interface and PbSe energy band gap moduldébphy misfit dislocation

a Y=2nm
[ PbS Y=1nm

N, /.

9
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IG. 3. Normal stressr; distribution(a) in two-layer PbSe-PbS film near

deformation'_(:hangfad EbSe energy gap has minima.in b&tresses at 300 K. Y—distance from PbSe—PbS interfaceposition of the
tween two dislocation lines that are separated by a distanaeisfit dislocation; C—compressed region; S—stretch region.
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in Fig. 2 (Eg=145meV for bulk unstrained PbSe at
T=5-10K). The positions as well as the width of the four
lines observed I.n Igmlnescence spectra d9 not dePend oty Bimberg, M. Grundmann, N. N. Ledentsov, S. S. Ruvimov, P. Werner,
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Determination of low-energy electronic levels of the Tm 3+ jon in the compound
KTm(MOO4)2

M. I. Kobets, V. V. Kurnosov, V. A. Pashchenko, and E. N. Khats’ko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraihe

(Submitted December 2, 1998; revised January 4, 1999

Fiz. Nizk. Temp.25, 512-514(May 1999

A complex measuring technique is used for reconstructing the structure of electron energy levels
of the Tn?* ion in a KTm(MoQ),), crystal in the frequency range 0—300¢ch It is

shown that the first excited state is very close to the ground stfe=2.3cm ). © 1999

American Institute of Physic§S1063-777X99)01305-3

INTRODUCTION spectrum of the electron excitations of the ¥irion in the
KTm(MoQ,), crystal was reconstructed by using the results
o?f measurements based on various experimental techniques.

Low-frequency measurement5-180 GHzx of the EPR
spectrum of the KTm(Mog), crystal were made by using a

in the theoretical and experimental investigations of magnetifeﬂecuon' type radiospectrometer with detachable resonator
cells. Raman scattering of light was used in the quest for

cally concentrated crystals belonging to this family is the e . .
y y ging y lectron excitations in the KTm(Mofp, crystal in the fre-

restoration of their energy spectrum, since the ground state S int | 2_10cnt R : in th |
characterized by orbital and spin quantum numbers othed"€"cY '_r: edrvg" —10c i a”\;vaf;lspeNC rlllm in edsampe
than 0 and 1/2 respectively. However, the calculation of the/as €Xclled by using a m e—I\e aser, and was re-

energy spectrum of concentrated crystals taking into accour‘i:tOrOIed by using the Jobin Yvon U1000 spectrometer

all possible types of contributions is severely hampered. equipped with a cooled photoelectric multiplier and a photon

Under the effect of temperature or external magneticcoumer circuit. The excited energy levels in the frequency

71 . . _
fields, low-temperature structural phase transformations adgterv?l 10E300 cm \t/velre SOLIJgtht by uswigéa Fourier spec
observed in these compountfswhere the low-lying elec- rometer whose spectral resolution was 1 ¢m

tron energy states of rare-earth ion play the dominating role.

The present paper aims at using experimental methods f&@XPERIMENTAL RESULTS
obtaining quantitative information a_bout the energy g<p The EPR energy spectrum of the ion Trwas not ob-
between the ground state and excited levels of the electron

spectrum of the compound KTm(Mag. The authors have served in the frequengy |r_1terval 25-65 GHz. An undistorted
. : . . _magnetic resonance line in KTm(Mg@)3 was observed only
not come across any information concerning the low-lying

electron enerav levels of the B ion in the compound at a frequency 76 GHz for an external magnetic field orien-
ay P tation along thec-axis. The condition of resonance is the
KTm(MoQ,),.

orientation of the ultrahigh-frequendyHF) field h perpen-
dicular to the static fieldd. A very narrow absorption line
(AH=4500e€) is observed. Such a small linewidth is un-
Single crystals of KTm(Mo@), were grown by the usual for magnetically concentrated paramagnets of this fam-
method of spontaneous crystallization from solution in theily, in which strong local dipole fields considerably broaden
melt® The obtained samples were in the form of laminatedthe EPR lines. Hence their analysis requires the use of mil-
plates(like mica) of light-green color and had a very high limeter and submillimeter frequencies. Our subsequent ex-
degree of structural perfection. X-ray studies of perimental studies of the EPR spectrum of the3Trion in
KTm(MoQ,), were carried out by Klevtsova and Boridov the frequency interval 75—-190 GHz showed that the EPR
and by Spitsyn and Trund¥The crystal belongs to the class linewidth is practically independent of frequency. Figure 1
D%ﬁ of rhombic type with the following parameters of the shows the dependence of the square of frequency on the
unit cell:a=5.05 A,b=18.31 A,c=7.89 A,z=4. The Tni*  square of resonance field obtained from EPR spectral studies
ion belongs to the categoryf# of ions with an even number in KTm(MoQ,), along thec-axis. This dependence can be
of electrons and the ground stafélg(L=5S=1J=6). described quite satisfactorily by the model formufz= A?
Measurements of the angular dependence of the EPR spectta(gH/2)?. The “intercept” on theY-axis defines the nu-
showed that the symmetry of local environment of the*Tm  merical value of the separation from the first excited level in
ion in KTm(MoQy), is not higher than rhombic. In a crystal KTm(MoQ,),: A=69.95GHz(2.3cm?). This means that
field of such a low symmetry, the degeneracy of Stark levelshe ground state of the T ion is a split “quasidoublet,”
of the Tn?" ion is completely removed. The energy and the observed EPR spectrum is associated with transitions

The compound KTm(Mog), belongs to the class of
layered low-symmetry magnetically concentrated magnets
the type MRE(Mo0Q),, where M=K, Cs, Li, ..., RE=Gd,
Dy, Er, Yb, Ho, ... . One of thenain problems encountered

EXPERIMENTAL TECHNIQUE

1063-777X/99/25(5)/2/$15.00 379 © 1999 American Institute of Physics
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FIG. 1. Frequency vs. field dependence of the EPR spectrum of tié Tm
ion in the compound KTm(Mog), (T=4.2 K,H||c). The straight line cor-
responds to the formula?= A2+ (gH/2)? with the parameterd =25 kOe
andg=13.95.

FIG. 2. Raman scattering spectral region for KTm(MpQOat T=2 K.
Curve 1 corresponds to the polarization of the incident and scattered radia-
tion of the typeaa(bb)+ab, and curve2 to ac+bc. Symbol P on the
spectra indicates the percolating line of the gaseous plasma laser,lwhile
denotes the low-frequency scattering line referred to the electron excitation.

between components of the principal “quasidoublet.” The

slope of the straight line gives the effectiwefactor g,  thec-axis. The results of measurements carried out in the IR

=13.95+0.05 for thec-axis of the crystal. region using a Fourier spectrometer indicate the presence of
In order to verify the results and to obtain new data inan absorption band (200 ¢th) which is sensitive to the ap-

KTm(MoQ,),, we made a quest for electron excitations of plied magnetic field.

the Tn]3+ ion by using the Raman Spectrum technique in Thus, summarizing the experimental results, it can be

frequency interval 2-10cnt at T=2 K. The results of Stated that two electron energy levé2s3 and 200 cm') of

these experiments are shown in Fig. 2. The hatched regioiie Tn?™ ion in the compound KTm(Mog), exist in the

corresponding to the interval 3 cth=0.5cni L is attributed ~ frequency interval 0-300 cit. An extremely small value of

to the electron excitation in KTm(Mog),, since optical the splitihg AE=2.3cm ! allows us to assume that for a

phonons with such a low energy were not observed in inorcertain orientation of the applied magnetic field|@ in the

ganic crystals, and the absence of scattering by acoustiresent casea structural phase transition can be induced by

phonons at the temperature of superfluid helium is associatefie applied magnetic field in this compound, as in other com-

not only with a strong symmetry prohibition for the Raman pounds of this family such as KEr(Mo, CsEr(MoQ),,

process near the center of the Brillouin zone, but also witHKDy(MoOy,),. Further experimental investigations are cer-

the fact that the frequency position of such peaks canndginly called for in this direction.

exceed 1 cm? for the investigated compound. The slight

discrepancy between Raman and EPR frequencies may pE-mail: khatsko@ilt.kharkov.ua

caused, for example, by a strong dispersion of the eIectrOQ—’ o

branch near the center of the Brillouin zone. In this case, the Yééﬁl((fs;gg'[Yéx'TZ?T?SCg?]r;zti'gaggzl\?iglég?bets' Fiz. Nizk. Temt,

difference in the real wave vector for EPR and Raman spec=p | zyyagin, S. D. El'chaninova, T. S. Stetsenkbal, Fiz. Nizk. Temp.

tra comes into play. Such an analysis was carried out by Hsu1, 79 (1975 [Sov. J. Low Temp. Phyd, 39 (1975].

and Stauf, who interpreted the difference in the IR and Ra- 3|Ab dA-tEdeKIi‘n}OVY V-t A. tEf_rergov, V. KN TrEnoﬁ al, ng%—Earth Mo-

man frequencies of clecton ranilons as the momentumY*4es 1 Inesanats Rl ke Morcoutoon

dependence of the transition frequency. We did not observesssri17, 1334(1967.

any other excitations in this frequency range. 5V. I. Spitsyn and V. K. Trunov, Sov. Phys. Dokl. Dokl. Akad. Nauk SSSR
The IR spectra of the KTm(Mog), crystal were studied 185 854(1969.

in the frequency interval between 10 and 300¢mt a tem- & © Hsuand J. W. Staut, J. Chem. PI68, 502 (1973.

peratureT=4.2 K and for a magnetic field orientation along Translated by R. S. Wadhwa
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LETTERS TO THE EDITOR

On a possible reason behind the anisotropy observed in the superconducting
properties of underdoped cuprates

V. M. Loktev,>? R. M. Quick,? and S. G. Sharapov'?

IN. N. Bogoliubov Institute of Theoretical Physics, National Academy of Sciences of the Ukraine,
252143 Kiev, Ukraing; 2National Engineering University “KPI,” 252056 Kiev, UkrainéDepartment of
Physics, University of Pretoria, 0002 Pretoria, South Africa

(Submitted December 14, 1998

Fiz. Nizk. Temp.25, 515-518(May 1999

An attempt is made to interpret the experiments in which the superconducting transition
temperature in underdoped HTSC was found to depend on the direction of the current passing
through the sample. It is suggested that dhighe temperature approximately

corresponds to the poifiizk of the two-dimensional transition, while the other is the temperature
T. corresponding to B ordering between layers. For conditions wheye Tkt (relatively

high values of carrier concentration and interlayer couplittte anisotropy of the superconducting
properties becomes negligible and the layered system possesses only one critical temperature.
© 1999 American Institute of Physids$S$1063-777X99)01405-X]

1. During investigations of the electrical resistance ofdescribing SCT, two-dimensional phenomena may still per-
Bi,SKLCa,Cu,0g, s and YBaCwO,_ s single crystals un- sist in a finite range of parameters ensuring three-
derdoped in oxygerfor, in other words, with a less-than- dimensionalization. Thus,2- (nearTgkt) and D- (at T)
optimal concentration of delocalized holga “splitting” of SC states may be formed separately in principle in quasi-
the superconducting transitigfBCT) temperature was ob- two-dimensional systeméf the parameters carrier concen-
served: its value for the curreptin the CuQ layers {Lc)  tration and tunneling constant are such thg& Tgy7).
exceeds noticeably the corresponding valuejfier Such a 2. The simplest model Hamiltonian of a regular layered
behavior was predicted by Friedeind must be manifested metallic system can be presented in the form
in layered SC with Josephson-type coupling between layers. v2 1
At the same time, it was shovyp by Korshufioand H=— 4! (x) ﬂ+—2cos(iV”d)+,u, Do (X)
Rodrigue? that the necessary condition for the emergence of 2m;,  mgd
different values ofT. (depending on the direction ¢ in n n
stacks of planes with Josephson-type of tunneling of carriers ~VE 09 ()4 (%), @
between them is a random distributiinequivalenceof SC  \here ¥,(X) is the Fermi field with spinr;x=17,r,p,z;m,
properties of layers. However, these authors did not discusgndm, are effective carrier masses in a layer and along the
any concentration dependences of the above-mentioned agdirection respectivelyyV is the attraction constant the
isotropy. separation between layers, apdhe chemical potential de-

In this work, we shall use the results of our earlier fining the fermion densitwa(EnfD/d)_ We also assume
publicatioﬁ5 to provide a different interpretation of the phe- that m,>m, (weak tunneling and% =kg=1. Note that Eq.
nomenon observed in Refs. 1 and 2. According to this inter{1) does not consider incohererfflosephson tunneling
pretation, one SCTfor jL c) which, however, is not accom- (which is often used for stabilizing 2-fluctuations for at
panied by a spontaneous symmetry breakisge Ref. ¥,  least two reasons. In the first place, this is done in order to
may be caused by Berezinsky—Kosterliz—Thouless transitioghow(in contrast to the conclusions drawn in Refs. Bt
at the crossover temperatufgyr. In this case, the SC cor- even coherent one-particle transition between planes can en-
relations in layers decrease according to a power law, whilgure the anisotropy observed in Refs. 1 and 2. Second, the
the correlations between layers decrease exponentially. fue nature of tunneling of particles between cuprate layers
consideration of the three-dimensionalization, which alwaysf HTSC compounds has not been established so far, and
occurs even in strongly anisotrogiocluding layerefimedia  hence it is justified to consider both types of tunneling on the
restoresT. or, in other words, leads to the formation of a model level.
condensate with long-rangé3order and breaking of charge Further calculations do not differ significantly from
symmetry. Although it was shown long agon an example those carried out in Ref. 6, where the effective thermody-
of quasi-one-dimensional  conductprs that three- namic potential) of the system was determined by using the
dimensionalizing one-particle tunneling rapidly makes thestandard Hubbard—Stratanovich technigue in which auxiliary
BCS (mean-field theory (in which TC~T2"F) valid for  Bose-fields ¢(x)=V# ¢, and their conjugates are used

1063-777X/99/25(5)/3/$15.00 381 © 1999 American Institute of Physics
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instead of the Fermi fields. After eliminating the latter, we However, a more important situation closer to the real
obtain the following expression for the density of the poten-HTSC materials arises when the conditjes ¢ is satisfied.
tial part Q: This means thal . for these materials is determined by Eq.

2\ _ AMF 5 1 2 (5) whose first term is the same as the BCS equation and
Qpof i T @19= Qpot (1. Tl e+ 231 (1. Tl @ eads to the mean-field valt!F = (/) (2e¢|e,]) 2 [Ref.

where QE,"thIQ(,u,T,@(X),<p*(X))|¢,¢=const is the mean- 6] (here,y is the Euler constant, and, is the energy of a

field potential obtained in the tree approximation, and two-particle bound state which is always nonzero i &ys-
tems with attraction The fluctuational contribution can be
(1) 2T -1 -1 estimated in the longwave approximation. In this case, the
Q7 (w, T, ¢l )=5(Trln T 74+ Tr LnT'_5) 3 . ' :
Fourier transform
is the one-loop correction, in which . m, )
. 1 20 I 0K) =g, = 27Td[aKLer(l—cosKHd)];
I (x)= —[*—
T| 6¢™(X)6¢(0) e 7U3) er _ 703) 1 o
520 (47)°> m, T?’ (4m)° mfd“T2
R T P T 4
@™ (X)0@*(0) | __ .= inci i ini
©=¢* =|p|=const. of the principal function from4) at the minimum(,, can
It must be noted that factorizatici3) is valid only for low P& used to determine the derivative
frequencies and momen’t%whil_e representatipr(\Z) can be ol Y 0K) m, ¢ 7¢(3)
used conveniently for describing phases with a long-range 5 ~5 g c= 8,272 (8)

order. In the absence of such an or@eqg., in the D-case, ¢

whenT.=0), potential(2) is found to be insufficient and the in Eas.(7 is the Ri f ion :
system can be described in the parametrization(g(S) in Egs.(7) and(®) is the Riemann functionintegrating

o . LS .o with respect toK, we first arrive at the required correction
o(X) =p(X)exp(B(x)), taking into consideration its kinetic P q

€= Pmin

part. Being a function oWV ,,®(x), such a parametrization oM (ep ,T,|cp|2)‘ m T
leads to an equation defining the SCT temperature iDa 2 702 | ~ Ind ;|In «|, 9
metal® In the general case, bolfskr andT¥'F are sublinear €= min

functions ofer, wheree=7n?°/m, is the Fermi energy of and then, after its substitution int8), at the final equation
free fermions. In this caselgxr—er, TMF~et?, in the W
local pairing region, and gx1— TV~ &2 for Cooper pair- |In(Te/TeH)
: ' BKT ™ "¢ F Te=2—————— ¢, (10
ing. It must be noted that in spite of the fact that the tem- [In k|
perature is the same, BKT-type SCT occur in different
planes independentlithe differences between their phases
0O(x) are coincidental The effect of tunneling off g and Kk~ r1=4v2mid*|e,| V232 (11
its renormalization were studied in Ref. 11.

3. In order to find the critical temperature of ®3CT,
we must use potentidR) corresponding to a quasiR sys-
tem and presented in the Gaussian approximation. In thi
case, the required equation fog has the form

where the dimensionless parameieis defined by

It can be easily verified that E¢L0) leads to the dependence
of T, on nfD with a fairly high degree of precision. This
gependence is found to be nearly linear, which is in accord
with the dependenceT.(n?°) in underdoped HTSC
compounds?® For the present communication, the fact that
IO (1. Te | @l?) aQﬁl)(M,Tc,lgoF)‘ B T. may turn out to be lower thafzxt (see Eqs(10) and
9 ¢ | g2 ‘ - *70_0’ ) (11)) is more significant. This may be due to a weak tunnel-
emen ing constantlarge values ofn, or d) since the slope of the
wherey is an unknown parameter defined by the equdflity curve To(nP) is defined by this constaftor (which is un-
3D 3D _ 3D doubtedly more significaihto a decrease in the carrier con-

NE"(wTo)+ 2057 (1, To) =Ny~ © centrationn® which can be varied rather easily in HTSC
It can be seen that the retention of fluctuational terms in Eqcompounds. Hence the same HTSC compound with a given
(2) (see Egs(3) and (4)) maodifies the equation for the gap, (but smal) amplitude of hopping between planes may be
while Eg.(6) shows that the Fermi subsystem is divided intocharacterized by the anisotropy in the SC properties
intrinsic fermions with dens;itynﬁD and Bose fluctuations (T.<Tgg) Or by its absenceT,— Tgt) for different dop-
with densityn3? (the expressions fon® andn3® are pre- ing levels of the compound. Note that if the initial constant
sented in Ref(13)). of (coherent or incoherentunneling turns out to be large,

The complete solution of the self-consistent sysi@&n the above anisotropy does not appear in such a compound
and (6) can be obtained only numerically; an analytic solu-irrespective of doping, sinc&; is always higher thaf gkt
tion requires approximations that are controlled by the conin this case.
dition T.—0 for my—oe. Thus, in the Bose limit, where 4. Naturally, the interpretation presented in this work is
u<0 andn§D=0, formula(5) leads to an expression fd,  only qualitative. The theory of SC properties of real HTSC
which coincides with the temperature of condensation of amust also take into account their other properties also, viz.,
ideal quasi-D Bose gas? strong correlation between electrons, spin degrees of
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The results of microwave transmittance measurements of crystallineThigBaCuO film under

the influence of an external magnetic field are presented. Generally, inThigh-
superconductors dissipation mechanisms different from those in conventional superconductors
may take place as well as transport current. Josephson-junction and anisotropy resistance-
connected processes. Measurements of transmittance induced by the magnetic field demonstrate
the dominance of flux flow dissipation mechanism and nonlinear transmittance dependence

when approachindl.. This makes possible to detect and characterize all the mechanisms
mentioned above. €999 American Institute of Physid$§1063-777X99)01505-4

Our measurements were carried out in the 2-mm waveerformed. This linear dependence of microwave transmit-
range. Under these conditions the transmittance is sensitivence on magnetic field may be explained in terms of flux
to the presence of “normal” electrons, whereas infraredflow dissipation. In contrast, the slope value at temperatures
measurements sense the superconducting energy gap. Tagproaching thd rised to 3%T ! and the behavior was
backward-wave tube was used as a microwave generatasirongly nonlinear. Evidently, this region is dominated by the
with the radiation channeled through a measurement cell thanfluence of the magnetic field on the superconducting phase
consists of two (in and ouj symmetrical quasioptical transition.
waveguides inside the pulse solenoid. The sample was Normal electron transmittance includes dissipation re-
placed between the waveguides in the region of the maxisulting from the Lorentzain-like force motion due to the
mum, homogeneous magnetic field. Finally, the radiatioriransport current normal to applied magnetic fieldFor the
was detected after the measurement cell which was placed HTSC the microwave frequency range is higher than the de-
a cryostat with special windows to transmit the microwavespinning frequency. Consequently, electromagnetic interac-
To obtain the best sensitivity a liquid helium coolednSbh  tion is much stronger than the pinning force, and the major
detector was usetiSuch a technique produces ultrahigh fre- source of the dissipation is due to the free-moving vortices.
quency (130-150 GHy current densities in the sample In the London electrodynamics approach it is possible to
which are much smaller in magnitude than the critical cur-represent the current densilyas
rent, and thus avoids test current inside the sample that is a
consequence of direct current investigations. J=_ 1 (E—fuB) 1)

The sample under study was made using magnetron i wuN? '
sputtering procedure. The 1000 A YBaCu@23 film,
which was deposited on the surface of a 0.5 mm-thickwhere\ is the London penetration depth;is the microwave
SITiO; substrate, exhibited a micro-twinned crystalline electric field;f is the fraction free vorticesWriting the vor-
structure with itsC-axis perpendicular to the surface. Pre- tex velocity asv=Jf/n, the expression for the flow resistiv-
liminary testing determined a superconducting transition aity may be obtained as
87.8 K with 1 K width.

The experimental dependences of the magnetic field- . fB _
induced transmittance at different temperatures are shown in  #~ #07~ ™! WP, 2
Fig. 1. As can be seen, the transmittance value rises mono-
tonically when the temperature rises from 4.2 KTtg. At which is true forH smaller than critical field and tempera-
low temperatures a linear behavior of the transmittance vertures that are not too high. Taking into account that a typical
sus the external field with a slope of 1%.* was exhibited, HTSC critical field is of order 100 T, the limit representation
which is consistent with results reported in Refs. 3 and 4for surface resistancB; demonstrates a linear dependence
where the bolometric and reflectance measurements wermn H:

1063-777X/99/25(5)/2/$15.00 384 © 1999 American Institute of Physics
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The granularity and various inhomogenities of the

] T=88K sample can produce a weak-like structure or, if there is an

' T et 2 intrinsic Josephson junction inside, either effect may domi-
poo—o—s - T T=65K| 8 nate in the microwave response. We assume the observed
. .~ oottt T behavior of microwave properties negf may be due to the

T=203K domination of dissipation effects from losses related to the

Transmittance, arb. units
N O ~ [o -}

——t—0——0—0—0—0——¢ Josephson junctions. To clarify this problem a set of addi-
L T=A4'2 K tional measurements on other HTSC thin films are expected
1 foo—o—o—t—o—0—0¢—¢ T to be carried out. Attention will be given to the hysteresis
. , . . , , phenomena due to the thermal and magnetic history of
0 2 4 6 8 10 12 samples with different crystalline properties.
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