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Abstract—The electrical conductivity and thermoelectric power of liquid tellurium with transition 3d metal
impurities were measured in a wide temperature range (from 1700 K to the crystallization temperature) under
argon pressure (up to 25 MPa). It is shown that Ti, V, Cr, and Mn impurities decrease the conductivity and
slightly increase the thermoelectric power, whereas Fe, Co, Ni, and Cu impurities increase the conductivity and
slightly decrease the thermoelectric power. In the region above 1200 K, the thermoelectric power remains vir-
tually constant, whereas the conductivity decreases. The results obtained are interpreted in the context of the
model of s–d hybridization. To describe electron scattering in such systems, the Friedel–Anderson procedure is
used, based on the ideas about the existence of virtual bound states. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Liquid tellurium occupies an intermediate position
between semiconductors and metals and, therefore,
understanding its properties is important for studying the
properties of melts, as is shown by the numerous publi-
cations in this field over the last few decades [1–8]. Stud-
ies dealing with the effect of transition elements on the
electronic properties of melts are much less numerous
[9–13], and they are restricted to the temperature region
below 1200 K. At the present stage of the research, the
interpretation of the obtained results does not extend
beyond the effect of the change in the density of states
at the Fermi level if transition metals are added to liquid
tellurium.

Several models of the electronic structure of liquid
tellurium were considered [14, 15] and were later inte-
grated into a single theory [16]. Using the structural
data obtained by the EXAFS method, the authors of
[16] performed Monte Carlo calculations and obtained
the energy distribution of the density of states N(E) of
conduction electrons in liquid tellurium. The density of
states has a shallow minimum (pseudogap), and the
Fermi level is shifted towards the valence band.

Since the value of the conductivity lies in the region
of the diffusive mechanism of charge transport, we may
use the formulas for the conductivity (σ0) and the ther-
moelectric power (S0) suggested by N.F. Mott [17],
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here, N0(Ef) is the density of states at the Fermi level Ef
for conduction electrons, L0 is the electron mean free
path (on the order of interatomic spacing), T is temper-
ature, kb is the Boltzmann constant, e is the elementary
charge, and m is the effective mass.

To describe s states of the impurity centers, we may
use the procedure based on the idea of virtual bound
states [18]. This procedure was developed for the
description of magnetic properties of impurity atoms;
however, it is also important for understanding the elec-
tron scattering processes. At the same time, it is known
that 3d impurities in a melt can also have a magnetic
moment. Then the virtual level is split, and we obtain a
two-level system with different occupancies of the lev-
els [19].

To simplify the discussion, we use the following
relation obtained in [10] for the change in density of
states at the Fermi level under the condition of fivefold
degeneracy:

(3)

where c is the concentration of the 3d impurity and Nd
is the density of states for the d element.

The effect of s–d interaction can be interpreted as a
variation in the mean free path in expression (1) for the
conductivity. The mean free path may be written as

(4)

where L0 is the mean free path in pure Te, Vf is the elec-
tron velocity at the Fermi level, and τsd is the relaxation
time for resonant s–d scattering. It was shown previ-
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Fig. 1. (1–5) Electrical conductivity σ and (1'–5') thermo-
electric power S for (1, 1') pure Te; (2, 2') Te + Fe (2 at %);
(3, 3') Te + Fe (4 at %); (4, 4') Te + Ti (2 at %); and
(5, 5') Te + Ti (4 at %).
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Fig. 2. (1–5) Electrical conductivity σ and (1'–5') thermo-
electric power S for (1, 1') pure Te; (2, 2') Te + Co (2 at %);
(3, 3') Te + Co (4 at %); (4, 4') Te + V (2 at %); and
(5, 5') Te + V (4 at %).
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Fig. 3. (1–5) Electrical conductivity σ and (1'–5') thermo-
electric power S for (1, 1') pure Te; (2, 2') Te + Ni (2 at %);
(3, 3') Te + Ni (4 at %); (4, 4') Te + Cr (2 at %); and
(5, 5') Te + Cr (4 at %).
ously [10] that the relaxation time for resonant scatter-
ing can be written as

(5)

Then, with allowance for (5), the effect of resonant
scattering in expressions (1) and (2) is expected to
decrease the conductivity and increase the thermoelec-
tric power.

2. EXPERIMENTAL

We studied experimentally Te + Me (2 at %) and
Te + Me (4 at %) (Me = Ti, V, Cr, Mn, Fe, Co, Ni, and
Cu) melts. In order to keep the chemical composition
constant and to prevent the evaporation of the volatile
components, all measurements were performed under
the condition of argon overpressure (up to 30 MPa). We
used three-zone two-radii cells (with different but com-
mensurate radii) made of boron nitride in the form of
vertical containers with an internal cavity. Such cells
must be used for the following reason. As a rule, mea-
surement cells are dielectric containers made of a
ceramic material, into which graphite probes are
embedded. In almost all cases, the ceramic material is
porous. Therefore, the melt is in contact with the wall
of the container and diffuses into it. The concentration
of the diffusing agent is highest at the “melt–wall”
interface and exponentially decreases into the depth of
the ceramics. Thus, in the bulk of the cell, a diffuse con-
ducting layer is formed, which to some extent shunts
the melt under study and produces uncontrollable
errors in the conductivity measurements.

The formation of a conducting layer may be
described as an increase in the radius of the sample by
an effective value ∆r. We may assume that ∆r is the
thickness of an additional layer of the sample that
would produce the same shunting effect as that of the
real conducting layer. Thus, this approach allows us to
exclude analytically the error caused by the shunting
effect. This method is described in detail in [20]. Note
that the above shunting effect becomes significant for
prolonged high-temperature studies, and under certain
conditions it can produce an error of 40%. The thermo-
electric power was measured by the standard method in
the presence of a vertical gradient of 2–3 K/cm. The
measurement error did not exceed 2% for the conduc-
tivity and 5% for the thermoelectric power.

3. RESULTS AND DISCUSSION

The results of the measurements of the conductivity
and thermoelectric power of tellurium containing tran-
sition 3d metal impurities are shown in Figs. 1–4.
To understand better the results obtained, they are com-
pared with the results obtained previously for intrinsic
Te [5]. The experimental temperature dependences of
the conductivity agree well with the results of [9, 21],
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which were obtained in the interval from the melting
temperature (Tm) to 1200 K. We could not find any sys-
tematic studies of the conductivity at higher tempera-
tures or any data on the thermoelectric power. It should
be noted that the behavior of the conductivity for all the
studied melts correlates with the behavior of the con-
ductivity of pure tellurium. The introduction of Ti, V,
Cr, and Mn impurities reduces the conductivity, and a
higher impurity concentration results in a greater
decrease in the conductivity. The thermoelectric power
of these melts increases only slightly, by ~(1–2) µV/K.
The thermoelectric power is about 14–16 µV/K in the
entire investigated temperature range and shows a slight
tendency to increase at high temperatures. After intro-
ducing the Fe, Co, Ni, and Cu impurities, the conductiv-
ity increases and the thermoelectric power decreases.
The role of the impurity is illustrated in Fig. 5.

It follows from Figs. 1–4 that the electrical conduc-
tivity of all melts behaves in virtually the same way,
apart from the absolute values. In the range from Tm to
1000 K, the conductivity increases; in the range from
1000 to 1200 K, it is weakly temperature-dependent
and decreases with further heating. After melting, the
thermoelectric power slightly decreases in a narrow
temperature interval, remains positive in almost the
entire investigated temperature range, and shows a
weak tendency to increase. In [5], such a complicated
behavior of kinetic coefficients for pure Te was inter-
preted in the context of the modified Ziman theory. To
this end, the form factor of the temperature-dependent
pseudopotential was introduced, as well as the effective
radius of the Fermi sphere that increased with tempera-
ture. A similar interpretation was also suggested in [4].
However, for our melts, the application of the Ziman
theory encounters certain difficulties caused by the
change in the mechanism of charge-carrier scattering.
We have already noted that the introduction of transi-
tion-metal impurities should lead to a decrease in the
conductivity and, according to formulas (1) and (2), to
an increase the thermoelectric power.

It can be seen from the experimental results
obtained that this it not exactly so. For some melts, this
position is true and for others it is not. In [10] the model
of liquid tellurium with transition-metal impurities was
considered; in this model, the positions of the energies
of impurity states relative to the Fermi level were
important. In Section 1, we discussed the relaxation
time in this model. Omitting the intermediate calcula-
tions, we cite the final result for the additional resis-
tance in the melts of this type,

(6)

Here, kf is the wave vector, a is the interatomic spacing,
N0 is the density of states for pure tellurium, S0 is the
thermoelectric power of pure tellurium, and Nd is the
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density of impurity states. The analysis shows that in
expression (6) the terms are not equally important. The
first term gives a positive oscillating component, and
the main contribution to the additional resistance comes
from the second term. The second term is controlled by
the rate of the variation in the density of states, i.e., by
the position of the impurity state Ed with respect to the
Fermi level. In our opinion, this model satisfactorily
describes the behavior of the system; however, it
requires many specific assumptions.

We suggest proceeding from the assumption that
3d impurities in the melt can have a magnetic moment.
Therefore, the electrons at the Fermi level with differ-
ent spin directions are differently scattered by these
impurity centers. The scattering probability depends on
the spin direction of the scattered electron with respect
to the magnetic moment of the impurity atom. Then the
general form of the Friedel sum rule may be written as

(7)

where Z is the difference in the valences between the
impurity atom and an atom of the matrix, l is the orbital

Z
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Fig. 4. (1–5) Electrical conductivity σ and (1'–5') thermo-
electric power S for (1, 1') pure Te; (2, 2') Te + Cu (2 at %);
(3, 3') Te + Cu (4 at %); (4, 4') Te + Mn (2 at %); and
(5, 5') Te + Mn (4 at %).
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Fig. 5. Effect of 3d elements on the conductivity of tellurium.
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quantum number,  is a phase shift, and  is the spin
index, which can have two values. Such a two-level model
has three parameters [19]: the level width Γ, the level split-
ting 2U =  – , and the level position with respect

to the Fermi level εd = (1/2)(  + ) – Ef. For reso-
nant scattering, one phase shift is much greater than the
others and is equal to ηd = Zπ/10. Then we obtain the
following equation:

(8)

It follows from this equation that the system of virtual
levels of the impurity center is formed under the condi-
tions of strong interaction with conduction electrons.
Then we find that the conductivity σ is given by

(9)

The dependence obtained is represented by a curve
with two peaks similar to that observed experimentally
(Fig. 5). However, such a dependence does not explain
deviations at σ0/σ > 1 and σ0/σ < 1. We must find the
dependence of the virtual interaction parameters on
quantum numbers. Note that the exchange or correla-
tion repulsion of electrons with opposite spins occurs
only if these electrons occupy the same atomic d level
with energy εd. The Hartree–Fock approximation
allows us to understand the significance of exchange
terms. In our systems, the exchange integral I can
assume both positive and negative values [22]. Without
going into the details of the procedure, we write out the
final result for the conductivity of the systems with
impurities [23]:

(10)

Here, N(Ef) is the density of states in the conduction band
at the Fermi level, N is the number of atoms per unit vol-
ume, and D is a characteristic energy. We clearly see that
the change in the conductivity ∆σ = σ – σ0 can be both
positive and negative (Fig. 5). According to formula (2),
the behavior of the thermoelectric power correlates com-
pletely with the results for the electrical conductivity.

The question of why the thermoelectric power
remains virtually unchanged with decreasing conduc-
tivity at temperatures higher than 1200 K remains open.
In (1) the only variables are the mean free path L and
the density of states N(E). It follows from structural
studies [24, 25] that L increases very slowly with tem-
perature. At temperatures higher than 1200 K, the den-
sity of states decreases substantially. Therefore, the
product L[N(E)]2 and, accordingly, the conductivity
decrease. Formula (2) may be rewritten as

(11)
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The first term in the brackets in (11) is always posi-
tive and the second term is negative. Since in the region
of the pseudogap the density of states depends on
energy approximately as E2 and the corresponding
dependence of L is generally weaker, the resulting sign
of the thermoelectric power is positive, which agrees
with the experimental observations. Since the Fermi
level is shifted to the valence band [16], the expression
in the brackets in (11) varies with temperature only
slightly, and we therefore obtain virtually temperature-
independent thermoelectric power.
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Abstract—The results of studying the most important energy-band parameters of a new quinary semiconductor
HgCdMnZnTe solid solution are reported. It is shown that the parameters of HgCdMnZnTe can make this mate-
rial highly competitive with HgCdTe, which is the main material for infrared photoelectronics in the spectral
ranges 3–5 and 8–14 µm. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The compound HgCdTe remains today the main
material for infrared optoelectronics, owing to its
unique physical properties [1, 2]. By varying the com-
position of the solid solution, one can obtain HgCdTe
with a band gap in the range 0–1.6 eV. One extremely
important aspect of this compound is the very small dif-
ference between the lattice constants of CdTe and
Cd0.2Hg0.8Te, which makes it possible to use these
materials to form epitaxial structures. The high mobil-
ity of charge carriers in HgCdTe makes it possible to
design devices with a very fast response [3].

The main drawback of HgCdTe is the weakness of
the Hg–Te chemical bond, which gives rise to a large
number of mercury vacancies and to difficulties in
ensuring the stable behavior of the surfaces and inter-
faces in the structures. These problems can certainly be
solved in part by using the existing technology; in this
case, however, the cost of the material obtained
increases severalfold.

Thus, the search for ways to improve the stability
and homogeneity of HgCdTe crystals or the synthesis
of HgCdTe analogues with a higher quality and more
stable crystal lattice remains very important. This aim
can be attained by introducing elements with an ionic
radius smaller than that in HgCdTe into the solid solu-
tion, which would stabilize the Hg–Te crystal-lattice
bond. Specifically, Mn and Zn can play the role of such
isovalent elements; the ionic radii of Mn and Zn (1.39
and 1.3 Å) are much smaller than that of Cd (1.56 Å)
[4–6].

Taking into account all the above, we believe that
the quinary CdxMnyZnzHg1 – x – y – zTe (CdMnZnHgTe)
solid solution with a low content of both manganese
and zinc (1–7%) should be more advantageous than
HgCdTe in that it has (i) a higher temporal and thermal
stability, (ii) a higher structural quality, and (iii) better
properties of the surface and interfaces.
1063-7826/04/3812- $26.00 © 21369
In this paper, we report features of the growth and
preparation of CdMnZnHgTe crystals and the results of
studying the energy-band parameters of this solid solution.

2. PREPARATION OF CRYSTALS 
AND DETAILS OF EXPERIMENTS

2.1. Preparation of Crystals

The CdMnZnHgTe crystals were grown by the mod-
ified floating-zone method from preliminarily synthe-
sized homogeneous polycrystalline ingots 15–20 mm
in diameter and 15–18 cm in length. In order to synthe-
size the solid solutions, we used the starting compo-
nents Cd, Te, Zn, and Hg with a purity of at least
99.9999%; the Mn component had a purity of 99.998%
and was additionally purified using double vacuum dis-
tillation.

The samples for studying the optical, electrical, and
mechanical properties were cut from wafers that had
thickness of 500–600 µm and were cut from the ingot
perpendicularly to the growth direction. The damaged
layer formed as a result of cutting and grinding was
removed by polishing with ASM 2/1 and ASM 1/0 dia-
mond pastes. Chemical–mechanical polishing was used
for final treatment of the surface [7]. All the crystals
grown had p-type conductivity.

2.2. Studies of Microhardness

An increase in the microhardness may be a qualita-
tive indication that the Hg–Te bond becomes stronger
and the crystal lattice of the material is stabilized in the
presence of Mn and Zn. While no on questions the sta-
bilizing effect of Zn on the crystal lattice of materials of
the HgCdTe type, there is no general agreement among
researchers as to the effect of manganese. Despite the-
oretical predictions of an increase in the Hg–Te bond
energy in the presence of Mn [8], no direct experimen-
tal evidence of this effect has been obtained so far.
Moreover, Grangler et al. [9], who studied the effect of
004 MAIK “Nauka/Interperiodica”
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Table 1.  Microhardness of Hg1 – x – y – zCdxMnyZnzTe crystals with different compositions at T = 300 K

Composition of crystals
(Eg = 0.15 eV) H, kg/mm2 Composition of crystals

(Eg = 0.3 eV) H, kg/mm2

Hg0.8Cd0.2Te 37.6 ± 1.3 Hg0.7Cd0.3Te 47.3 ± 1.6

Hg0.82Cd0.16Mn0.02Te 41.0 ± 1.4 Hg0.73Cd0.24Mn0.03Te 50.1 ± 1.6

Hg0.82Cd0.15Mn0.02Zn0.01Te 43.6 ± 1.1 Hg0.73Cd0.23Mn0.03Zn0.01Te 53.7 ± 1.0

Hg0.84Cd0.11Mn0.04Zn0.01Te 46.5 ± 0.7 Hg0.76Cd0.17Mn0.06Zn0.01Te 57.5 ± 0.95
manganese on the mechanical properties (including
microhardness) of wide-gap CdxMn1 – xTe crystals, con-
cluded that the crystal bonds were destabilized in II–VI
crystals in the presence of Mn2+ ions with a 10% content.

At the same time, an increase in microhardness was
observed in CdxMn1 – xTe crystals with an Mn content
as high as 40% [10, 11].

In this context, we studied the microhardness of
CdMnZnHgTe crystals with different contents of man-
ganese and zinc and compared the results with those
obtained for HgCdTe and Hg1 – x – yCdxMnyTe crystals
with approximately the same band gap. The studies
were performed at room temperature using the Vickers
method. The results averaged over 12–15 measure-
ments are listed in Table 1.

As can be seen from Table 1, the microhardness of
the crystals studied increases as the content of both zinc
and manganese increases even if the mercury content
increases (from 80 to 84% in the case of Eg = 0.15 eV
and from 70 to 76% in the case of Eg = 0.3 eV). These
results clearly indicate that the crystal-lattice bonds in
mercury-containing materials of the HgCdTe type
become stronger in the presence of small amounts (up
to 5%) of both Zn and Mn.

0.340.320.300.280.260.24
hν, eV

4

2

0

α2, cm–2 103

1
2
3

T = 300 K

Fig. 1. Optical-absorption spectra of three
Hg1 − x − y − zCdxMnyZnzTe samples with (1) x = 0.215, y =
0.031, and z = 0.02; (2) x = 0.212, y = 0.04, and z = 0.02;
and (3) x = 0.178, y = 0.02, and z = 0.01.
2.3. Determination of the Band Gap

The band gap of the crystals obtained was deter-
mined from the optical-absorption curves shown in
Fig. 1 and from the temperature dependences of the
Hall constant and electrical conductivity. The results
obtained using the different methods are in good agree-
ment with each other.

The band gaps determined using the above methods
for three samples (see Fig. 1) were equal to Eg = 0.291 eV
for sample 1, Eg = 0.332 eV for sample 2, and Eg =
0.257 eV for sample 3.

3. THEORETICAL CALCULATIONS

The main energy-band parameters of a quaternary
Hg1 – x – yCdxMnyTe solid solution were calculated using
the method suggested in [12]. According to this
method, an arbitrary energy-band parameter of a multi-
component solid solution can be represented as a com-
bination of two of its constituents. For the quaternary
solid solution under consideration, any energy-band
parameter A can be expressed as

(1)

where u = 2x and w = 2y. According to this method, the
band gap of Hg1 – x – y – zCdxMnyZnzTe was calculated as

(2)

The values of the band gap calculated using for-
mula (2) were compared with experimental data at
room temperature. The results are listed in Table 2.

As can be seen, the suggested method for calculating
the energy-band parameters also ensures good agree-
ment with experiment for the quinary solid solution.

Calculating the energy from the bottom of the con-
duction band, we can use the Kane model [13] to obtain
the following expression for the electron concentration
in the conduction band:

(3)

A Hg1 x– y– CdxMnyTe( ) 0.5A Hg1 u– CduTe( )=

+ 0.5A Hg1 w– MnwTe( ),

Eg Hg1 x– y z–– CdxMnyZnzTe( )
=  0.5Eg Hg1 x– 2y– CdxMn2yTe( )
+ 0.5Eg Hg1 x– 2z– CdxZn2zTe( ).

n
2Nc

π
--------- z1/2 1 z/Φ+( )1/2 1 2z/Φ+( ) zd

1 z η–( )exp+
----------------------------------------------------------------------.

0

∞

∫=
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Here, Nc is the effective density of states in the conduc-
tion band, Φ = Eg/kBT is the reduced band gap, and η =
F/kBT is the reduced Fermi energy. In this case, the
effective electron mass at the bottom of the conduction
band is given by

(4)

Here, EP = 2m0P2/"2 and is typically equal to 18–19 eV
in semiconductors of the HgCdTe type; ∆ is the magni-
tude of the spin–orbit splitting of the bands. As a rule,
the values of ∆ are in the range 0.95–1.08 eV [4, 13].

The hole concentration in the valence band was cal-
culated using the following conventional formula:

(5)

Here,  is the effective mass of heavy holes and
F1/2(η + Φ) is the Fermi–Dirac integral. The values of
EP , spin–orbit splitting ∆, and the effective mass of
heavy holes were assumed to be equal to EP = 18 eV,
∆ = 1 eV, and  = 0.55m0 in the calculations.

The effective mass of electrons in CdMnZnHgTe in
the case of complete degeneracy was calculated using
the formula [13]

(6)

where P is the matrix element of the angular-momen-
tum operator and ni is the intrinsic concentration.
Since we assumed that EP = 18 eV, we have P = 8.28 ×
10–8 eV cm. This value of P ensured the best agreement
between the results of calculations and experimental
data. Note that the values of P in the range from 8.2 ×
10–8 to 8.5 × 10–8 eV cm are characteristic of HgCdTe-
type semiconductors [4].

4. DISCUSSION

The results of calculating the concentration of intrinsic
charge carriers ni and the corresponding experimental data
(triangles, circles, and squares) are shown in Fig. 2. It can
be seen that theoretical curves are in good agreement with
experimental values in the region of intrinsic conductivity.
In our opinion, the Hg1 – x – y – zCdxMnyZnzTe sample with
x = 0.14, y = 0.014, and z = 0.01 is of particular interest.
According to the concentration values and the shape of
the curve, the range of intrinsic conductivity extends in
this sample to 100 K, which, in turn, indicates that the
defect concentration is low and, accordingly, that the
HgMnZnCdTe crystals obtained are of high quality.
The calculated ni(T) dependences for the other samples
studied also show good agreement with experiment;
however, the region of intrinsic conductivity can be dis-

me* m0 1 EP

Eg 2∆/3+
Eg Eg ∆+( )
--------------------------+

1–

.=

p 4π
2kBTmhh*

h2
--------------------- 

 
3/2

F1/2 η Φ+( ).=

mhh*

mhh*

me*

1 me*–
---------------- 

 
2

32.5 10 32– Eg
2/P4×=

+ 8.27 10 30– ni
2/3/P2,×
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tinguished in experimental curves only at T > 180 K for
these samples.

For comparison, Fig. 2 also shows the temperature
dependences of the intrinsic-carrier concentrations for
Hg0.8Cd0.2Te (curve A) and Hg0.7Cd0.3Te (curve B); these
concentrations were calculated using an empirical for-
mula for the intrinsic-carrier concentration in HgCdTe
[14]. It can be seen that the Hg1 – x – y – zCdxMnyZnzTe
sample with x = 0.14, y = 0.014, and z = 0.01 corre-
sponds in the intrinsic-carrier concentration to
Hg0.8Cd0.2Te; however, this sample corresponds to
Hg0.817Cd0.183Te with respect to the band gap. Similarly,
Hg1 – x – y – zCdxMnyZnzTe (x = 0.21, y = 0.025, and z =
0.012) exhibits almost the same carrier concentration as
Hg0.7Cd0.3Te and almost the same band gap as
Hg0.72Cd0.28Te.

Thus, the intrinsic-carrier concentration in
HgCdMnZnTe is somewhat lower than in HgCdTe with
an identical band gap.

In Fig. 3, we illustrate the behavior of the Fermi level
for the crystals studied. It can be seen that almost all these
crystals are not degenerate. The Hg1 – x – y – zCdxMnyZnzTe
crystal with x = 0.14, y = 0.014, and z = 0.01 is an
exception; in this case, the Fermi level is within the
conduction band at T > 170 K. Such behavior should be

Table 2.  Band gap of the Hg1 – x – y – zCdxMnyZnzTe crystals
under study at T = 300 K

Sample
no. Composition

Eg, eV
theory 

(2)

Eg, eV
experi-
ment

1 x = 0.215, y = 0.031, z = 0.02 0.301 0.291

2 x = 0.212, y = 0.04, z = 0.02 0.321 0.332

3 x = 0.178, y = 0.02, z = 0.01 0.260 0.257

1017

1016

1015

1014

1013

1012

1011

109

1010

100 150 200 250 300
T, K

ni, cm–3

1

A

2

3

4
B

1   x = 0.140, y = 0.014, z = 0.010
2   x = 0.170, y = 0.020, z = 0.010
3   x = 0.210, y = 0.025, z = 0.012
4   x = 0.215, y = 0.031, z = 0.020

Fig. 2. Temperature dependences of the intrinsic-carrier
concentration in the Hg1 – x – y – zCdxMnyZnzTe samples
with different compositions. The dash–dotted lines repre-
sent the results of calculations for (A) Hg0.8Cd0.2Te and
(B) Hg0.7Cd0.3Te solid solutions.
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expected since this HgCdMnZnTe crystal corresponds
(as was mentioned above) to Hg1 – xCdxTe (x = 0.183)
with respect to the band gap; as a result, the temperature
dependence of the Fermi level should be similar for
both of these compounds.

It is also of interest to compare the effective electron
masses in HgCdMnZnTe with those in HgCdTe for the
crystals with identical band gaps. In Table 3, we list
the results of calculations and (for comparison) exper-
imental data [15] at room temperature. It can be seen
from Table 3 that the effective electron masses in
HgCdMnZnTe are somewhat larger than in HgCdTe; as

300
T, K

0
F/kBT

1

2

3

250200150100

1   x = 0.140, y = 0.014, z = 0.010
2   x = 0.170, y = 0.020, z = 0.010
3   x = 0.210, y = 0.025, z = 0.012
4   x = 0.215, y = 0.031, z = 0.020

4

–2
–4
–6
–8

–10
–12

–16
–14

–18

Fig. 3. Temperature dependences of the reduced Fermi level
for the Hg1 – x – y – zCdxMnyZnzTe crystals under study.
manganese and zinc content increases, the difference
between effective masses increases. This finding is con-
sistent with the conclusion made by Nesmelova [16]
who compared the electron effective masses in the
HgMnTe and HgCdTe solid solutions. In Table 4, we
compare our results with those obtained in [16] at T =
300 K. It can be seen that the effective electron masses in
HgCdMnZnTe are somewhat (about 15%) smaller than
those in HgMnTe. The significant discrepancy between
theory and experiment for the samples with Eg = 0.054 eV
was also reported by Lowney et al. [14] (again, theoret-
ical results exceeded experimental data). Apparently,
the cause of this discrepancy is the fact that the theory
used is hardly applicable to the situation where the
value of Eg approaches zero.

Thus, the introduction of manganese and zinc into a
HgCdTe solid solution leads not only to an increase in
microhardness of four- and five-component compounds
but also to a decrease in the intrinsic-carrier concentra-
tion and an increase in the effective electron mass.

5. CONCLUSIONS

Thus, the following results were obtained in this
study.

(i) The modified floating-zone method was used to
grow single crystals of a new Hg1 – x – y – zCdxMnyZnzTe
semiconductor solid solution with different Mn and Zn
contents.

(ii) The microhardness of the crystals obtained was
studied. It was shown that microhardness increases as
Table 3.  Comparison of effective electron masses in the Hg1 – x – y – zCdxMnyZnzTe and Hg1 – xCdxTe crystals at T = 300 K

Composition of
HgCdMnZnTe crystal Eg, eV Carrier concen-

tration N, cm–3
me/m0,

calculation (6)
me/m0,

theory [15]
me/m0,

experiment [15]
HgCdTe compo-

sition [15]

x = 0.14, y = 0.014,
z = 0.01

0.131 2.4 × 1018 0.049 0.045 0.049 0.18

x = 0.166, y = 0.02,
z = 0.01

0.182 6.7 × 1017 0.034 0.035 0.033 0.22

x = 0.16, y = 0.03,
z = 0.02

0.223 2.8 × 1018 0.052 0.049 0.048 0.25

Note: The values of x for CdxHg1 – xTe solid solutions with almost the same values of Eg are given in the last column on the right.

Table 4.  Comparison of effective electron masses in the Hg1 – x – y – zCdxMnyZnzTe and Hg1 – xMnxTe crystals at T = 300 K

Composition of
HgCdMnZnTe crystal Eg, eV Carrier concentra-

tion N, cm–3
me/m0,

calculation (6)
me/m0,

theory [16]
me/m0,

experiment [16]
HgMnTe com-
position [16]

x = 0.092, y = 0.01,
z = 0.01

0.054 1.5 × 1017 0.019 0.019 0.0162 0.06

x = 0.14, y = 0.014,
z = 0.01

0.131 6.0 × 1016 0.017 0.0194 – 0.09

x = 0.16, y = 0.015,
z = 0.01

0.158 5.5 × 1017 0.031 0.0345 0.036 0.1

Note: The values of x for the Hg1 – xMnxTe solid solutions with almost the same values of Eg are given in the last column on the right.
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the content of Mn and Zn in the crystals increases,
which indicates that the crystal-lattice bonds in mer-
cury-containing materials of the HgCdTe type become
stronger if small amounts (up to 5–7%) of both Zn and
Mn are introduced.

(iii) Temperature dependences of the intrinsic-car-
rier concentration in Hg1 – x – y – zCdxMnyZnzTe were cal-
culated. Good agreement between the results of calcu-
lations and experimental data is obtained in the region
of intrinsic conductivity. The theory used in calcula-
tions is applicable to Hg1 – x – y – zCdxMnyZnzTe com-
pounds with x & 0.3, y & 0.1, and z & 0.1 in the tem-
perature range 50 K & T & 300 K.

(iv) The effective masses of electrons in nondegen-
erate and degenerate materials were calculated. It was
shown that an increase in the content of manganese and
zinc in the solid solution leads to an increase in the
effective electron mass and to a decrease in the intrin-
sic-carrier concentration.
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Abstract—Stimulated emission of radiation from CdxHg1 – xTe samples pumped by a Nd:YAG laser at temper-
ature T ≈ 77 K is obtained. Both spontaneous and stimulated emission is observed for the wavelengths λ in the
range 3300–3600 nm. Experimental emission spectra are presented. The special features of the spectra and the
possible applications of the structures are discussed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

There is currently great interest worldwide in the
fabrication of active emitting devices (lasers) and pho-
todetectors that operate in the middle and far infrared
(IR) ranges (λ ≈ 3–20 µm). Mastering this wavelength
range is of interest, particularly for

(1) communication purposes, since this range
includes the Earth’s atmospheric transparency windows
(3.5–4 µm, 4.5–5 µm, 8–14 µm, and 16–23 µm);

(2) spectroscopy and environment monitoring, since
this range includes the frequencies of vibrational–rota-
tional transitions of many molecules.

Among the few active devices that can really func-
tion within this region are semiconductor laser diodes
and quantum cascade lasers. Given the principle on
which they operate, both devices incorporate highly
inhomogeneous structures. These are p–n junctions in
laser diodes and quantum superlattices with a fairly
large number (usually from one to several tens) of
quantum-confinement layers in quantum cascade
lasers. This circumstance complicates the production of
the devices and increases their cost. As is well known,
the characteristic frequencies of radiative band-to-band
transitions in films of narrow-gap semiconductors, for
example, CdxHg1 – xTe, can fall within the operation
range of quantum cascade lasers. Moreover, it is now
common practice to synthesize CdHgTe samples with a
stoichiometry such that the characteristic frequencies
of radiative band-to-band transitions (defined by the
band gap Eg) come right in the middle IR region. CdHgTe
may be considered as a promising material as the
source of stimulated radiation since it is a direct-gap
semiconductor (direct radiative band-to-band transi-
tions are allowed). The carrier lifetime may be rather
long there (if the band gap is quite wide).
1063-7826/04/3812- $26.00 © 21374
From this point of view, if CdHgTe-based lasers
were designed for a fairly broad range of stoichiometric
compositions, they could compete with cascade lasers.
A single CdHgTe film is much easier to handle than the
quantum superlattice of a cascade laser. A CdHgTe film
itself represents a waveguide in view of the high per-
mittivity of the CdHgTe material (15–20), which can be
conducive to the formation of cavity modes due to the
total internal reflection from the film boundaries. Fur-
thermore, in contrast to the structures of quantum cas-
cade lasers, there is no need to grow quantum-confine-
ment layers with the use of high-precision technology
here, since the typical thickness of CdHgTe films usu-
ally ranges from several to several tens of micrometers.
The technology of high-quality epitaxial CdHgTe films
has now been developed in detail due to the production
of IR photodetectors based on them. The main methods
currently used for growing CdHgTe films are liquid-
phase epitaxy, molecular-beam epitaxy, and metal–
organic chemical vapor deposition (MOCVD). As
experimental samples, we used structures grown at the
Institute of High-Purity Substances, Russian Academy
of Sciences, where an MOCVD method for growing
epitaxial CdHgTe layers with various stoichiometric
compositions is being developed [1, 2].

Until now, there are only a few studies dedicated to
CdHgTe-based lasers, and most of the main questions
remain to be clarified (for example, how far is it possi-
ble to move towards longer wavelengths and higher
temperatures). For the first time, the spontaneous and
coherent emission of radiation from a CdxHg1 – xTe
crystal optically pumped by a GaAs diode laser was
observed in [3] (see also [4, 5]). Stimulated radiation
was observed in the range λ = 3.8–4.1 µm at tempera-
ture T ≈ 12 K, and spontaneous radiation was detected
up to 15 µm.
004 MAIK “Nauka/Interperiodica”
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Hartman [6] reported on optically pumped lasers
operating in the range 1.25–2.97 µm at the liquid-nitro-
gen temperature. Continuous-wave lasing at 2.79 µm
took place at 12 K. Stimulated emission was observed
for CdHgTe films with x = 0.5 at 2.13 µm [7]. In this
case, the lasing threshold was ~10 kW/cm2 at the liq-
uid-nitrogen temperature.

Mahavadi et al. [8] reported stimulated emission
from CdHgTe films with x = 0.46 grown on a semi-
insulating CdTe substrate and subjected to Nd:YAG-
laser pumping: generation at 2.42 µm had a power of
above 2.8 kW/cm2 at 10 K.

As can be seen from the data presented above, the
longest wavelength of stimulated radiation at the liq-
uid-nitrogen temperature was 2.97 µm. This circum-
stance is conventionally associated with the fact that, at
narrower band gaps (for comparatively small x, x ≈ 0.2
and smaller), the relative role of nonradiative transi-
tions attributed to Auger recombination increases (see
[9]), although apparently the lasing frequency may be
limited by nonradiative recombination via impurities.
Evidently, with higher-quality and purer samples, one
can hope to obtain a lasing effect for longer wave-
lengths as well. However, an important unsolved prob-
lem is the optimization of the thickness of the sample.
Our experimental data suggest that, in the CdHgTe
films under study, the emission of electromagnetic radi-
ation at lower frequencies can be obtained at consider-
ably higher temperatures than before.

2. RESULTS AND DISCUSSION

In this study, we measured the characteristics of
electromagnetic radiation obtained from epitaxial
CdxHg1 – xTe layers pumped by a Nd:YAG laser (λ =
1.064 µm) at the liquid-nitrogen temperature. We used
the CdxHg1 – xTe samples with thicknesses from several
micrometers to several tens of micrometers on semi-
insulating GaAs substrates with a high-resistivity CdTe
buffer layer. The samples placed at a copper heat sink
were photoexcited on the side of the epitaxial layer.
A metal spherical mirror focused the radiation from the
edge of the epitaxial layer onto the entrance slit of a con-
ventional monochromator. The output signal was detected
by a photodetector kept at the liquid-nitrogen temperature.
As a photodetector, we also used CdxHg1 – xTe samples
with an appropriate stoichiometric composition. When
required, the scattered pump radiation was suppressed
by Ge filters placed in front of the photodetector. The
signal from the photodetector was applied to an oscillo-
scope synchronized with the Nd:YAG laser pulse.

Figure 1 shows one of the emission spectra (in the
form of the photodetector signal versus the wavelength)
obtained for the CdxHg1 – xTe (MST 638/1) sample with
x ≈ 0.376 and thickness h ≈ 8.9 µm at 77 K; the p-type
sample was grown on a (111)-oriented GaAs substrate.
The sample was shaped like an equilateral triangle with
sides of ~5 mm. For the optical pump intensity P <
4 kW/cm2, the spectrum is shaped like a wide low ped-
SEMICONDUCTORS      Vol. 38      No. 12      2004
estal, which is shown by the dashed line in Fig. 1. At
P * 4 kW/cm2, a narrow line appears against the ped-
estal background. It is reasonable to associate the ped-
estal with spontaneous radiation and the narrow line,
with stimulated radiation (superluminescence). Thus,
we observed that the emission spectrum narrowed
when the photoexcitation exceeded a certain threshold,
which in our case was P ≈ 4 kW/cm2.

This value best agrees with the result reported in [8],
where the stimulated radiation line corresponded to λ ≈
2420 nm and had a width that nearly coincides with that
of the line shown in Fig. 1. It is important to note that
the measurements in [8] were carried out at T = 12 K,
while our experiments were performed at T ≥ 77 K. The
fact that a six- or sevenfold difference in temperature
has almost no effect on the line width (∆λ ≈ 50–60 nm)
confirms the stimulated nature of this radiation.

In our experiments, various surface regions were
illuminated, rather than the entire surface of the sample
at once. Therefore, we actually measured the superlu-
minescence spectra from different illuminated areas of
the surface. The reliable observation of simulated radi-
ation (even in the absence of a cavity) is an indication
of the high gain in the system. This fact is consistent
with the theoretical estimate [10] that indicates that the
gain α can be as high as ~103 cm–1.

Figure 2 shows the emission spectra of various sam-
ples each fabricated from a CdxHg1 – xTe film with x ≈
0.376, as well as the spectral lines obtained upon the
illumination of different parts of the same sample.
These spectral lines are seen to differ in their peak posi-
tion λmax, as well as in their width and shape. The values
of λmax related to different areas differ by ~3.6%, which
suggests that the CdxHg1 – xTe film under study is inho-
mogeneous: the corresponding fluctuations of its com-
position (nonstoichiometry) should vary from 3 to 4%.
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Fig. 1. Emission spectrum for the CdxHg1 – xTe sample
(MST 638/1, x ≈ 0.376) at T ≈ 77 K. The photodetector is the
MST 641/1 sample, x ≈ 0.272. Dashed and solid lines show
the spectra at the photoexcitation below (P < 4 kW/cm2) and
above (P ≥ 4 kW/cm2) the threshold, respectively.
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Another indication of the spatial inhomogeneity of the
film is the observed “improper” shape of the line (see,
e.g., the dashed spectrum in Fig. 2). The spread in the
conditions of photoexcitation (illumination of neigh-
boring dissimilar areas) results in the inhomogeneous
broadening of the superluminescence line.

Let us consider a simple estimation of the tempera-
ture dependence of the spontaneous spectrum line
width for a spatially homogeneous sample in the case of
an abrupt absorption edge. It is known (see, e.g., [11]),
that the photoluminescence (spontaneous radiation)
intensity can be expressed as

IPL "ω( )
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Fig. 2. Emission spectra of different samples (MST 638/1,
x ≈ 0.376) fabricated from the same CdxHg1 – xTe film.
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Fig. 3. Intensity of radiation at T = 77 K vs. the pump inten-
sity for the CdxHg1 – xTe sample (MST 638/1, x ≈ 0.376).
We can use this expression to estimate the width of the
spontaneous-emission line width as

(1)

At the liquid-nitrogen temperature of our experiment,
this formula yields a line width (in temperature terms)
approximately equal to 160–240 K.

Evidently, formula (1) gives the minimal value of
the spontaneous line width, since the possible heating
of the sample is disregarded. In our experiment (and
in [8]), the typical intensities were fairly high. Recall
that the lasing threshold was observed at the pumping
intensity P ≈ 4 kW/cm2. Another possible cause of the
spontaneous line broadening is the spatial inhomogene-
ity of the CdxHg1 – xTe solid solution (and, hence, the
spatial inhomogeneity of the band gap).

In terms of temperature, the half-width (the width at
the peak’s half-height, 0.5Imax) of the spectral line and
the pedestal in Fig. 1 is ~86 and ~400 K, respectively.
These estimates indicate that the line is two to three
times narrower than the value predicted for an “ideal”
photoluminescence line and, therefore, cannot repre-
sent spontaneous radiation. Furthermore, the spectral
width of the pedestal is larger than the “ideal” estima-
tion, so that the pedestal can be attributed to spontane-
ous radiation. Note once again that, in all the studies
available (see, e.g., [3, 6–8]), the spectrum appears just
like a narrow line of stimulated radiation against the
background of a broad pedestal governed by spontane-
ous radiation.

Figure 3 shows the emission intensity for the
CdxHg1 – xTe sample (MST 638/1, x ≈ 0.376) as mea-
sured at T = 77 K by the detector with the band gap cor-
responding to the wavelength ~6 µm versus the optical
pump intensity. It can be seen that the dependence is
nonlinear but has a fairly smooth appearance. Thus, in
order to find a clear manifestation of the lasing thresh-
old, one should analyze the corresponding spectral
dependences.

3. CONCLUSIONS

The width of the superluminescence spectrum
shown in Fig. 1 almost coincides with the value
reported in study [8]. However, in contrast to our
results, the emission in [8] was obtained at a lower tem-
perature (T = 12 K) and corresponded to a shorter wave-
length (λmax ≈ 2420 nm). Melngailis and Strauss [3]
observed lines of stimulated emission in the region of
λ ≈ 4100 nm but also at T = 12 K. Thus, in this paper,
we apparently report for the first time the observation of
stimulated emission from the CdxHg1 – xTe structures at
77 K in the wavelength range λ ≈ 3250–3450 nm. The
observation of stimulated emission at 77 K makes it
possible to state that these structures are promising in
the context of various applications. Note especially that
the observed variations of the superluminescence fre-
quency for different regions of the same sample can be

∆ "ω( ) 2–3( )kBT .≈
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used to detect stoichiometric nonuniformities. This
possibility is important for improving the technology of
CdxHg1 – xTe structures. In turn, the better quality of
these structures will lead to a narrower spectrum of
stimulated radiation.
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Abstract—The dependence of the photoluminescence spectrum of electron–hole plasma in semi-insulating
undoped GaAs on the concentration of the background carbon impurity NC (3 × 1015 cm–3 ≤ NC ≤ 4 × 1016 cm–3)
is studied at 77 K. It is established that the density of the electron–hole plasma, which is equal to ne – h ≈ 1.1 ×
1016 cm–3 in crystals with the lowest impurity concentration at an excitation intensity of 6 × 1022 photons/(cm2 s),
decreases considerably as the value of NC increases in the range mentioned above. A decrease in the density of the
electron–hole plasma with increasing NC is attributed to the effect of fluctuations in the carbon concentration NC,
which give rise to a nonuniform distribution of interacting charge carriers and to localization of holes in the tails
of the density of states of the valence band. © 2004 MAIK “Nauka/Interperiodica”.
The photoluminescence (PL) of electron–hole
plasma (EHP) and electron–hole drops in direct- and
indirect-gap semiconductors, respectively, has been
mainly studied in high-purity materials, so the condi-
tions N < ne – h and N < nex (N, ne – h, and nex are the con-
centrations of the impurity, electron–hole pairs, and
excitons, respectively) at high excitation levels were
satisfied; as a result, collective interactions between
nonequilibrium charge carriers appeared [1–6].

It is evident that an increase in N should enhance the
screening effect of impurity atoms on the charge carri-
ers and weaken the interaction between the charge car-
riers. It seems likely that the magnitude of this effect
may depend on the electrical properties of the material,
the degree of compensation, and the distribution of the
impurity potential. However, the possible effect of
these factors on the EHP in direct-gap semiconductors
has been inadequately studied.

In this paper, we consider the dependence of the
EHP PL intensity in semi-insulating undoped GaAs
that includes impurity-potential fluctuations on the con-
centration of the background carbon impurity NC. The
electrical characteristics of the samples under study and
the method for measuring the PL spectra were reported
previously [7]. The excitation level J was changed from
3 × 1021 to 6 × 1022 photons/(cm2 s) by varying the oper-
ation current of an Ar laser.

It was shown previously [7] that the edge-emission
band in the PL spectra of semi-insulating undoped
GaAs crystals that contain background carbon with the
concentration NC and are subjected to a low-intensity
excitation (J ≤ 3 × 1021 photons/(cm2 s)) is formed by
the band-to-band transitions of interacting charge carri-
ers at NC ≤ 1.4 × 1016 cm–3. At higher values of NC, this
band is related to recombination of free electrons with
1063-7826/04/3812- $26.00 © 21378
holes localized at the tails of the density of states of the
valence band; these tails are caused by fluctuations in
the doping-impurity concentration.

As the excitation-intensity increased (J > 3 ×
1021 photons/(cm2 s)), the spectrum of the edge-emis-
sion PL was modified. This modification is characteris-
tic of radiative recombination in the EHP: the band
peak (the energy corresponding to the peak hν = hνm)
shifted to longer wavelengths, and the band broadened
and changed shape. In addition, the short-wavelength
falloff of the PL intensity became less steep (Fig. 1),
which was indicative of recombination of hot charge
carriers whose temperature at the highest excitation
intensity was estimated from the slope of the short-
wavelength falloff and increased from 87 to 96 K as NC
increased in the range 3 × 1015 cm–3 ≤ NC ≤ 4 × 1016 cm–3

under study.

The emission spectrum of some of the crystals at the
highest excitation levels exhibited peaks (Fig. 1) that
were evidently caused by the initiation of stimulated
emission. The most substantial modification of the
spectrum occurred in the crystals with the smallest val-
ues of NC. As the carbon concentration increases, the
spectrum modification is no longer observed at NC ≈
2.8 × 1016 cm–3, as follows from the extrapolation of the
NC dependences of the peak energy hνm(NC) and the
band width W(NC) at various excitation levels (Fig. 2).

In Fig. 3, we show the dependence of the EHP den-
sity ne – h at J = 6 × 1022 photons/(cm2 s) on the carbon
concentration estimated from the effective-potential
approximation using the formula [4]

Eg' Eg
3e2

πε
-------- 3π2ne h–( )1/3

,–=
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Fig. 1. Excitation-level dependences of the edge-PL spectra for GaAs crystals with different carbon concentrations NC at T = 77 K.

The excitation intensity was J = (1) 3 × 1021 and (2) 6 × 1022 photons/(cm2 s). NC = (a) 3.5 × 1015, (b) 9 × 1015, and (c) 2.1 × 1016 cm–3.
The spectra were normalized to unity and were shifted arbitrarily along the vertical axis.
where  is the band gap narrowed as a result of col-
lective electron–hole interaction, Eg is the unperturbed
band gap, ε = 12 is the relative dielectric constant of
GaAs, and e is the elementary charge. When estimat-
ing, we assumed that  = hνm and we decreased the

value of Eg at NC ≥ 1.4 × 1016 cm–3 by the depth of the
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Fig. 2. Dependences of the (1–3) width W and (1'–3') the
peak energy hνm of the edge-PL spectrum on the carbon
concentration NC at different excitation intensities J at T =

77 K. J = (1, 1') 3 × 1021, (2, 2') 2 × 1022, and (3, 3') 6 ×
1022 photons/(cm2 s).
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percolation level for electrons and holes γ ' = (2/3)γ is
the depth of potential wells formed by fluctuations in
the carbon concentration).

As expected, the ne – h(NC) dependence shown in
Fig. 3 indicates that the EHP density decreases as NC
increases; this decrease is larger than that of electron–
hole drops in Ge [8]. In our opinion, the main factor
causing the substantial decrease in the EHP density as
NC increases is the presence of fluctuations in the dop-
ing-impurity concentration that give rise to a nonuni-
form distribution of interacting charge carriers. Local-
ization of holes within the tails of the density of states
of the valence band at NC ≥ 1.4 × 1016 cm–3 occurs in
times that are shorter than the lifetimes of nonequilib-
rium charge carriers τ (according to our estimations, τ ≤
1.3 × 10–11 s at the highest excitation intensity, which is

1016

1015

1014

1013

2 4 6 8 10 20
NC, 1015 cm–3

ne–h, cm–3

Fig. 3. Density of the electron–hole plasma as a function of
the carbon concentration at the excitation intensity J = 6 ×
1022 photons/(cm2 s) and T = 77 K.
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consistent with the values of τ in semi-insulating
undoped GaAs, as reported previously [9]). This local-
ization reduces the fraction of the charge carriers that
are involved in the formation of the electron–hole
plasma. The latter circumstance reduces the density of
the electron–hole plasma even further.
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Abstract—Electrical and photoelectric properties of Al–n-Si–SnO2:Cu–Ag heterostructures are studied. It is
established that the charge transport in this structure is caused by double injection of charge carriers in the dif-
fusion approximation. A 35% increase in the photocurrent is observed after exposing the heterostructure to a
mixture of 1% of H2S with N2. The initial values of the photocurrent are recovered if the heterostructure is sub-
sequently exposed to air. The rise and decay times of the photosignal are relatively short: 1 and 3 min, respec-
tively. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Tin dioxide (SnO2) is widely used in the production
of detectors of hydrogen sulfide H2S, methane CH4, and
a number of other gases; the electrical conductivity of
SnO2 changes in the atmosphere of the above gaseous
compounds [1, 2]. One serious disadvantage of these
sensors is that it is necessary to heat the sensitive SnO2
layer to a temperature of 300–400°C. In addition, the
selectivity of SnO2-based detectors does not always
meet present-day requirements.

In this context, we recently suggested a fundamen-
tally new method of H2S detection [3] that is based on
the variation in the photosensitivity of SnO2-based
structures exposed to H2S. The potential of this method
was illustrated for the first time with the example of
anisotype Al–p-Si–SnO2:Cu–Ag heterostructures [3].
In this paper, we report the results of studying the elec-
trical and photoelectric characteristics of Al–n-Si–
SnO2:Cu–Ag isotype structures as applied to the prob-
lem of H2S detection.

The technology for fabricating structures with both
p-Si and n-Si is quite similar and was described in
detail in our previous publication [3]. Silicon with n-
type conductivity and a (100) crystallographic orienta-
tion was used as the substrate for the Al–n-Si–
SnO2:Cu–Ag structures.

2. RESULTS AND DISCUSSION

We measured the current–voltage (I–V) characteris-
tics, spectral dependences of photovoltage, and the
dependences of photocurrent on the time the structure
was exposed to a gaseous mixture of nitrogen and hydro-
gen sulfide for the samples of Al–n-Si–SnO2:Cu–Ag
heterostructures. The volume concentration of H2S

†Deceased.
1063-7826/04/3812- $26.00 © 21381
amounted to 1%. All measurements were performed at
room temperature (20–25°C).

The energy-band diagram of the structure under
study is shown in Fig. 1.

2.1. Electrical Characteristics of Heterostructures

In Fig. 2 we show the dependence of the current J on
the forward bias U with the negative voltage applied to
n-Si; this dependence is characteristic of the samples
that were not exposed to hydrogen sulfide.

In the range of currents from 10–7 to 10–4 A, the
J(U) curve can be approximated by the expression

(1)

where all designations are conventional. It follows
from (1) that the charge transport in the heterostructure
is not controlled either by the diffusion current in the
neutral base region (since in that case ν ≈ 1) or by the
generation–recombination current in the space-charge
region (in that case, we should have ν ≈ 2). Therefore,
the charge transport should be controlled by one of the
types of double injection of charge carriers into the
space-charge region [4].

J J0 qU/ νkT( )[ ] with ν 10,≈exp=

n-SnO2:Cu n-Si

Jp –Jn

1.
1 

eV

3.
5 

eV

Cu

Fig. 1. Energy-band diagram of an Al–n-Si–SnO2:Cu–Ag
isotype heterostructure.
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Since the double injection corresponds to a power-
law dependence of the current on voltage in the drift
approximation, analytical expression (1) describes the
double injection in the diffusion approximation. Note
that ν = , where w and LA are the width of
the space-charge region and the ambipolar-diffusion
length, respectively.

The presence of a compensating Cu level can give
rise to the attachment of holes. It follows from an anal-
ysis of formula (1) that, at Jp/J < 1 and Jn/J ≈ 1 (here,
Jp and Jn are the hole and electron currents, respec-
tively), the effect of the hole attachment on the shape of
the I–V characteristic is insignificant since the electron
current flows predominantly through the isotype het-
erostructure under consideration.

When considering the plasma injected into the semi-
conductor when the diffusion current is predominant,
we can write the following equation that expresses the
law of conservation for the number of particles [5]:

(2)

Here, b = µn/µp and all other designations are conven-
tional. The solution of Eq. (2) indicates that the func-
tion n(x) falls off exponentially. It is important that the
charge carriers injected into the semiconductor are
expected to be concentrated in the region with a depth
on the order of LA = [(2kT/q)µnτ/(b + 1)]1/2.

Our previous studies of the Al–p-Si–SnO2:Cu–Ag
anisotype heterostructures [3] showed that the changes
in the I–V characteristics observed after exposing the
samples to a gaseous mixture consisting of H2S (1%)
and N2 were small compared to the changes in photo-
sensitivity. Similar results were obtained previously for
various structures that incorporated a palladium contact
and were exposed to hydrogen (see, for example, [6]).
Taking this circumstance into consideration, we did not

w/LA( )cosh

2kT /q( )d2n/dx2 b 1+( )b/ µnτ( ).≈

2.42.01.61.20.80.40
U, V
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10–8

J, A

ν ≈ 10

Fig. 2. Current–voltage characteristic of the heterostructure
under forward bias before exposure to hydrogen sulfide.
perform experiments to clarify the effect of H2S on the
electrical characteristics of Al–n-Si–SnO2:Cu–Ag iso-
type heterostructures.

2.2. Photoelectric Characteristics 
of the Heterostructures

In Fig. 3 we show two spectral dependences of photo-
sensitivity measured before (curve 1) and after (curve 2)
exposing the structure to the 1%-H2S/N2 mixture with
subsequent exposure to air. These dependences were
measured under conditions of open-circuit photovoltage.

The exposure to hydrogen sulfide gives rise to a shift
of the spectral photosensitivity curve to shorter wave-
lengths by 0.09 eV and leads to an appreciable increase
in the photovoltage. These results can be interpreted in
the following way.

Akimov et al. [7] studied the effect of hydrogen sul-
fide on the electrical conductivity of SnO2 films doped
with copper. It was established that chemical reactions
that involve copper and sulfur proceeded both at the
surface and in the bulk of the SnO2:Cu layer exposed to
hydrogen sulfide. As a result, multicomponent chemi-
cal compounds were formed, whose composition was
not identified. We may assume that similar processes
occur in the case under consideration.

The space-charge region in n-Si contains a copper
impurity whose concentration decreases as the distance
from the heteroboundary increases (as the substrate is
approached). Therefore, compounds composed of sul-
fur and copper can appear in this region as a result of

1.31.10.90.70.5
0

λ, µm

120
Uph, arb. units

100

80
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Fig. 3. Spectral photosensitivity of the heterostructure
(1) before and (2) after exposure to a gaseous mixture con-
sisting of 1% of H2S and N2.
SEMICONDUCTORS      Vol. 38      No. 12      2004



EFFECT OF HYDROGEN SULFIDE ON PHOTOELECTRIC CHARACTERISTICS 1383
exposure to hydrogen sulfide; these compounds are
expected to exhibit a larger gradient in their distribution
than that of the initial copper impurity. If these com-
pounds are neutral or exhibit a low activity with respect
to the capture of nonequilibrium charge carriers, the
recombination rate at the interface where the concentra-
tion of the sulfur–copper compounds is highest
decreases. In turn, this circumstance gives rise to a shift
of the spectral photovoltage curve to shorter wave-
lengths.

Apparently, the increase in the absolute value of
photovoltage observed experimentally should be
related to the corresponding variation in the barrier
height at the n-Si–SnO2:Cu interface.

It is worth noting that similar spectral dependences
of photovoltage were observed previously for the Al–p-
Si–SnO2:Cu–Ag anisotype heterostructures [3]. An
important difference between those curves and the
curves obtained in this study is the following. Absolute
values of the photovoltage for anisotype heterostruc-
tures were an order of magnitude smaller than those for
isotype heterostructures. This result indicates that the
contribution of the surface states to the recombination
process is small in the case of an Al–n-Si–SnO2:Cu–Ag
heterostructure.

A diagram illustrating the variation in the photocur-
rent Jph in relation to the time t is shown in Fig. 4. This
time dependence was observed for an Al–n-Si–
SnO2:Cu–Ag heterostructure in a hydrogen sulfide
atmosphere (region I) and in air (region II) and was
measured in the short-circuit mode. The Al–n-Si–
SnO2:Cu–Ag heterostructure was installed in a special
gas-filled cell. Optical radiation was introduced into the
cell through a sapphire window. An incandescent lamp
with a power of 60 W, which was mounted at a distance
of 30 cm from the sample, served as the radiation
source.

The photocurrent started to increase as the
(1%-H2S)/N2 gaseous mixture was introduced into the
cell. In about 1 min, the photosignal attained a steady-
state value and then remained unchanged. The increase
in the photocurrent amounted to ~35% with respect to
its initial value. After the hydrogen sulfide was pumped
out of the cell and atmospheric air was introduced, the
photocurrent recovered the value it had before the sam-
ple was exposed to the (1%-H2S)/N2 mixture. The sig-
nal-relaxation time was 3–4 min. The above processes
were completely reproducible in the admission–
removal series for the H2S-containing mixture.

The above results differ not only quantitatively but
also qualitatively from the corresponding data obtained
previously for Al–p-Si–SnO2:Cu–Ag anisotype hetero-
structures [3]. For these heterostructures, a decrease in
the photocurrent as a result of exposure to hydrogen
sulfide was observed; the initial value of the photocur-
rent was recovered after subsequent exposure of the
heterostructure to air. The characteristic time constants
were equal to 10–20 min [3].
SEMICONDUCTORS      Vol. 38      No. 12      2004
3. CONCLUSION

Thus, our experiments made it possible to study the
electrical and photoelectric characteristics of Al–n-Si–
SnO2:Cu–Ag isotype heterostructures. We observed
and studied a variation in the photosensitivity of the
heterostructures under consideration as a result of
exposure to hydrogen sulfide. In this context, the fol-
lowing special features are important: a significant
increase in the photosignal amplitude, small time con-
stants, the reversibility of physical processes, and the
possibility of operating at room temperature. The
results obtained show that the heterostructures under
study might be promising as components for the fabri-
cation of H2S sensors.
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Abstract—Energies of band-to-band transitions with the involvement of the quantum-confinement subbands
are determined from the photoreflection spectra of the strained short-period GaAs/GaAs0.6P0.4 superlattice.
Strains caused by the mismatch of the crystal lattice in the GaAs and GaAs0.6P0.4 layers are calculated on the
basis of the observed shift of the fundamental-transition energy in GaAs0.6P0.4. Positions of minibands in the
superlattice are simulated in relation to the potential jump at the heteroboundary; the Kronig–Penney model is
used in the calculations. Comparison of the results of simulation with experimental data shows that the studied
superlattice is of type I with weakly localized electrons and light holes. The potential jump at the heterobound-
ary in the conduction band amounts to ∆Ec/∆Eg = 0.15. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An improvement in the technology of the produc-
tion of semiconductor heterostructures (HSs) has made
it possible to grow films with a thickness of several
nanometers without generating misfit dislocations. This
circumstance allows one to grow defect-free HSs based
on semiconductors with differing crystal-lattice param-
eters under the condition that the thickness of the layers
does not exceed a certain critical value specified by the
lattice mismatch [1]. Semiconductor layers in such HSs
experience compressive and tensile strains, which leads
to an additional modification of the energy-band struc-
ture of the layers [2, 3]. Optical properties of superlat-
tices (SLs) with strained layers differ from those of so-
called matched SLs. The positions of the energy levels
in strained SLs are affected not only by the width of the
quantum wells and the thickness of barriers but also by
the strains that appear in the layers as a result of the dif-
ference between the crystal-lattice constants of contact-
ing materials. A variation in the composition of the well
or barrier layers leads, on the one hand, to a variation in
the band gap and, on the other hand, to a variation in the
lattice constant and, consequently, to changes in the
valence and conduction bands. The character of these
variations depends on the sign of the strain.

Structures based on the GaAs/GaAs1 – xPx hetero-
contact are an example of strained HSs. In the case of
strained HSs based on GaAs/GaAs1 – xPx, the GaAs lay-
ers experience compressive strains, whereas GaAs1 – xPx
layers experience tensile strains [4]. Recent studies [4, 5]
showed that lasers that emit in the infrared and red
spectral regions and are based on GaAs/GaAs1 – xPx
strained HSs have better characteristics than similar
devices fabricated on the basis of unstrained
1063-7826/04/3812- $26.00 © 21384
GaAs/AlxGa1 – xAs HSs; specifically, lasers based on
strained HSs have lower threshold currents and a higher
quantum yield.

Note that for strained HSs the question of the value
of the potential jump at the heteroboundary remains
open. According to theoretical concepts [6], the con-
duction band in III–V compounds is formed by the ions
of Group III elements; as a result, in GaAs/GaAs1 – xPx
SLs where the composition of the Group-V ions varies,
the major potential jump is located in the valence band
(the so-called common-anion rule). However, it is
believed in the majority of publications (see, for exam-
ple, [7]) that up to 60% of the difference in the energies
of fundamental transitions in GaAs and GaAs1 – xPx (as
in the case of the GaAs/AlxGa1 – xAs HS) is related to
the conduction band.

In addition, the approximation according to which all
stresses are concentrated only in a single layer (for exam-
ple, in the layer that forms the barrier in a strained HS) is
often used [4, 5, 8]. In the latter studies, experimental
data were used to derive the dependence of the magni-
tude of the valence-band splitting in the barrier of the
GaAs/GaAs1 – xPx HS on the phosphorus concentration.
However, this approximation can be used only if the
thicknesses of the layers that form the HS barrier are
much smaller than the quantum-well width.

Gorya et al. [9] calculated the energy-band diagram
of the GaAs/GaAs1 – xPx SL on the assumption that the
potential jump in the conduction band is much smaller
than the potential jump in the valence band. The authors
of [9] consider that the bottom of the conduction band
in the layers of the GaAs well and GaAs1 – xPx barrier in
the heterostructure are separated from the vacuum level
by electron affinity, which is generally valid only for
004 MAIK “Nauka/Interperiodica”
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intrinsic semiconductors at T = 0 K; this leads to the
conclusion that the SL under consideration is of type II.

In this paper, we report the results of using photore-
flection spectroscopy to study the energies of band-to-
band transitions in an SL based on GaAs/GaAs1 – xPx.
We calculate the interband-transition energies in the SL
in the context of the Kronig–Penney periodic-potential
model taking into account (i) the difference between
the effective masses in the well and the barrier and
(ii) the strains. In contrast to [4, 5, 8], we take into
account that the energy-band structure of both the
GaAs well and the GaAs1 – xPx barrier is modified as a
result of strains. Based on the obtained data of photore-
flection spectroscopy, we calculate the potential jump
at the GaAs/GaAs1 – xPx heteroboundary taking into
account both the strains in the SL layers and the com-
mon-anion rule.

2. EXPERIMENTAL

The sample under study was grown by liquid-phase
epitaxy on a GaAs substrate with the (100) orientation
and consisted of 20 alternating layers of GaAs and
GaAs1 – xPx with identical thickness (7 nm). The phos-
phorus concentration in the barriers amounted to ~40%.

The photoreflection spectra were measured using
the setup shown in Fig. 1. The emission of spectro-
scopic lamp 1 with a power of 30 W was resolved into
a spectrum using the first monochromator of an MDR-6
system 2 and was then directed to sample 3. The emis-
sion of a He–Ne laser 4 with a power of 1 mW was
simultaneously directed onto the sample; this emission
was modulated using a chopper 5. The modulation fre-
quency was 370 Hz. Reflected radiation was directed
onto the second monochromator in the MDR-6 system 2
equipped with an additional entrance slit. The light
from the exit slit of the second monochromator was
directed onto an FDK-263 silicon photodiode 6; the
signal from the latter was amplified using a preliminary
low-noise photoamplifier. The signal was then fed to
the synchronous detector 7 of a Unipan-232B selective
nanovoltmeter. The signal from photodiode 8 was
applied to the reference-voltage input of the synchro-
nous detector; the modulated radiation of laser 4 was
directed onto this photodiode. Thus, the voltage at the
output of the synchronous detector was proportional to
the variation in the reflection coefficient R of sample 3
at the modulation frequency. A variation in the position
of gratings in monochromator 2 and measurements of
the photoreflection signal were performed using a
microprocessor-based interface that was software-con-
trolled by personal computer 9.

The spectral width of the spread function of the
monochromator amounted to 1 meV. The photoreflec-
tion spectra were measured at room temperature.
SEMICONDUCTORS      Vol. 38      No. 12      2004
3. RESULTS AND DISCUSSION

3.1. Positions of the Spectral Lines

The photoreflection spectrum of a GaAs/GaAs1 – xPx
SL is shown in Fig. 2. The following lines are observed
in the spectrum: a line peaked at 1.41 eV and caused by
the presence of the GaAs substrate, a line peaked at
1.78 eV and related to the absorption edge of GaAs1 – xPx,
and a series of lines in the energy range from 1.53 to
1.78 eV that are caused by transitions between the SL
minibands of the conduction and valence bands.

We determined the spectral-line positions by approx-
imating the experimental data by the sum of the Aspnes
expressions [10, 11] for the so-called low-field case,

(1)
∆R
R

------- E( ) Re Aeiϕ E Ei– Γ+( ) m–[ ] ,=

1

2

3

4

5

6
7

8

9

Fig. 1. Block diagram of experimental setup for measuring the
photoreflection spectra. (1) Spectroscopic lamp, (2) MDR-6
double monochromator, (3) sample, (4) He–Ne laser,
(5) chopper, (6) photodetector with a low-noise amplifier,
(7) Unipan-232B selective nanovoltmeter, (8) photodetector of
the reference signal, (9) computer with an interface module.
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Fig. 2. Photoreflection spectrum of the GaAs/GaAs0.6P0.4
superlattice. Arrows indicate the observed transition ener-
gies in the superlattice.
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Fig. 3. Energy-band diagram of the quantum well for (a) matched and (b, c) mismatched heterocombinations with allowance for
splitting of the valence band into the subbands of (b) heavy and (c) light holes. In a mismatched heterocombination, the crystal-
lattice constant of the well exceeds that of the barrier.
where A and ϕ are the amplitude and phase factors,
respectively; E is the probing-radiation energy; Ei is the
position of a spectral feature; Γ is a phenomenological
broadening parameter; and m is the parameter con-
trolled by the type of critical point and by the order of
the derivative of the permittivity ε(E) with respect to
energy. We used m = 2 [12].

As a result of the approximation of the spectrum by
the sum of the Aspnes expressions, we determined the
positions of the spectral lines as 1.411, 1.551, 1.587,
1.699, and 1.772 eV. The first and last lines are related
to fundamental transitions in the GaAs substrate and
the GaAs1 – xPx barrier.

Let us compare the obtained value of the band gap in
the barrier with published data. The fundamental-transi-
tion energy in the unstrained GaAs1 – xPx layer is deter-
mined using the following expression suggested in [13]:

. (2)

As a result, we find that the band gap Eg = 1.902 eV for
x = 0.4, whereas the fundamental-transition energy
determined by us (1.772 eV) is considerably lower. This
discrepancy may be related to the presence of strains
caused by the mismatch between the crystal-lattice con-
stants of the GaAs well and the GaAs1 – xPx barrier.

3.2. Strain-Induced Variations 
in the Energy-Band Structure

As is well known [14], the presence of strains leads
to a variation in the SL energy-band structure. For
GaAs/GaAs1 – xPx SLs grown along the [100] direction,
the layers of the GaAs well experience both uniform
and uniaxial compression. Uniform compression leads
to an increase in the band gap owing mainly to a shift
of the conduction band. Uniaxial compression removes
the valence-band degeneracy at the Γ point; as a result,

Eg GaAs1 x– Px( ) 1.42 1.12x 0.21x2+ +=
an energy gap appears between the subbands of the
heavy and light holes.

The strain-induced shifts of the conduction band δEc
and also of the subbands of the heavy holes δEvh and
light holes δEv l in the valence band at the center of the
Brillouin zone are determined from the expressions [7]

(3)

(4)

(5)

where

(6)

(7)

(8)

Here, ε is the strain in the layer; ac and av are the hydro-
static deformation potentials for the conduction and
valence bands, respectively; b is the potential of uniax-
ial strains; C11 and C12 are the elastic constants; a1 and
a2 are the crystal-lattice constants of the well and bar-
rier layers, respectively; and ∆0 is the spin–orbit split-
ting of a subband in the valence band. As a result of
strains in the GaAs/GaAs1 – xPx SL, the bottom of the
GaAs conduction band is shifted by δEc1 and increases
the band gap in the well, whereas the bottom of the con-
duction band in GaAs1 – xPx is shifted by δEc2 in the
opposite direction. The resulting variations in the con-
duction-band positions of GaAs and GaAs1 – xPx cause
the depth of the quantum-well for electrons to decrease.

In Fig. 3 we show the energy-band diagrams of the
quantum wells formed by (a) a matched heterocombi-
nation and (b, c) mismatched heterocombinations for
which the quantum-well region experiences compres-
sive strains and the barrier region experiences tensile
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strains. The designations used in Fig. 3 (δEc1, δEvh1,
δEv l1 and δEc2, δEvh2, ∆Ev l2) are the shifts of the well
and barrier bands as a result of strains; these shifts
were calculated using formulas (3)–(5) with the indi-
ces 1 and 2 denoting the layers of the GaAs well and
the GaAs1 – xPx barrier, respectively.

Uniaxial stresses lead to the removal of degeneracy
and to the appearance of an energy gap between the
subbands of the heavy and light holes at the center of
the Brillouin zone of the valence band. For example, the
top of the heavy-hole subband of the valence band in
the layer of the GaAs well is insignificantly shifted so
that the band gap decreases, whereas the corresponding
band in GaAs1 – xPx shifts in the opposite direction
(Fig. 3). The opposite situation is observed for the sub-
band of light holes. Thus, the resulting variations in the
subbands of the GaAs and GaAs1 – xPx valence bands
lead to an increase in the depth of the quantum well for
heavy holes and to a decrease in that for light holes. As
a result of the strain-induced variations in the band
structure, the energies of transitions between the bot-
tom of the conduction band and the top of the heavy-
hole subband in the valence band and between the bot-
tom of the conduction band and the top of the light-hole
subband in the valence band increase in the well region
and decrease in the barrier region in comparison with
unstrained structures. Thus, in the vicinity of the funda-
mental absorption edge in strained semiconductor lay-
ers, one observes two energy gaps related to transitions
from the conduction band to the subbands of the heavy

holes (c–vh) and light holes (c–v l) in the
valence band. The energies of these transitions can be
determined from the following expressions:

(9)

(10)

Here,  is the band gap for the unstrained material.

Thus, a decrease in the GaAs1 – xPx band gap is
caused by strains in the SL layers. The constants
required for calculation of the energy-band structure
using expressions (3)–(5) were reported previously
[7, 15]. For the phosphorus content claimed by the
manufacturer (40%), the strain-induced band gaps are
1.524 and 1.785 eV for the edge transitions between the
conduction band and the heavy-hole subband in the
valence band of GaAs and GaAs0.6P0.4, respectively;
these energies are equal to 1.603 and 1.683 eV for sim-
ilar transitions involving the light-hole subband in the
valence band. We determined the phosphorus content x
using the position of the spectral line (Fig. 2) related to
the fundamental transition in the barrier. This content
amounted to (39 ± 3)%, which is in good agreement
with the data of the manufacturer.

Eg
str Eg

str

Eg
str c–v h( ) Eg

unstr δEc δEv h,+ +=

Eg
str c–v l( ) Eg

unstr δEc δEv l.+ +=

Eg
unstr
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3.3. The Effects of Spatial Quantization

A series of lines in the photoreflection spectrum in the
range from 1.53 to 1.78 eV (Fig. 2) is related to transi-
tions between the spatial-quantization subbands of the
conduction and valence bands in the GaAs/GaAs1 – xPx
SL. Since the observed spectral features are fairly nar-
row (when the spectrum is approximated using the
least-squares method, the phenomenological broaden-
ing parameter in expression (1) is no larger than
20 meV), we believe that these features are caused by
transitions between the conduction-band minibands
and the heavy-hole subband in the valence band [6].

We now calculate the energies of the band-to-band
transitions in the SL. The behavior of a particle is
described in terms of the Kronig–Penney model for an
infinite periodic rectangular SL potential [6, 16]. The
position and width of the minibands are determined
from the following transcendental equation based on
the method of the envelope wave function:

(11)

Here,

(12)

(13)

where  and  are the effective masses of charge
carriers in the SL well and barrier, respectively; U is the
potential-well depth governed by the potential jump at
the heteroboundary; d1 and d2 are the well and barrier
width, respectively; and E is the particle energy. The
wave vector kz is defined within the first Brillouin mini-
zone as

(14)

Thus, the range of the energies allowed in the SL
can be determined from the relation

(15)

The effective mass of charge carriers in the GaAs1 – xPx
barrier depends on the ternary-compound composition
as [7]

(16)
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Here, m is the free-electron mass; me, mhh, and mlh are
the effective masses of electrons in the conduction band
and of the heavy and light holes in the valence band,
respectively; and x is the phosphorus fraction in the ter-
nary compound.

The nonparabolicity of the dispersion relation in the
GaAs conduction band was taken into account in calcu-
lations by introducing the following energy dependence
of the electron effective mass (as suggested in [17]):

(17)

Here, me(E) is the effective mass of charge carriers in
the conduction band and E is the energy expressed in
electronvolts. We introduced relation (17) into expres-
sions (12), (13), and (16) when calculating the energy
levels in the quantum well of the conduction band.

In order to determine the miniband edges using rela-
tion (15), we compiled a program in the MathCad soft-
ware package for mathematical simulation. It was
found that the width of minibands is no larger than
5 meV for the studied sample, with well and barrier
widths of 7 nm; this miniband width gives rise to well-
defined features in the photoreflection spectrum (Fig. 2).

me E( )
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Fig. 4. Dependences of positions of the minibands in a
GaAs/GaAsP superlattice on the potential jump in the con-
duction band. The minibands of the conduction band are
plotted in the positive half-plane, while the heavy-hole sub-
bands are plotted in the negative half-plane. 1e, 2e, 1h, 2h,
3h, and 4h denote the energies of minibands for electrons (e)
and holes (h).
The energies of the interband transitions  and

 in the strained SL are defined by the following
expressions:

(18)

(19)

Here,  is the position of the ith miniband in the con-

duction band,  is the position of the jth miniband of

heavy holes in the valence band, and  is the position
the jth miniband of light holes in the valence band.

The positions of minibands in the SL are controlled
not only by their geometric parameters but also by the
depth of the quantum well for electrons and holes U.
Until now, there is no generally accepted method for
determining the value of the potential jump at the het-
eroboundary. On the one hand, the conduction bands in
the SL should be spaced from the vacuum level by an
energy equal to the electron affinity; this circumstance
rigidly fixes the depth of quantum wells for the valence
and conduction bands. However, this inference holds
only for intrinsic semiconductors at T = 0 K. On the
other hand, there is the mnemonic common-anion rule.
It is well known that the conduction band of III–V com-
pounds is formed by Group-III ions (in the case under
consideration, by Ga ions). Therefore, the largest vari-
ations in the potential are concerned with the valence
band in GaAs/GaAs1 – xZx heterostructures where As
ions in the ternary compound are replaced by the ions
of an element Z that form the valence band. At the same
time, the bands in the heterostructures are arranged with
respect to the Fermi level so that the Fermi level is com-
mon to all layers. The presence of charge carriers has a
significant effect on the position of the Fermi level [18].

In order to determine the potential jump at the het-
eroboundary in GaAs/GaAs0.6P0.4, we simulated the
energy-band structure of an SL with a different distri-
bution of the potential jump between the subband of
heavy holes in the valence band and the conduction
band. In the course of simulation with a step of 5%,
from 10 to 90% of the energy difference of fundamental
transitions in GaAs and GaAs0.6P0.4 fell within the
potential jump in the conduction band; the opposite was
true for the valence band.

As a result, we constructed a diagram (Fig. 4) in
which the fraction of the band offsets that falls within
the conduction band is plotted along the horizontal axis
and the energy of minibands in the valence band is plot-
ted on the vertical axis in the negative region, while that
in the conduction is plotted on the vertical axis in its
positive region. Thus, in order to determine the energy
of the band-to-band transition, we should find the
energy gap between the minibands in the valence band
and those in the conduction band for a specific band off-
set at the heteroboundary and then add the strain-
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induced band gap of GaAs (9) to the value obtained.
The best agreement between experimental and theoret-
ical data is attained if 15% of the difference between the
energies of fundamental transitions in the well and bar-
rier falls within the conduction band. In the case under
consideration, the depth of the well for the conduction
band is 39 meV; this depth is 222 and 41 meV for the
subbands of the heavy and light holes in the valence
band, respectively. It follows from the above that the SL
studied is a type-I SL [6] with weakly localized elec-
trons and light holes.

Taking into account the determined potential jump,
we suggest the following identification of the lines
observed in the photoreflection spectrum: the line at
1.551 eV is attributed to the 1e–1h transition; the line at
1.587 eV, to the 1e–2h transition; and the line at
1.699 eV, to the 1e–4h transition. It is important that the
difference between the theoretical and experimental
data does not exceed the error in the determination of
the positions of spectral lines. The top of the single
miniband in the subband of heavy holes is 16 meV
away from the top of the valence band, and the energy
of the single possible band-to-band transition 1e–1l is
1.636 eV (which is indicated by an asterisk in Fig. 2).

4. CONCLUSION
Photoreflection spectroscopy is used to study the

energies of band-to-band transitions in a superlattice
(SL) based on the GaAs/GaAs0.6P0.4 heterostructure at
room temperature.

In order to determine the magnitude of the potential
jump at the heteroboundary, we simulated the structure
of the SL minibands using the Kronig–Penney model
for periodic potential and taking into account the strain-
induced changes in the energy-band structure of the
GaAs well and GaAs0.6P0.4 barrier. We find that the best
agreement between experimental and theoretical data is
attained if 15% of the difference in the energies of fun-
damental transitions in GaAs0.6P0.4 and GaAs is con-
cerned with the conduction band (∆Ec/∆Eg = 0.15); this
conclusion is consistent with the common-anion rule.
We identified the lines observed in the photoreflection
spectrum taking into account the determined potential
jump at the heteroboundary in the conduction band.
SEMICONDUCTORS      Vol. 38      No. 12      2004
It is shown that the lines correspond to band-to-band
transitions involving minibands in the superlattice.
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Abstract—The effect of pulsed electromagnetic radiation with a leading-edge duration of 1.4 × 10–9 s and a
total pulse duration of ~11.5 × 10–9 s, a repetition rate of 10 kHz, and various pulse energies (&2.4 × 10–4 J) on
Al/SiO2/Si structures is studied. Capacitance–voltage characteristics of such structures were measured before,
during, and after exposure to ultrashort pulses. Changes dependent on the pulse energy caused by insulator
polarization and a transformation of the nonequilibrium defect structure of the interface with the semiconductor
as a result of the irradiation were found, as well as irreversible changes associated with a breakdown observed
after the radiation was switched off. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Current progress in devices for generating electro-

magnetic radiation (EMR) makes it possible to produce
video pulses with a high peak power with nanosecond
and picosecond duration [1–3], comparable to the char-
acteristic response times of insulator, semiconductor,
and metal materials that compose the material basis of
modern radio-electronic devices.

The fundamental processes of nonsteady nonlinear
energy conversion of high-power ultrashort pulses
(USPs) of electromagnetic radiation to the response
energy of semiconducting and insulating materials rad-
ically and conceptually differ from their well-studied
interaction with harmonic or pulsed EMR of long dura-
tion, in which case transient processes are insignificant.

Difficulties in constructing mathematical tools to
adequately describe the interaction between USPs and
various materials and structures result in the fact that
experimental studies are the main priority at the current
stage of development of research in this field.

In the vast majority of modern devices of semicon-
ductor microelectronics, an active functioning region is
a very thin semiconductor layer, surface region, or
interface of two media. Metal–insulator–semiconduc-
tor (MIS) structures are convenient test objects for the
control of technological processes and can also be used
to identify mechanisms of electronic processes in semi-
conductor and insulator surface layers subject to vari-
ous external effects [4].

Many studies of the effect of ultrahigh-frequency
(microwave) radiation (both continuous and pulsed of
various durations) on materials and device structures
have been carried out [5–11]. It was shown that changes
in the parameters of the objects under study subjected
to an impact exposure to EMR can be both transient,
1063-7826/04/3812- $26.00 © 21390
i.e., observed during exposure or immediately after its
termination, and steady, observed for a long time after
termination of exposure. The following results of the
studies of the effect of microwaves on MIS structures
were obtained [5–11].

(i) The strongest effects are characteristic of impact
fields with the largest gradients.

(ii) Degradation, polarization, and ionization effects
in impact fields manifest themselves at significantly
lower energies than in steady fields.

(iii) Inhomogeneous semiconductor structures with
internal electric fields and interfaces incorporating
insulator and metal regions are the least stable to irradi-
ation.

The prime objective of this study was to detect the
changes in capacitance–voltage (C–V) characteristics
of test Al/SiO2/Si MIS structures caused by exposure to
USPs of EMR.

2. EXPERIMENTAL

Structures grown on KÉF-4.5 crystalline 〈100〉  sili-
con (n-Si:P, ρ = 4.5 Ω cm) with a thermal oxide 125 nm
thick and control aluminum electrodes (gates) 0.8 mm
in diameter deposited by vacuum condensation were
used as test structures. High-frequency C–V character-
istics were measured at a frequency of 1 MHz and a test
signal amplitude of 25 mV using an E7-12 meter. A bias
applied to the structure was controlled in the range from
–15 to +15 V using a GPC-3030DQ power supply.
Since USPs of EMR can significantly affect the opera-
tion of the measuring device, the test structures were
placed into a matched broadband coaxial load, which
decreased the signal at peripheral devices to 60 dB. The
internal volume of the coaxial load was filled with a
004 MAIK “Nauka/Interperiodica”
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special adsorber, which allowed us, in combination
with positional windows arranged along the load, to
place an object into fields with various energies. Figure 1
shows the schematic diagram for measuring the C–V
characteristics of MIS structures in the field of USPs
with various amplitudes and energies, depending on
window index 1–5. In these experiments, we used a
USP generator (see Fig. 2) that produced bipolar pulses
with leading and trailing edge durations of 1.4 × 10–9

and 3.2 × 10–9 s, respectively; a polarity switching time
of 2.8 × 10–9 s; and a repetition rate of 10 kHz. The

E7-12 PSU

USPG
5 4 3 2 1

Fig. 1. Schematic diagram of the setup for measuring the
C−V characteristics of MIS structures in the field of the USP
generator (USPG); PSU is the power supply unit.

y

x

Fig. 2. Oscilloscope trace of the USPG bipolar pulse with
an energy of 2.4 × 10–4 J. The x and y axis scales are 5 ns and
1 V per division, respectively; the attenuation factor is 800.
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Fig. 3. Capacitance–voltage characteristics of the MIS
structure (a) before and (b) during exposure to USP with
energy E = 1.3 × 10–5 J.
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pulse energy at the generator output was 2.4 × 10–4 J. In
the first window of the matched coaxial load, the pulse
energy was 2.5 × 10–5 J.

3. RESULTS AND DISCUSSION

Measurements of the C–V characteristics of MIS
structures makes it possible to assess the quality of the
insulating layer and its interface with the semiconduc-
tor, including the value and sign of the effective charge,
the surface-state density, and the existence of leakage
currents [12], i.e., the parameters controlling the oper-
ation of field-effect transistors and integrated circuits
based on them.

Figure 3 shows the typical C–V characteristics of
MIS structures, measured before and during exposure
to EMR USPs with energy E = 1.3 × 10–5 J. Figure 4
shows the C–V characteristics of the identical test MIS
structure, measured at various energies of EMR USPs.
As can be seen in Figs. 3 and 4, the structure capaci-
tance increases during exposure to USPs over the entire
measurement range; however, this increase depends on
the sign and magnitude of the applied bias. An almost
parallel increase in the capacitance is observed in the
region enriched with majority carriers (positive bias), in
which case the MIS structure capacitance is equal to the
insulator capacitance. An increase in the capacitance
with the C–V characteristic slope is observed in the
regions of small and negative biases. In this case, the
largest relative change in the capacitance is observed at
a bias of 1.5–2 V. An increase in the USP energy results
in a nonparallel increase in the capacitance of the struc-
ture over the entire bias range (Fig. 4). After exposure
to USPs of such energies, the C–V characteristic of the
MIS structure under study almost coincides with the
initial characteristic (Fig. 4).

To analyze the effect of EMR USPs on MIS struc-
tures, some electrical parameters were calculated using
conventional processing of C–V characteristics [12, 13].
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400
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42–4

Fig. 4. Capacitance–voltage characteristics of the MIS
structures (a) before, (b) after, and (c–e) during exposure to
USP with energies of (c) 1.2 × 10–5, (d) 1.3 × 10–5, and
(e) 2.5 × 10–5 J.
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For the initial structure before its exposure to USPs,
the following parameters were determined:

(i) donor impurity concentration ND = 1015 cm–3;
(ii) gate insulator thickness dox = 125 nm;
(iii) flat-band voltage VFB = –0.7 V;

(iv) effective surface charge  = 1.5 × 10–8 C/cm2;
and

(v) effective surface-state density  ≈ 1011 cm–3.

During exposure to USPs with E = 1.3 × 10–5 J
(Fig. 3), the same structure has the parameters:

VFB = 1 V;

 = 3.5 × 10–8 C/cm2; and

 ≈ 2.2 × 1011 cm–3.

In this case, the charge of surface states is positive,
since the C–V characteristic shifts to negative voltages.

Figure 5 shows the change in the spectral density
(Dss) of surface states at the Si–SiO2 interface. It follows
from Fig. 5 that the energy density of surface states
increases approximately tenfold under irradiation.

We stress that this interpretation of the change in the
C–V characteristics under exposure to EMR USPs fol-
lows from the conventional method for processing C–V
characteristics and is only one possible interpretation.
The changes observed can also be explained within the
model of random fluctuations of the surface electro-
static potential ψs of the semiconductor [14, 15]. An
increase in the amplitude of fluctuations and their vari-
ance under exposure to USPs seems quite reasonable
and conforms well to the experimentally observed
extension of the C(V) curve along the voltage axis.

The most unclear phenomenon is the significant
increase (~40%) in the highest capacitance of the struc-
ture, observed under exposure to USPs with energy E =
1.3 × 10–5 J under conditions of enrichment with major-
ity carriers, since, in this case, the total structure capac-

Qss*

Nss*

Qss*

Nss*

E – EF, eV

1010

0–0.4–0.6

a

b

–0.2 0.2 0.4 0.6

Dss, cm–2 V–1

1011

1012

1013

1014

Fig. 5. Spectral surface-state density Dss of the MIS struc-
ture at the Si–SiO2 interface (a) under irradiation and
(b) without irradiation; EF is the Fermi level.
itance is specified only by the geometric capacitance of
the insulating layer,

The observed change in Cox corresponds to an
increase in the SiO2 relative permittivity from 3.9 to
~5.6. This increase is presumably caused by the rather
strong polarization of silicon and oxygen atoms under
exposure to USPs of a fairly large amplitude, which
increases εox. As the USP energy and amplitude
decrease, the Cox increase becomes noticeably smaller
(Fig. 4). At a pulse energy of 1.3 × 10–6 J, the additive
component to Cox amounts to 5–7%. The rather heavy
dependence of the change in the insulator capacitance
of the MIS structure on the UPS amplitude may suggest
that the polarization factor significantly contributes to
this change.

As the UPS amplitude and energy increase to E =
2.5 × 10–5 J, the effects of through insulator breakdown
become observable, which manifests itself in the Cox
falloff with increasing bias to the MIS structure. As the
USP energy increases approximately tenfold to ~2.4 ×
10–4 J, irreversible changes in the C–V characteristics of
the MIS structures can be observed. We carried out
these experiments in a stripe load without adsorber [16].
Figure 6a shows the C–V characteristics of the MIS
structures, in which leakage currents of both majority
and minority carriers manifest themselves after expo-
sure to high-energy EMR USPs for 10 min. Figure 6b
illustrates the rare case of degradation of the MIS struc-
ture under exposure to USPs with the same energy of
~2.4 × 10–4 J. Here, irradiation for 2 min in addition to
the initiation of leakage currents of minority carriers
results in the rather distinct peak in the experimental
C−V characteristic of the MIS structure. This peak indi-
cates that a local level of fast surface states (which have
time to respond at the frequency of capacitance mea-
surements, 1 MHz) is formed at the Si−SiO2 interface
under exposure to USPs. After calculating a theoretical
C–V characteristic of a corresponding ideal MIS struc-
ture and calibrating it over the surface potential ψs, we
estimated the position of this level [12, 13] as ~0.3 eV
above the top of the valence band. The concentration of
local centers at this level immediately after exposure
to EMR USPs was 3 × 1011 cm–3. After the termination
of irradiation, the observed capacitance peak decreases
for about an hour, after which the C–V characteristic
in this voltage range becomes identical to that shown
in Fig. 6a.

Thus, the insulator capacitance in MIS structures
increases under exposure to EMR USPs. This increase
depends on the USP energy, and when the energy is suf-
ficiently high (>2.5 × 10–5 J), a through insulator break-
down is possible. Moreover, a significant increase in the
surface-state density is observed, and the conductivity
conversion point shifts in the boundary region.

Cox

ε0εox

dox
-----------.=
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4. CONCLUSIONS

The study of changes in the C–V characteristics of
MIS structures exposed to ultrashort pulses (USPs) of
electromagnetic radiation shows that

(i) the increase in the insulator capacitance in MIS
structures depends on the USP energy;

(ii) under exposure to USPs with an energy of
~10–5 J, the energy surface-state density at the semicon-
ductor–insulator interface increases tenfold; and

(iii) as the USP energy increases to 10–4 J, a through
insulator breakdown in MIS structures is possible.

5.0
U, V

250

200
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100

50

2.50–2.5–5.0

(b)
1

2
3

250

200

150

100

50

(a) 1

2

3

C, pF

Fig. 6. Capacitance–voltage characteristics of MIS struc-
tures before and after exposure to EMR USPs with an
energy of 2.4 × 10–4 J. (a): (1) before irradiation, (2) imme-
diately after 10-min irradiation, and (3) one day after irradi-
ation. (b): (1, 3) the same as in (a) and (2) immediately after
2-min irradiation (manifestation of the local level of fast
surface states at the Si–SiO2 interface immediately after
exposure to USPs).
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Abstract—Capture centers (traps) are studied in silicon-on-insulator (SOI) structures obtained by bonding and
hydrogen-induced stratification. These centers are located at the Si/SiO2 interface and in the bulk of the split-off
Si layer. The parameters of the centers were determined using charge deep-level transient spectroscopy (Q-DLTS)
with scanning over the rate window at fixed temperatures. Such a method allows one to study the traps near the
Si midgap at temperatures near 295 K. It is shown that the density of traps with a continuous energy spectrum,
which are located at the bonded Si/SiO2 interface, decreases by more than four orders of magnitude at the mid-
gap compared with the peak density observed at the activation energy Ea ≈ 0.2–0.3 eV. The capture centers are
also found in the split-off Si layer of the fabricated SOI structures. Their activation energy at room temperature
is Ea = 0.53 eV, the capture cross section is 10–19 cm2, and the concentration is (0.7–1.7) × 1013 cm–3. It is
assumed that these capture centers are related to deep bulk levels induced by electrically active impurities
(defects) in the split-off Si layer close to the Si/SiO2 interface. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In addition to epitaxy, the main procedure that is
currently used for fabrication of various multilayer
structures is material bonding technology [1]. Bonding
is currently the simplest and cheapest method for fabri-
cating various heterostructures based on different mate-
rials including submicrometer Si layers in silicon-on-
insulator (SOI) structures. This method is especially
attractive from the standpoint of applications. If the
SOI structures are fabricated using bonding technology,
the bonded Si/SiO2 interface is sometimes located in
the immediate proximity of the operational layer of the
SOI structures, specifically, between the split-off Si
layer and the insulator [2, 3]. The energy spectrum of
states was studied for the upper half of the band gap for
a bonded Si/SiO2 interface [4, 5]. It was shown that the
trap energies are mainly concentrated in the range Ea =
0.17–0.37 eV calculated from the bottom of the con-
duction band. Moreover, this range narrows as the dop-
ing level of the split-off Si level increases [5]. For the
classical Si/SiO2 interface fabricated by thermal oxida-
tion, the density of states (DoS) for the trap energy

spectra sometimes has a maximum  in this energy
range, especially for Si (111) [6]. Usually, the ratio

 & 3, where  is the DoS at the Si midgap.
In the case of a bonded Si/SiO2 interface, the carrier
capture cross sections of the traps are relatively small
(σ = 10–18–10–19 cm2). Therefore, when using the con-

Dit
max

Dit
max/Dit

mg Dit
mg
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ventional DLTS procedure with temperature scanning
at fixed values of the rate window, it was possible to
study capture centers only up to the maximum energy
Ea ≈ 0.4 eV, and no information was obtained for the
spectrum of states closer to the Si midgap. In this study,
we used the Q-DLTS method with scanning over the rate
window [7, 8] and an ASEC-03 measuring system [9].
This allowed us to significantly expand the measured
spectral range and to study the traps with activation ener-
gies close to the Si midgap in the SOI structures.

2. EXPERIMENTAL

The SOI structures studied had a 0.48-µm-thick
split-off n-Si layer and a buried 0.4-µm-thick SiO2
insulator layer. The charge carrier (electron) concentra-
tions in the split-off Si layer and in the n-Si substrate
were 3 × 1015 and 4 × 1014 cm–3, respectively. To fabri-
cate the measurement mesas with Al contacts on the Si
layer and on the substrate, we formed islands of the
split-off Si layer lying on the oxide. The Q-DLTS stud-
ies were carried out using a multifunctional ASEC-03
measuring system with automated measurement of
the rate window in the range from 2 × 10–6 to 10 s.
The Q-DLTS spectra ∆Q(τm), where τm = (t2 – t1)/ln(t2/t1)
is the rate window and t1 and t2 are the times measured
from the beginning of the relaxation, were determined
in two modes. In mode 1, a bias voltage, which pro-
duced the maximum depletion of the split-off Si layer,
was applied to the structure. Then the filling voltage
004 MAIK “Nauka/Interperiodica”
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pulse was applied, whose amplitude completely removed
the space charge. This produced recharging of the largest
possible number of traps located in the split-off layer and
at the Si/SiO2 interface. In this case, the Q-DLTS spec-
trum was measured after the end of the pulse during
carrier escape from the levels. This is the standard
mode of DLTS measurements. In mode 2, the forward
bias voltage applied to the structure removed the band
bending and the space charge region in the split-off Si
layer. Under such a bias, the traps were filled. Then a
voltage pulse was applied that depleted the split-off Si
layer. The quantity ∆Q(τm) was measured at the end of
the pulse, when the carriers were captured by the traps,
rather than during the release of carriers as in mode 1.
In describing the results of the measurements, we refer
to the voltage pulse used for recharging the traps as the
filling pulse, irrespective of its polarity and measure-
ment mode.

–8
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Fig. 1. Capacitance–voltage characteristic of the silicon-on-
insulator structure measured at T = 220 K and frequency of
the probe signal f = 500 Hz.
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3. RESULTS

Figure 1 shows a typical capacitance–voltage (C–V)
characteristic at 220 K and at a frequency of the probe
signal of 500 kHz. The capacitance for negative bias
voltages applied to the split-off Si layer side corre-
sponds to the enrichment of the band-bending region at
the SiO2/n-Si interface in the split-off Si layer and to the
depletion in the n-Si substrate (a space-charge region is
formed in the substrate). For a positive bias at the struc-
ture, the substrate is in the accumulation state, whereas
the space charge region is formed in the split-off Si
layer. This allowed us to use positive voltages from the
range of the observed capacitance variation for the
study of capture centers in the split-off Si layer and
traps at the Si/SiO2 interface.

Figure 2 shows the Q-DLTS spectra measured at
200, 220, and 240 K for measurement modes 1 and 2
for a large filling-pulse amplitude (>5 V). The decrease
in the measurement temperature corresponds to the
shift of the probed energy region in the Si band gap
toward the conduction band. It should be noted that the
spectra recorded in modes 1 and 2 significantly differ,
although the bias voltages U applied to the structure
and filling-pulse amplitudes ∆U are similar,

here, indices 1 and 2 denote the measurement mode.
Such a choice of voltages allowed us to test the same
regions and levels using both measurement modes. The
Q-DLTS spectra show the existence of a continuous
energy spectrum of electrically active traps. Such a
spectrum is characteristic of surface or interface states.
Similarly to [4, 5], we attribute this spectrum to
recharging of traps at the Si/SiO2 interface. In mode 2
measurement of the Q-DLTS spectra, the A peak is
clearly recorded (Fig. 2b). The location of the A peak is

U1 U2 ∆U2, ∆U1+ ∆U2, U2– U1 ∆U1;+= = =
14
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1 2 3 4 5 1 2 3 4 5
log(τm, µs)

A

Fig. 2. Q-DLTS spectra measured at temperatures T = (1) 240, (2) 220, and (3) 200 K and the filling-pulse duration τ = 103 µs.
Measurement modes: (a) 1 and (b) 2. (a): (1) U = 10 V, ∆U = –9 V; (2) U = 8 V, ∆U = –10 V; (b): (1) U = 1 V, ∆U = 9 V; (2) U =
−2 V, ∆U = 10 V; (3) U = 3 V, ∆U = –7 V. U is the constant bias voltage, and ∆U is the filling-pulse amplitude.
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Fig. 3. (a) Q-DLTS spectra for measurement mode 2 at T = 220 K and the filling-pulse duration τ = (1) 10, (2) 30, (3) 102, (4) 3 ×
102, (5) 103, and (6) 5 × 103 µs. (b) The experimental dependence (dots) of the normalized amplitude of the peak A (∆QA/ )

as a function of the filling-pulse duration τ and the result of the calculation (solid line) by formula (1) in arbitrary units.

∆QA
max
almost independent of the charging-pulse amplitude
and continuous illumination of the split-off layer with a
photon energy higher than the Si band gap. This obser-
vation indicates that this peak is caused by recharging
the capture centers localized in the bulk of the split-off
Si layer. These centers have a discrete activation
energy. For relatively low bias voltages and filling-
pulse amplitudes, the Q-DLTS spectra measured in
mode 1 became identical to the spectra recorded in
mode 2; i.e., the A peak appeared in the spectra. The
observed variation in the spectra can be associated with
the strong effect of the trap charge at the Si/SiO2 inter-
face on the filling of the capture centers A (this charge
is accumulated at high bias voltages).

The Q-DLTS spectra measured in mode 2 at 220 K
for different filling-pulse durations τ are shown in
Fig. 3a. The filling-pulse amplitude U was 10 V, and the
bias voltage ∆U was –2 V. The bias voltage was not
changed during the measurement of the spectra. Figure 3a
shows that, at τ ≥ 5 ms, the amplitude of the A peak and
the spectrum in the regions formed by the recharging of
the traps at the Si/SiO2 interface are saturated. Figure 3b
shows the experimental τ dependence of the normal-

ized amplitude of the A peak (∆QA/∆ ) and the
result of the calculation (solid line) by formula

(1)

QA
max

∆QA

∆QA
max

--------------- 1 e
enτ–

,–=
where en is the emission rate from the level and ∆
is the maximum amplitude of the A peak, which is
attained as the filling-pulse duration τ increases. The
experimental data agree well with the calculation. The
dependences of the amplitude of the A peak on the fill-
ing-pulse duration were also measured at 200 and
240 K and used to calculate en at these temperatures.

Similar measurements of the Q-DLTS spectra for
different filling-pulse durations τ were carried out in
mode 1 using relatively low reverse-bias voltages and
filling-pulse amplitudes. For this measurement mode,
the τ dependence of the normalized amplitude of the
A peak is described adequately by the expression

(2)

where cn = vTnσA is the capture rate for the level, σA is
the capture cross section, and vT and n are the thermal
velocity and carrier concentration, respectively. The
performed estimations showed that cn ≈ en. The table
gives the determined rates of carrier capture and escape
from the level, the capture cross sections, and the acti-
vation energies of the centers forming the peak A in the
Q-DLTS spectra. The concentration of the capture cen-
ters A is (0.7–1.7) × 1013 cm–3.

Similar analysis of the dependence of the recharging
of the traps on the filling-pulse duration τ was also car-
ried out for capture centers with a continuous energy

QA
max

∆QA

∆QA
max

--------------- 1 e
cnτ–

,–=
SEMICONDUCTORS      Vol. 38      No. 12      2004



TRAPS WITH NEAR-MIDGAP ENERGIES AT THE BONDED Si/SiO2 INTERFACE 1397
spectrum. These centers are located at the Si/SiO2 inter-
face. Figure 4 shows the experimental τ dependences of

∆QC/∆ , where ∆QC is the magnitude of the charge
that recharges the traps with a continuous energy spec-
trum at a fixed value of the rate window τm = 20 µs;

∆  is the maximum value of the charge, which is
attained as τ increases; and the solid line represents the
result of the calculation (similar to the above estima-
tions for the capture centers A) by the formula

(3)

According to this calculation, the rate of emission from
the traps is en = 2 × 103 s–1 at 220 K. Figure 4 shows
that, for the Q-DLTS spectra measured in mode 1, the τ
dependence of ∆QC/∆  is different from the similar
dependence for the centers A.

To calculate the energy spectrum of the DoS of the
traps Dit at the Si/SiO2 interface of the SOI structure,
we used the method suggested in [10]. The activation
energy of the capture centers that make the main contri-
bution to the DLTS signal at a given temperature T and
a rate window τm was described by the expression Ea =
|EC – E| = kTln(σvTNcτm), where Nc is the DoS in the
conduction band, EC is the energy of the bottom of the
conduction band, and E is the energy location of the trap.
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Fig. 4. Experimental dependences of ∆QC/  on the

filling-pulse duration τ for measurement modes 1 (points 1
at U = 8 V, ∆U = –10 V) and 2 (points 2 at U = –2 V, ∆U =
10 V); T = 220 K. ∆QC is the magnitude of the charge con-
tributing to the recharging of traps with a continuous energy

spectrum at a fixed rate window τm = 20 µs, and  is

the maximum value of the charge attained as τ increases.
The solid line represents the result of the calculation by for-
mula (3) (in arbitrary units).
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Figure 5 shows the trap energy distributions, which
were determined from the Q-DLTS spectra recorded in
the two measurement modes. For calculations, we used
a value of the capture cross section of 10–18 cm2, which
was determined in [5]. Processing the Q-DLTS spectra
measured in mode 2, we subtracted the peak A from the
total spectrum when we calculated the trap spectrum at
the Si/SiO2 interface.

Figure 6 shows the results of the calculation of the
energy spectrum (the trap DoS) for the structure stud-
ied; these results were obtained for activation energies
up to ~0.4 eV from the temperature-scan DLTS spectra
[5] and for higher activation energies from our DLTS
spectra recorded by scanning over the rate window. Our
method for calculating the spectrum of states was iden-
tical to that used in [5]. We can see that the spectra sup-
plement each other well.

We also measured the kinetics of photovoltage
Vph(t) of an SOI structure under high-intensity pulsed
illumination using white light (the split-off Si layer was
illuminated). The measurements were carried out under

Parameters of capture centers A

T, K en, s–1 cn, s–1
EA, eV

σA, cm2

mode 1 mode 2

240 8 × 103 7 × 103 0.52 0.53 1.1 × 10–19

220 8 × 103 8 × 103 0.49 0.45 1.1 × 10–19

200 2.5 × 103 4 × 103 0.43 0.38 3.3 × 10–20

Note: cn and en are the rates of carrier capture and emission for the
centers, EA is the activation energy, and σA is the capture
cross section for centers A.

0.35

Capture

1011

T = 220 K

0.40 0.45 0.50 0.55
EC – E, eV

Dit, cm–2 eV–1

Emission
1010

109

108

Fig. 5. Energy spectrum of the density of states of the Dit
traps at the Si/SiO2 interface of the SOI structure. The spec-
trum is derived from the Q-DLTS spectra measured for car-
rier emission from the traps (mode 1) and for their charging
(mode 2) at T = 220 K. EC – E = Ea is the activation energy.



1398 ANTONOVA et al.
open-circuit conditions and showed the presence of two
fast components of different signs. We attributed these
components to the separation of nonequilibrium carri-
ers in the band-bending region (in the potential barri-
ers) at the boundary with SiO2 in the substrate and in
the split-off Si layer. The magnitude of these barrier
photovoltages increased with temperature at constant
illumination intensity. In addition, two slow compo-
nents with different signs were clearly seen in the mea-
sured photoresponse. These components are most prob-
ably due to the contribution of surface trapping of
excess carriers at the Si/SiO2 interface to the measured
photovoltage signal. For samples without a split-off Si
layer, the photoresponse included only two compo-
nents, specifically, a fast and a slow component with the
same sign. By the sign of the slow component, we can
conclude that this component is related to the capture of
nonequilibrium holes by traps at the Si/SiO2 interface.

4. DISCUSSION

The analysis of the experimental data showed that
the rates of carrier capture and escape for the traps
forming the A peak (these rates were determined from
the dependences of the Q-DLTS spectra on the filling
pulse duration) are almost the same. However, in the
case of measurement of the Q-DLTS spectra in mode 1
at large values of the constant bias voltages and filling-
pulse amplitudes, the filling of the A centers with carri-
ers significantly decreased. At the same time, the larg-
est number of traps with continuous energy spectrum,
which are located at the Si/SiO2 interface, were
recharged under these conditions. This allows us to
assume that the capture centers A are located at the
interface, and the charge at the traps of the Si/SiO2
interface affects the number of carriers captured at the
A centers.

1011
T = 240 K

0.6
EC – E, eV

Dit, cm–2 eV–1

106

0.50.40.30.20.10

1010

109

108

107

T scan [5]
τm scan

Fig. 6. Combined energy spectrum (trap density of states) at
the Si/SiO2 interface and in the split-off Si layer for the SOI
structure from [5] and from our results for the measurement
temperature 240 K.
The second specific feature of the A centers is the
dependence of the energy level on temperature and
measurement mode (see table). Note also that in each
case the A peak in the DLTS spectra virtually corre-
sponds to the centers with fixed values of the activation
energy and the capture cross section. The most proba-
ble explanation of the variation in the activation energy
as a function of temperature and measurement mode
relies on the assumption that the measured energy is
determined by the effective height of the potential bar-
riers for carrier capture and emission. If an accumula-
tion voltage pulse is applied, the majority carriers (elec-
trons) captured by the centers overcome the barrier
when these carriers are in the conduction band. In con-
trast, the emission proceeds from the level in the band
gap, and the effective height of the potential barrier for
carriers is larger for their emission. This reasoning can
explain the high activation energy determined during
the measurement of the Q-DLTS spectra in mode 1.
However, the effective height of the potential barrier is
specified by the temperature-dependent parameters of
traps at the Si/SiO2 interface, by their occupancy (the
position of the Fermi level at the Si/SiO2 interface), and
by the characteristics of the localized charge in the
oxide. As a result, the effective height of the potential
barrier for carriers increases with temperature both for
their capture and emission (see table).

It follows from Figs. 4 and 5 that the use of large
amplitudes of the reverse bias, which induces the space
charge region in the split-off Si layer, leads to a consid-
erable increase in the charge at the traps of the Si/SiO2
interface. A possible reason for this effect is the charg-
ing of slow states at the interface during the reverse
bias. This charging gives rise to depletion for majority
carriers (electrons) in the boundary region and the
accumulation mode for holes. In this case, the positive
charge must be trapped, which naturally changes the
kinetics of trap filling with electrons. This conclusion is
also confirmed by the results of the study of the photo-
voltage kinetics under intense pulsed illumination. The
photoresponse caused by the generation of nonequilib-
rium carriers in the split-off Si layer can be clearly sep-
arated into two components. These are the barrier pho-
tovoltage and photovoltage of surface trapping that is
associated with the capture of excess holes by the traps
at the Si/SiO2 interface.

Figure 6 shows that the DoS for traps with energies
close to the midgap significantly decreases compared
with the DoS at the peak of the distribution at energies
of 0.25–0.35 eV. The ratio of DoS at the peak and at the
Si midgap for the fabricated SOI structures was found

to be  ≈ 3 × 104, which indicates a substantial
qualitative and quantitative difference between the
energy distribution of the traps at the bonded Si/SiO2

interface and that at the interface formed by thermal
oxidation of silicon.

Dit
max/Dit

mg
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5. CONCLUSIONS

We studied the capture centers at the boundary and
in the bulk of the split-off Si layer in silicon-on-insula-
tor (SOI) structures. The measurements performed
showed that the trap density at the Si midgap of the fab-
ricated SOI structures is more than four orders of mag-
nitude lower compared with the trap density at the peak
of the distribution (Ea ≈ 0.25–0.35 eV). This finding
indicates that the energy structure of the traps at the
bonded Si/SiO2 interface differs radically from that for
the interface produced by thermal oxidation of silicon.
In the split-off Si layer, we also found and studied cap-
ture centers with an activation energy of 0.53 eV at
room temperature, a capture cross section of 10–19 cm2,
and a concentration of (0.7–1.7) × 1013 cm–3. These
deep centers are electrically active point defects or
impurities localized at the bonding interface of SOI
structures.
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Abstract—The accumulation of defects in the surface region of Si bombarded with 0.5-MeV Bi ions at a tem-
perature of –196°C is considered. It is shown that the buildup of disorder in the surface region as the ion dose
increases manifests itself in the planar growth of an amorphous layer starting from the Si–SiO2 interface, and
this growth sets in after a threshold implantation dose is attained. The results obtained can be described ade-
quately in the context of a model based on the migration of mobile point defects generated by fast ions to the
surface, subsequent processes of segregation of these defects at the interphase boundary, and the presence of
saturable sinks in the initial samples. © 2004 MAIK “Nauka/Interperiodica”.
Bombardment with high-energy (~1 MeV) ions
makes it possible to modify the properties of a solid to
a considerable depth [1, 2]. Ion bombardment inevita-
bly generates radiation defects; therefore, it is neces-
sary to understand the processes of accumulation of
these defects in order to optimize the technology. Pre-
viously [3], Rutherford backscattering in combination
with channeling was used to study defect production
during irradiation of Si with 0.5-MeV Bi ions. It was
shown that a surface peak of defects is observed at the
liquid-nitrogen temperature, in addition to the bulk
peak whose origin and growth kinetics were considered
in detail previously. Typically, such a surface peak of
defects is observed after irradiation of Si with light ions
at room temperature [4, 5] and corresponds to a thin and
completely amorphized layer [6]. It is worth noting
that, due to the small thickness of this layer and the low
resolution of Rutherford backscattering/channeling, the
surface peak is not rectangular and its height is below
the level that corresponds to a completely disordered
sample. This circumstance is clearly illustrated in
Fig. 1, in which the squares show an example of the
depth distribution of the relative defect concentration
for the ion dose Φ = 1.8 × 1013 cm–2; this distribution
was calculated on the basis of the experimental spec-
trum using one of the widely used algorithms [7]. In
order to estimate the thickness of the surface amor-
phous layer, we replaced the depth distribution profile
of defects with a model function that was rectangular
and had a height corresponding to complete disordering
and a width h; the latter was assumed to be equal to the
thickness of the surface amorphous layer and was
determined by comparing the actual spectrum with the
result of convolution of the model function with the
instrument-related functions. The instrument (spread)
function was taken as a Gaussian function with the rms
deviation determined from the slope of the surface edge
1063-7826/04/3812- $26.00 © 21400
of the spectrum for the completely amorphized sample.
The result of this simulation is shown in Fig. 1 for the
case of irradiation with Φ = 1.8 × 1013 cm–2 of ions; the
solid line represents the model function, and the dashed
line represents the result of convolution of the latter
with the spread function. Finally, the thickness related
to the presence of the natural SiO2 surface oxide was
subtracted from the value of h obtained as a result of
simulation. The h(Φ) dependence obtained in this way
is represented by squares in Fig. 2. It can be seen that
the value of h increases with Φ; a rapid increase in
h sets in after a certain threshold dose of ions is
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Fig. 1. Dependence of the relative defect concentration in
the surface region on depth (channel number) for the case of
irradiation of Si (100) at –196°C with Bi ions with an
energy of 0.5 MeV and a dose of 1.8 × 1013 cm–2. Squares
correspond to experimental data, the solid line represents
the model function, and the dashed line represents the result
of convolution of the model function with the instrument
(spread) function.
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attained. Previously, we suggested a model that
described the kinetics of the growth of an amorphous
layer in the course of irradiation of Si with light low-
energy ions at room temperature [8]. It was assumed
that the growth of the amorphous layer started from the
interphase Si–SiO2 boundary and then continued owing
to the migration of mobile point radiation defects and
their segregation at the interface between the amor-
phous layer and the crystal; it was also assumed that the
threshold dose was governed by the concentration of
saturable sinks that were initially present in the sample.
The result of calculations performed on the basis of the
above model for the diffusion length Ld = 9 nm, which

5

40 8 12 16 20

4

3
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1

Experiment

Ld = 9 nm
Model

Φ, 1012 cm–2

h, nm

Fig. 2. Dependence of the thickness of the amorphous layer
at the surface of Si (100) on the ion dose; the sample was
irradiated at –196°C with 0.5–MeV Bi ions. Squares corre-
spond to experimental data and the solid line represents the
results of calculations.
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is an adjustable parameter in this model, is represented
by the solid line in Fig. 2. Note that Ld = 9 nm is close
to the values of the diffusion length obtained in [6] for
processes that occurred at room temperature. This cir-
cumstance may be related to the fact that a decrease in
the diffusion coefficient for mobile point defects (it was
shown in [9] that a decrease in temperature from 20 to
–196°C reduces the diffusion coefficient by at least one
and two orders of magnitude for interstitial atoms and
vacancies, respectively) is compensated by an increase
in the lifetimes of the corresponding defects.

The author thanks A.I. Titov and S.O. Kucheyev for
helpful discussions.
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Abstract—Glasses containing nanoparticles of semiconductor CuInSe2xTe2(1 – x) compounds (0 ≤ x ≤ 1) were
fabricated by high-temperature melting of the mixtures of the glass-forming components and the corresponding
compounds. Particles of average size 15–30 nm, whose characteristics were similar for compounds with different x,
were formed. Optical absorption of the glasses near the fundamental absorption edge in the near-infrared and
visible regions of the spectrum was studied, as well as the effect of additional heat treatment of glasses on
their optical properties. The nature of the observed changes in the spectra with varying compound composi-
tion (the [Se]/[Te] ratio) was related to the possible transformations of the crystalline structure of nanoparticles.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The formation of a semiconductor nanocrystalline
phase in a dielectric matrix and the control of properties
of this phase constitute important problems in the tech-
nology of preparation of nanostructured materials. The
increased interest in such structures is related to the
nontrivial size-dependent physical properties that
determine the scientific and applied importance of
these structures [1–3]. The effect of quantum confine-
ment on the optical properties of semiconductor mate-
rials and glasses containing nanoparticles has been
studied mainly for binary compounds [4–9]: sulfides
and selenides of cadmium, lead, and zinc. Complex
semiconductor compounds, in particular, ternary com-
pounds of the I–III–VI2 class (where usually I = Cu and
Ag; III = Al, Ga, and In; and VI are chalcogene atoms),
have a wider variety of properties and can also be
obtained as nanoparticles in various media [10–14].
Compounds of the I–III–VI2 class crystallize mainly in a
tetragonal lattice of the chalcopyrite type, in contrast to
binary compounds, for which such a lattice is practically
never encountered. Transition metal atoms (Cu, Ag) also
contribute to the electronic structure of the semicon-
ductor and give rise to rather complicated dependences
of optical properties on qualitative and quantitative
composition, the degree of ordering of atoms in the
crystalline lattice, the presence of defects, and the par-
ticle size [15, 16].

We have previously shown that it is possible to
obtain CuInS2, CuInSe2, and CuInTe2 compounds in the
form of small-size particles in glasses [10–12]. The
conditions of synthesis, structure, and linear and non-
linear optical properties of nanoparticles of CuInS2 and
1063-7826/04/3812- $26.00 © 21402
CuInS2xSe2(1 – x) solid solutions for a limited range of
[S]/[Se] ratios (x = 0.5–0.7) have been studied. The
results of these studies allowed us to establish that
CuInS2 nanoparticles in a silicate glass matrix can have
a cubic (rather than chalcopyrite) crystal lattice, which
is not characteristic of the bulk material. This circum-
stance may be a consequence of disorder in copper and
indium atomic sites in the cation sublattice. The dimen-
sionality effect can facilitate the manifestation of disor-
der [17], and a mechanically strong glass matrix can
effectively stabilize metastable nanophases. This fact
leads to observable anomalies in the size dependence of
optical properties of the nanoparticles.

Copper–indium tellurides and solid solutions based
on them in the form of nanoparticles were studied to a
much lesser degree. The compound CuInTe2 has a
lower melting point (1060 K) compared to CuInS2
(1330 K) and CuInSe2 (1260 K) [15, 16, 18]; the tem-
perature of phase transition corresponding to the
change in the crystal lattice from macroscopic
(poly)crystalline chalcopyrite to zinc blende is equal to
940 K, and the band gap is Eg = 0.8–1.1 eV [16, 19, 20].
At the same time, the quantum confinement effect for
this material can be more pronounced, since the exciton
Bohr radii in tellurides usually exceed those in sulfides
and selenides. Nanoparticles of solid solutions of the
CuInTe2–CuInSe2 system have also been inadequately
studied and are an object of the present study. The aim
of this paper is to determine the conditions for the for-
mation of CuInSe2xTe2(1 – x) nanoparticles (0 ≤ x ≤ 1) in
a silicate glass matrix and to study their optical proper-
ties and structural state.
004 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

Glasses containing CuInSe2xTe2(1 – x) nanoparticles
were obtained by direct synthesis from the mixtures of
oxides that form the glass matrix, with the addition of
preliminarily prepared semiconductor compounds.
This method has been previously used successfully to
prepare glasses containing particles of other com-
pounds of the CuInS2xSe2(1 – x) type [11, 21]. As a
matrix, we used the glasses of the SiO2–CaO–Na2O
system, which do not crystallize after repeated heat
treatment and are stable to atmospheric effects. Previ-
ously, we optimized the composition of the glass
matrix, improved its technical parameters, and man-
aged to lower the synthesis temperature by introducing
three alkaline components, Na2O, K2O, and Li2O, in the
ratio 1 : 1 : 1. To synthesize the glasses containing
nanoparticles of semiconductor compounds, we used
CuInSe2, CuInTe2, and solid solutions CuInSe2xTe2(1 – x)
in a ready fine-dispersed form and synthesized them
from elements in a one-zone vertical furnace at temper-
atures 1050–1300 K with subsequent homogenizing
annealing for 150–240 h [22]. The crystal structure (of
the chalcopyrite type) of the synthesized semiconduc-
tors was identified by X-ray analysis. In this study, the
content of the semiconductor introduced into the glass
matrix was taken to be constant (0.75 wt %), since it has
been previously shown [23] that, for this content,
glasses with rather high optical density are obtained,
and if the content is increased to 1.0 wt % or more, the
semiconductor cannot always be completely dissolved
in glass without loss of uniformity. To prevent the oxi-
dation of semiconductors in the charge, we introduced
an additional 2.0 wt % of activated coal. The glasses
containing the chosen semiconductors were obtained
under regeneration conditions in an open gas furnace at
a temperature of (1620 ± 20) K keeping the glass at the
highest temperature for 1 h. After the synthesis, the
melts were rapidly cooled and annealed in a muffle fur-
nace at a temperature of 693 K with subsequent slow
cooling to room temperature. Additional heat treatment
of glasses was performed at temperatures in the range
500–600°C by keeping them in a muffle furnace for 6 h
(above 600°C, the glasses begin to be deformed due to
softening).

The size of the formed nanoparticles and their loca-
tion in glass were determined by transmission electron
microscopy (TEM) using a UÉMB-100LM electron
microscope. We used “carbon replicas with extraction”
taken from the surface of freshly etched glass samples,
on which the carbon film with a thickness of 10–20 nm
was sputtered. Absorption spectra were recorded on
polished plane-parallel samples using a UV5270 Beck-
man and a CARY 17D spectrophotometer.

3. RESULTS AND DISCUSSION

The glasses containing semiconductor particles,
immediately after fabrication and melt cooling, possessed
SEMICONDUCTORS      Vol. 38      No. 12      2004
a characteristic coloring and remained transparent
(a glass matrix without a semiconductor is colorless).
The presence of the coloring gives grounds to believe
that a crystalline phase responsible for the characteris-
tic absorption of light is formed at this stage. The
CuInSe2 and CuInTe2 compounds have melting temper-
atures exceeding the glass transition temperatures of
the matrix (see above); they melt practically without
decomposition and can be separated from the melt dur-
ing cooling as ultradisperse particles uniformly distrib-
uted in the bulk. The process of nanoparticle formation
is affected by the matrix composition, in particular, by
the nature of cations that are included in the structural
glass network and polarize the atoms of the elements
that form the particles in the glass matrix [24]. The
regions enriched with alkali ions are the probable local-
ization sites of nanoparticles in the glass. The composi-
tion of the matrices containing three alkali oxides takes
into account the effect of these factors and, therefore,
creates favorable conditions for the nucleation and
growth of the crystalline phase of semiconductor com-
pounds.

Assumptions concerning the nature of the coloring
of the glasses under study are confirmed by electron
microscopy and optical studies. The TEM data (Fig. 1)
unambiguously indicate that, in the bulk of the matrix,
particles are formed that differ considerably from the
matrix in their transparency to the electron beam. In
addition, in the microphotographs of the glasses under
study, liquation cavities, where the particles are
located, are clearly seen against the background of the
matrix profile. The particles have a shape that is almost
spherical and are mainly isolated; however, in some
cases, there are aggregates and chains. The average size
of the particles is in the range of 15–30 nm, and this
value depends only slightly on the composition of the
solid solution. On the whole, a similar character of par-
ticle distribution and localization was also observed in
glasses with CuInS2xSe2(1 – x) [23] and CdSexTe1 – x [25]
nanoparticles obtained by the same method. Hence, it is
the method of semiconductor nanophase formation
rather than its chemical nature that is of primary impor-
tance for the dimensional and morphological character-
istics of particles in glasses of this type.

As a result of additional heat treatment of glasses at
temperatures of 550 and 600°C (for 6 h), the particle
size somewhat increases, although their concentration
remains virtually unchanged (Fig. 1). This fact indi-
cates that no new particles appear after the secondary
heat treatment of glasses, and their slight growth when
heated is a common phenomenon for nanophases of
various kinds.

We can understand these results concerning the state
of nanoparticles in the glasses under study if we assume
that these nanoparticles are formed during phase
decomposition of the supersaturated solution (of the
semiconductor in glass) and that the process is of the
recondensation type [26]. During rapid cooling
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Fig. 1. Microphotographs of the particles formed in the glasses under study: (a–c) CuInSe2, (d–f) CuInSe1.4Te0.6,
(g−i) CuInSe0.6Te1.4, (j–l) CuInTe2. (a, d, g, j) without additional heat treatment; the others after heat treatment (for 6 h) at temper-
atures (b, e, h, k) 550°C and (c, f, i, l) 600°C. Magnification: 26000.
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(quenching) of the melts, nucleation and growth of
crystals of the semiconductor phase occur simulta-
neously and continuously, resulting in an abrupt
decrease in supersaturation of the melt, since the total
concentration of the semiconductor is rather low and
the viscosity high. As a result, a depletion region is
formed around a growing nucleus; in this region, the
probability of creating new nuclei is reduced, and the
growth process stops. Hence, the particles that appear
only reach certain sizes. The absence of very small par-
ticles (<10 nm) in the microphotographs indicates that
the growth of larger particles occurs at the expense of
the dissolution of fine particles, which is quite probable
at high temperatures. After additional heat treatment
following the complete cooling of the glass, new parti-
cles are no longer formed, since at the primary stage of
the synthesis, most of the semiconductor is already pre-
cipitated as a separate phase. The resulting concentra-
tion of the particles therefore virtually coincides with
their initial concentration, and it is quite possible they
will grow slightly, since ion transport at such tempera-
tures can produce additional particle growth at the
expense of the neighboring particles. Thus, on the
whole, the process of formation of CuInSe2xTe2(1 – x)
nanoparticles in silicate glasses may be conceived as
the melting and dissolution of the crystalline compound
in the matrix at high temperatures with subsequent
stages of nucleation and growth as the melt cools. The
possibility of obtaining very small particles using this
method (without any additional growth-limiting proce-
dures) is restricted, because at high temperatures and in
the molten glass matrix, the particle growth rate is
rather high and the particle size is controlled only by
the concentration of the semiconductor introduced into
the matrix.

Absorption spectra of a series of glasses immedi-
ately after founding are shown in Fig. 2a (transmittance
in the near-infrared (IR) region for samples 2 mm thick)
and in Fig. 3a (optical density in the visible range for
samples 0.2 mm thick). These separate representations
of the spectra for the two wavelength regions is used
because optical absorption for the same sample thick-
ness may differ severalfold. The transmission spectrum
curves in the region of the fundamental edge for the
wavelengths 0.6–1.6 µm are relatively steep, and the
transmittance gradually increases with wavelength.
No  pronounced peaks are observed in the spectra,
except for the composition with x = 0.5 (CuInSeTe,
Fig. 2a, curve 3). This means that, for all compositions
except the one above, the band structure of the semi-
conductor does not significantly change. The anomaly
for CuInSeTe at 0.9–1.0 µm mentioned above means
that, for this composition, there is an anomaly in the
change in the semiconductor band structure. Indeed,
such an anomaly is known for the x dependence of the
band gap Eg of bulk CuInSe2xTe2(1 – x) [27]: for x = 0.5,
the band gap is narrowest and is equal to Eg = 0.86 eV.

The spectra for the glasses with nanoparticles of
CuInSe2 and of a solid solution with an excess of sele-
SEMICONDUCTORS      Vol. 38      No. 12      2004
nium (x = 0.7) virtually coincide and are shifted to
longer wavelengths compared to the other spectra
(Fig. 2). As one passes to solid solutions with a larger
tellurium content, the spectrum is slightly shifted to
higher photon energies, whereas the change in Eg when
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Fig. 2. Transmission spectra of glass samples of thickness 2 mm
containing (1) CuInSe2, (2) CuInSe1.4Te0.6, (3) CuInSeTe,
(4) CuInSe0.6Te1.4, and (5) CuInTe2 nanoparticles; (a) with-
out additional heat treatment and after heat treatment (for 6 h)
at temperatures (b) 500, (c) 550, and (d) 600°C.



1406 BODNAR’ et al.
passing from selenides to tellurides is not monotonic
for these compounds, and the minimum mentioned
above lies at x = 0.5. Such a difference between the
spectra of nanoparticles of selenide and selenium-
enriched solid solutions, on the one hand, and the spec-
tra of telluride and solid solutions with a tellurium con-
tent of 50% or more, on the other, can be related to the
difference in the crystal lattice of the nanoparticles for
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Fig. 3. Absorption spectra of glass samples of thickness
0.2 mm containing (1) CuInSe2, (2) CuInSe1.4Te0.6,
(3) CuInSeTe, (4) CuInSe0.6Te1.4, and (5) CuInTe2 nano-
particles, (a) without additional heat treatment and after
heat treatment (for 6 h) at temperatures of (b) 500, (c) 550,
and (d) 600°C.
these two types of compositions. The chalcopyrite-type
lattice, which is most typical of these compounds in the
crystalline state [15, 16], can be transformed into the
cubic lattice of the zinc blende type for Te-containing
particles; this circumstance gives rise to a nonmono-
tonic variation in the properties with x. The possibility
that a lattice of zinc blende type exists for CuInTe2 and
CuInSe2 was mentioned in [28–30].

In the visible region of the spectrum in the curves for
optical density for glasses with CuInSe2 nanoparticles
(Fig. 3), a wide band is observed in the range of 500–
700 nm with a poorly pronounced peak at 560–570 nm.
For nanoparticles of solid solutions containing tellu-
rium (except for the composition with x = 0.5) and
CuInTe2, this band and the peak are more pronounced.
The presence of the same peak near 560 nm in samples
of different stoichiometric composition may indicate
that the presence of tellurium in the composition is
responsible for the appearance of this peak; again, the
CuInSeTe composition (with x = 0.5) is anomalous.

Additional heat treatment of glasses with ternary
CuInSe2 and CuInTe2 compounds does not significantly
change the shape of the spectral curve in the IR region
(Fig. 2). Only after heat treatment of the samples with
CuInSe2 particles at 500°C the spectrum shifted to
shorter wavelengths, and an additional structure near
0.9 µm appears. For samples with CuInTe2, heat treat-
ment in the temperature range 500–600°C shifts the
spectral curve to longer wavelengths without changing
its shape. The variation in the spectra in the visible
region after heat treatment is more pronounced (Fig. 3):
for CuInSe2, a sharp absorption peak appears at
~560 nm and the spectrum is slightly shifted to higher
energies. The intensity of the peak in the spectra of the
samples with CuInTe2 after heat treatment remains
unchanged and the peak is slightly shifted to higher
energies.

In the systems containing solid solutions with an
excess of selenium and an excess of tellurium (Fig. 2),
heat treatment produces a significant shift of the spec-
trum in the IR region and it becomes complicated: an
additional structure appears in the region 0.8–0.9 µm
after heat treatment at 550°C (x = 0.7) and at 500°C
(x = 0.3). These changes are consistent with the optical-
density curves (Figs. 3b, 3c): the maximum intensity in
the region of ~560 nm is reduced. Heat treatment of
glasses with CuInSeTe nanoparticles (i.e., with x = 0.5)
produces a significant change in the shape of the trans-
mission spectrum (Fig. 2): at 500°C, it has a steplike
shape and a peak in the region of 0.9–1.0 µm, and at
higher temperatures, this structure becomes more dif-
fuse. In the absorption spectra in the visible region
(Fig. 3) for these samples after heat treatment, an absorp-
tion peak at 560–570 nm appears, whereas for glasses
with nanoparticles of other compositions, similar peaks
are also observed before additional heat treatment.

The peaks appearing in the visible spectral region
may be attributed to the exciton 1s–1s transition charac-
SEMICONDUCTORS      Vol. 38      No. 12      2004
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teristic of nanoparticles with a confinement effect [3];
then the shift of the peak may be related to the change
in the particle size stimulated by the effect of tempera-
ture on glasses. Such a shift is rather significant for
small-size particles (of a few nm), and in the glasses
under study, the particles formed have a larger size, so
the shift of the exciton peak must be small. At the same
time, the position of this peak indicates that, for these
glasses with CuInSe2xTe2(1 – x) nanoparticles, a pro-
nounced quantum confinement effect occurs producing
a high-energy shift (up to 1 eV with respect to the
absorption edge of the bulk crystal). In addition to size,
other particle characteristics can contribute to a possi-
ble explanation of the above shift: the presence of
defects due to deviations from stoichiometry of the
crystal during the synthesis of glasses at high tempera-
tures, and the crystal structure, which for CuInSe2 par-
ticles before heat treatment differs from the structure of
solid solutions and CuInTe2 and does not provide con-
ditions for the formation of the excitonic absorption
peak. Thus, the zinc blende structure, which is assumed
here for CuInTe2 nanoparticles, results in a more pro-
nounced quantum-confinement effect, because at
higher symmetry, some energy levels can be degenerate
and thus increase Eg compared to the bulk semiconduc-
tor with a chalcopyrite lattice of tetragonal symmetry
[15, 16]. Hence, the spectra of samples with CuInTe2
particles contain only the contribution from the zinc
blende component and are only slightly changed by
heat treatment. Significant changes in the spectra occur
during the transformation of the crystal lattice stimu-
lated by heating the glass.

Apparently, the crystal structure of CuInSe2 nano-
particles must be classified as a chalcopyrite tetragonal
lattice. The absence or weak manifestation of an exci-
tonic peak in the optical-density curves for the samples
before heat treatment may be explained by the imper-
fection of the nanoparticles produced and their thermo-
dynamic instability. A mixed structure that has chal-
copyrite and zinc blende (sphalerite) components
seems to be characteristic of the nanoparticles of solid
solutions. In the CuInSe2–CuInTe2 phase diagram in
the interval 950–1070 K, there is a two-phase region in
which two separate phases with chalcopyrite (c) and
sphalerite (s) crystal structures coexist (Fig. 4) [22].
The possibility of the coexistence of two nanophases
with different crystal structures was suggested, e.g., for
ZrO2 particles [31]. In our case, this assumption can be
justified by the fact that crystal lattices of the chalcopy-
rite and zinc blende types are not very different; to be
more exact, chalcopyrite consists of two zinc blende
parts, in which the sites of Cu and In atoms are inter-
changed.

A particular case of the CuInSeTe solid solution
deserves a special discussion; in the phase diagram,
there are no special features corresponding to it but it
has a number of anomalous physical properties in the
system of CuInSe2xTe2(1 – x) solid solutions [27, 32]. In
Fig. 3 the absorption spectra of glasses with CuInSeTe
SEMICONDUCTORS      Vol. 38      No. 12      2004
particles feature no peaks before the second heat treat-
ment (Fig. 3a, curve 3), and, for the samples after heat
treatment at 500–550°C, the peaks appear but are less
pronounced (Figs. 3b, 3c) compared to solid solutions
of other compositions; however, at 600°C, a peak is
clearly seen (Fig. 3d). In this case, the most significant
changes are observed in the transmission spectra of
glasses with particles as well (Fig. 2d, curve 3). We may
assume that this solid solution composition corre-
sponds to the highest disorder, since neither the
CuInSe2 nor the CuInTe2 lattice is preferential if the
numbers of selenium and tellurium atoms are equal.

As the particle size decreases, the difference in the
energies of the crystal lattices can increase due to the
contribution of surface energy, and the two-phase state
may appear thermodynamically favorable for some
solid solution compositions; this results in the appear-
ance of the peaks in excitonic absorption in the zinc
blende phase. At the same time, heat treatment facili-
tates the phase separation and leads to a complication of
the spectra both in the visible and in the IR regions, a
shift of the position of the absorption edge, and the evo-
lution of the excitonic peaks. The assumptions about
the contributions of different phases can be justified
after studying the phase composition of glasses with
nanoparticles at various x at different stages of heat
treatment.

4. CONCLUSIONS

We studied the process of formation of nanoparti-
cles of compounds with the general formula
CuInSe2xTe2(1 – x) (0 ≤ x ≤ 1) in a glass matrix by directly
introducing the corresponding synthesized crystalline
semiconductors into the glass charge; we also studied
the effect of secondary heat treatment of glasses on
their structure and optical properties. We can formulate
the main results of the study as follows.
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Fig. 4. Phase diagram of the CuInSe2–CuInTe2 system [22].
L corresponds to the liquid phase.
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(i) Electron microscopy study allowed us to establish
that the semiconductor phase in the cooled glass consists
of nanoparticles with an average size of 15–30 nm. The
mechanism of particle formation is probably related to
the decomposition of the supersaturated solution of the
semiconductor in glass; it has a universal character for
the method of glass preparation used and is similar to
that for glasses with CuInS2xSe2(1–x) (0 ≤ x ≤ 1) [11] and
CdSexTe1 – x (0 ≤ x ≤ 1) nanoparticles [25].

(ii) The optical properties of glasses containing
CuInSe2xTe2(1 – x) nanoparticles depend in a complicated
manner on the [Se]/[Te] ratio in the compound intro-
duced, and the anomaly in the properties related to the
corresponding anomaly for macroscopic CuInSeTe is
observed for the [Se]/[Te] = 1 ratio (x = 0.5).

(iii) The effect of secondary heat treatment is not
identical for glasses with nanoparticles that have different
[Se]/[Te] ratios and manifests itself in the position of both
the fundamental absorption edge in the near-IR region and
the excitonic peaks in the region of 550–580 nm. The
greatest changes occur for the compounds containing
both selenium and tellurium (intermediate composi-
tions, 0.3 ≤ x ≤ 0.7); this behavior is related to changes
in the nanoparticle crystalline lattice between the chal-
copyrite and zinc blende types (the latter is, presum-
ably, stabilized during rapid cooling of glasses for par-
ticles enriched with tellurium).
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Abstract—The spectrum of equilibrium intersubband absorption has been studied in selectively doped
asymmetrical double tunnel-coupled quantum wells designed for research into the modulation of IR light in
a longitudinal electric field. The comparison of calculated and experimental spectra at different temperatures
is carried out. In calculations, the influence of the space charge on the energy spectra of electrons and the
difference in the electron effective mass in different subbands are taken into account. The data obtained on
the intersubband absorption spectra in equilibrium conditions and under electron excitation by high-power
picosecond pulses of light in the mid-IR range allow us to refine the energy spectrum of electrons in the
actual structure. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The current interest in optical intersubband electron
transitions in quantum wells (QW) is related to the
advent of new QW-based optoelectronic devices for the
mid-IR range: unipolar noninjection lasers, photodetec-
tors, and modulators of IR light. Asymmetrical tunnel-
coupled QWs (ATCQW) offer new possibilities for the
design of devices. For example, ATCQWs are used as
an active region in quantum-cascade lasers [1], fountain
lasers with intraband optical pumping [2], and high
speed modulators of IR light [3, 4].

The ATCQWs studied in this paper (Fig. 1) are
designed for research into the modulation of IR light in
a strong longitudinal electric field. When electrons are
heated by the longitudinal field, they are redistributed
in real space: the tunneling of hot electrons from sub-
band e1 of the narrow well to the wide well, with the
filling of subband e2, is possible. Owing to the increase
in electron density in subband e2 of the wide well, the
light absorption coefficient for intersubband transitions
e2  e3 must increase.

As the first stage in this study, we investigate the
spectra of intersubband light absorption in selectively
doped ATCQWs, which allows us to determine the
energy spectrum of electrons.

2. OBJECT OF STUDY

The absorption was studied in a structure containing
150 pairs of ATCQWs. The structure was MBE-grown
on a semi-insulating GaAs substrate. QW pairs were
1063-7826/04/3812- $26.00 © 21409
separated by Al0.42Ga0.58As barriers, which were not
transparent for tunneling. The central part of barriers
was selectively doped with Si, so that the surface den-
sity of electrons in QWs was ns = 3 × 1011 cm–2. One of
the tunnel-coupled QWs was formed by a 5-nm-thick
GaAs layer; the other, by a 7.5-nm-thick Al0.06Ga0.94As
layer; the thickness of the tunnel-transparent
Al0.42Ga0.58As barrier between the wells was 2.5 nm
(Fig. 1).

The energy spectrum and wave functions of elec-
trons taking into account the space charge were
obtained by self-consistent solution of the Poisson and
Schrödinger equations. According to our calculations,
five energy levels exist in the system of tunnel-coupled
QWs. Levels e1 and e4 are associated with the narrow
QW, e2 and e3 with the wide one. Therefore, the elec-

Si
+ + +

e5
e4

e3

e1

e2

Fig. 1. Profile of potential, energy levels ei, and smooth
envelopes of the electron wave functions on levels in an
ATCQW.
004 MAIK “Nauka/Interperiodica”
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tron wave function in subband e1 is almost completely
localized within the narrow well, whereas the electron
wave function in subband e2 is localized mainly within
the wide well (Fig. 1). This implies that, under equilib-
rium conditions, the majority of electrons are concen-
trated in the narrow QW. The level e5 is a bound state
of the QW in a wide barrier, which arises due to the dis-
tortion of the potential of the structure by the space
charge.

At the temperature T = 80 K, the calculated energy
levels (reckoned from the chemical potential level) are
%1 = –5.65 meV, %2 = 5.13 meV, %3 = 138.95 meV,
%4 = 236.59 meV, and %5 = 265.23 meV. The values of
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Fig. 2. Experimental absorption spectra and changes in
absorption with high-power intersubband excitation of a
structure with multiple ATCQWs (MQW). Inset: the config-
uration of the experiment to study the absorption of polar-
ized light. (a) Equilibrium absorption spectra αL at different
temperatures: solid line, 14 K; dashed line, 80 K; dotted line,
300 K. (b) Points: the change in absorption –∆αL under
intersubband excitation at the frequency of the long-wave-
length peak of the equilibrium absorption at T = 80 K; solid
line, the equilibrium absorption spectrum αL at the same
temperature.
the matrix elements of the z coordinate, zij =

| (z)zψi(z)dz|, which describe the probabilities of

intersubband optical transitions ei  ej (where ψi(z)
and ψj(z) are the smooth envelopes of the electron wave
functions in the initial and final states), are z13 =
0.165 nm, z23 = 2.12 nm, z14 = 1.26 nm, and z24 =
0.52 nm. The maximum contribution to the intersub-
band absorption is made by the transitions between the
levels associated with one and the same QW, whose
wave functions overlap considerably. This is the source
of the large difference between the values of zij for dif-
ferent pairs of levels: z23 @ z13, z14 > z24.

3. EXPERIMENTAL INVESTIGATION 
OF THE INTERSUBBAND ABSORPTION OF LIGHT

Figure 2a shows the experimentally obtained equi-
librium absorption spectra α("ω)L (ω is the frequency
of light, L the effective optical path, α the absorption
coefficient) in the structure under study for different
temperatures. The absorption of light in p-polarization
was measured using a Fourier spectrometer; the exper-
imental configuration is shown in the inset to Fig. 2a.
The spectra comprise two absorption bands. The spec-
tral position of these bands allows us to attribute the
long-wavelength band to e1  e3 and e2  e3 tran-
sitions, and the short-wavelength one to e1  e4 and
e2  e4. Peaks related to transitions from levels e1
and e2 are not resolved in the spectra.

Note that, in analyzing the absorption spectrum, it
was necessary to correct the initially calculated QW
parameters, because they did not correspond to the
experimental absorption spectrum. Specifically, the
analysis of the experimental spectrum shows that the
energy spacing ∆12 between levels e1 and e2 is signifi-
cantly less than the prescribed value of 24 meV. We
believe that the real parameters of the grown QWs dif-
fer from the calculated ones. The parameters listed
above are the corrected values.

The energy ∆12 was refined by analyzing the change
(decrease) in absorption, –∆α("ω)L, at high-power
intersubband excitation of electrons at 80 K (Fig. 2b).
The experiments were performed using pump-and-
probe spectroscopy with a picosecond time resolution.
A high-power pumping pulse with an energy corre-
sponding to the long-wavelength peak of the equilibrium
absorption (125 meV) excited carriers from level e2
(and, to a lesser extent, from e1) to level e3. The change
in absorption was measured at different instants of
time, using a weak probe pulse whose frequency was
tuned within the absorption bands. In this situation, a
decrease in absorption was observed in the range of
both long- and short-wavelength peaks; the latter corre-
sponds to transitions to level e4. Furthermore, the spec-
trum exhibited a range with a peak at 102 meV, where
the nonequilibrium absorption was stronger than the
equilibrium one.

ψ j*∫
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The energy of 102 meV corresponds to e3  e4
transitions with the frequency ∆34/". This fact allows us
to suggest that the absorption at this frequency is pho-
toinduced and is related to the transition of photoex-
cited electrons from level e3 to level e4. Based on the
relation between the values of optical matrix elements
z23 @ z13 and z14 > z24, we can assume that the frequency
of the long-wavelength peak in equilibrium absorption
corresponds to the frequency of the e2  e3 transi-
tion (i.e., equals ∆23/"), and the frequency of the short-
wavelength peak corresponds to the e1  e4 transi-
tion (i.e., equals ∆14/"). From the known energies ∆14,
∆23, and ∆34, we can calculate the distance between the
first and second levels: ∆12 = ∆14 – ∆34 – ∆23 ≈ 237 –
125 – 102 ≈ 10 meV.

The value ∆12 = (10 ± 1) meV, determined at 80 K,
agrees well with the other specific features of the exper-
imental equilibrium absorption spectrum. Specifically,
for this value of ∆12 and the broadening of the absorp-
tion band ~10 meV, the absorption peaks related to the
e1  e4 and e2  e4 transitions are not resolved
spectrally, though the matrix elements for these transi-
tions differ only by a factor of 2.

When we selected the QW parameters at which
∆12 ≈ 10 meV, we increased the thickness of the tunnel-
transparent barrier by 0.5 nm, decreased the width of
the wide QW by 0.8 nm, and also decreased the initially
prescribed Al content in the wide QW from 10 to 6%.

When varying the position of the bottom of the wide
well, we paid attention to the behavior of the optical
matrix elements. It turned out that, at a certain compo-
sition of the material of the wide QW, the matrix ele-
ment z13 for the e1  e3 transition can be zero. In our
structure, the matrix element z13 is indeed very small,
because the long-wavelength peak does not split into
two peaks for the e1  e3 and e2  e3 transitions
even at low temperatures.

4. CALCULATION OF EQUILIBRIUM 
ABSORPTION SPECTRA AT DIFFERENT 

TEMPERATURES

The absorption coefficient αij("ω) for z-polarized
light of frequency ω for the electron transition from the
states of subband ei to those of subband ej can be found
in the 1st approximation of the perturbation theory, as
was done in [5]:

(1)

α ij "ω( ) 4π2e2

cSL ε∞ωm0
2

-------------------------------=

× ezδki k j, ψ j* z( )pzψi z( ) zd∫
2

k j

∑
ki

∑
× f i %i( ) f j % j( )–[ ]δ % j %i– "ω–[ ] ,

)
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(2)

where ki and kj are 2D wave vectors of electrons in sub-
bands ei and ej (ki = |ki|, kj = |kj|); the Kronecker δ sym-
bol reflects the conservation law for the wave vector
ki ≡ kj ≡ k; ψi(z) and ψj(z) are the smooth envelopes of
the electron wave functions in the initial and final
states; fi(%i) and fj(%j), the Fermi distribution functions
of electrons in subbands ei and ej; ε∞, the high-fre-
quency dielectric constant of GaAs (assuming that the
refractive indices for the well and barrier materials are
similar); c, the velocity of light in free space; e, the ele-
mentary charge; ez, the z component of the polarization
vector ep; S, the area of the structure; m0, the free elec-
tron mass; mi, mj, and %i, %j, the effective masses and
energies of electrons in the initial and final states; %0i

and %0j, the bottom energies of subbands ei and ej; and
, the z component of the momentum operator, whose

matrix element can be expressed via the dipole moment of
the transition:  = iωijm0zij. Substituting this into (1)
and replacing the summation over k by integration, we
obtain the interband absorption coefficient

(3)

where ωij = (%j – %i)/" is the frequency of the intersub-
band transition ei  ej, which generally depends on
k (k = |k|), and θ is the angle between the polarization
vector and the z axis.

The spectral broadening of the absorption peak for
the intersubband transition ei  ej can be taken into
account, for example, by using the Lorentzian func-
tion [6]. Several researchers (see, e.g., [7]) have pro-
posed using, instead of the Lorentzian function, some
other functions with a faster decay, because they allow
one to describe the experimental data better. We calcu-
lated the absorption spectrum with the broadening
taken into account in two ways, using either a Lorentz-
ian function or a Gaussian function. If the broadening
is taken into account, the possible variation of the tran-
sition frequency "ωij is taken into account phenomeno-
logically. If the broadening is taken into account in the
Lorentzian form,

(4)

%i %0i
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∫
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where αij("ωij) is described by Eq. (3) with the substi-
tution "ω  "ωij and 2Γi is the FWHM of the absorp-
tion line for the ei  ej transitions. If the broadening
is considered in the Gaussian form,

(5)

Note that different broadening parameters Γ1 and Γ2
correspond to electron transitions from subbands e1
and e2. As electrons in subbands e1 and e2 are mainly
localized in QWs of different width and the collision
broadening, which makes the main contribution to the
spectral broadening of the absorption line, depends on
the QW width, the values of Γ1 and Γ2 may differ. The
dependence of broadening on the QW width is defined
mainly by the rate of the electron scattering on the
irregularities of the QW boundaries, and it can be quite
strong.

The absorption coefficient spectrum is obtained by
the summation of the absorption spectra (4) or (5) for
separate transitions:

(6)

Changes in temperature cause a modification of the
electron energy spectrum and wave functions, due to
the changed impact of the space charge. As temperature
increases, the electron filling increases in subband e2,
and its wave function is localized mainly in the wide
QW. Therefore, at the transition from the first to the
second subband, electrons are simultaneously redistrib-
uted in real space. This leads to a more uniform distri-
bution of electrons between the wells, and, subse-
quently, to a reduction in the effect of the space charge.
As a result, levels e2 and e3, which are associated with
the wide QW, are shifted relative to levels e1 and e4,
which are associated with the narrow QW. Thus, when
temperature changes, electrons are redistributed
between the levels in accordance with the distribution
function taking into account the change in the energy
spacing between the levels. The modification of the
energy spectrum results in a modification of the matrix
elements zij.

Figures 3a–3d show temperature dependences of the
energy spacing between the two lowest levels ∆12,
matrix elements zij, chemical potential, and electron
densities on levels e1 and e2. These dependences deter-
mine the behavior of the absorption coefficient with
temperature. It can be seen that, as temperature
increases from 14 to 300 K, the energy ∆12 increases by
about 2.5 meV, and the matrix elements zij change only
slightly. The most significant is the temperature depen-

α̃ ij "ω( )

=  

1/πΓi( ) α ij "ωij( ) "ω "ωij–( )/Γ i[ ] 2–( )exp "ωijd

"ωij

∫
1/πΓi( ) "ω "ωij–( )/Γ i[ ] 2–( )exp "ωijd

"ωij

∫
----------------------------------------------------------------------------------------------------------------------.

α "ω( ) α̃ ij "ω( ).
i j,
∑=
dence of z13 and z24, which are determined by the wave
functions of levels associated with different wells. The
electron density on the two lowest levels ni (i = 1, 2) can
be found using the Fermi distribution function (here,
the electron energy % is reckoned from the bottom of
subband e1):

(7)

where %F(T) is the chemical potential at the tempera-
ture T and kB is the Boltzmann constant. The energy
%F(T) can be found from the equation which is obtained
when (7) is substituted into the condition ns = n1 + n2.
The total number of electrons in an ATCQW, ns, is
determined mainly by the sum of electron densities on
levels e1 and e2, because the upper levels e3 and e4 are
not filled under equilibrium conditions, nj ≈ 0 (j = 3, 4).

Temperature dependences of the parameters Γ1 and
Γ2 are defined by the mechanisms of electron scattering
in QWs. At different temperatures, different scattering
mechanisms can dominate. For example, at low tem-
peratures, the broadening is mainly defined by the rate
of scattering on the irregularities of the QW boundaries
and by the processes of optical phonon emission. At
high temperatures, along with these processes, a signif-
icant contribution is made by the absorption of optical
phonons. We determined Γ1 and Γ2 as fitting parameters
by comparing the theoretically calculated spectrum
with that obtained experimentally.

At first, we consider the situation with equal elec-
tron effective masses in different subbands: mi = mj = m.
Then "ωij = %0j – %0i = ∆ij, where ∆ij = const(k) is the
energy spacing between levels ei and ej at k = 0. There-
fore, the dependence on k is present in (3) only in the
distribution functions, and the integration over k yields
the difference between the electron densities in sub-
bands ei and ej:

(8)

In this case, taking into account the temperature depen-
dence, the relation (3) for the coefficient of intersub-
band absorption in transition ei  ej takes the form

(9)
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Fig. 3. Temperature dependences of the quantities defining the intersubband absorption in ATCQWs. (a) Energy spacing between
the lowest subbands, ∆12; (b) optical matrix elements, zij; (c) chemical potential, %F; (d) distribution of electrons between the lowest
subbands (densities n1, n2).
where the filling of upper levels is neglected: nj ≈ 0 (j =
3, 4); the coefficients Kij(T) contain frequency-indepen-
dent terms:

(10)

The Lorentzian or Gaussian broadening can be taken
into consideration by substituting (9) into (4) or (5),
respectively.

Figure 4 shows the comparison of spectra calculated
for the Lorentzian or Gaussian broadening of peaks
with the experimental absorption spectrum at T = 14 K.
For clarity, in this figure we superposed the positions of
calculated and experimental spectra, whereas the real
calculated spectra are slightly blue-shifted in respect to
the experimental absorption spectrum. At T = 14 K, the
long- and short-wavelength peaks are shifted by 6 and
3 meV, respectively. This discrepancy may be related to
the effect of depolarization and exchange interaction,
which were disregarded in our model, on the position of
energy levels. As can be seen in Fig. 4, the agreement
between the calculated and experimental spectrum is
better in the calculation using the Gaussian broadening
than in the Lorentzian one.

Kij T( )
4π2e2∆ij

2 T( )
x ε∞L"

-----------------------------.=
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However, at higher temperatures good agreement
with the experimental spectrum is not obtained.
Assuming that this is due to the enhanced effect of the
nonparabolicity of the energy subbands at elevated tem-
peratures, we took into account in further calculations
the difference between the electron effective masses in
different subbands, mi ≠ mj, in terms of the Ekenberg
model [8]. In doing so, we also assumed that the disper-
sion relations within the subbands remain parabolic but
differ in the longitudinal effective masses of electrons
near k = 0, whereas the transverse effective masses
remain unchanged:

(11)

Here, m = 0.0665m0 is the electron effective mass in
GaAs, and α = 0.64 (eV)–1 and β = 0.7 (eV)–1 are
parameters [8]. The relation (11) is a fair approximation
for a QW width of ~5 nm, and it is independent of the
boundary conditions. For T = 80 K, the masses deter-
mined from (11) are m1 = 0.0665m0, m2 = 0.0796m0,
m3 = 0.0975m0, and m4 = 0.1106m0. Now we use the
inequality mi ≠ mj in the dispersion relations. We intro-
duce the reduced mass mij, which is determined by the

mi j, m 1 2α β+( )%i j,+[ ] .=
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masses in both subbands, and the corresponding

energy :

(12)

Then, the transition frequency "ωij = %j – %i = ∆ij – 
starts to depend on k, and the δ function in (3) takes the

form δ[∆ij –  – "ω]. In this case, an analytical inte-
gration over k in (3) with the use of the δ function is
possible:

(13)

The Lorentzian and Gaussian broadening can be taken
into account by substituting (13) into (4) or (5), respec-
tively.

The summation of the obtained absorption coeffi-
cients for separate transitions ("ωij), in accordance
with (6), yields the absorption coefficient spectrum
αij("ωij) taking into account the nonparabolicity of the
energy subbands. Figure 5 shows the contribution of
separate transitions to the long- and short-wavelength
absorption peaks. In accordance with the relation
between the matrix elements, z23 @ z13, the long-wave-
length peak is defined mainly by the electrons from the
second level. The transitions from the first level make a
significant contribution only at low temperatures, when
virtually all electrons are localized on this level
(Fig. 5a). In contrast, the short-wavelength peak is
defined mainly by the electrons from the first level,
because z14 > z24. Therefore, the contribution of e2  e4
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Fig. 4. Equilibrium absorption spectrum at T = 14 K (non-
parabolicity is disregarded). Dashed line, calculation with
Lorentzian broadening; dotted line, Gaussian broadening;
solid line, experiment.
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Gaussian broadening.
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transitions is noticeable only at high temperatures,
when the filling of the second level is large (Fig. 5b).

Figure 6 shows the calculated spectra of the inter-
subband absorption coefficient for three temperatures,
for the case of mi ≠ mj. They agree well with the exper-
imental equilibrium spectra (see Fig. 2a). The spectra
consist of two absorption bands at frequencies close to
those of the e1, e2  e3 and e1, e2  e4 transitions.
As temperature increases, the absorption increases in
the first and decreases in the second peak. Since two
transitions contribute to each peak, the absorption is
mainly defined by the filling of that level for which the
probability of optical transition is the highest.

The temperature dependence of the width of the
absorption peaks is related to two factors. First, the spe-
cific times of the principal scattering mechanisms,
which define the broadening, can depend on tempera-
ture. The best-fit values of Γ1 and Γ2 are about 7 and
5.6 meV, respectively. Their relative values correlate
with the known dependences of the probability of scat-
tering on the interface irregularities as functions of the
QW width [9]. The variation in these values with tem-
perature was found to be negligible, which may be
attributed to the enhancement of some scattering mech-
anisms simultaneously with the depression of other
ones. Second, two transitions with different frequencies
contribute to the width of each peak (see Figs. 5a, 5b).

For example, the long-wavelength peak at T = 14 K
is rather wide. This can be explained by the fact that at
low temperatures the contributions of e1  e3 and
e2  e3 transitions to the total absorption peak are
virtually comparable, and the total width of the absorp-
tion band is defined by the widths of two partially over-
lapped peaks. As temperature increases, the electron
density on the second level increases, and, since |z23|2 @
|z13|2, the contribution of e2  e3 transitions to the
absorption band of the first peak sharply increases and
becomes dominant and, consequently, defines its width.

100 150 200 250
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3
α L

"ω, eV

e2–e3
e1–e3

e1–e4
e2–e4

Fig. 6. Equilibrium absorption spectrum calculated taking
into account the Gaussian broadening and the nonparabolic-
ity effect. Temperature: solid line, 14 K; dashed line, 80 K;
dotted line, 300 K.
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As temperature increases, both peaks demonstrate the
rise of a long-wavelength shoulder, which arises due to the
nonparabolicity of the quantum-confinement subbands.

In addition, as temperature increases, the red shift of
the absorption peaks is observed. When the temperature
increases from 14 to 300 K, the long-wavelength peak
shifts by 3 meV, and the short-wavelength one by
5 meV. These shifts are well described in terms of the
proposed model, with the account for nonparabolicity
of subbands and using the Gaussian function.

5. CONCLUSION

The spacing between the energy levels in ATCQWs
was determined from the analysis of intersubband
absorption spectra. The most important result is that
obtained in determining the energy spacing between the
lowest subbands in an ATCQW, ∆12 = (10 ± 1) meV.
This distance defines the redistribution of electrons in
real space, which gives rise to the modulation of mid-
IR light in the longitudinal electric field.

The simulated theoretical spectra of intersubband
absorption of light by electrons in ATCQWs under equi-
librium conditions at different temperatures agree well
with the experimental data. Magnitudes and widths of the
absorption peaks at different temperatures are accounted
for by the corresponding values of the electron density at
lower levels and the values of optical matrix elements of
intersubband transitions. The asymmetry and temperature
shift of the spectral peaks are related to the nonparabolic-
ity of the quantum-confinement subbands.
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Abstract—Results obtained in a study of electron micrographs of cobalt-doped amorphous hydrogenated car-
bon are presented. The micrographs were obtained by transmission electron microscopy, including high-reso-
lution electron microscopy. Layers of amorphous carbon were grown by magnetron cosputtering of a graphite
and a cobalt target in an atmosphere of argon–hydrogen plasma. It is shown that nanosize crystalline clusters
are formed in the process. The influence exerted by 1-h thermal annealing at 800°C in an atmosphere of argon
on the size distribution of nanoclusters was studied. It is shown that the distribution function is described by a
Gaussian curve that is peaked at ~7 nm for as-grown samples and is strongly broadened upon annealing, with
the peak position shifted to larger sizes and the curve exhibiting deviations from the Gaussian shape. A charac-
teristic structure, attributed to nanosize carbon capsules that envelop the clusters, is seen at cluster boundaries
in the high-resolution mode. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Hydrogenated amorphous carbon (a-C:H) is of par-
ticular interest because of the unique ability of carbon
atoms to form various chemical bonding configurations
by passing from one state of sp-hybridization to
another. These properties of a-C:H may turn out to be
useful in solving the problem of encapsulating metallic
nanoclusters into solid media. The importance of this
problem is well illustrated by nanostructures based on
magnetic metals [1]. In this case, the encapsulation can
exert a double influence by protecting the nanoclusters
from the aggressive action of the ambient and by weak-
ening the exchange interaction between neighboring
particles, which opens up prospects for using nanocom-
posites as ultrahigh-density magnetic recording media.
The fact that a-C:H can protect well a metal surface
from degradation in corrosive media has been illus-
trated for such a corrosion-sensitive material as Ag [2].

a-C:H films grown by magnetron cosputtering of
carbon and a metal contain nanosize metallic clusters
[3]. These clusters appear via self-organization in the
course of film growth. The cluster size distribution func-
tion reflects the basic features of the nucleation and
growth of the clusters [4]. In the present study, the distri-
bution functions were determined by analyzing electron
micrographs of cobalt-doped a-C:H, i.e., a-C:H(Co).
The micrographs were obtained by means of transmis-
sion electron microscopy (TEM) [5]. An a-C:H(Co)
film was used for analysis. The film thickness did not
exceed 250 nm. The modification of the distribution
function in postgrowth treatment was studied upon iso-
thermal annealing of the film in an atmosphere of argon
at 800°C for 1 h. According to the data furnished by the
1063-7826/04/3812- $26.00 © 21416
Rutherford backscattering method, the concentration of
cobalt in the film increases substantially, which is an
indication of rapid evaporation of the amorphous car-
bon matrix. The content of cobalt in the film, found by
means of the Rutherford backscattering technique, was
~18 at % for the as-grown film. Upon annealing, the
content of cobalt becomes as high as 80 at %, and the
film thickness decreases nearly twofold.

2. CLUSTER SIZE DISTRIBUTION FUNCTION 
AND THE EFFECT OF ANNEALING 

ON THE FILM STRUCTURE

Figures 1 and 2 show typical TEM micrographs of a
film of cobalt-doped amorphous carbon before and
after annealing. Figure 3 shows a micrograph of clus-

50 nm

Fig. 1. Electron micrograph of an a-C:H(Co) film; fragment
dimensions, 0.3 × 0.5 µm2; the dark inclusions are nanosize
clusters.
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ters upon annealing, which was obtained in the high-res-
olution mode. The dark inclusions are identified as nano-
size clusters of cobalt. A clearly pronounced regular
structure can be seen within the clusters, which probably
indicates that the clusters are crystalline (Fig. 3).

Because the optical contrast between the dark inclu-
sions and the light background is weak and the cluster
boundaries are not clearly pronounced, the image pro-
cessing is a nontrivial task. In regions with better pro-
nounced clusters, the images were filtered using a
method similar to that described in [6]. This made it
possible to diminish the background intensity and to
reveal more clearly dense objects in the image. Then,
the positions of clusters were determined automatically
and verified visually. The processing was performed in
the dark-field mode with light cluster images, and for
this the micrograph in Fig. 1 was inverted. In the calcu-
lation, the cluster image was defined as a compact area
in the micrograph, whose intensity was at least 50%
higher than the background averaged over a square
exceeding in size the largest cluster image by a factor of
2–3. The size of this square was determined by visual
estimation before the automatic processing. The con-
tour along which the intensity decreased to a preset
value (as a rule, 80% of the maximum) was taken as the
cluster image boundary. By varying this parameter, the
accuracy of the method could be determined, which was
very important for constructing the distribution function.
The doubled root-mean-square distance from the geo-
metric center of a cluster image to the envelope of its
boundary contour was taken as the cluster diameter.

In regions with less clearly pronounced cluster
images, the cluster boundaries were also determined by
means of expert estimation. In this case, two measure-
ments were made: the linear dimensions of the cluster
images were determined along two mutually perpen-
dicular lines passing through the center of mass of a
cluster image and then averaged. A comparison of the
results of the automatic and manual analyses ruled out
the inaccuracy associated with the increased sensitivity
of the method used in this study to larger or smaller
cluster images and further decreased the error in mea-
suring the cluster image diameter. This error was ~1 nm
for unannealed films and ~3 nm for those subjected to
annealing (because of the considerably greater size of
cluster images in the latter case). The distribution func-
tion was defined as the probability density of finding a
cluster of a specified size, with the unit cluster repre-
sented by a Gaussian curve with a peak position corre-
sponding to the measured cluster diameter and half-
width equal to the error of the method. The sought distri-
bution function was found by summing up the probability
density functions over all cluster images, with the average
number of cluster images in the micrograph being ana-
lyzed equal to about 200. The distribution functions con-
structed in this way were normalized such that the area
under a curve was equal to unity (probability density per
cluster). This is necessary for comparing the distribution
functions obtained for different micrographs.
SEMICONDUCTORS      Vol. 38      No. 12      2004
This technique for obtaining distribution functions
is considerably more reliable than the method of histo-
gram drawing frequently used for this purpose, because
it is free of the arbitrariness associated with the choice
of the width and position of columns in a histogram.

The distribution functions obtained by processing
the micrographs in Figs. 1–3 are shown in Fig. 4. The
function exhibits a clearly pronounced maximum at a
cluster size of ~7 nm. After the annealing, the cluster
size increases and the distribution function itself is
strongly broadened. The corresponding curve is mark-
edly non-Gaussian in shape.

A bent layered structure can be seen at cluster
boundaries (Fig. 3), with an interplanar spacing of
~3 Å, which corresponds to that in graphite and onion-
like modifications of carbon [7]. The presence of char-
acteristic structures in the micrographs may be due to
the formation of nanosize carbon capsules that envelop
crystalline clusters.

Now the distribution functions will be analyzed in
terms of a theory that assumes the formation of a new
phase [8]. According to this theory, the distribution
functions should be described quite well in the initial

50 nm

Fig. 2. Electron micrograph of an annealed a-C:H(Co) film;
fragment dimensions, 0.3 × 0.5 µm2; the dark inclusions are
nanosize clusters.

5 nm

1

2

Fig. 3. Large-scale micrograph of an annealed a-C:H(Co)
film; the arrows show atomic planes (1) within and (2) out-
side a cluster.
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stages of formation of the crystalline phase by a normal
distribution law. To verify this hypothesis, the experi-
mental points for as-grown samples were approximated
with a normal distribution law in the form of

Here, the parameters w, xc, and A are the half-width of
the Gaussian curve, the most probable cluster size, and
the amplitude, respectively. Before annealing, the
parameters w and xc are equal to 4.7 and 6.9 nm,
respectively. With these parameters, the normal distri-
bution law describes the experimental data for unan-
nealed samples rather well.

After annealing, the distribution function is largely
non-Gaussian in shape. However, it can be well approx-
imated with the sum of two Gaussian functions with
maxima at around 12 and 26 nm. The reasons why two
different sets of clusters are presumably formed in this
case remain unclear. It follows from Fig. 4 that the set
of coarser clusters contains a larger part of the total
cobalt. The parameters w and xc for this set are 19 and
26 nm, respectively.

The results obtained are in a good agreement with
the data of [5], where similar cobalt-containing films
were studied by means of EXAFS. It was noted in [5]
that the main contribution to the EXAFS spectrum of an
unannealed film comes from the C–Co bond, which
indicates that cobalt carbide is present in the layers
studied. After annealing, the spectra point to the over-
whelming predominance of Co–Co bonds. The Co–Co
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Fig. 4. Size distributions of cobalt clusters: solid line, before
annealing; long-dashed line, after annealing. Short-dashed
and dotted lines represent the decomposition of the distribu-
tion function for an annealed sample into two Gaussian
curves.
pair-interaction energy is lower than the C–Co pair-
interaction energy, and the average cluster size is equal
to the ratio between the specific surface and volume
energies of cluster formation [8]. Therefore, if it is
assumed that, in both cases, compounds of cobalt and
carbon are present on the cluster surface, the most prob-
able size of cobalt clusters in annealed samples should
exceed the average cluster size before annealing. This
is the behavior observed in the experiments performed
in the present study.

3. CONCLUSIONS

(1) Crystalline clusters are formed in films grown by
magnetron cosputtering of a cobalt and a graphite tar-
get. These clusters are several nanometers in size.

(2) Thermal annealing leads to a significant increase
in the size of clusters and to a change in their size dis-
tribution function. The distribution function for
annealed samples is described well by a Gaussian curve
on the assumption that two sets of clusters exist with
different parameters.

(3) A characteristic layered structure is seen at
boundaries between clusters 15–20 nm in size. This
structure can be attributed to the formation of nanosize
carbon capsules that envelop the crystalline clusters.
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Abstract—Light-emitting diodes (LEDs) were fabricated on the basis of GaInAsSb alloys grown from lead-
containing solution–melts. Electroluminescence characteristics and their current and temperature dependences
were studied. The external photon yield at room temperature was 1.6 and 0.11% for LEDs with emission wave-
lengths λ = 2.3 and 2.44 µm, respectively. For LEDs with emission wavelength λ = 2.3 µm, the average emis-
sion power P = 0.94 mW was attained in the quasi-continuous mode at room temperature. In the pulsed mode,
the peak radiation power was P = 126 mW at a current of 3 A, a pulse duration of 0.125 µs, and a frequency
of 512 Hz. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The spectral range 1.8–4.0 µm is of considerable
interest for laser ranging and location systems [1],
radio-frequency atmospheric wireless communications
[2], and for medicine and environmental monitoring
[3, 4]. GaSb-based GaInAsSb solid solutions are
widely used in optoelectronic devices for this spectral
range. High-efficiency light-emitting diodes (LEDs)
based on such solid solutions, which completely over-
lap with the range 1.6–2.4 µm, were reported [4].
Increasing the operational wavelength of LEDs based
on GaInAsSb solid solutions now remains the most
important problem.

We studied the properties of GaInAsSb alloys
grown from lead-containing solution–melts previously
[5–7]. The use of lead allowed us to grow
Ga1 − xInxAsySb1 – y solid solutions that were lattice-
matched to the GaSb (100) substrate at T = 560°C.
Here, x = 0.14–0.27, y = 0.12–0.22, and the band gap
Eg = 0.59–0.49 eV at T = 300 K. For a limiting compo-
sition with the In content in the solid phase x = 0.27, we
managed to obtain an epitaxial layer 1.5 µm thick. For
all samples, we failed to detect Pb using qualitative
X-ray spectral microanalysis. We studied the galvano-
magnetic properties of undoped [6], Te-doped [7], and
Ge-doped GaInAsSb solid solutions grown from lead-
containing solution–melts. We showed that these solid
solutions are promising for the development of opto-
electronic devices for the spectral range 1.8–3.0 µm.

In this study, we report the fabrication of LED2.3
and LED2.44 LEDs with the wavelength of the peak in
the emission spectrum λ = 2.3 and 2.44 µm. These
LEDs are based on GaInAsSb solid solutions grown
from lead-containing solution–melts.
1063-7826/04/3812- $26.00 © 21419
2. PROCEDURE FOR FABRICATING 
AND STUDYING LIGHT-EMITTING DIODE 

HETEROSTRUCTURES

The LED heterostructures were grown by liquid-
phase epitaxy on n- and n-GaSb (100) substrates. An
epitaxial GaSb layer 2.5 µm thick was used as a wide-
gap emitter. The energy diagram of the LED hetero-
structures is shown in Fig. 1a. We calculated equilib-
rium molar fractions of components in the liquid and
solid phases for the Pb–InAs–InSb–GaAs–GaSb sys-
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Fig. 1. (a) Energy diagram of the light-emitting diode struc-
tures; (b) light-emitting diode design.
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tem at a specified temperature (560°C) and supercool-
ing (∆T = 3 K). For this purpose, we used the Excess
Functions–Linear Combinations of Chemical Poten-
tials method [8, 9]. The charge components for the
Ga1 − xInxAsySb1 – y epitaxial layers were In of purity
99.999 wt %, Sb of purity 99.999 wt %, Pb of purity
99.9999 wt %, and the binary compounds GaSb and
InAs. According to the X-ray diffraction data, the rela-
tive lattice mismatch between the layer and the GaSb
substrate (∆a/a) was no larger than 1.0 × 10–3.

The LEDs based on GaSb/GaInAsSb/GaSb hetero-
structures, which were fabricated using the standard
lithography technique, were mesa structures of diame-
ter 300 µm. The structures had a continuous contact
(Fig. 1b) on the GaSb substrate side and a point contact
of diameter 100 µm on the wide-gap GaSb layer side.
Nonrectifying contacts to n- and p-type conductivity
materials were formed by vacuum deposition. For this
purpose, Cr/Au + Te/Au and Cr/Au + Ge/Au systems
were used, respectively. The chips 500 × 500 µm2 in
size were mounted on standard TO-18 headers.

The spectral characteristics of the LEDs were stud-
ied using an automated installation based on a DK-480
monochromator (CVI Laser Corp., United States) and
an InSb photodiode (Judson Technologies) cooled with
liquid nitrogen. The photodetector signal was pro-
cessed using the synchronous detection method with an
SR 810 selective amplifier (SRS Inc., United States).
The measurements were carried out at temperatures T =
300 and 77 K. The LEDs were supplied with a pulsed
current; the duration and repetition frequency of pulses
were variable.

To study the temperature dependences of electrolu-
minescence characteristics, the LED chips were
mounted onto the Peltier thermoelectric cooler located
on the TO-5 header.

250

200

150

100

50

0

–50

–1500 –500 500–1000 1000 1500
Voltage, mV

Current, mA

Fig. 2. Current–voltage characteristic of the LED2.3 light-
emitting diode at T = 300 K, off-duty factor Q = 2.0, and fre-
quency f = 512 Hz.
The external emission quantum yield (ηext) was
determined from the current dependence of the optical
emission power using the formula

(1)

where P is the integrated emission power, I is the cur-
rent, λ is the wavelength, e is the elementary charge,
h is Planck’s constant, and c is the speed of light.

The spatial distribution of emission intensity of the
LEDs was studied using an installation in which the
sample was rotated around the axis lying in the p–n
junction plane. The polar patterns were recorded for
two directions of the axis of rotation, namely, parallel
to the side opposite facets of the chip and at an angle of
45° to them. The chips were mounted on the TO-18
headers with a flat stage. The measurements were car-
ried out at room temperature. Rectangular current
pulses with off-duty factor Q = 2 and repetition fre-
quency f = 523 Hz were supplied to the LED. As a
detector, we used an uncooled PbSe photoresistor with
a photosensitive element area of 1 × 4 mm2, which was
installed at 0.05 m from the LED.

3. LIGHT-EMITTING DIODES WITH EMISSION 
WAVELENGTH λ = 2.3 µm

A Ga0.79In0.21As0.16Sb0.84 solid solution (Eg =
0.534 eV at T = 300 K) 2 µm thick was used as the
active layer of the LED structure. The highest effi-
ciency of radiative recombination was attained for
LEDs with an undoped active region and Hall hole con-
centration p = 3 × 1018 cm–3 at T = 300 K (p = 4.6 ×
1016 cm–3 at T = 77 K). The GaSb emitter layer was Te-
doped to the electron concentration n = (1–4) ×
1018 cm–3 at T = 300 K.

The current–voltage (I–V) characteristics of the
LEDs at T = 300 K are shown in Fig. 2. The cutoff volt-
age for the forward portion of the I–V characteristic is
0.4 V, and the calculated series resistance is 2.5 Ω.

The spectral characteristics at T = 300 and 77 K,
which were recorded on supplying the LEDs with a
pulsed current with off-duty factor Q = 2 (meander) and
frequency f = 512 Hz, are shown in Fig. 3.

Figure 3 shows that the emission spectra at T = 300 K
include a single band with a wavelength corresponding
to the intensity peak, λ = 2.29 µm (the photon energy
hν = 0.541 eV) for current I = 100 mA. As the current
increases to I = 220 mA, the peak of the emission spec-
trum shifts to longer wavelengths by ∆λ = 0.02 µm.
This shift is accompanied by a variation in the full-
width at half-maximum (FWHM) of the emission band
from 0.20 to 0.23 µm. These data indicate that the cur-
rent-induced heating of the structure affects electrolu-
minescence characteristics only slightly.

On cooling to T = 77 K, the peak of the emission
spectrum shifts by ∆λ = 0.24 µm to shorter wavelengths,
and the wavelength is λ = 2.05 µm (hν = 0.605 eV),

ηext λ e
hc
------P

I
--- 100%,×=
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which corresponds to the band gap of the active region
Eg(77 K) = 0.608 eV. As the current increases from 50
to 200 mA, the spectral peak position remains unchanged.
The FWHM for a current of 200 mA is 0.1 µm.

The temperature coefficient of variation in the spec-
tral peak wavelength is ∆λ/∆T = 1.5 nm/K, which is
consistent with the temperature coefficient of the band
gap variation. The emission intensity decreases by a
factor of e as the temperature increases by 110°C in the
temperature range 0–120°C.

The directivity diagram of the LED emission
(Fig. 4) shows that the intensity is peaked at angles of
deviation from the normal to the plane of the outer face
facet θ = θmax = ±31°. At average angles of deviation in
the plane parallel to side facets, the peak intensity of
emission is lower than in the plane including the diag-
onal of the epitaxial layer of the LED chip. For this
design, the LED emits through both the face facet and
the side facets of the crystal. The emission intensity at
the diagram center is mainly governed by the emission
escape through the face facet of the crystal normally to
the p–n junction plane. Let us denote this plane as P⊥ .
At nonzero angles, the emission through side facets is
added to the emission through the face facet. When the
axis of revolution lying in the p–n junction plane is par-
allel to two opposite side facets and normal to two other
facets, the escape of emission only through one side
facet is added. When the axis of revolution is directed
at an angle of 45° to the side facets, the escape of emis-
sion from two side facets is added. Therefore, the emis-
sion intensity is higher in the diagonal direction. The
analysis of the shape of the directivity diagram shows
that the distribution of emission through each facet is
close to a cosine distribution. This finding allows us to
determine the effective emission intensity normally to
the side facet: P|| = P⊥ . The emission intensity
at an angle of deviation from the normal to the face
facet of θ = 90° is lower than P|| mainly because of the
restricted header area reflecting the emission. Because
the front facet emits into the half-space, while the side
facet emits only into the quarter-space, the total inten-
sity PΣ is proportional to (P⊥  + 2P||). The LEDs under
consideration with θmax = ±31° emit through the four
side facets at a 20% higher intensity than through the
face facet.

Figure 5 shows the current dependence of the inte-
grated optical power of the LED. In a quasi-continuous
mode (Q = 2) (see Fig. 5, inset), the highest power P =
0.94 mW is attained at a current of I = 220 mA. For cur-
rents I < 50 mA, the P(I) dependence is superlinear. In
the current range 50–200 mA, the dependence is almost
linear, which indicates that the heating of the active
regions of the LEDs by the current is insignificant. The
extrapolation of a linear portion of the P(I) dependence
to the zero value of power yields the cutoff current Icut =
20 mA. For currents I > 200 mA, the measurements
were carried out in the pulsed mode with pulse duration
τ = 0.125, 2, or 32 µs. The P(I) dependence is almost

θmaxtan
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linear up to I ≈ 2.5 A at τ = 0.125 and 2 µs and up to I ≈
1 A at τ = 32 µs. The dependence then becomes sublin-
ear for all τ. One can see that a decrease in the pulse
duration lengthens the straight-line portion of the P(I)
dependence. The highest peak power of emission P =
126 mW is attained at I = 3 A, pulse duration τ =
0.125 µs, and frequency f = 512 Hz.

The external quantum yield of emission for the
LEDs studied at room temperature is ηext ≈ 1.6% at a
current I = 220 mA. The differential external photon
yield is highest at a current of I = 100 mA and is equal
to ηed = 2%.
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Fig. 3. Electroluminescence spectra of the LED2.3 light-
emitting diodes. (1–4) T = 300 K, pumping current: (1) 50,
(2) 100, (3) 150, and (4) 220 mA; (5–8) T = 77 K, pumping
current: (5) 50, (6) 100, (7) 150, and (8) 200 mA.
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Fig. 4. Directivity diagram of emission of the LED2.3 light-
emitting diodes in the plane normal to the p–n junction
plane: (1) plane is parallel to side facets of the light-emitting
diode; (2) plane includes the diagonal of the light-emitting
diode chip in the p–n junction plane.
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4. LIGHT-EMITTING DIODES WITH EMISSION 
WAVELENGTH λ = 2.44 µm

We used the 1.2-µm-thick Te-doped
Ga0.75In0.25As0.22Sb0.78 solid solution (Eg = 0.506 eV
at T = 300 K) with electron concentration n = 3 ×
1018 cm–3 as the active layer of the LED structure. As
the wide-gap emitter, we used the Ge-doped GaSb epi-
taxial layer with hole concentration p ≈ 5 × 1018 cm–3.

The LED I–V characteristic shown in Fig. 6 is of the
diode type with a cutoff voltage of 0.4 V (at T = 300 K)
and a series resistance of 1.7 Ω with a forward bias.

The spectral characteristics of the LED emission
with a pulsed current with off-duty factor Q = 2 (mean-
der) and repetition rate f = 512 Hz at T = 300 and 77 K
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Fig. 5. Current dependence of the peak optical power of the
LED2.3 light-emitting diode at frequency f = 512 Hz and pulse
duration τ = (1) 0.125, (2) 2, and (3) 32 µs. Inset: current
dependence of the average optical power of the light-emitting
diode for off-duty factor Q = 2 and frequency f = 512 Hz.
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Fig. 6. Current–voltage characteristic of the LED2.44 light-
emitting diode at T = 300 K, off-duty factor Q = 2, and fre-
quency f = 512 Hz.
are shown in Fig. 7. Figure 7 shows that the electrolu-
minescence spectrum at T = 300 K is peaked at the
wavelength λ = 2.44 µm, which corresponds to hν =
0.508 eV. This value is somewhat larger than the calcu-
lated band gap of the material of the active region, Eg =
0.506 eV. The peak has an FWHM of ~0.26 µm at a cur-
rent of I = 100 mA.

As the current is varied from 50 to 200 mA, the posi-
tion of the spectral peak of the LED emission remains
unchanged. In this case, the FWHM also remains
unchanged, which indicates that the heating of the
structure under flowing current is insignificant at a low
excitation level. The observed valley in the electrolumi-
nescence spectrum of the LED at λ ≈ 2.42 µm is caused
by the specific features of the spectral characteristic of
the diffraction grating used (300 grooves/mm). In addi-
tion, intense absorption lines of water and carbon diox-
ide are present in the wavelength range 2.60–2.72 µm.

At T = 77 K, the peak wavelength of the emission
spectrum decreases with increasing current from λ =
2.18 µm (hν = 0.569 eV) at current I = 50 mA to λ =
2.14 µm (hν = 0.579 eV) at current I = 200 mA. In this
case, the FWHM of the spectral band also increases
from ~0.14 to 0.20 µm. An increase in the peak photon
energy of the LED electroluminescence spectrum and
the spectral-band broadening indicates a high excita-
tion level of the active region at T = 77 K.

In the pulsed supply mode (τ = 2 µs, f = 512 Hz), the
wavelength of the emission-band peak decreases from
λ = 2.41 µm (hν = 0.515 eV) to λ = 2.39 µm (hν =
0.519 eV) as the current is varied from 0.5 to 3.0 A. In
this case, the FWHM of the spectral band increases from
0.28 to 0.36 µm. This increase is attributed to the fact that
the excitation level at room temperature is also high.
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Fig. 7. Electroluminescence spectra of the LED2.44 light-
emitting diodes. (1–3) T = 300 K, pumping current: (1) 100,
(2) 150, and (3) 220 mA; (4–6) T = 77 K, pumping current:
(4) 100, (5) 150, and (6) 200 mA.
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The directivity diagram of this LED is shown in
Fig. 8. We can see that the emission intensity has low
peaks at angles of deviation θmax = ±40° in the plane
parallel to two opposite side facets and θmax = ±45° in
the plane located at an angle of 45° to them. The ratio
of intensities of light emitted through the four side fac-
ets and the face facet, which is found from the peak
angle, is 2  = 2  = 1.68. Thus, the inten-
sity of light emitted through the side facets is 68%
higher than that emitted through the face facet.

In a quasi-continuous mode (Q = 2, Fig. 9, inset), the
current dependence of the LED emission power is super-
linear up to I = 50 mA and further increases linearly up
to I = 200 mA. In the pulsed mode (Fig. 9), the depen-
dence P(I) at τ = 2 µs is close to linear up to I ≈ 1 A.
In the current range 1–3 A, the dependence is weakly
sublinear. For the pulse duration τ = 32 µs, the sublin-
earity is clearly pronounced apparently due to the heat-
ing of the active region during the pulse passage.

The highest average optical power is 62 µW at cur-
rent I = 218 mA. In this case, the external photon yield
at room temperature equals ηext ≈ 0.11%. The highest
differential external photon yield ηed = 0.17% corre-
sponds to a current of 600 mA.

The highest peak emission power in the pulsed
mode P = 2 mW was attained at current I = 3 A, pulse
duration τ = 2 µs, and frequency f = 512 Hz.

5. RESULTS AND DISCUSSION

The emission spectra of the LEDs with an emission
wavelength of 2.3 µm have the main features of band-
to-band radiative recombination. These features are the

θmaxtan 40°tan
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–50 0 50 100
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Fig. 8. Directivity diagram of emission of the LED2.44
light-emitting diodes in the plane normal to the p–n junction
plane: (1) plane is parallel to side facets of the light-emitting
diode; (2) plane includes the diagonal of the light-emitting
diode chip in the p–n junction plane.
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following. (i) The peak photon energy slightly exceeds
(~kBT) the band gap of the narrow-gap layer. (ii) The
spectral peak energy is independent of current at small
currents, which corresponds to a low excitation level.
However, this energy slightly increases with current at
large currents, when a high excitation level is attained.
(iii) The width of the spectral emission band is
(1.5−2)kBT, and this magnitude slightly increases with
current at high excitation levels. We may conclude that
the radiative recombination is caused by electron injec-
tion into the narrow-gap p-type layer and by electron–
hole recombination in this layer due to band-to-band
electron transitions.

The superlinearity of the current dependence of the
emission power at I < 20 mA is most probably associ-
ated with deep levels of nonradiative recombination in
the narrow-gap layer; these levels are also present in the
GaSb layers. For currents exceeding the cutoff current
(Icut = 20 mA), the levels are saturated, and the corre-
sponding current remains equal to the cutoff current.
The ohmic leakage currents estimated from the reverse
portion of the I–V characteristic are an order of magni-
tude smaller.

Thus, for currents exceeding the cutoff current, the
predominant recombination mechanism is the band-to-
band recombination. This may be not only radiative
recombination, since the differential internal photon
yield in the region of large currents is equal to the pho-
ton yield for band-to-band transitions.

When estimating the internal quantum yield, we will
assume that emission is generated in the narrow-gap
layer, where reemission is possible. The volume of the
narrow-gap layer is only 0.28% of the total volume of
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Fig. 9. Current dependence of the peak optical power of the
LED2.44 light-emitting diode at frequency f = 512 Hz and
pulse duration τ = (1) 2 and (2) 32 µs. Inset: current depen-
dence of the average optical power of the light-emitting
diode for off-duty factor Q = 2 and frequency f = 512 Hz.
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the structure, while the coefficient of photoinactive
absorption αd is on average ~10 cm–1. Therefore, only
the photons with energy exceeding the band gap of the
narrow-gap material by 45 meV or more will be mainly
absorbed during photoactive band-to-band transitions.
The fraction of these short-wavelength photons is 1/4 of
all initially emitted photons. In the LEDs under study,
there are factors that give rise to emission nondirectiv-
ity. These factors are the surface roughness of the sub-
strate and the steps at the side surface of the mesas,
which scatter the emission during reflection. Therefore,
formula (4) from [10] is applicable in this case. This for-
mula relates the external photon yield ηext to the internal
quantum yield of long-wavelength photons ηl and short-
wavelength photons ηs, as well as to the coefficients of
photoinactive absorption αd and effective absorption
caused by the escape of emission from the crystal αe. The
latter can be found from formula (6) [10]:

(2)

where S is the area of a free light-emitting surface, V is
the crystal volume, and n is the refractive index.

Let us expand the formula for ηext relative to ηl:

(3)

where k = ηs/ηl.
In our case, k = 1/3, αe = 1.48 cm–1, and αd = 10 cm–1.
For ηext = 1.6%, we find ηl = 12%, ηs = 4%, and the

total internal photon yield ηint = ηl + ηs = 16%.
To determine the emission quantum yield for the

band-to-band emission, let us use the differential exter-
nal photon yield ηed = 2% instead of ηext. In this case,
the internal quantum yield of long-wavelength photons
ηld = 15%, of the short-wavelength photons ηsd = 5%,
and the total quantum yield for the band-to-band emis-
sion ηd = 20%. It then follows that 80% of band-to-
band transitions are nonradiative. Since the values of
the band gap and the spin–orbit splitting energy are
almost the same, the Auger process is most probable in
the p-type material due to electron transfer from the
conduction band into the valence band and hole transfer
from the valence band to the spin–orbit split-off band
(the CHHS process). The rate of this process depends
on the excitation level in almost the same way as the
rate of radiative recombination. This fact explains the
linearity of the current dependence of the emission
intensity.

The emission spectra of the LEDs with peak wave-
length λ = 2.44 µm exhibit the same indications of
band-to-band recombination as the spectra of LEDs
with λ = 2.3 µm. However, the width of the spectral
emission band for these LEDs is 2kBT at I < 200 mA,
and it increases noticeably at large currents, attaining

α e
S

Vn n 1+( )2
--------------------------,=

η l k ηext
1– 1

αd

α e

------+ 
  1–

+
1–

,=
3kBT at current I = 3 A. This behavior is caused by the
electron conduction in the active narrow-gap region, in
which the electrons are degenerate even for small cur-
rents due to the small effective mass of these electrons.
The degree of degeneracy increases with current due to
the small thickness of the narrow-gap region. The peak
energy of the spectral band slightly increases with cur-
rent as one would expect for a case of band-to-band
recombination for a low excitation level. For the impu-
rity recombination, the peak energy is independent of
current, and this mechanism can be disregarded. In the
case of considerable involvement of band “tails” or in
the case of diagonal tunneling, the peak energy of the
spectral band should increase more sharply for small
currents than for large ones. Since we observe a reverse
pattern, these recombination mechanisms may also be
considered insignificant. Thus, we may conclude that
the emission is caused by band-to-band recombination.

Most of the emission is apparently adsorbed in the
active region, since the width of the emission spectral
band is less than the theoretically calculated one at a
specified level of electron degeneracy by a factor of 3.
The fraction of long-wavelength photons in the primary
emission is ~20%, which corresponds to the value k =
ηs/ηl = 4.

The magnitudes of internal photon yield determined
by formula (2) at k = 4, αe = 1.48 cm–1, αd = 20 cm–1,
and ηext = 0.11% are ηl = 1.52%, ηs = 6%, and ηint =
7.5%. By substituting the differential external photon
yield ηed = 0.17% for ηext, we find ηld = 2.2%, ηsd = 9%,
and ηd = 11.2%. Thus, about 90% of the band-to-band
recombination is nonradiative. In this case, CHCC
Auger recombination is most probable. This recombi-
nation is characteristic of n-type semiconductors. In
this process, one electron from the conduction band
transfers to the valence band, while the second electron
participates in the intraband transition. Thus, the almost
linear current dependence of the emission power is
retained.

6. CONCLUSIONS

The light-emitting diodes (LEDs) with spectral peak
wavelengths λ = 2.3 and 2.44 µm were fabricated on the
basis of GaInAsSb solid solutions grown from lead-
containing solution–melts. The external photon yield at
room temperature was 1.6 and 0.11%, respectively.
These LEDs may find wide application in systems for
environmental monitoring and medical diagnostics.
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Abstract—Luminescence properties of thin-film cylindrical ZnO microcavities 1.8 µm in diameter obtained
by electron-beam lithography and reactive ion etching were studied. Narrow luminescence peaks were detected
in the excitonic and green spectral regions of zinc oxide and were attributed to spatial quantization of photon
wave functions. It was found that stimulated ultraviolet luminescence arises with coupled photon modes of
microcavities as optical pump power increases. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, the wide-gap semiconductor ZnO (band
gap Eg = 3.37 eV) has been intensively studied due to
the prospects for developing short-wavelength semi-
conductor laser diodes based on it. Due to the high exci-
ton binding energy (60 meV) in zinc oxide, it became
possible to attain stimulated luminescence in bulk sin-
gle crystals [1, 2] and epitaxial films [3, 4] not only at
cryogenic temperatures, but also at room temperature.
Depending on the crystal structure and defect composi-
tion in zinc oxide films, recombination emission of
excitons arises with a photon energy of 3.28 eV (at tem-
perature T = 300 K) or green luminescence with a peak
at 2.3 eV, caused by intrinsic defects (oxygen vacan-
cies). The high crystalline quality of ZnO epitaxial
films results in the fact that the luminescence spectrum
only contains an excitonic peak up to 550 K [3].

We obtained laser radiation with a wavelength of
397 nm in [5] using polycrystalline nonepitaxial ZnO
films produced by magnetron-sputtering deposition
onto oxidized silicon substrates. Stimulated room-tem-
perature luminescence was observed in the range of
electron–hole plasma recombination under optical
excitation by a pulsed nitrogen laser. In this case, the
threshold pump power was rather high, 6 MW/cm2.
Such a large value is caused not only by the fact that the
film is polycrystalline, but also by the absence of feed-
back along the film for stimulated light photons. The
Fabry–Perot cavity exists with total internal reflection
at the upper and lower faces of the film and single-pass
lasing in the horizontal plane. To decrease the lasing
threshold, it is advisable to fabricate cavities with mir-
rors on the lateral faces of the structure, which requires
flat cleaved surfaces of optical quality.

However, there is an alternative technological
method for fabricating cavities with a high quality fac-
tor for semiconductor lasers used in this study. The
point here is that a multiple-pass pulsed lasing mode
can develop only in micrometer-size cavities due to the
1063-7826/04/3812- $26.00 © 21426
short lifetime (10 ps) of excited excitonic states of a
semiconductor medium. Recently [6, 7], it was sug-
gested that coupled or weakly coupled quantum modes
of three-dimensional (3D) photon dots be used to attain
lasing in semiconductor lasers. In that case, a semicon-
ductor shaped like a parallelepiped, cylinder, or sphere
with size on the order of the wavelength of light that is
placed into a transparent medium with a smaller refrac-
tive index has several coupled states, i.e., emitted light
modes. The mode lifetime controls the quality factor of
the microcavity and optical pump threshold for stimu-
lated emission.

In this study, we consider the effect of spatial quan-
tization of photon wave functions in cylindrical ZnO
microcavities 1.8 µm in diameter on the spectral shape
of excitonic and green luminescence lines, as well as on
the initiation of stimulated emission during optical
pulsed excitation.

2. EXPERIMENTAL

We used zinc oxide films 0.25 µm thick deposited
by magnetron sputtering on oxidized silicon substrates.
The thermal oxide thickness was 0.27 µm. Immediately
after magnetron-sputtering deposition, the zinc oxide
films had an amorphous structure and exhibited no
luminescence. However, as a result of annealing in an
oxygen atmosphere at 700°C for a few minutes, the
films crystallized with the formation of crystalline
grains with average sizes of ~0.3–0.5 µm. The film sur-
face remained optically smooth with an average rough-
ness of ~10 nm. An excitonic peak with a maximum at
3.28 eV was predominant in the luminescence spec-
trum of annealed films at room temperature. Lasing was
observed when pumping by a pulsed nitrogen laser was
used at a threshold pump power of 6 MW/cm2 [5].

Thin-film cylindrical ZnO microcavities 1.8 µm in
diameter were obtained by electron-beam lithography
and reactive ion etching in argon plasma using prelim-
004 MAIK “Nauka/Interperiodica”
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inarily annealed Si–SiO2–ZnO structures. An alumi-
num mask used during ion etching was then removed
using a diluted alkali solution. Ion etching made it pos-
sible to obtain vertical walls of cylindrical microcavi-
ties arranged as a chain with a distance between nearby
cylinders of 10 µm (see Figs. 1, 2). A film area of ~4 mm2

was intentionally not subjected to lithography; it
remained as an island and was treated in the same way
as cylindrical microcavities. This was done to deter-
mine the influence of size effects on luminescence
spectra, rather than the influence of changes caused by
plasma or electrochemical treatment. Thus, linear
arrays of cylindrical photon dots 1.8 µm in diameter
were produced. Figures 1 and 2 show the electron-
microscopy images of a single microcavity (side view,
1.8 µm in diameter) and an array of 11 microcavities
(top view 1). A set of arrays of identical microcavities
was formed to increase the intensity of the lumines-
cence signal in optical measurements.

The luminescence spectra were measured under
excitation by an ILGI-505 pulsed nitrogen laser with a
wavelength of 337.1 nm, a pulse duration of 9 ns, and a
peak power of 1.5 kW. The laser beam was focused
onto a spot 0.5 mm in diameter, which provided an opti-
cal excitation density as high as I0 = 0.4 MW/cm2. The
photoluminescence (PL) spectra of microcavities of
various diameters were studied at room temperature
and various pump powers, I = 0.1I0, 0.15I0, 0.5I0,
0.75I0, and 1I0. To this end, a light absorber with a pre-
set transmittance was placed between the sample and
the laser. The excitation light of the laser was incident
on the microcavity normally to its surface. Lumines-
cence was measured at an angle of 45°, which
decreased the contribution of reflected laser light.
Luminescence was measured using an MDR-23
monochromator, an FÉU-106 photomultiplier, and a
Unipan-237 variable-signal amplifier connected to a
computer. The spectral resolution was no worse than
0.2 nm in all the experiments.

3. RESULTS AND DISCUSSION

Figure 3 shows the PL spectra of cylindrical ZnO
microcavities 1.8 µm in diameter (curve 1) and the
island film (curve 2) for the lowest power I = 0.1I0 of
excitation radiation. It is worth noting that both spectra
contain a green-emission band peaked at about 2.2 eV
and caused by oxygen vacancies in zinc oxide [8]. Exci-
tonic luminescence is almost absent at low-intensity
pumping. We note that the intensity of green PL of
microcavities (curve 1) is somewhat higher than that of
the island film (curve 2) and has a pronounced fine
structure with two peaks at 2.03 and 2.22 eV, as well as
two shoulders on the short-wavelength side at energies
of 2.43 and 2.61 eV.

As the excitation-radiation intensity increases to I0 =
0.4 MW/cm2 (Fig. 4), excitonic luminescence with a
peak in the violet spectral region at 3.28 eV begins to
prevail in the PL spectra. In this case, the shape and
SEMICONDUCTORS      Vol. 38      No. 12      2004
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Fig. 1. Electron-microscopy image of the cylindrical ZnO
microcavity 1.8 µm in diameter, obtained at an angle of 45°.

10 µm

Fig. 2. Electron-microscopy image (top view) of an array of
ZnO microcavities 1.8 µm in diameter (top view).
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Fig. 3. Photoluminescence spectra excited using a nitrogen
laser with power density I = 0.1I0 of (1) the linear array of
microcavities 1.8 µm in diameter and (2) the ZnO film
grown on oxidized silicon; T = 300 K, I0 = 0.4 MW/cm2.
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intensity of green-emission bands is almost unchanged
(Fig. 5). In contrast to the island ZnO film (Fig. 4,
curve 2), the spectra of excitonic PL of microcavities
(curve 1) are significantly narrower and have a fine
structure, which is caused by coupled and weakly cou-
pled modes of 3D photon dots with peak positions at
3.26, 3.31, 3.35, and 3.38 eV. Uncoupled modes in fact
represent interference of outgoing light at microcavity
lateral faces, while coupled photon states should be
completely localized inside it. However, due to scatter-
ing at polycrystal boundaries inside the film, even cou-
pled electromagnetic oscillations sooner or later leave
the film and contribute to the PL signal. Therefore, the
microcavities under consideration, like any laser cavi-
ties, exhibit a finite quality factor that controls the
width of the emission line. We can see in Fig. 4 that the
FWHM of the line corresponding to the single most
intense mode (with a peak at 3.31 eV) of the cavity
1.8 µm in diameter (curve 1) is ~25 meV in the case
under consideration. Is this quality factor sufficiently
large for the generation of lasing pumped by pulses of
the nitrogen laser?

Figure 5 shows the dependence of the intensity of
the brightest mode at 3.31 eV in the excitonic spectral
region of this microcavity on the power density of exci-
tation radiation of the nitrogen laser. We note the almost
linear dependence for the island ZnO film (curve 2). For
microcavities 1.8 µm in diameter (curve 1), the lumi-
nescence intensity evidently increases nonlinearly,
which suggests that stimulated luminescence arises if
the power density of laser excitation is higher than
0.2 MW/cm2. This is in agreement with the dependence
of the intensity of green-emission bands of the micro-
cavities and ZnO film on the pump power (Fig. 5,
curves 3, 4). The point here is that the green PL inten-
sity of the film slightly increases, while that of cavities
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Fig. 4. Photoluminescence spectra (excited by the nitrogen
laser with power density I = I0) of (1) the linear array of
microcavities 1.8 µm in diameter and (2) the ZnO film
grown on oxidized silicon; T = 300 K, I0 = 0.4 MW/cm2.
even slightly decreases with the excitation-radiation
power. This observation confirms that lasing arises in
the excitonic spectral region of microcavities. In this
case, the excitonic line becomes narrower in compari-
son with the film spectrum, which is especially distinct
in the long-wavelength spectral region, where phonon
replicas of the excitonic line are observed.

The use of coupled modes of small microcavities
reduces the threshold powers of optical pumping
needed for lasing. Specifically, the use of cylinders with
diameters from 1 to 3 µm makes it possible to obtain
ZnO microcavities (using the technology under discus-
sion) with the highest quality factor for generating vio-
let radiation with a peak at 3.31 eV (Fig. 4, curve 1).
Note that the dependence of the intensity of excitonic
luminescence of simple ZnO films used to obtain
microcavities, which we studied in [5], was linear up to
a power of 6 MW/cm2.

4. CONCLUSIONS

Thus, optical cylindrical microcavities 1.8 µm in
diameter were obtained by electron-beam lithography
and ion etching on the Si–SiO2–ZnO structure with a
thin zinc oxide film (0.25 µm). The mode structure of
photoluminescence spectra was experimentally
detected in the excitonic and green spectral regions of
ZnO microcylinders.

The study of photoluminescence spectra of micro-
cavities in relation to the optical pump intensity showed
stimulated emission in the excitonic region of zinc
oxide at an excitation-power density higher than
0.2 MW/cm2. Note also that stimulated emission of the
ZnO film itself required an excitation density of
6 MW/cm2 [5].

0

0 0.1

Intensity, arb. units

Excitation power, MW/cm2
0.2 0.3 0.4

50

100

150

200

250

1

2

3

4

Fig. 5. Dependences of the intensity of the mode with the
highest intensity in the excitonic region of (1) microcavities
1.8 µm in diameter and (2) ZnO film, as well as in the green
region of (3) microcavities and (4) ZnO film, on the power
density of the excitation laser radiation; T = 300 K.
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Hence, the use of three-dimensional cavities with
cylinders 1.8 µm in diameter allows the pump threshold
to be decreased more than tenfold compared with the
one-dimensional Si–SiO2–ZnO cavity structure of the
Fabry–Perot type.
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Abstract—Internal optical loss in separate-confinement laser heterostructures with an ultrawide (>1 µm)
waveguide has been studied theoretically and experimentally. It is found that an asymmetric position of the
active region in an ultrawide waveguide reduces the optical confinement factor for higher-order modes and
raises the threshold electron density for these modes by 10–20%. It is shown that broadening the waveguide to
above 1 µm results in a reduction of the internal optical loss only in asymmetric separate-confinement laser het-
erostructures. The calculated internal optical loss reaches ~0.2 cm–1 (for λ ≈ 1.08 µm) in an asymmetric
waveguide 4 µm thick. The minimum internal optical loss has a fundamental limitation, which is determined
by the loss from scattering on free carriers at the transparency carrier density in the active region. An internal
optical loss of 0.34 cm–1 was attained in asymmetric separate-confinement laser heterostructures with an ultra-
wide (1.7 µm) waveguide, produced by MOCVD. Lasing in the fundamental transverse mode has been obtained
owing to the significant difference in the threshold densities for the fundamental mode and higher-order modes.
The record-breaking CW output optical power of 16 W and wallplug efficiency of 72% is obtained in 100-µm
aperture lasers with a Fabry–Perot cavity length of ~3 mm on the basis of the heterostructures produced. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

This paper continues a series of publications on
studies aimed at developing and producing high-power
semiconductor lasers [1–9]. Success in attaining record
high power of optical emission is related to the optimi-
zation of the parameters of laser heterostructures, such
as the threshold current density, threshold gain, differ-
ential quantum efficiency, internal optical loss, serial
resistance, and temperature stability [1–10]. It was
established that the principal factor that defines the
power of optical emission of a semiconductor laser is
the reduction of internal optical loss, and this can be
attained by increasing the thickness of the waveguide
layer. A detailed study and determination of parameters
of a symmetric laser heterostructure characterized by
low internal optical loss were reported in our previous
publication [9]. A natural limitation on the thickness of
a symmetric waveguide is imposed by the threshold
conditions for higher-order waveguide modes [11]. The
generation of higher-order modes deteriorates the far-
field pattern in the plane normal to the p–n junction. At
the same time, several attempts have been made to
maintain lasing in only one fundamental transverse
mode in lasers with a waveguide as thick as several
micrometers [12–17]. The best results, where the angle
of divergence of emission was reduced to 10°, were
obtained using the effect of mode leakage from the
waveguide of the laser heterostructure [16, 17]. How-
ever, this approach, like other cases we are aware of,
1063-7826/04/3812- $26.00 © 21430
resulted in an increase in internal loss and a reduction
in the optical power [12–17].

In [8] we demonstrated the first successful applica-
tion of an ultrawide asymmetric waveguide, with the
goal of simultaneously reducing both the internal opti-
cal loss and emission divergence in the plane normal to
the p–n junction. The enlargement of the waveguide
thickness to 4 µm allowed us to reduce the internal opti-
cal loss to 0.7 cm–1 and the emission divergence to
16°–18° without significant loss of the maximum emis-
sion power, which was 8.6 W [8].

In this paper, we present theoretical and experimen-
tal studies of internal optical loss in separate-confine-
ment quantum-well (SC QW) laser heterostructures
with an asymmetric position of the active region in an
ultrawide waveguide. The influence of the asymmetric
position of the active region in an ultrawide waveguide
on the suppression of higher-order modes is discussed.
Semiconductor lasers based on optimized MOCVD-
grown heterostructures have been fabricated, and their
properties are studied. Record-breaking values of inter-
nal optical loss of 0.34 cm–1, output optical power of
16 W, and a wallplug efficiency of 72% are obtained.

2. EXPERIMENTAL LASER STRUCTURES

All the theoretical and experimental studies were
performed for SC QW laser heterostructures with a
symmetric or asymmetric position of the active region
004 MAIK “Nauka/Interperiodica”
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in the waveguide. Experimental laser heterostructures
based on InGaAs/GaAs/AlGaAs solid solutions were
grown by MOCVD in an Emcore GS-3100 setup.
Depending on the material of the emitter layers, two
series of structures were considered; their band struc-
ture is shown Fig. 1. Structures of series 1 consisted of
two wide-gap emitters AlxGa1 – xAs with x = 0.6, a GaAs
waveguide layer, and an InGaAs QW 90 Å thick. In
structures of series 2, another composition of solid
solution, Al0.3Ga0.7As, was used in the emitters.

The two series differed only in the difference of the
refractive indices between the emitter and waveguide
layers (the waveguide efficiency). Multimode lasers
with 100-µm-wide contacts and an emission wave-
length of ~1µm were fabricated from the laser hetero-
structures.

3. MAIN DEFINITIONS

Optical loss in a laser heterostructure is constituted
by the loss related to the emergence of emission from
the cavity, αext, and the loss related to the processes
within the laser heterostructure, αint. The internal opti-
cal loss is related mainly to the scattering of photons on
free carriers and layer inhomogeneities, αS. The general
relation for the internal loss by optical scattering, αint,
in a laser heterostructure has the form

(1)

where Γjm is the optical confinement factor for mode m
in the layer j; αj, the loss related to scattering of light on
free carriers in the jth layer; and αS, loss related to inho-
mogeneities. The modern technology of laser hetero-
structures allows the production of homogeneous epi-
taxial layers, so that αS becomes negligible. We there-
fore assume below that the internal optical loss is
defined only by photon scattering on free carriers. In
this study, we analyze separate-confinement double
QW laser heterostructures of classical design (Fig. 1).
In this case, the relation for internal optical loss (1)
takes the form

(2)

where αQW, αCL, and αW are the internal optical loss in
the active region, emitters, and the waveguide, respec-
tively.

As shown in our earlier study [9], the major portion
of loss in lasers with wide a waveguide (up to 1 µm) is
related to the absorption in the active region and in the
emitter layers. To reduce the internal optical loss, two
approaches are possible. The first way is to enhance the
change in the refractive index across the interface
between the emitter and the waveguide. The second
way is to enlarge the thickness of the waveguide layer
[9]. In the first case, the possibilities are limited by the
semiconductor materials currently available; in the sec-
ond, by the condition that higher-order modes appear.

α int Γ jmα j αS,+∑=

α int αQW αCL αW,+ +=
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4. SELECTION OF HIGHER-ORDER MODES 
IN MULTIMODE ULTRAWIDE WAVEGUIDES

The fulfillment of threshold conditions for higher-
order modes along with the principal mode is an inevi-
table consequence of enlarging the waveguide thick-
ness in a double laser heterostructure [18]. To select the
higher-order modes, three methods are known. The first
is to enhance the absorption loss for higher-order
modes in heavily doped emitter layers [11]. In the sec-
ond method, the higher-order modes are selected by
using the specific configuration that provides the leak-
age of these modes from the main waveguide [16]. In
the third method, the higher-order modes are selected
using the difference in the losses related to the emer-
gence of emission from the cavity through the face of
the mirror with an antireflection coating. This is per-
formed by making the angle between the planes of the
cavity mirror and the waveguide other than normal
[19]. In this case, the output loss for higher-order
modes in the plane normal to the p–n junction is higher
than the loss for the fundamental mode. The methods
listed above are related to the increase in total optical
loss in the laser, which is not consistent with the con-
cept we are developing of high-power semiconductor
lasers.

The lasing threshold condition can be presented in
the form

(3)

where g(nQW, pQW) is the material gain in the active
medium; nQW and pQW, the threshold densities of elec-
trons and holes in the active region; and ΓQW, the optical
confinement factor of the active region. Note that, in the
heterostructures under study, the threshold densities of
electrons and holes do not coincide; this is related to

ΓQWg nQW pQW,( ) α int α ext,+=
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Fig. 1. Upper edge of the band gap in separate-confinement
laser heterostructures with the waveguide layer width D and
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electron emission from the QW in the active region,
which is not deep enough [1, 9].

As follows from the lasing threshold condition (3),
the fulfillment of the threshold conditions can be con-
trolled by varying the threshold carrier density, the opti-
cal confinement factor for the corresponding mode, or
the balance in total optical loss between the fundamen-
tal mode and higher-order modes. The expression for
g(nQW, pQW), which relates the material gain in the
active region with the free carrier density in the QW,
was obtained experimentally in [20]; using this relation
and Eq. (3), we can represent the threshold densities of
electrons and holes as

(4)

(5)

where n0 and p0 are the transparency densities for elec-
trons and holes, and g0 is the gain. The coefficients n0,
p0, and g0 were determined experimentally. They charac-
terize the properties of the active region and do not depend
on the specific design of a laser heterostructure [20].

The calculation of threshold densities (4), (5) for the
fundamental mode and higher-order modes as func-
tions of the waveguide thickness includes the calcula-
tion of external optical loss, in which it is necessary to
take into consideration that the reflectivities for differ-
ent modes are different and depend on the thickness of
the waveguide [19]. The reflectivity in a dielectric
waveguide has been studied in detail by several authors
[19, 21–25]. In our calculations, we used the simplest

nQW n0

2 α int nQW( ) α ext+[ ]
ΓQWg0

---------------------------------------------
 
 
 

,exp=

pQW p0

2 α int pQW( ) α ext+[ ]
ΓQWg0

----------------------------------------------
 
 
 

,exp=
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Fig. 2. External optical loss αext vs. the waveguide thick-
ness D for laser diodes with cavity length L = 4 mm, fabri-
cated from series 2 heterostructures with Al0.3Ga0.7As
emitters. Mode numbers: (1) zeroth, (2) 1st, (3) 2nd, (4) 3rd,
(5) 4th, (6) 5th, and (7) 6th.
model based on the calculation of the average reflectiv-
ity in a dielectric waveguide. The average reflectivity
was obtained as a sum of reflectivities in different lay-
ers of a heterostructure, taken in proportion to their vol-
umes. Figure 2 shows dependences of external optical
loss for different modes as functions of the thickness of
the laser waveguide. The calculated results agree well
with the data from [19, 21–25].

The calculated dependences of the external optical
loss on the waveguide thickness and the relations (3)–(5)
were used for the analysis of the dependence of the
threshold carrier density in the active region on the
waveguide thickness for the fundamental and higher-
order modes. In this procedure, the internal optical loss
αint(nQW) for the fundamental and higher-order modes
were calculated using the method derived in our earlier
study [9]. A detailed discussion and calculation of the
internal optical loss for higher-order modes in separate
layers of laser heterostructures is presented below. In
our calculation of internal optical loss and threshold
densities, we chose the length of 4 mm for the Fabry–
Perot cavity in the laser diode. For this cavity length,
the saturation of gain in its dependence on the density
g(nQW, pQW) is negligible [20].

Figure 3 shows the data calculated for a symmetric
laser heterostructure of series 2 with a waveguide of
lower efficiency (with the emitters made of Al0.3Ga0.7As
solid solution). The balance between the threshold den-
sities for fundamental and higher-order modes depends
on several parameters. Specifically, it depends on the
waveguide efficiency ∆n and the emission wavelength λ,
which define the reflectivity and its dependence on the
waveguide thickness and on the length of the Fabry–
Perot cavity L, which, in turn, defines the ratio between
the external and internal optical loss. In our case, for
thick waveguide layers and long (L > 4 mm) Fabry–
Perot cavities, the difference between the threshold
density for the fundamental mode and that for higher-
order modes did not exceed 1.8–6.4%. Such a small dif-
ference between the threshold densities for the funda-
mental and higher-order modes leads to simultaneous
fulfillment of the threshold conditions for all modes in
a laser diode. We believe that this fact can be attributed

1.8
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1.4

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
D, µm

nQW,1018 cm–3

1
2

3
4

Fig. 3. Threshold electron density nQW vs. the waveguide
thickness D for symmetric laser heterostructures of series 2
with Al0.3Ga0.7As emitters, with cavity length L = 4 mm.
Mode numbers: (1) zeroth, (2) 2nd, (3) 4th, and (4) 6th.
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to fluctuations of carrier density within a QW and to a
certain increase in the threshold density above the las-
ing threshold.

As stated earlier, several transverse modes exist in
symmetric ultrawide waveguides. For example, we will
now consider a heterostructure of series 2 (Al0.3Ga0.7As
emitters) with a waveguide thickness of 1.7 µm. In this
case, the wave equation has three solutions, with the
corresponding three stable configurations of the field
(Fig. 4). In this laser heterostructure, the difference
between the optical confinement factors of the active
region (ΓQW_N, where N is the mode number) for the
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Fig. 4. Distribution of the intensity of the electromagnetic
field in a laser heterostructure of series 2 with Al0.3Ga0.7As
emitters, with waveguide thickness D = 1.7 µm. Mode num-
bers: (1) zeroth, (2) 1st, and (3) 2nd. (4) Energy diagram of
the upper edge of the band gap in (a) symmetric and
(b) asymmetric laser heterostructure of series 2.
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Fig. 5. Optical confinement factor of the active region, ΓQW,
as a function of the position of the active region in the
waveguide, k. Mode numbers: (1) zeroth, (2) 1st, and
(3) 2nd. The calculations were performed for a laser hetero-
structure of series 2, with Al0.3Ga0.7As emitters and
waveguide thickness D = 1.7 µm. Arrows indicate the posi-
tions of the active region with ΓQW_0/ΓQW_N = max, where
N is the mode number.
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fundamental and higher-order modes is small. At the
same time, the optical confinement factors of the active
region are different for different modes, depending on
the position of the active region within the waveguide
(Fig. 5). At some specific positions of the active region
within the waveguide, the optical confinement factor
for the fundamental mode is higher than for higher-
order modes (Fig. 5). If the ratio ΓQW_0 provides a suf-
ficient difference between the threshold densities for
the fundamental and higher-order modes, the threshold
conditions for mode N will not be fulfilled. Our calcu-
lations allowed us to determine the manner in which the
waveguide layer thickness affects the optimal position
of the active region. The shift of the active region in
respect to the waveguide center, which corresponds to
the optimal position, steadily increases as the
waveguide thickness increases (Fig. 6). However, when
the waveguide thickness passes through the range in
which a new higher-order mode arises, a sharp dip is
observed in the dependence presented in Fig. 6. Figure
6 also shows the dependence ΓQW_0/ΓQW_N for the opti-
mal active region position as a function of the
waveguide thickness. The increase in the waveguide
thickness is followed by a decrease in selectivity. Espe-
cially sharp drops are observed when new higher-order
modes appear.

In order to estimate the efficiency of selection of
higher-order modes in asymmetric separate-confine-
ment laser heterostructures, we have determined the
threshold densities for all the modes existing in a mul-
timode waveguide. The calculation was performed for
symmetric and asymmetric structures with waveguide
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Fig. 6. Dependences on the waveguide thickness D for laser
heterostructures of series 2 with Al0.3Ga0.7As emitters:
(1) optimal shift of the active region relative to the
waveguide center, k; (2) the ratio ΓQW_0/ΓQW_N. Arrows
indicate the thickness corresponding to the onset of the first,
second, and third modes.
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thicknesses of 1.7 and 2.8 µm (Fig. 7). It was assumed
that the active region is shifted into one of its optimal
positions (Figs. 5, 6). In an asymmetric structure, the
threshold density for a higher-order mode exceeds the
threshold density for the fundamental mode (N = 0) at
worst by 19.4 and 8.5% for laser heterostructures with
a waveguide thickness of 1.7 and 2.8 µm, respectively
(Fig. 7). According to the experimental data, this excess
is sufficient for the selection of higher-order modes, the
confirmation of which will be presented below. At the
same time, in a symmetric structure the difference in
the threshold densities for the fundamental and higher-
order modes does not exceed 5% (Fig. 7).

5. INTERNAL OPTICAL LOSS BY SCATTERING 
IN THE ACTIVE REGION

The internal optical loss by scattering in the active
region is usually presented in the form [18]

(6)

For a given material of the active region, with the cross
sections σp and σn for hole and electron scattering,
respectively, the magnitude of αQW depends on the opti-
cal confinement factor of the active region, ΓQW, and on
the free carrier densities, nQW and pQW. To reduce αQW,
it is necessary that ΓQW, nQW, and pQW have the lowest
possible values.

Now we discuss the influence of the parameters of a
laser heterostructure on the magnitudes of these vari-
ables. Figure 8 shows ΓQW in symmetric structures as a
function of the waveguide thickness D for fundamental
modes in structures with emitters made of Al0.6Ga0.4As
and Al0.3Ga0.7As solid solutions (curves 1 and 2, respec-
tively). The corresponding energy diagrams are shown
in Fig. 1. The difference between the values of ΓQW is

αQW ΓQW σnnQW σp pQW+( ).=
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Fig. 7. Threshold electron density in the QW, nQW, as a
function of the mode number N for structures of series 2
with Al0.3Ga0.7As emitters. The cavity length in laser
diodes L = 4 mm. The waveguide thickness, D: (1, 3) 1.7 µm
and (2, 4) 2.8 µm. The position of the active region: (3, 4) in
the center of the waveguide and (1, 2) shifted to the optimal
position.
observed only in the vicinity of their peaks. As the
waveguide thickness increases, ΓQW for fundamental
modes in both structures becomes virtually equal. Thus,
the increase in the waveguide efficiency does not lead
to a significant increase in ΓQW for structures with ultra-
wide waveguide layers.

Figure 8 also shows the optical confinement factor
of the active region for higher-order modes in symmet-
ric structures with Al0.3Ga0.7As emitters (curves 3–5).
The values of ΓQW_N for even higher-order modes virtu-
ally coincide with ΓQW_0 for the fundamental mode.
Therefore, the principal contribution to the balance of
gain between the fundamental mode and even higher-
order modes is made by the internal optical loss in emit-
ter layers and external loss at the exit.

The increase in the waveguide thickness results in
the reduction of the optical confinement factor for the
fundamental mode, as well as for higher-order modes
(Fig. 8). However, the optical confinement factor and
the free carrier density in a QW are related by the lasing
threshold condition (3). This implies that, in a semicon-
ductor laser with fixed internal and external optical
loss, simultaneous reduction of the free carrier density
and the optical confinement factor in the active region
is impossible. However, in [20] we presented an exper-
imental dependence of the material gain g(nQW, pQW)
for the QW used as an active region in this study and a
logarithmic approximation to this dependence. At a
high density of free carriers, the material gain demon-
strates a specific range of saturation. Therefore, the
main specific feature of dependences (4) and (5) is that
when the inequality

(7)

is fulfilled, the variation of ΓQW has little or no effect on
the free carrier density in the active region. To maintain

ΓQWg0 @ α int α ext+
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Fig. 8. Optical confinement factor of the active region, ΓQW, as
a function of the waveguide thickness D. (1) Zeroth mode in
symmetric structures of series 1, with Al0.6Ga0.4As emitters.
For symmetric structures of series 2, with Al0.3Ga0.7As emit-
ters, mode numbers: (2) zeroth, (3) 2nd, (4) 4th, and (5) 6th.
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the validity of (3), it is clear that the reduction of ΓQW
must be compensated for by a high material gain g. The
increase in the material gain for the given composition
of the active region can be reached only by increasing
the free carrier density. However, due to the superlin-
earity of dependence g(nQW, pQW), the initial increase in
densities nQW and pQW is insignificant. In other words,
when the inequality (7) is valid, the increase in the
waveguide thickness, which reduces ΓQW, makes it pos-
sible to reduce αQW. Therefore, the widening of the
waveguide is the most effective way to reduce the inter-
nal optical loss by scattering on free carriers in the
active region.

6. INTERNAL OPTICAL LOSS BY SCATTERING 
IN THE WAVEGUIDE AND EMITTERS

The total optical loss by scattering in the emitters
(CL) can be presented in the form

(8)

where σn and σp are the cross sections of scattering for
electrons and holes; ΓCL_n and ΓCL_p, the optical con-
finement factors of n- and p-type emitters; and nCL_n
and pCL_p, carrier densities in n- and p-type emitters.

Figure 9 shows the calculated optical confinement
factors of the p-type emitter, ΓCL_p, for different modes
at different waveguide thicknesses D for the structures
under study (see Fig. 1). In contrast to the active region,
in emitter layers the difference between the optical con-
finement factors for the fundamental mode and higher-
order modes is significant; this factor must be taken into
account in the discussion of the gain balance and
threshold densities for different modes in an ultrawide
waveguide.

αCL ΓCL_nσnnCL_n ΓCL_ pσp pCL_ p,+=
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Fig. 9. The optical confinement factor of the p-type emitter,
ΓCL_p, as function of the waveguide thickness D. (1) Zeroth
mode in structures of series 1, with Al0.6Ga0.4As emitters.
Mode numbers for structures of series 2, with Al0.3Ga0.7As
emitters: (2) zeroth, (3) 2nd, (4) 4th, and (5) 6th.
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The waveguide efficiency has a strong effect on
ΓCL_p; namely, the difference between the values of
ΓCL_p for structures with different waveguide efficiency
increases when the waveguide layer thickness D
increases (Fig. 9, curves 1 and 2). With similar condi-
tions of doping, the loss in emitters, αCL, will be higher
in structures with a lower change in the refractive index
across the interface between the waveguide and emitter.
Despite this factor, the widening of the waveguide
allows the reduction of ΓCL_p to a fraction of one per-
cent in both types of structures (Fig. 9), when the depth
of penetration of the field of a mode into emitters is
reduced to fractions of a micrometer. In contrast to the
active region, the free carrier density in emitters is deter-
mined by the technology of the laser heterostructure
growth, so the density can be varied over a wide range.
Therefore, the optimization of the density profile of car-
ries in emitter layers can be an effective method for the
reduction of αCL. Thus, the use of ultrawide waveguides
and optimized profiles of emitter doping makes it possi-
ble to minimize the αCL contribution to the total optical
loss, regardless of the waveguide efficiency.

The internal optical loss in the waveguide layers is
calculated as

(9)

where ΓW and nW, pW are, respectively, the confinement
factor and the electron and hole densities in the
waveguide. Figure 10 shows the calculated optical con-
finement factor of the waveguide, ΓW, for different
modes as functions of the waveguide thickness D for
the structures under study (Fig. 1). For both types of
laser heterostructures with an ultrawide (over 1 µm)
waveguide, ΓW is virtually independent of the
waveguide thickness and efficiency, except in the
ranges where new modes appear (Fig. 10). Therefore,
the only way to reduce αW is to reduce the concentra-
tion of uncontrolled impurities in the waveguide layers.
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Fig. 10. Optical confinement factor of the waveguide, ΓW,
as a function of the waveguide thickness D. (1) Zeroth mode
in structures of series 1, with Al0.6Ga0.4As emitters. Mode
numbers for structures of series 2, with Al0.3Ga0.7As emit-
ters: (2) zeroth, (3) 2nd, (4) 4th, and (5) 6th.
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7. CALCULATION OF TOTAL INTERNAL 
OPTICAL LOSS

In the previous sections, we analyzed the depen-
dences of the main components of internal optical loss
on the parameters of a separate-confinement laser het-
erostructure. Below, we are going to perform a quanti-
tative analysis of total optical loss αint for two series of
symmetric and asymmetric laser heterostructures. To
calculate the internal optical loss, it is necessary to
know the optical confinement factors for modes in each
layer of the structure, the absorption cross sections for
electrons and holes, and the free carrier densities. The
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Fig. 11. Internal optical loss in two emitter layers, αCL, as a
function of the waveguide thickness, D. (1) Zeroth mode in
symmetric structures of series 1, with Al0.6Ga0.4As emit-
ters. Mode numbers for symmetric structures of series 2,
with Al0.3Ga0.7As emitters: (2) zeroth, (3) 2nd, (4) 4th, and
(5) 6th.
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Fig. 12. Total optical loss αint as a function of the
waveguide thickness D for symmetric laser heterostructures
of series 2, with Al0.3Ga0.7As emitters. Mode numbers:
(1) zeroth, (2) 2nd, (3) 4th, and (4) 6th. (5) Internal optical
loss in the active region, αQW, for the zeroth mode in the
same structure. Points are the total optical loss αint for the
zeroth mode in heterostructures with an asymmetric posi-
tion of the active region.
calculated dependences of the optical confinement fac-
tors for both series of structures were already shown in
Figs. 8–10. In the calculations, we used the following
values of the scattering cross section for electrons and
holes: σn = 3 × 10–18 cm2 and σp = 7 × 10–18 cm2 [26].
We also used the free carrier densities in the hetero-
structure layers, with the parameters preset by the tech-
nology. The electron and hole densities in n- and p-type
emitters were n = 1018 cm–3 and p = 3.5 × 1018 cm–3. The
waveguide layers were regarded as undoped, with a
residual impurity concentration of 3 × 1015 cm–3.

For both types of heterostructures, the internal optical
loss in the waveguide layers was calculated from (9); the
value obtained was about 0.03 cm–1, with the wave-
length thickness varying from 1 to 4 µm. In the calcu-
lation of the internal optical loss in two emitter layers
in the structures under study, we used the relation (8).
The obtained dependences are shown in Fig. 11.

The internal optical loss in the active region, αQW,
was calculated using the relation (6). The density of
free carriers in the active region was determined from
(4), (5). Since the threshold density is determined not
only by the internal loss but also by the loss related to
the emergence of emission from the cavity [see (3)], a
constant cavity length of L = 4 mm was assumed. Fig-
ure 3 shows the threshold density of electrons in the
active region for a symmetric structure (Fig. 1) as a
function of the waveguide thickness. In the calculation
of the threshold density of free carriers in the active
region, the electron emission from the QW was taken
into account using the technique proposed in [27].
Therefore, in the calculation of αQW, the density of elec-
trons localized in the Coulomb QW was taken into
account. Based on these calculations, we obtained αQW
as functions of the waveguide thickness in symmetric
laser heterostructures (Fig. 12, curve 5). Figure 12 also
shows the dependences of total internal loss in a symmet-
ric separate-confinement structure on the waveguide
thickness. Points indicate the total internal optical loss
for the fundamental mode in asymmetric structures
with waveguide thicknesses of 1.7 and 2.8 µm. For
these thicknesses, the total internal optical loss in an
asymmetric structure virtually coincides with the loss
for the fundamental mode in a symmetric structure. At
a waveguide thickness over 1 µm, the principal contri-
bution to the total loss is made by the internal loss in the
active region, αQW, because the loss is small in the emit-
ters and negligible in the waveguide. In fact, αQW
defines the internal optical loss αint in laser heterostruc-
tures with an ultrawide waveguide. When the
waveguide thickness exceeds 3 µm, increasing it fur-
ther does not change ΓQW (Fig. 8). The lower limit of
the threshold carrier density in a QW is determined by
the transparency densities for electrons and holes, n0
and p0, which are defined by the properties of the mate-
rial of the active region. The difference between the
threshold density and the transparency density depends
on the total optical loss, as well as on the behavior of
SEMICONDUCTORS      Vol. 38      No. 12      2004
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g(nQW, pQW). The values of n0 and p0 for the QW used in
the active region in this study were experimentally
determined in [20]. The greatest fraction of the thresh-
old density in the dependences we obtained (Fig. 3) is
the transparency density. Therefore, the calculated min-
imum internal optical loss is, in fact, the lower funda-
mental limit for laser heterostructures with an active
region consisting of InGaAs QWs with an emission
wavelength of about 1 µm.

8. CHOICE OF PARAMETERS 
FOR THE OPTIMAL HETEROSTRUCTURE 

AND EXPERIMENTAL LASERS 
WITH A WIDE STRIPE CONTACT

Separate-confinement laser heterostructures with
the design devised in the process of modeling were
grown by MOCVD. As shown above, the shift of the
active region in respect to the center of the waveguide
opens the way for an efficient suppression of lasing at
higher-order modes. However, the suppression effi-
ciency decreases as the waveguide thickness increases.
Therefore, we chose an asymmetric laser structure with
a 1.7-µm-thick waveguide as the basic structure. The
experimental heterostructure consisted of the following
epitaxial layers: heavily doped n-Al0.3Ga0.7As (n =
1018 cm–3) and p-Al0.3Ga0.7As (p = 3.5 × 1018 cm–3)
emitters (Si and Mg were used as donor and acceptor
impurities, respectively), and a nominally undoped
GaAs waveguide. The active region was a single
strained InGaAs QW 90 Å thick. The composition of
the solid solution of the QW corresponded to a elec-
troluminescence wavelength of 1.05 µm.

Standard postgrowth treatment [28, 29] was used for
the fabrication of mesa-stripe lasers with a stripe width
of 100 µm and different lengths of the Fabry–Perot cav-
ity, L = 1.5–4 mm.

Light–current characteristics in the CW mode were
measured for all the fabricated devices, at a heat sink
temperature of 20°C. Based on the data obtained, the
dependence of the inverse external differential quantum
efficiency on the cavity length was plotted (Fig. 13).
The linear approximation to the dependence obtained
allowed us to determine the internal quantum yield of
the stimulated emission and the internal optical loss,
which were ηi = 99% and αi = 0.34 cm–1, respectively.
The ultralow internal optical loss achieved in this het-
erostructure design opens the way for the fabrication of
laser diodes with ultralong cavities, without a notice-
able decrease in the external differential quantum effi-
ciency. The enlargement of the cavity length makes it
possible to use higher driving currents and, respec-
tively, to significantly increase the emission power,
while retaining the high efficiency of the electric-to-
optical energy conversion.

Figure 14 shows the typical dependence of the emis-
sion power and wallplug efficiency on the driving current
SEMICONDUCTORS      Vol. 38      No. 12      2004
for a laser diode with the cavity length L = 3040 µm and
antireflection and high-reflection insulator coatings
deposited on the cavity faces, with power reflection
coefficients of 5 and 95%. The output CW power was
16 W and the wallplug efficiency reached 72% at a sta-
ble heat sink temperature of 20°C. This value of the
CW power is the highest obtained for semiconductor
lasers [30].

Figure 15 shows typical far-field emission patterns
in the plane normal to the p–n junction for different val-
ues of the driving current in laser diodes. It can be seen
that the value of Θ⊥  and the shape of the line remain vir-
tually unchanged when the driving current increases.
Such a stable behavior of the far-field emission pattern
indicates that the emission of the laser diode in the
plane normal to the p–n junction is single-mode.
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Fig. 13. Inverse external differential quantum efficiency
1/ηd as a function of the cavity length L in an asymmetric
laser heterostructure with waveguide thickness D = 1.7 µm
and Al0.3Ga0.7As emitters. Solid line: approximation to the
experimental data.
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Fig. 14. Light–current characteristic and wallplug effi-
ciency as functions of the driving current for a laser diode
with cavity length L = 3040 µm, the stripe width 100 µm,
and with high-reflection (95%) and antireflection (5%)
coatings on the cavity faces. CW mode, temperature 20°C.
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9. CONCLUSION

We conclude that progress in the design of high-
power semiconductor lasers is possible with the use of
asymmetric SC QW heterostructures. In symmetric
separate-confinement heterostructures, the enlargement
of the waveguide width above 1 µm gives rise to higher-
order modes. This is related to the fact that, in multi-
mode lasing, the difference between the threshold den-
sities for the fundamental mode and higher-order
modes does not exceed 5%. When higher-order modes
arise, the internal optical loss strongly increases due to
the strong penetration of these modes into the doped
emitters. In asymmetric SC QW heterostructures with a
waveguide width above 1 µm, higher-order modes can
be suppressed, because the difference between the
threshold densities for these modes and the fundamen-
tal mode is sufficiently large. It is shown that a differ-
ence of ~20% in the threshold densities for the funda-
mental and higher-order modes is sufficient for the sup-
pression of higher-order modes. The internal optical
loss in an asymmetric waveguide is defined by the loss
by scattering on free carriers only for the fundamental
mode. The lower fundamental limit to the internal opti-
cal loss is the internal optical loss by scattering on free
carriers at the transparency density. The calculated
internal optical loss in an ultrawide asymmetric
waveguide for real structures approaches the funda-
mental limit. In MOCVD-fabricated laser heterostruc-
tures with a 1.7-µm-wide asymmetric waveguide, an
internal optical loss of 0.34 cm–1 was obtained, which
coincides with the calculated value. The fundamental
limit to the internal optical loss for a similar structure
with D > 4 µm is 0.2 cm–1. As the waveguide thickness
increases, the internal optical loss tends to its funda-
mental limit.

In lasers with a 100-µm aperture and a length of the
Fabry–Perot cavity of ~3 mm, we obtained a record
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Fig. 15. Far-field emission pattern in the plane normal to the
p–n junction, as a function of the angle Θ, for driving cur-
rent (1) 0.4, (2) 5, and (3) 10 A. FWHM of the pattern, Θ⊥ :
(1) 30, (2) 33, and (3) 31 deg.
high CW emission power of 16 W in the fundamental
transverse mode and a wallplug efficiency of 72%.
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