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The structure and properties of the environment of impurity atoms Im immersed in liquid helium
are examined. It is demonstrated that there are two qualitatively different types of structure

of the layer of helium atoms nearest to Im: structures characterized by attraction and repulsion. In
the structures with attraction toward the cerffer strong Im—He interactionthe Im—He

distance is greater than the equilibrium distance for the Im—He pair potential, and the density and
localization of helium atoms are greater than in the bulk. Here the number of helium atoms

n in the layer is almost independent of the external pressure. In structures with repulsion, which
exist for alkali metal atoms, the Im—He distances are shorter than the equilibrium ones,

while the density is lower than in bulk helium. For-1 K several states with differemt are
populated, with energies differing only by0.1 K, andn decreases substantially as the

pressure is increased. On the basis of this analysis an interpretation is given for the optical and
ESR spectra of atoms implanted in liquid and solid helium. A simple model is proposed

for determining the characteristics of the helium environment from the experimental pressure
dependence of the shifts of the atomic lines in the absorption and emission spectra. It is
predicted that ifHe—*He mixtures the structure with attraction should be strongly enriched with
“He atoms, while the structures with repulsion should be enriched3ki¢h The possible

existence of phase transitions in the helium shells surrounding impurity atoms is discussed.
© 2000 American Institute of Physid$1063-777X00)00101-§

The main motivation for embedding atoms, moleculesties of the behavior of microscopic objects in a quantum
and clusters in liquid and solid helium has been the effort tanedium—Iliquid and solid helium. We attempt to explain the
set them into the most inert host matrithe absence of basic regularities observed under these conditions and ex-
chemical interactions, the lowest polarizability, the highestplore the possibility of observing specific new effects experi-
lying electronic energy levelswith a characteristic low- mentally.
temperature “freezing in” of the internal degrees of freedom  The success of the bubble model, which correctly de-
of the impuirities. It has turned out, however, that such hosscribes the behavior and the energy spectrum of an excess
matrices are not entirely inert—on account of the quantunelectron in liquid heliunf;® has led researchers to attempt a
nature of condensed helium, the interaction of the impuritydescription of the environment of impurity atoms in liquid
particles with the surrounding helium and with one anotherand even solid helium in terms of “bubbles.” However, the
has a very specific character and leads to a number of strorigehavior of liquid helium around a free electron is funda-
effects. This has motivated further research activity in thismentally different from that around an atom or molecule: the
area, and some new experimental methods have recentliery existence of an “electron bubble” is due, on the one
been developed for introducing and studying various types ofiand, to the large “size” Xgg=h/m.V,) of a thermalized
impurities in liquid and solid helium. electron and, on the other, to the large zero-point kinetic

The first review article on this topic was published in energy(the large amplitude of the zero-point vibratipros
19971 and during the preparation of this paper two morethe liquid helium surrounding the electron. At the same time,
review articles dealing with research on the properties oklectrons in atoms and molecules are spatially localized on
atoms and molecules in condensed helium appeared iaccount of the strong coupling with the nuclei, and this
print22In the present article our goal is therefore not to givemakes for a much smaller amplitude of the zero-point radial
a detailed discussion of the experimental and theoretical renodes of the helium atoms surrounding the impufity.
search in the field, but rather to concentrate on the peculiari- A logically consistent “bubble” approach requires con-
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sidering the problem of the perturbation of an electron— 4
helium bubble when a positively charged atomic core is in-
troduced into it. It is clear, however, that the nearly free state
of the electron is a poor zeroth approximation for describing
a bound state of an optical electron in an atomherefore,

for a numerical solution of such a complicated problem there RY '3": Re R

can be nonphysical artifacts, such as, for example, the for- \\LJ |W IW |\‘:j
mation of ultradense helium droplets in the neighborhood of Ly , }

the atomic coré, which contains two helium atoms in a c R(Im-He) R(He-He) R(lm-He) R(He -He)
spherical volume with a radius of 0.8 atomic units, i.e., a

density>40 g/cnt. Furthermore, because of the strong cou- -f'n—“i% -= -:_:—:—Z

pling of the electron with the atomic core, the polarizational /%/, 1

asymptotic behavior of the interaction with helium atoms is : a
0 1

lost. At the same time, since the effects of the Im—He—He 0 1 R{Im- He) R(Im- He)
three-body interaction can be neglectatie numerical solu- Rim RIM

tion of the electron problem for a fixed distribution function

of the helium atoms can be obtained directly and more eccF!G. 1. Two types of structure of the helium environment of an impurity

. . _ . . ik iy atom. a: Diagram of force equilibrium. b: Positions of the helium atoms in
nomlca”y by summing the Im—He pair pOtentlals' which im the shell relative to the minima of the impurity—helium and helium—helium

plicitly contain all the important electronic effects associatedhair interaction potentials. ¢: Layer histogram of the helium density in the
with the relaxation of the wave functions of the outer elec-shell; the region occupied by the impurity atom is shaded.
tron shells. This approach does not, of course, eliminate the
need of calculating the effects of the significant zero-point
kinetic energy of the helium atoms, which in all the It is intuitively clear that in the case of weakly interact-
“simple” approaches is in one way or another parametrizedng alkali metal atoms in liquid helium the properties of the
in accordance with the properties of liquid helium. A “po- helium layer adjacent to the impurity atom should not differ
tential” approach retaining the continuum description of he-strongly from its bulk properties, and therefore the aforemen-
lium is also possibfethrough the use the density functional tioned “bubble” approach can be valid. However, this is by
for liquid helium®*but it requires a numerical solution of no means the case for microparticles which interact more
the problem. strongly with liquid helium, with an interaction enerdy

It should be noted that the continuum approach, which is>10 K.#
also referred to as the “bubble” model in the literature, per-  On account of the inertness of helium the interaction of
mits a satisfactory interpretation of the experimental resultsany impurities with it will have the character of unsaturated
most of which pertain to alkali, alkaline-earth, and transition-and short-range {~R®) van der Waals force®. There-
metal impurity atoms in helium. The reason for this is notfore, the influence of an impurity center on the second-
hard to understand. Indeed, even if one starts from theearest layer of helium is small, and the properties of the
“bubble” concept in an analysis of the helium environment helium in that layer should not differ appreciably from the
of an impurity atom in liquid helium, then of the four energy properties of helium in the bulk. This in turn means that the
terms used to estimate(the potential energy of the impurity ‘“bubble” approach is in principle applicable for strongly
plus the energy of surface tension plus the work of displaceinteracting particles as well, but beginning with the second
ment of the liquid plus the zero-point kinetic energy of thelayer (i.e., for an impurity particle in the form of a single-
structure, the last term, even for the largest atongbidium  layer cluster, ImHg). It follows from the results of both
and cesium is always small, and the electronic state of thequantum calculatiod and calculations by the density-
impurity atom is perturbed weakly by interaction with the functional methotl that there always exists a distinguished
medium?? Thus the state of the helium environment in thelayer of helium localized around an impurity with a strong
“bubble” model is actually determined by the impurity— Im—He interaction.
helium interaction and the interaction between helium atoms  Nevertheless, for designing experiments and for under-
in the surface layer, which in the continuum approximationstanding the general relationships it is of interest to analyze
is the surface energy. As expected, the results of the calcihe problem as a whole, and not on the basis of specific
lations show that the size of the cavity is close to the van deexamples.
Waals dimension of an atom, and its compressibilityich The physical nature of the localization of helium around
is actually the compressibility of the impurity atpris ex-  an impurity is demonstrated in Fig. 1, which shows the quali-
tremely small compared to that of an electron “bubbfé.” tative structure of the shelb), the equilibrium positions of
The possibility of obtaining a fair description of the optical the helium atoms making up the shell relative to the minima
spectra of impurity atoms in liqutd and solid® helium  of the In—He and He—He interaction potentiét$, and also
means that in an approach based on the known macroscogiistograms of the densitynumbej of helium atoms as a
characteristics of condensed helium, viz., the density, comfunction of the distance from the impurity centey.
pressibility, and surface tension, which are determined by its  If the Im—He interaction is stronger than the He—He
guantum properties, one can subsequently treat the coimteraction, we have a case in which the attraction of the He
densed helium as a classical object. atoms toward the center is counterbalanced by the mutual
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repulsion of the He atoms. Naturally, in this case the numbein the shell. The numbem can take on values from 3 to 6

of He atoms in the shell is greater than would follow from (these are the limiting values for small and largen=3 for

the equilibrium distance between them. However, for heavya tetrahedron or a cubs= 4 for cubo-octahedrom=>5 for
alkali metal atomsit is known that Rb and Cs atoms are not an icosahedron, anth=6 for a plang, andd(R) is the av-

wet by heliunt?) a second case is possible, in which theerage distance between neighboring He atoms in a shell of
repulsion of the He atoms from the center is compensated bgadius R. It follows from simple geometric considerations
the attraction arising between helium atoms in the shell; irthat
this case the density of helium atoms in the shell should be

Vsin(w/2m)sin(2w/m— w/2m)

lowered. d(R)=2R
Even this qualitatively treatment shows how appreciably sin(a/m)
the structure of the helium shell around an impurity differs 1o
from the intuitive idea of a “bubble.” For the case of attrac- ~2R @ ) _ RCn
tion toward the center the Im—He distances exceed the equi- mtan(r/m) Jn'’

librium distances for the Im—He interaction, while the dis-

tances between He atoms in the shell are less than thiherew=4m/n is the solid angle per He atom in the shell.

equilibrium distance, as is characteristic for a “snowball;” Then

as will be clear from what follows, the interhelium distance d

in the first layer can even turn out to be smaller than in solid  — _Cm%.
n

helium. In any case the description of the interaction be- R
tween He atoms in the shell with the aid of surface tension is . . . . .
a poor approximation here. Indeed, the physical manifesta- Bt_a3|d.es the mde_termlnacy in the choice of the parameter
tion of surface tension is an excess enefgylowered den- m, Wh'c.h IS not very 'T”po”a”t and, as we shaI.I (_jlscover, can
sity) in the surface layer. At the same time, the enhance € gllmlnqted, there 'S a more fu.ndamen.tal dlﬁlcplty. While
density of He atoms in the surface layer means that the “co—hef‘ |mpur|t'y—helllum .|nteract|on. Is described rellably' by a
efficient of surface tension” is formally negative. pair po_tentlal_, itis qw_te a_compllqate_d matter to descrlbg the
For the case of repulsion from the center the radius O]collecnve hs_,\llum_—hghum Interaction in such a manner, since
the He surface layer is even smaller than the Im—He disJEhe Z_ef‘?'po'”t kinetic energy |s_h|gh and on account of f[he
tance, but its structure more closely resembles a bubble. TBOSS'b”.'ty of quantum-mfachamcal exchange the functpn
understand the scale of the variations of the dimensions df+e(d) is fundamentally different from the true He—He pair
the cavity and the density of the helium shell as functions ofotential and, generally speaking, depends on whether the
the characteristics of the impurity in liquid helium, it is ad- cluster is found in a liquid or in vacuum. Qualitatively, how-
visable to first choose a simple model that will admit anever, it is clear that the functiof,¢(d) has a minimunithe
analytical solution. depth of which is equal te,) at a certaird=r, and that it
goes to zero ad—. Since we are interested in deviations
of d from r, which are not too large, for the analytical solu-
tion of the problem we consider only an effective energy in
the form of a Lennard—Jones potential:

Cn=

A 1/2
" e

2 mtan(7r/m)

SIMPLE MODEL OF AN IMPURITY-HELIUM CLUSTER
(T=0,P=0)

An isolated helium cluster may be a fair model for de- 12 6
scribing the structure of the environment of an impurity in - £ (q)=, (E —Z(E) _
liquid helium. In particular, this is suggested by calculations d d
in the density-functional _approach, fro_m Wh'ch it follows As to the Im—He interaction, there is no question that it
that the shape and amplitude of the first maximum of the . .

) L . . can be validly represented by the potential curves of the
radial distribution function of the helium atoms around an

. . . . . ) Lennard—Jones potential:
impurity remains practically constant Bldncreases just after P

()

N>Ng, whereN and N, are the numbers of atoms in the o\ 12 R\

cluster and in the first layer of the cluster, respectively. S R)ZU[(E> _Z(E) } (4)
In the general case the problem of finding the structure

of an ImHe, cluster reduces to one of minimizing its total The solution of the problem of the structure and opti-

energyE as a function of its radiug, the distancel between mum composition of an isolated ImKleluster,

adjacent helium atoms in the shell, and the numbesf

atoms in the shell, which is a parameter of the problem. For E:o- E:

a spherical single-layer shell ofHe atoms the total energy JR 77 an '

of the system in the pair interaction approximation is whereE is given by Eq(1) with allowance for Eqs(2)—(4),

nm-~ gives the following expression for the radiB$ of the shell,
E(R.N)=nEmueR)+ TEHe(d(R))’ (1) the numbem* of He atoms, and the total ener@y of the
cluster:

whereE,n«(R) is the corresponding pair potentiﬁHe(d)
is the energy of the helium shell per interacting pair of He . _
atoms, andnis the average number of neighboring He atoms

®)

e

7+f2(7)r’6
y+F(y)
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CrRe\ 2 1,00 b
n*=ny f¥3(y); n E( i e) , (6) 1,061 a -
o F(¥); no r I :w 0.96
E*___”*m’sHe[7+f(7/)]2 @) 0\3’1‘O4j T 0,92
T 2 +2(y) [:= °
y+i%(y) 1,02} 088
Here the parameter ; 00'
U "0 5 10 15 202530 0 5 10 15 202530
YT meg ® 1.5F ! 7 !
eo ‘ c ok d
is the dimensionless depth of the Im—He poteritia¢ values 4' o 5F
of y for several atoms are given in Table &nd the function c°1' i T 4t
f(y) is given implicitly by the equation Dy " & 3t
1.3f L
y+7f  6f2 o I 2l
’y+f o ’y+f2 ( ) 1,2 [l L L 1 1 i ) L 1 1 i 1
0 5 1015202530 0 5 1015202530

and has the approximate espressiof(y)=(0.72 - ¥

+/0.461+0.2y)/(1—0.288y"1). As can be seen from Eq. o _ _ ]
(2), n, is the number of helium atoms in a hypothetical SheIIFIG' 2. Chargct_erlstlcs of an |so[ated he!lgm cluster ImHeormalized to
. hich the heli d heli heli di the characteristics of a hypothetical equilibrium clugse text as func-
In which the hellum—center an élium—nhelium IStance%ions of the dimensionless interaction energy for Im—ke,2U/(meg) for

have their equilibrium values for the Im—He and He—He pairm=5. Analytical model. a: Shell radius. b: Distance between helium atoms
potentials used, respectively. Of course, the radius of thi# the shell(the horizontal straight line is the He—He distance upon the bulk
shell isR.. the distance between helium atoms in iﬂ'lS solidification of helium forT=0). ¢: Number of helium atoms in the shell.
e’ . . . d: Radial pressure in the cluster.
and the total energy is described by the expression
ngm Nngm . . . .
Eo=—noU— 5 0=~ 780(1+ v). d~r.. This is a reflection of the fact that an isolated spheri-
cal impurity—helium cluster is physically unrealizable—in
The results of the calculations are presented in Figs. 2he case of unwettability the stable state is a helium “drop-
and 3. One notices first of all that for impurity atoms thatlet” with an atom on the surface.
interact strongly with heliumy>1) the radius of the shell is The distancel between He atoms in the shell obeys the
slightly larger than the equilibrium distané®, for the pair  relation

potential, and for larg& it is practically independent of the yHE2(y) |16
well depth(Fig. 23. d(R*)=rg 47— — }
For impurity centers that interact weakly with heligm i) +15(y)
particular, alkali metal atomghe parametery for “He be- The decrease ofl in comparison withr, for y>1 is

comes less than unitisee Table)l However, in the model sufficient that the force of mutual repulsion of the atoms
considered, there is no stable state of an isolated single-laygives rise to a stable shell of “compressed” He atoms. As
cluster for y<y,=343/(7166,11)=1.183: the total can be seen from Fig. 2b, the relative decrease iof com-
energy decreases monotonically with and R* —c for

50
TABLE |. Parameters of the interaction of various atoms with helium for
m=5.
40
Characteristics Isotope Isotope
of potential “He 3He
X
Atom Re, A U, K % Y ““ 30
Ne 3.03 21.24 7.13 29.5 T
i
Ar 3.48 30.05 10.09 29.0 r 20
Kr 3.70 30.98 10.10 29.90
Xe 3.98 29.01 9.74 28.0
N 3.44 33.19 11.14 32.0 10
Li 6.033 1.64 0.549 1.58
Na 6.408 1.73 0.581 1.67
K 7.181 1.408 0.473 1.36 e
Rb 7.334 1.415 0.475 1.36 0 10 20 30 40 50
Cs 7.731 1.206 0.405 1.16 U, K

Note For the inert-gas atoms and for Li the data shown are the experimentdtlG. 3. Total energy of an isolated cluster per helium atom versus the
data of Refs. 16 and 17. The rest of the data are the results of calculationparametei. The dashed lines are the data for a hypothetical equilibrium
our estimates for N and the calculation of Ref. 18 for the atoms Na—Cs. Theluster (—Ey/ng). The numbers labeling the curves are the values of the
data of Ref. 19 were used for converting®tde. parametem.
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TABLE Il. Parameters of impurity—helium clusters ImH®r m=5 (analytical model

Im Isotope*He SHe

R*, A n* E*, K oKIA? R*, A n* E*, K oKIA?
Ne 3.16 10.2 —-221.9 —=1.77 3.14 9.3 —-182.5 —1.47
Ar 3.62 13.8 —407.8 —2.48 3.60 12.8 —347.2 —-2.13
Kr 3.84 15.7 —475. —-2.56 3.83 14.5 —405.4 2.20
Xe 4.14 18.1 —-515.4 2.40 4.12 16.6 —437.3 —2.05
N 3.57 13.6 —439.3 —2.74 3.56 12.6 —-377.1 —-2.37

Note The surface tension was determined from thegative pressureP exerted by the helium shell on the
center, according to the relatior= R* P/2.

parison with the equilibrium distanag is of the same scale Py<1 bar. However, alkali metal atoms are a special case;
as for the shell radiu® However, if one assumes for esti- for them the shell owes its very existence to the surrounding
mation that the equilibrium distance between helium atomdiquid.

in the shell and their effective interaction energy are the  One can thus consider two different types of environ-
same as in bulk liquid helium, i.e., if one takes ment of impurity atoms in condensed helium: structures with
Ve=45.476 & ande.="7.15 K for the atomic volume and attraction (strong interaction with heliunand structures
energy of liquid *He at T,P=0 (Ref. 20 and with repulsion (weak interaction The characteristics of
re=(V2Vpe) ¥*=4.02 A andso=¢,/6=1.19 K (on the as- stable single-layer impurity—helium clusters are given in
sumption that the most probable number of nearest neighboiEable II. An analytical solution is useful because it permits a
is 12, as for solid heliun?! then even fory=3 the interhe- systematic analysis. In calculations for specific systems by
lium distance in the shell becomes smaller than the valueumerical methods the interaction energy(1m need not be
corresponding to the onset of bulk solidification of helium. given by Lennard—Jones potentials. In particular, the He—He
As a result, the number of He atoms in the shell is substaninteraction at pressures above 1 bar is not described very
tially larger than that which would follow from the density of well by expression(3), and it would be logically more cor-
liquid helium(see Fig. 2& Therefore, it can be assumed that rect to describe them directly by proceeding from the equa-
for y>3 the effective pressure in the helium shell is moretion of statee(V) of liquid helium, which is valid for any
than 25 bar(the pressure of solidification of helium at He—He distances:

T=0).2 In order to estimate the variability of the character-

istics of an impurity—helium cluster under an external influ- 3

ence it is sensible to estimate the value of the external pres- Epd(d)= 58(_) .

sure that would correspond to the force of attraction of the V2

helium shell to the central atom: these forces are counterbal-

anced by the negative pressure exerted by the helium Shéﬂsing this form of the interaction between helium atoms, we

on the impurity center, which is given by can determine for any particular case the accuracy of the
. analytical description of an isolated ImKleluster having a
_ 1 In"Eimnel R)‘ structure with attraction and we can also compare the results
47R*? R | obtained in the approximation we have adopted with the re-
2 3112 sults of calculations done by the density-functional method.
_ MGqeo F43( ) [ (4)— 1] [y+F(y)] As a convenient object for calculation we choose
47-rRerez vy [y+F2(y) | xenon—helium clusters XeHe for which data from density-

functional calculations are available. Following Ref. 11, we

= 3 =
where Po=6nomeo/(47R;). The value Po=86 bar for /b0ty equation of state of helium in the form

R.=r. andm=5. A plot of P(y) is shown in Fig. 2d. The
effective pressure turns out to be extremely large, amounting
to more than 150 bar for atoms of Xe and N. Figure 3 shows _ 0 G C3
: . e(V)=5ut 52t 3y (10)

a plot of the energy per helium atomE*/n* as a function 2V 2ve 3V
of the depth of the Im—He potential in comparison with the
case of the hypothetical equilibrium cluster. We see that thevhere b=—719.99 kA3 c,=-2411.857 KA® and
“binding energy” of each helium atom to the center is c;=1858496 KA®. In addition, by virtue of of the linearity
slightly less thar and is much larger thakT atT=1-2 K;  of the energy with respect tm, we have eliminated the
this makes for stability of the cluster at the typical tempera-indeterminacy in the choice of the parametehaving taken
tures of most experiments. m equal to its maximum possible value at the given

The high level of internal stresses in an impurity—heliumAn analysis shows that this gives the relatior- 6 — 12/.
cluster formed around an atom which interacts rathefThis formula describes exactly the cases of regular polyhedra
strongly with helium is the reason why the liquid helium with m=3, 4, and 5 fom=4, 6, and 12, respectively. Here
surrounding the atom does not have a noticeable effect owe have the following relation connecting the distance be-
the characteristics of the cluster, at least at external pressureseen He atoms and the radius of the shell:
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7F / / energy of the radial vibrational modes, as will become clear
A below, is described with less than complete rigor. However,
- R(Xe-He) we proceeded deliberately by taking the interatomic interac-
6l // tions explicitly into account, since the goal of our analysis is
o to describe the optical and ESR spectra of impurity centers in
o - . liquid helium, for which it is necessary to know the spectrum
° 5L // of elementary excitations not only in the bulk of the liquid
S d (He-He) helium but also those localized in the nearest neighborhood
- / / , of an impurity center. Therefore we require a separate de-
L scription of the kinetic and potential energies. The density-
41 \\\__/ ----- ,,;;, functional method does not in itself permit one to do this.
1‘0 : 2'0 ! 3‘0 : 4‘0 ; 5‘0 TAKING THE KINETIC ENERGY INTO ACCOUNT
n In our model the zero-point modes of the helium shell

FIG. 4. RadiusR of an isolated XeHgcluster and the distanabetween are effec,tlve,ly ta,‘ken into account by V!rtue Of_ thg ado,ptEd
helium atoms in the shell versus Analytical model withm=>5 (--); ~ Parametrization in terms of the properties of liquid helium,
calculation based on E@12) (- — -); calculation based on Egq14), with which depend on its zero-point kinetic energy. This way of
the kinetic and potential energies treated separdtely — -); calculation  taking the zero-point vibrations into account is approximate
with allowance for the delocalization of heliut ): on account of the presence of a potential energy relief, which
distorts the dynamical properties of liquid helium, in the
neighborhood of an impurity. To estimate the accuracy of the

n -2)1/2 a . . .
_ B . pproximation used, let us take into account separately the
dn(R) ZR: ! (2 S! 6(n—2) ] (1) contributions of the kinetid and potentiald energies to the

energy of liquid heliumg(V)=T(V)+U(V).
y According to the analysis of Ref. 22, a good approxima-
tion for T is the expression

As a result, the energy of an isolated cluster is described b
the expression

R3

V2

To=8.266 K,L=2.295 A. Then the potential energy per van
a(]ier Waals bond in liquid helium is given by

- (RIL—1)%

E(R 3n—6 4R 2
(RiN)=nEnue(R)+(3n—6)e z ) (12)

and for the Xe—He pair potential, which is well described by
a Lennard—Jones potential, expresdidnis used, as before.
We see from Figs. 4 and 5 that the results of the analytic
calculation(the dotted curvesand the calculation with ex- 1 d3 To
pression(12) are qualitatively close to each other. Une(d)=5| & ) @i-n?|

The density-functional method enables one to calculate 2
rather exactly the total energy of a system without separatindssuming that the helium in the shell around an impurity
it into potential and kinetic parts. In our approach, based ortenter is delocalized in the same way as in liquid helium of
Eqg. (1), the kinetic energy and especially the zero-pointthe corresponding density, we get the following expression
for the energy of an ImHgcluster, which already includes
the zero-point lateral modes of He, the total number of which
is equal to 2—3:

E(R,nN)=nEmh(R)+(3n—6)Up(dn(R))
2n—3 To

T (13

0

-100

- 200 T T3 [2Rarcsnd (RIZRIL—112°
o 14
X _300 / // . . : .
u The radial modes of the helium shell are taken into account
— 400} /// in the harmonic approximation:
. k(n)
_s00k \—// E(R,n)~E(R*,n)+T(R—R*)2.
—600LL_— \, T Then for an ImHg cluster with the wave function of the
10 20 30 40 50 completely symmetric mode, as we have shown previously,
n satisfies the harmonic oscillator equafion
FIG. 5. Total energy of a XeHecluster versus without (curves1,2,3 and B2 (2 Qz wo(N)
with (4,5,6 allowance for the zero-point radial modes for different models _ k(n) |RY = 0 RV, (15)

[ — + _—
(the numbering is the same as in Fig. 4 2mye dQ?  2n 2
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where Q=R—R*, #%/my=12.119 KA? and wy(n)
=#[k(n)/(nmye) 1*2. We have neglected the frequency dis-
persion for the different radial modés follows from a nu-

» 0.08F 3h
‘« 0.06f

merical calculation that fom=12 this is a reasonable < 0.04-
approximation.® The total energy of the system in this ap- 0.02- A
proximation isE(R*,n) + nwy(n)/2. The radial distribution 0o 2% 46 8 10 12
function of the He atoms then takes the form R A
R) _hn 4 R-R*|® (16) FIG. 6. Radial distribution functions of the helium density around a xenon
= ex —_ — s . 0.
P 4R \[ma a atom: density-functional method for liquid heliufh), approximation of the

. first peak of curvel by a Gaussiar(2), and the data obtained with the
_ 1/2

wherea(n) =[#n/(k(n)mye) ] are the amplitudes of the  energy represented in the form given in E&) (3) and Eq.(21) (4).
radial modes.

Figures 4 and 5 show the results obtained when the
above-described method of explicit inclusion of the radial  Indeed, integration of the density corresponding to the
modes of the helium shell is applied to isolated Xgldiis-  first peak on curvel of Fig. 6 gives a value of 21 for the
ters. It follows from these figures that taking the kinetic andnumber of atoms in the first lay@rf the distribution in the
potential energies of the system separately into account hdsst peak is represented by a Gaussian cuh&, then from
little effect on the structure of the helium shell: while a cal- the positionR,,x of the maximum on the curve one can
culation using formulg12) gave the cluster energy, the op- estimate the amplitude of the zero-point radial modes,
timum number of helium atoms, the radius of the shell, and
the distance between helium atoms in it Bs —563 K, a~
n=20, R*=4.12 A, andd*=3.42 A, the corresponding 47 (Rina) *V 7P (Rina)
values are nowE=-519 K, n=19, R*=4.10 A, and and from it the mode energy,=%2/(mya?) and the shell
d* =3.48 A, respectively. At the same time, the presence ofadiusR*, using the relatiorR,~=R* —a? R*. Analyzing
radial modes of the helium shell, calculated using 8&), the data of Dalfovdin this way, we obtaira=0.85 A, w,
noticeably alters the energy of the system. It increases to=17 K, andR* =4.37 A, and then, on geometric arguments
—181 K (while n retains its value of 19 but the radius of (11) we obtaind=3.54 A for the distance between helium
the shell and the distances between He atoms in it are praatoms in the shell.
tically unchanged, equalling 4.10 A and 3.48 A, respectively.  From the dependence of the binding energy of the Xe

One notices that the energies obtained from expressiorstom with a cluster Heone can estimate the total energy of
(12) and(14) are close; this may be due to the closeness of XeHg, cluster by using the fact that for=20 the energy
the coefficients (8—6)/6 and (2 —3)/3 with which the of He, is —n1.6 K23 This estimate give§€=—230 K for
kinetic energy of the helium atoms appears in these exprest=21. All of the values found are presented in Table IIl. We
sions, respectively. Thus one can propose a simpler way afee from this table that the cluster structure calculated using
taking the radial modes of the helium shell into account—byformulas (12) and (14) is close to that obtained in the
the use of the unmodified expression for the endd®) in density-functional approach. However the degree of localiza-
the solution of the vibrational probleifi5). This approach tion of the helium shelland, accordingly, the characteristic
gives practically identical resultsn=20, E=—-208 K, frequencywg) turned out to be too high in comparison with
R=4.12 A,d=3.42 A ,a=0.58 A, andw,=35 K. that found in Ref. 9.

At first glance these results differ substantially from the  The real energy spectrum of the vibrational excitations
characteristics obtained by Dalfovofar XeHe, clusters by  of the helium shell can be calculated by the approach de-
the density-functional metho@ee Fig. 6. For example, for  scribed above, and the reason for the overestimates of the
its radial density distribution the maximum density at thetotal energy of the radial modes is clear: we have assumed
first peak is 8) times larger than the density of liquid he- for purposes of estimation that ail radial modes have an
lium (in our calculation the number of helium atoms in the energy equal to the energy of the highest completely sym-
first layer is only 30% greater than would be the case fometric mode. However the problem of calculating the spe-
liquid helium). However, as we shall show below, the differ- cific form of the spectrum is a problem of independent inter-
ences are only apparent ones, and the two calculations giwvest. If one is concerned sole{§or purposes of comparison
basically the same results. with the density-functional methadwith correctly taking

n

TABLE Ill. Structure and characteristics of an isolated Xgldtuster in different approximations.

Approach n R, A d, A Rimax: A E, K a, A o, cmt

Eqg. (12 20 4121 3.419 4.04 —-208.4 0.585 35

Eq. (14) 19 4.099 3.484 4.02 —180.5 0.583 36

Eqg. (21 19 4.603 3.913 441 —239.2 0.778 20
0.786(b)

Density functional 21 4.37 3.54 4.2 —230 0.85 17
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into account the total energy of the zero-point vibrations of -6.8
the helium shell, then it can be done in our model through
the introduction of a radial delocalization of the helium shell,

which is uniquely related to the kinetic energy. _69k 2
To take the delocalization of each helium atom in the )
shell explicitly into account, we choose a density distribution z I
of the atom in the form L
-7.0F

1
palr) = ——=———exg — (¥/a,)*—(y/a,)*— (Z/a)?],
Vmi(a,)? ”
in which the anisotropy of the effect of the impurity center is -71}F
taken into account by introducing different degrees of delo-
calization of the helium atoms in the radiaf and lateral -

H 1 1
(a,) directions. Essentially, at the instantaneous positions of 38 40 42 44 46 48 50 52 54
the helium atoms the potential energy of the system is de- V,Z\S
scribed to good accuracy by a sum of pair potentials, and it is
therefore necessary only to correctly average the pair intef=IG. 7. Energy of liquid helium per atom versus the atomic volume:

: ot : ; 1l—experimental data of Ref. 1@—variational calculation based on Eq.
action over the delocalization of the interacting cenfessd (20); 3—approximation of the function in Eq() by the Lennard—Jones

B as specified by their distribution functions. This averagingyotentiai(3).
must be done with allowance for the pair correlation function

g(ry,ro):

U<R>=f PATDU(RH 11— 15)pg(r2)g(r 1 F2)dvy,dvs. (Z%)a=af cos gy tal si ¢,
(17) (2?)g=Db?cog ¢, +b? sir? ¢y,
For a simplified calculation of this integral we use the fol- éz=(a||)2+2(al)2, 52=(bH)2+2(bL)2, and ¢, and ¢, are

lowing techniqué. In integrating over the distribution func- the angles made by the radius ved®rirected fromB to A
tions of the helium atoms we take into account that the mair;md the locak axis for the centerd andB.

contribution to the integral comes from the regions near the  \yhen Eq.(19) is applied to liquid helium, the distribu-

centers of the distributionr¢~0 andr;~0), while the re- o function is isotropic and is described by a single param-
gion of intersection of the dlstrlbqtlon functions of'the' he- atera. Then the total energy of a helium atafkinetic plus
lium atoms (r,—r,|~R) actually gives a small contribution potentia) in the liquid in the presence dt neighbors(we

when correlation effects are taken into account. Thus in VieW,,e 7—12 on considerations of close packirigcated at a
of the smallness of the localization region compared to thjistanceRr can be written

internuclear distance, we can approximate the averaged po-

tential by several leading terms of the expansion 32z RYAR?+66a%)(1—x)
E(R)= 7 ———=+5Upe 5 P
UR+r;—r,)=U(R)+U’'(R) amyea“ 2 (R?>—66a°x/7)
R(r{—r,)2 1 (r{—r,)>2 RS(R%+15a2)(1—y)
% (ry—ry) +_(1 2) _ e(2 2( 4y ’ 20
R 27 R (R?— 15a%x/4)

R(r;—ry)]? where the parameters of the He—He pair potert#fD—
T} (18)  B3-FCI) have the value®) .= 10.956 K,R,=2.968 A%

The additional parametersandy in expression(20) have
and simultaneously seg(ry,rp)=1. In the case of a peen introduced according to the principle of constructing a
Lennard—Jones potential with equilibrium distariRg and  padeapproximant, and the correct choice of these parameters
potential well depttJ, the averaged potenti@l7) can then  can improve the accuracy of the description of the averaged

1 n

be found in analytical form: potential by the leading terms of the expansion. The chosen
R.\12 values x=0.4828 andy=0.5072 were obtained from the
Uag(R) = U{ _e) condition that the calculated values of the atomic volume and
R energies for liquid helium aT =0 agree with the known
5 ) AR 6 values in the literaturé’ The correct choice of the paramet-
|14 21(2)at(Z%)p) —3(atb) | E) ric form for (20) was made so as to obtain a satisfactory
R? R description of the equation of state of liquid helium over a
5 5 ro o wide range of Qen_sitieesee Fig. 7. For example, the com-
|24 24((z°)p+(2%)p) —3(a”+b?) } (19 pressibility of liquid helium was underestimated by 20%
R? from the known value, an accuracy higher than that achieved

when the effective He—He potential in the liquid is described
where by a Lennard—Jones potential. The calculated kinetic energy
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3%72/(4myea?) as a function of the atomic volume is also in of the first maximum in the radial distribution function for
good agreement with the results of exact variationaliquid helium should be 1.48 and 1.99, in units o¥/{, for
calculations® At the equilibrium density the respective cal- a finite and an infinite mass of the central atom, respectively,
culations give 14.20 and 14.77 K, at a density of 90% of theén fair agreement with the results of quantum calculatibns
equilibrium density they give 11.97 and 12.26 K, and at afor these cases: 1.30 and 1.80.

density of 120% of the equilibrium density they give 19.32  Let us take this approach to the description of the helium
and 20.34 K. This is because the dependence of the pararghell around an impurity center—a xenon atom. To a first
etera on the distance is practically linear, and the formulaapproximation one can take the parameteandy for the
3%72/(4myea?) and Eq.(13) for the kinetic energy take on averaged interatomic potentials Im—He and He—He so as to
the same functional form. By changing the mass at fixedbbtain the best description of the equation of state of liquid
values of the parameterxsandy one can also calculate the helium. The delocalization amplitudes of the He atoms,
equation of state ofHe. The agreement of the calculated which are in general different in the radiad)( and lateral
values of the energy per atom,3.3 K, and the atomic vol- (b) directions, are the parameters of the variational function.
ume, 58 &, with the experimental values2.5 K and 61 &  In view of the large mass of the Xe atom, it can be regarded
for T=0 (Ref. 22 should be adjudged satisfactory for such aas immobile, which simplifies the problem.

simple modeP’ The value found for the delocalization pa- For a heavy impurity center the total energy of the ImHe
rametera=0.8 A atP=0 andz=12 implies that the height system becomes

2
2 d (R
E(R'a'b):n‘]'mHe ;"' E +nUImHe(R)|ai:aH:O,bH:a,bi:b,go=O+(3n_G)UHeHe(dn(R))|aH:bH:a,ai:bL:b, sin @, =sin g = ;(R)r (21)
|
where the potential terms are given by expressit$) with The radiala and lateralb delocalization parameters of

parameterx andy introduced in it as in Eq(20). The total the He atoms, as can be seen in Fig. 8, have the same behav-
energy of the system and the radius of the helium shell areor as functions ofn as do the Im—He and He-—He

found as a result of the optimization: distance$) Here the parametds is in good agreement with
the delocalization amplitude in liquid helium of the corre-
o JE JE sponding density. This confirms the correctness of using the
Ja 0. b 0, IR 0, equation of state of liquid helium for describing the delocal-
ization of helium in the shell around an impurity center.
and the additional conditioaE/dn=0 yields the optimum Returning to Fig. 6, where the calculated radial distribu-
value ofn. tion of the density in a XeHg cluster is compared with the

The solid curves in Figs. 4 and 5 show the results for adistribution around a Xe atom in liquid helium as calculated
XeHe, cluster in comparison with those obtained previously.by the density-functional methddwe notice the following.
It can be seen from Fig. 4 that the XeHeluster as before 1. The peak density of the shell is a strong function of
has the structure with attractiolR{ >R, d*<r.). How-  the degree of radial localization of the helium shell and at the
ever, allowance for delocalization increases both the Im—Hsame time does not reflect the real density of the died
and He—He distances, without changing the character of theumber of helium atoms in a shell of radiR¥. Although the
environmental structure. This is because, in addition to thenaximum of the distribution function can exceed the bulk
potential forces shown in Fig. 1, there is a quantum “kineticdensity of helium severalfold, this does not mean that there is
pressure” present in the system on account of the large zersuch a strong increase in the density, as is stated in Ref. 3,
point kinetic energy ~3#2%/(4my.a?), which depends for example. In our case the threefold increase in the density
strongly onR. of the distribution is equivalent to an increase of 30% in the

The energy calculation is based on a quantum-number of atoms found inside the geometric dimensions of
mechanical description of the system. Therefore the existinthe shell.
agreement of the calculated energy of XgHeth n~20 2. The true form of the peak of the radial distribution
(see Table lll and Fig. sand the density of the radial dis- function is asymmetric on account of the fact that the repul-
placement of He(Fig. 6) with the results obtained by the sive branch of the Im—He potential is very steep, and this is
density-functional method, which is also a quantum-not taken into account in the harmonic approximation.
mechanical model, is not surprising. However, we also sed@herefore the effective value of the radial delocalization of
that the dependence of the energy mim the approximate helium, as judged from the half-width of the peak, is inter-
approaches of Eq$12) and(14) is in rather good agreement mediate between the values calculated in the two models.
with the results of the quantum-mechanical description. ThisThis, in turn, affects the distances between helium atoms in
justifies the proposed simplification of the method of calcu-the shell, which also turn out to be intermediate. Thus the
lating the radial modes of the shell and provides a way ofextremely simple potential modél2) has entirely satisfac-
obtaining its vibrational spectrum. tory accuracy if it is supplemented by the energy contribu-
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FIG. 8. Dependence of the radial delocalization parametéj and and the
lateral delocalization parameti2(2) on n for a XeHe, cluster. For compari-
son, the delocalization parameter in liquid heli@® is shown for the same
value of the interatomic distance as the valueddbr the givenn. Also
shown are the radial delocalization amplituddg and (5), found in the
approaches based on E¢k2) and(14), respectively. The horizontal straight
line corresponds to the delocalization in liquid heliumPat 0.

FIG. 9. Analytical model. The dependence of the energy of an impurity—
helium cluster on the the parametgrfor m=5 in the absencél) and
presencg2,3) of the contribution of the energy of zero-point radial modes
for Re=re (2) andR,=0.9¢ (3).

sible to treat another limiting case of shells with repulsion,
which, as we have said, can exist only in the presence of a
tion of the zero-point radial modes calculated in the har-surrounding liquid.

monic approximationgnwy(n), where The continuum description of liquid helium as a quan-
2 2 tum liquid, based on its known equation of state, in principle
1 9°E(R,n)
wo(n)=h —] . enables one to formulate and solve the problem of the be-
nMmye IR havior of an isolated atom in liquid helium. However, the

We note in conclusion that the above analysis suggests@ﬁ‘nSity distribution thus obtained is more a description of
simple way of estimating the characteristics of the heliumliquid helium perturbed by the presence of an impurity in it
environment of impurity atoms in liquid helium. Using the rather than the desired description of an impurity atom
analytical solution for the energf), which is based on the Whose state is perturbed by a helium environment. From this
approximationg(3) and (4) for the potentials, one can then standpoint the main shortcoming of the continuum approach
add to it the energy of the radial modes calculated in theand, foremost, of the density-functional method is that, even

harmonic approximation: through the kinetic energy is taken into account, it still can-
not give the energy spectrum of the shell in explicit form. At

E=E*+ En* o* the same time, it is perfectly obvious that, for example, at

2 ' optical transitions in an impurity center surrounded by a

where w* = (h/R*)[ 72 E*|/(n* mHe)]1/2_ With this contri- rather stiff helium shell, what will be primarily excited are

bution taken into accour(see the result in Fig.)9one can ot the states of bulk heliuniphonons, rotons, efcbut
predict the cluster energy for any center, which is characteri@ther various vibrations and rotations of this shell. Attempts
ized by the parameter. Here the parameters of the structure to describe these vibrational motions in terms of mechanical
: G “ 113,27 ;
remain practically unchanged and, as before, are determinéﬂbrat'ons Qf a “bubble for Sh_ells havmg the structure
by the curves in Figs. 2 and 3. One notices that at smalfVith attraction can scarcely be fruitful, if only because of the
values of the parameters (from v, to y~3), taking the aforementioned negativity of the “coefficient of surface ten-
vibrational energy into account alters the sign of the totaion.” In this case we will therefore use an approach based

energy of a cluster, and the system acquires a metastabf® an explicit analysis of the interatomic interactions. Such
character. an approach is justified simply by the fact that the number of

He atoms in the layer nearest to the impurity is not very
large. It is therefore of interest to analyze whether there can
IMPURITY CENTER IN LIQUID HELIUM exist effects associated with the discrete ngture of the_ envi-
ronment, when the average number of helium atoms in the
As we have said, atoms that interact strongly with he-shell jumps rather than changing continuously as the external
lium acquire shells having the structure with attraction, ancconditions vary’
the structure should not change much when the cluster is In this regard the continuum approach has, in principle,
immersed in liquid helium. Nevertheless, the solution of thisanother important shortcoming, particularly for describing
problem is of definite interest in connection with the exis-atoms that interact strongly with helium—both on account of
tence of effects of an external pressure. It also becomes po#ie larger localization of the He atoms surrounding them and
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also on account of their smaller number. In the continuumguantity w(P)=¢(V(P)) is specified by the equation of
approach one essentially assumes that the quantum delocatate(10) of liquid helium, whereV(P) is implicitly deter-
ization of helium is so large that a spherically symmetricmined by the equatior- P=de/dV.

helium environment is always maintained around an impu-  The number of atoms in the second layer is determined
rity center. However, the correlations of the relative posi-by its thickness and the outer radius of the helium shell. The
tions of the helium atoms in the shell with a definite and notthickness of the spherical layer, in view of its large radius,
very large radius, which do not allow the atoms to approactwill be taken to be the same as for a plane layar,(R)

to arbitrarily small distances from each other, means thatV(P)/S(P), whereS(P) is the area per helium atom in
there are certain geometric limitations. In other words, for ahe surface layer. For the six neighbors in close-packed struc-
given number of helium atoms in the shell, it is in generaltures one hasS(P)=(/3/2)[V(P)y2]?2. In this case for
impossible to cover the sphere in such a way that every he®=0 the value of 25, which is equal to 3.2 A, is close to
lium atom would have the optimum number of neighbors atthe distance between the positions of the first and second
the optimum distances. An exception are the magic numbensiaxima for the radial distribution function of liquid
corresponding to regular or semiregular polygons. Thereforehelium?® and also for the radial distribution function of he-
in the general case a spherically symmetric helium distributium around an impurity centgisee Fig. 6.

tion arises in the shell around a spherically symmetric center The change in the radius of the inner shell with pressure
only on average, on account of the rotation of the energetiis taken into account implicitly in the process of optimization
cally preferred spherically asymmetric configuration. In anof the energy of the system, and we therefore have
approach based on analysis of atom—atom interactions, thig+r4(0) for the outer radius of the shell. Then

important circumstance can in principle be taken into ac- 3 3

count. Nevertheless, in the present paper we have for sim- |, :fw[RHS(OHrS(P)] ~[R+r4(0)] ,

plicity taken into account the He—He interaction in the shell '3 V(P)

on average, i.e., we have limited consideration to the spheriyng the contribution toy corresponding to the interaction
cally dominant case. This means that we are neglecting thgith the impurity center is

influence of magic occupation numbers on the stability of the

shell and also the geometric factors of the “instantaneous”  MvEmne(R+15(0)+15(P)). (23

deviation of its shape from spherical, the inclusion of which  1ne interaction energy between the helium atoms of the

can lead to changes in both the effective numbmrsf he-  first and second layers is determined by the average number

lium atoms in the shell and also degree of radial delocr:lllzr:\Ms of van der Waals bonds that arise and is equal V.

tion. _ _ _ The number of bonds is proportional to the number of atoms
Therefore the results obtained in the continuum apiy the adjacent layers. The coefficient of proportionality is

proaches and by the method used in the present paper shoyfya| to 3 forR— < on considerations of close packing. For

be regarded as qualitative. . . _ finite R the condition that the number of bonds be indepen-
Keeping this in mind, let us consider the interaction en-gant of the method of counting thefwhether by proceeding

ergy of an impurity center with liquid heliurincluding the  from the number of atoms in the inner or outer layierplies
presence of an external press&gein the following approxi-

mation. We separate out the layer of thenearest helium
atoms and treat them in the same manner as for an isolated
cluster of ImHg. The interaction of the ImHecluster with

the surrounding helium is governed by pair interactions o’
atoms of the shell with the next-nearest layer, which consist
of n, helium atoms, and also by the residual van der Waals Ms=n,
interaction of this second layer with the impurity center. At )
the same time, because of the small influence of the impurity ~ The energy expended on the formation of the surface
center on this helium layer and the next, one can neglect th@f @ cavity of radiuR+r¢(0) (accommodating an impurity—
difference of the properties of the helium in this region fromhelium cluster ImHg) in liquid helium is equal to
those of liquid helium. The total energy of a cluster can be?47R+r(P)]?. Taking this energy into account, we get

03+ o)
M¢s=n| 3+ RT140)

oo
3- R+r¢0)/

written as 3 (R,N,P)=n,(P)Emud R=rs(0)+r4P))
6 |\~ 2r¢(0)
Em(R,N)=E(R,N)—nu(P)+=(R,n)+PV, (22) tn 3+—R+rs(o))EHe re_rS(O)-{-rS(P)}
+odmn[R+rg(P)]?, (24)

where the first term describes the enef@g) of an isolated
cluster, the second takes into account the change of thehere the coefficient of surface tension was taken as 0.272
chemical potential of the system wharatoms of the liquid ~ K/A2 which is the theoretical value &t=0!! and we have

are incorporated in the first shell of the cluster, the third isassumed that the change in distance between interacting he-
the interaction of the cluster with the liquid helium layer lium atoms of the first and second layers is proportional to
surrounding it(which is analogous to a surface energgnd  the distance between layerg(0)+rg(P).

the last term is the work done by the pressure forces. The The last term in Eq(22) can be written as
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Thus the problem of finding the energy of an impurity im-
mersed in liquid helium and the structure of its helium shell

reduces to one of minimizing the energy described by Eq.
(22) together with(12), (24), and(25):

R+ P. (25 N

d,R,A

(9E|m_0. (7E|m: 4 \

RO Tan O ]

z R
Now it is also possible to describe the change in the 3L d (He—He) ¢

properties of the helium shell around an impurity center un- T
der the influence of the external pressure. This change is 10 20 30 40 50
determined not only by the contribution of the work per- n

formed by the pressure_forces_ bu_t aIS(_) by_the pressure dne—TG. 10. RadiusR of the shell and distance between helium atoms in it
pendence of the properties of liquid helium itsglf,P) and  versus the number of He atoms in the nearest-neighbor environment of a
S(P). Since this problem can be solved only numerically, letnitrogen atom immersed in liquid heliunT €0). The solid curves are for
us give the results for two typical examples: Cs, which is the?=0, and the da;heql curves fBr=25 bar. The horizontal straight Iings
atom that interacts most weakly with helium, and N, Whichcorres_pond to eqwhbnum distancBg andr . for the N—He and He—He pair

) . . . . potentials, respectively.

interacts most strongly with heliutamong those listed in

Table ).

It should be noted, however, that in the simplified ap-trogen atom in an isolated clust@®* =3.54 A d* =3.36 A,
proach taken here, the kinetic energy of the helium environand n* =15. For a nitrogen atom in liquid helium Figs. 10
ment is taken into account effectively through a parametriand 12 yieldR* =3.52 A, d*=3.35 A, andn*=15. It is
zation of the He—He interaction according to the equation ohatural to expect that the differences will also be small for
state of liquid helium. Therefore, for the structures with re-other impurity atoms which interact stronglyy$ 1) with
pulsion this approximation does not lead to serious error. Fokelium. In this case the distances between helium atoms in
the structures with attraction, however, the appreciable radiahe shell are shortened in comparison with the distances be-
localization makes it necessary to introduce a correction fotween He atoms in liquid heliur(8.8 A) at the solidification
the increase in energy of the zero-point radial modes. Howpressure. This raises the question of whether an analog of a
ever, the formal procedure of adding up the total energy ophase transition exists in the sheltorresponding to a
the zero-point radial modes, which gives a fair result for aliquid—solid phase transition in the bijkwhere the lateral
XeHe, cluster, has a lower accuracy in the case of an atom iglelocalization of the helium atoms decreases abruptly, so
liquid helium on account of the influence of the helium en-that an additional number of helium atoms can fit in the
vironment on the frequency of the radial modes. shell. This transition could also occur f&t#0, and then

Since for structures with attraction the correction for theinstead of the slight shortening dfwith increasingP (Fig.
vibrational energy does not alter the geometry of the shell10) there would be a downward jump h However, this
we will omit it entirely for the examples considered below. question requires a special analysis beyond the scope of the

Nitrogen atom in liquid heliumThe calculations whose present paper.
results are shown in Figs. 10—14 were done on the basis of
expression22) for the energy for the He—N pair potential,

which is specified in the form of a generalized Morse poten- 200
tial:
100
Uppie=D M(Q R™ Re)
NHe NHe 1 Re_ RO 1 O
Q (Q+1)x Q Qx
=0l —— - — X -100
M(Q.x) Q(QH) (Q+D| 537 X
whereD=33.2 K, Q=0.7453,R,=3.441 A;R,=3.083 A, —200
which was obtained using a specially developed extrapola-
tion procedure with the use of the known potentials for -300
He—Ne, He—F, and He-4§7%°
It is seen in Fig. 10 that a nitrogen atom in liquid helium -400 0. 4 0 01
forms around itself a structure with attraction. As expected, 10 15 20 25 30 35 40 45 50
the structure of the cluster does not change greatly when it is n

immersed_ il'.l liquid helium. For comparispn, let us give th(?FIG. 11. Energy of a nitrogen atom in liquid helium versus the numixr
characteristics we calculated for the optimum shell of a ni-He atoms in the nearest layer.
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FIG. 12. Nitrogen atom in liquid helium. Effective potentials for shells with
differentn at P=0. FIG. 14. Pressire dependence of the different contributions to the total en-
ergy E; Of a nitrogen atom in liquid heliun® is the external pressure.

It follows from Fig. 12 that for atoms that bond strongly

with helium the difference in energies for shells with differ- As can be seen in Fig. 14, the contribution of the energy
ent numbers of helium atoms, as a rule, is substantiall§, to the total energy is extremely small. Furthermore, the
greater than the typical temperatures at which experimentsnly contribution to the energy that actually depends on pres-
are done. However, for the particular case of the N atonsure (linearly!) is the work of the change in volume, which
there are two shells, containing 15 and 14 He atoms, whiclven at high pressures is small compared to the total energy.
are close in energy3 K). Since they nevertheless differ in From an energy standpoint the structure under discussion is
terms of the N—He distance, this should give rise to a doublgéhus a practically incompressible ball. The strong binding of
structure in the optical spectra; the relative intensity of thethe helium atoms in the shell to the central atom justifies the
components of this doublet should be a strong function of theieglect of the exchange interaction with the environment, but
temperature an¢as can be deduced from Fig.)lj@essure. at the same time and for the same reason, one expects a

Moreover, it is seen from the same figure that for the parfarger manifestation of “magic number” effects in the occu-
ticular case of N atoms a change in pressure over the ranggation number.

0-25 bar does not lead to a change in the number of He A cesium atom in liquid heliumThe calculation was
atoms in the shell, although from it P) curves for differ-  done using a Cs—He pair interaction potential in the form of
entn one can discern a tendency for the number of atoms im Lennard—Jones potential with the parameters indicated in
the shell to decrease as the external pressure increases. Table I. Unlike the case of an isolated CsHguster, a sta-
tionary spherical helium shell does exist around a Cs atom in
liquid helium, since the radiuR of the shell cannot increase
30 without bound even at zero pressure. However, the total en-
- n=17 ergy of the shell in this case is positifgee Fig. 15 reflect-
ing the fact that cesium is unwettable by helium. As we see

i i from Fig. 16, the structure of the environment corresponds to
q;“—’ 20'_ the case of repulsion, and therefore, counterintuitively, its
% | radius is smaller than the equilibrium radius for the Cs—He
= \—*13\ pair potential.
i L The distancesl between helium atoms in the shell are
¢ - found to be in the neighborhood of over a wide range of
£ 10 n=16 values ofn, including the very gradual minimum on the
Z /’- curve of E versusn (Fig. 15. To draw more definite quali-
w i tative conclusions abou in the case of atoms lying on a
:\\":‘@ﬁ\_ curvilinear surface and in view of the systematic errors of the
i ! . i ! model, we will compare these distances to the distances be-
0 5 10 15 20 25 tween helium atoms in the shell for Im—He Bt&=0. For
P, bar structures with attraction, for which the distancésare

) ) strongly shortened in comparison with, these refinements
FIG. 13. Pressure dependence of the relative energy of a nitrogen atom o not alter the qualitative conclusions. The approach used
liquid helium (as compared to the energy of a system of optimum compo- ’

sition n* = 15) for different occupation numbersof the He shellP is the here give_s an optimum value of= 1? for the hglium enVi'.
external pressure. ronment, in complete agreement with the basic assumptions,
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FIG. 15. Energy of a Cs atom in liquid helium versus the number of atoms™!G. 17. Cs atom in liquid helium. The effective potentials for shells with
in the helium shell surrounding iff= 0). The solid curve is foP=0; the  differentnatP=0.
dashed curve foP=25 bar. The arrows indicate the positions of the
minima.
K for the energy of a Cs atom in liquid helium, are in good
agreement with the data of a more complicated calculation in
and a valued=3.84 A, which turns out to be smaller than the “bubble” model* which gives 7.19 A and 130 K. How-
d(He—Hg for the optimumn=51 (see Fig. 16 Atthe same  eyer, these binding energies differ from the result of a calcu-

time, the area per helium atom in the sh@#.0 &) is al-  |ation by the density-functional method, which gives 84 K.
most exactly the same &0)=13.99 &, and the average It is extremely remarkable that, in spite of the significant
volume per He atom in Hg, which is equal to 47  comes  gecrease in the radius of the shell with increasing pressure,
out greater thav(0).% the number of helium atoms in it decreases so strongly in the

A distinctive feature of the system under study is theprocess that the distance between helium atoms even in-
small (~0.1 K) energy difference of shells containing differ- -reases somewhé&ee Fig. 18 Thus the density of helium
ent numbers of helium atonisee Fig. 17. Here, as can be i, the shell even falls off somewhat with pressure; this is a
seen from Fig. 18, the radius of the shell varies noticeably agtriking and fundamental difference from the case of atoms
n changes: indeed, the data of Ref. 12 suggest that th@at interact strongly with heliurtcf. Fig. 10: for Cs atoms
change in the Cs—He distance from 7.2 to 6.6 A under thene shell is “liquid” and it only becomes more “liquid” as
influence of an external pressure leads to a shift of the spegne pressure is increased! This result is a qualitative conse-
tral absorption band by 400 cth This means that for qguence of the fact that as the pressure increases, the helium
AR=0.02 A one can expect an experimentally measured lingpproaches closer and closer to the center of the Cs atom,
shift of 10 cm *. The resultsR* =7.36 A and a value of 132 \yhere there is ever-increasing repulsion. Therefore in this

region the average potential energy of the helium increases

] R
- e
R (Cs - He) //,,” n=51
TE p— — 731
7.2+
<
o << 7.1}
© o
7.0}
6.9+
6.8 n=41
n 1 I { I |
0 5 10 15 20 25
FIG. 16. Cs atom in liquid helium. The radi&sof the shell and the distance P, bar

d between helium atoms in it as functions of the number of atoms in the

shell. The solid curves are f&*=0; the dashed curves are fBr=25 bar. FIG. 18. Cs atom in liquid helium. The radi&sof the shell as a function of

The horizontal lines are the equilibrium distand®g for a Cs—He pair  the external pressure. The vertical segments denote the pressures at which
potential and the distana®, between He atoms in the shell for He—He. the energy of the states of shells with adjacemecome equalT{=0).
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FIG. 19. Cs atom in liquid helium. The He—He distance in the shell as a

function of the external pressure. The vertical segments denote the pressu
at which the energies of states of shells with adjaceritecome equal
(T=0).
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whereas for Cs the change is only 25%. The low compress-
ibility of the “bubble” was noted back in Ref. 12.

Finally, while correctly describing the interaction on the
whole, the chosen model may be inaccurate in the descrip-
tion of the details. For example, because of exchange with
the environment the occupation numbers of the shell may not
be good quantum numbers describing the individual quantum
states, as illustrated in Fig. 17, and the true state of lowest
energy will be a superposition of states with definite
coupled with the He volume. However the conclusion that at
temperatures of the order of 1 K there are several energeti-
cally accessible states characterized by different average
numbers of helium atoms in the shell, and the conclusion that
these numbers decrease with increasing pressure, are un-
doubtedly valid. The details of the energy spectrum of these
states, in view of the possibility of more significant effects of
asphericity of the shell and the existence of “magic” occu-
gation numbers, cannot be calculated anyway without con-
structing suitable models.

In conclusion it should be noted that the two types of
structures of the helium environment of impurity atoms in
condensed helium, which can be classified as structures with

with increasing pressure at a rather high rate, higher than tHgPulsion (“bubbles”) and  structures with attraction

growth rate of the chemical potential of liquid helium.

(“snowballs”), should behave in fundamentally different

The pressure dependence of the different contribution¥/@ysS yvherf‘He is replaced byHe. Indeed, while the struc-
to the binding energy of a Cs atom with the surroundingture with attraction should swell substantially when such a

helium (Fig. 20 has practically the same functional form as
for a nitrogen atom in liquid heliuncf. Fig. 14, but here, in

view of the larger volume of the shell, the term correspond
ing to the work of creating the cavity is predominant. This

substitution is made, and its energy should increase, the
structure with repulsion, on the contrary, should decrease in
energy. Since there is no doubt that in any case the optical
spectra of atoms in condensed helium should be different for

3 - .
means that even a structure with repulsion is only slightly 1€ and~He, this effect can be used for an experimental
compressibldalthough in this case one can already notice determination of which type of structure is formed in helium

deviation from linearity on the curve d¥V versusP).'?

by a given impurity, and what the characteristics of that

This is a fundamental and important difference in theSiructure are. Suppose we do an experiment in ligitde

behavior of the helium environment of impurity atoms in

with a small(less than 1%admixture of*He. Then in the

liquid helium as compared to an easily compressible eleccaS€ of a structure with attraction the optical spectrum will
tronic “bubble.” In the latter case the volume changes by abe that which is characteristic f6He (since those atoms at

factor of seven as the pressure is raised from 0 to 25 bapufficiently low temperature displace tfiele atoms from a

600
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400

- 300

200

100

0 z

J ! i

0 5 10 15 20 25
P, bar

single-layer shell around an impuritywhile for a structure
with repulsion the admixture will have no effect on the spec-
trum. Conversely, the optical spectra of a structure with re-
pulsion, unlike those for a structure with attraction, will be
sensitive to small admixtures dHe in “He, since in them
the 3He atoms will displacéHe atoms from the shell. More-
over, by studying how the spectrum is transformed as a func-
tion of the amount of the admixture of whichever isotope of
helium at different temperatures, one can determine the equi-
librium constant of a process of the type

Im*He,+ n® He=2 Im*He,+ n* He

and, hence, the change in enthalpy and entropy of the struc-
ture in the case of totdbr partia) isotopic substitution.

We should point out that such a study has already been
published. For example, in experimetitsiith fine droplets
of helium doped with Cs, the identical nature of the optical
spectra irfHe and®He drops with 60 atoms dHe added to
a drop containing around {@toms offHe was explained by

Apgn o ; ;
FIG. 20. Pressure dependence of the different contributions to the tots® H€ “‘screening” of the impurity molecules from thitHe.

energyE,, of a Cs atom in liquid heliumP is the external pressure.

On the other hand, theoretical calculatitfshow that alkali
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metal atoms have larger binding energies witte than with
“He. This result is obvious from the standpoint of our model, 450 a u
since, because of the lower effective energytte in com- i B L
parison with*He the parametey will be noticeably larger Py
for the light isotope of He at the same valueldf Thus for 400 u
impurity centers that interact weakly with helium, the re- D e
placement ofHe by *He can lead to a transition from the § 350 | =
region y< y to the regiony> y,,. w i
Experiments with single-layer clusters of a single iso- 300 | =
tope of helium immersed in a liquid of the other isotope are  J
also attractive from the standpoint of simplicity of their the- 250
oretical interpretation: for them one can reliably neglect the
effect of exchange of helium atoms between the shell and the 200 ﬁ ! . . . .
bulk of the liquid. 0 5 10 15 20 25

Using the results obtained in this study, let us analyze P bar
the published experimental data and try to predict some ef- '
fects due to the specific combination of continuous and dis-

crete properties of the helium environment of impurities in 100 + b n

liquid and solid helium. B @
The structure and energy spectrum of the helium envi- 80 ®

ronment of impurities in liquid and solid helium determine _ u

such properties as the optical, ESR, and NMR spectra of the = o®

impurity, the reaction to changes in the external parameters © 60 | |

(which may be of the nature of a phase transitjghe spe- w d

cific heat and thermal conductivity of the shell, and its mag- 40 '

netic polarizability(in the case ofHe). Finally, they play a ®

decisive role in the description of an impurity—helium solid

phase(IHSP),® the very existence of which is due w the 20 '

localization of the helium around a heavy impurity intro-

duced in it. On the other hand, in the “dry” state practically 0 5 10 15 20 25

all the helium in the IHSP is partially localized, and therefore P. bar

the properties listed above, which are characteristic of the
ensemble of He atoms adjacent to the impurity, are in thi§IG. 21. Experimental ploté of the energy of the resonance transition
case macroscopic properties of the sample. In particular, fgglative to the energy of the transition in vacuum in the emis¢®rand
an IHSP one expects anomalously large values of the thermﬁfesz;ﬁg?rﬁ);ggggf;f CsM) and Rb @) atoms in liquid helium versus
conductivity and magnetic polarizabilityin the case of
3He).
from the equilibrium state for the excited atom to a state with
a cavity radius larger than the equilibrium radius of the un-
excited atom, and it is therefore characterized by a smaller
The optical spectra of impurity particles in condensedperturbation of the electronic state of the central dtdém
helium have been studied the most. Here we do not intend teiew of the difference in the steepness of the repulsive and
present a complete analysis of the results that have beattractive branches of the Im—He potential. Broad, structure-
obtained(for this we recommend the recent revieWs’but  less lines in a spectrum are not very informative, and the
we will briefly summarize the main conclusions. most noteworthy fact is a strong pressure dependence of the
As a rule, the observed optical transitions of alkali andspectral shift of the absorption and emission lines. In both
alkaline-earth metals are rather wifle-10 nm and practi- cases the lines are blue-shifted, the shift being considerably
cally structureless bands which are strongly blue-shifted irstronger for the absorption band than for the emission band.
the absorption spectra relative to the fundamental transitionThe pressure dependence of the bandwidths is small and is
The emission lines are shifted considerably Iésse can approximately the same for the absorption and emission
observe a blue rather than red shifitave a more symmetric bands. The experimental resdft$or Cs and Rb are shown
shape, and are substantially narrower. This behavior has beén Fig. 21.
successfully explained by a combination of a vertical pho-  For atomic transitions involving the participation of
totransition and large changes in the size of the cavity surelectrons from the inner shells, such as in (Ref. 33 and
rounding impurity atom upon its electronic excitation. After Tm (Ref. 34, which are characterized by small changes in
the absorption of a photon the radius of the cavity is smallethe van der Waals dimensions of the atom, the corresponding
than the equilibrium radius, i.e., the system of atom plusshifts and broadening of the spectral lines are substantially
surrounding helium has more than the equilibrium energysmaller, as one would expect. In addition, besides the struc-
During emission the system undergoes a vertical transitiotureless band the spectra have a rather narrow(bnethe

OPTICAL SPECTRA
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red side in absorption which the authors call the zero- of the shell are>kT, we can assume without restricting the

phonon line, by analogy with the spectra of matrix-isolatedgenerality that the system is initially found in the vibrational

particles, in contradistinction with the widend sometimes ground statéi,0,0 . .. ,0. Then, neglecting the difference of

quite remot¢ band which is designated as the phonon wing.the vibrational frequencie®; of the lower and upper terms,
A similar structure is possessed by the individualwe have the following expression for the transition ampli-

electronic—vibrational lines in the optical spectra of mol-tudeA;;=(f,ki,k, ks, ... k,|D]i,0,0,Q. .. 0):

ecules implanted in liquid heliurit:*® Moreover, the so- N

called phonon wings exhibit a certain structure which corre- o _ H (k;|0)

sponds in energy to the collective excitations in the bulk of AL

liquid helium (maxons, rotonsand, for the experiments on . . .
g ( s P whereD;; is the electronic matrix element, and the Franck—

small droplets of helium, ripplon¥38 . .
P e bp o . . Condon factors are completely determined by the displace-
For an electronic “bubble,” in view of its large radius, - . o
. X . ments of the minimum of the upper term relative to the mini-
the short-range dispersion forces of attraction do not play an . o .
) . ! : . mum of the lower term along thigh vibrational coordinates
important role, and the interaction with the surroundings dur- . : . .
: . . - AR, (in units of the amplitude of the corresponding zero-
ing an optical transition can be can be reduced to high- oiht vibrations:
frequency “breathing” oscillations of the bubbteTo a cer- P '
tain degree the alkali-metal atoms during an optical 2 (AR)?
transition can be regarded as coupled with the volume of (kj|0)*=e !
liquid helium surrounding them. However, as is clear from
what we have said, atoms that interact more strongly witHn the harmonic model, only the even modagproximately
helium are surrounded by a stiff elastic shell, the characterene-half of all modeshave nonzero displacements. Then,
istic frequencies of which are substantially higher than thewith allowance for the widthg; of the vibrational states, we
frequencies of excitations in liquid helium. Therefore, thesehave the following form of the spectrum:
atoms are more naturally considered as a comparatively soft
(in the sense of the intermode vibrational interaction and the lit(w)=D3 ex;{ > (ARj)z
anharmonicity of the potentialvan der Waals molecule ]
“dissolved” in liquid helium. Consequently, for bound—
bound optical transitions the shape of the spectral band +Z S(w+wex ), ¥))(AR))Z+ -+
should be determined primarily by the vibrational—rotational |

spectrum of the quasimolecule ImiieThen, of course, the \here w, is the energy of the electronic 0-0 transition, the
shape of the individual components will be affected by bothp|us and minus signs denote absorption and emission, re-
the softness of the core of the molecule and exchange of “?pectively and the function

atoms in the molecule with the surroundings and by the
weaker interaction with the modes of liquid helium. w?
It should be kept in mind, however, that the characteris- S(w,y)= —\/_ex;< Y
tic frequencies of the vibrations of stiff helium shells have T
values of approximately 10—30 ¢rh whereas the total bind- describes the Gaussian shape of an individual component of
ing energy of an impurity center with liquid helium is 100— the spectrum. In view of what we have saj¢<y;, and the
300 cm L. Since these shells are also very incompressibleQ—0 transition is therefore distinguished among the bound—
only a small change in the equilibrium radius of the shellbound transitions by its narrow linewidth, and it can there-
upon electronic excitation of the central atom is needed irfore be detected against the background of the wide spectral
order for the corresponding electronic transition to becomdine even in cases when it has a small fraction of the intensity
bound—free, the final state of which being determined mainlyof the transition.
by the bulk properties of liquid helium. Unlike the case of For impurity atoms that interact strongly with helium, as
diatomic molecules® in polyatomic molecules the boundary a rule(inert-gas atoms are a special caske optical transi-
between bound—bound and bound—free transitions itions do not change the principal quantum number of the
smeared, since the “dissociation energy” is different for dif- outer electrons. Therefore the possible changes in the radius
ferent types of vibrations. Nevertheless, it cannot be muclof the helium shell upon excitation are small, and in view of
smaller than the energy of total decomposition of the thethe rather appreciable amplitude of the zero-point vibrations
cluster into atoms, since vibrations in which less than half ofof the He atoms £ 0.8 A), the parametera R; turn out to be
all the atoms actively participate should have low Franck—-small, and the shape of the spectrum can be adequately de-
Condon factors. Of course, the structure and mechanicaicribed by just the leading terms in formyi26).
properties of the nearest-neighbor environment should have In this case the structure of the spectrum qualitatively
some influence on the shape of the spectrum of bound—freeomprises the narrow line of the 0—0 transition and an ex-
transitions, but the general features of the spectra of thedended structure in the form a long shoulder on the blue side
transitions should be similar to those for transitions in alkali-for absorption and on the red side for emission. The extent of
metal atoms. the shoulder is equal to the maximum vibrational frequency
For systems with a stiff helium shell the number of He of the helium shell, which lies in the interval 20—-40 K, as
atoms in the shell is fixed. Since the energies of excitationsan be estimated from the calculated frequencies of the radial

(AR))%
k!

S(w+w6170)

. (20
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zero-point modes. The possible errors due to the influence déking into account the dependence of the average area of the
the interaction of the radial modes and anharmonicity effectsurface layer on the smearing, we find the total energy per
have different signs, and this improves the accuracy of thatom for the system:

estimate. The lateral vibrations of the helium shell cannot be 52 dro .
found in the framework of the models used here. It can be E(a)= —+ _( R24+ —|,
assumed, however, that their average energy is less than the 4Mped n 2

energy of the radial modes and that their interaction isyhereR is the given radius of the shelly is its surface
greater than the interaction of the radial modes. In the limittension, andn is the number of atoms in it. Optimization
ing case this makes the energy of the individual modes closgf the energy gives the optimum valuea

to zero(as, e.g., the unhindered pseudorotations of certai&[ﬁZUn/(gmee)]lm_ Assuming that it is related to the vi-
groups of atoms in the helium sheliThus the lower bound-  brational energy by the same law as for a harmonic oscilla-

ary of the spectral structure can lie quite close to the line otor, we obtain the following characteristic frequency:
the 0-0 transition, and in the limit it can even coincide with 12 12
8770) ( 100) K

it. The number of lateral modes is twice the number of radial w:h(

modes, and the effect of energy transfer to the medium for My n

them is expected on geometric grounds to be lower. There-  Tpys the frequencies of the surface modes are quite low,

fore, in the general case one expects that the shoulder wiljnq if this kind of energy dissipation is predominant, the

deviate appreciably from the main line. We have observedpsorption spectrum will be an asymmetric broad line with a

just such a structure of the line for tRB—*S) transition in more or less noticeable peak of the adiabatic transition on its

atomic nitrogert:” _ red wing(especially in the case of large displacements of the
The spectra obtained for EiRef. 33 and Tm(Ref. 34 paximum relative to the energy of the adiabatic transjtion

atoms immobilized in liquid helium qualitatively confirms For the emission spectra the peak of the adiabatic transition
the arguments presented above. Here the fir@®d il pe observed on the blue wing.

temperature-dependentidth of the narrow line interpreted In general, the spectra of alkali-metal atoms should be

as the 0-0 transition is explained by the finite time for ex-extremely smeared and structureless on account of inhomo-
change between a helium atom belonging to the shell and “’geneous line broadening, since at room temperature there is
surrounding helium. The wide component can be interprete@ccypation of a large number of states having nearly equal

as a pseudomolecular bandith a possible contribution of  gnergies but different numbers of He atoms in the nearest-
bound—free transitions for excitations of optical electrons;neighbOr environment and. hence. different structures.

these can be interpreted provisionally as a phonon jving Both types of structures behave as relatively incompress-

Unfortunately, there are no published data on the spectrye opjects in a readily compressible liquisee the energy
of heavy inert-gas atoms immersed in liquid helium. Mean'diagrams in Figs. 14 and L7but for the structure with re-

while, in view of the fact that the size of such atoms change$yyision the object is the atom itself, while for the structure
strongly upon transition from the ground state to the firstyity attraction it is a stiff helium shell. Therefore the mea-
excited state, all the vibronic transitions should be bound-g;,;ements of the shifts of the absorption and emission bands
free. _ _ _ can be given a simple physical interpretation without requir-
As we have said, for alkali-metal atoms, which form jhg special calculations. For such systems the following ex-
repulsion structures in helium, the observation of quasimopressions can be written, to the leading quadratic term in the
lecular structures in the spectrum is very improbable, a”‘éxpansion of the energy of the poorly compressible center in

one expects that the spectrum will reflect only processes Qfowers of its volume, for the two states participating in the
energy dissipation into the medium. Apparently the mosyptical transition:

probable process is an optical transition with several He at-
oms being ejected from the shell into the medium or com-
bining with the shell. In this case one expects more or less
symmetric and strongly broadened spectral lines. Another K
probable energy dissipation process is the excitation of vi- g =g+ _Z[v—vg(P)]ZJrVP,
brations of the surface of the helium layer adjacent to the 2
impurity. The energy of such vibrations can be estimatedyhere E andEJ are the changes in energy of the atom in
using the following model. We assign to each atom of thestates 1 and 2 when it is put into helium. By minimizing the
surface layer a radial Gaussian smearing function energy and neglecting the terms quadratic in the pressure and
the pressure dependence of all the paramégense the ex-
1 4 (r—R)2 perimental curves are, to good accuracy, lined®)nwe can
A \/;ex =

ki(P)
2

E,=EJ+ [V-V(P)]?+VP,

(27)

write the energies of the absorbétdlansition 1-2) and
emitted(transition 2—1) photons,

(the delocalization of the helium atoms in the lateral direc- hvaps=AE15=Eslv-vyp)~ Ea(P),
tion varies only slightly with the radiuR, by virtue of of the hven=AEp=Ex(P)—Eqly_v.(p)
large value oR for centers that interact weakly with heligm 2
and the corresponding kinetic energy/(4myea2). Then, in the form
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liquid helium atP=0 and that they are linear iA. Here the

noticeable overestimate of the volumes calculated from the

frequency shifts as compared to the known van der Waals

AE21=AE$2— E(VO—VE)% ﬁ(vg_vg)P’ volqmes pf the atoms can serve as proof of the formation of
2 k a stiff helium shell around the impurity.

As we have said, the energy difference between helium
clusters containing different numbers of helium atoms and
therefore having different sizes is extremely small for Cs
atoms. This means that at the typical experimental tempera-
tures, 1.3-1.7 K, there is appreciable inhomogeneous broad-
AESP=as,+biP,  AESY=a,+byP, (28)  ening of the spectral lines. In addition, there is also a large
homogeneous broadening due to the exchange of helium at-
oms between the shell and the next layer. Each type of
,(0) broadening should have a specific and strong dependence on

0 o 2(0 temperature.
V2= Vil = Vbis, ky(0) Vb12/b2s, The most important conclusion of a general nature is that
when atoms are isolated by condengkgluid or solid) he-
ky(0) = 2(agp—azy) (29 lium, one would never expect to see very narrow spectral
1 N K lines, even if the transition involves a change in the state of
(Vb12t VD21 biaybyg . ) ) > o
an inner electron and/or is a forbidden transition. Therein lies

k k
AE= MBS+ 5 (VE-VD?+ 2(VE-VD)P,

whereAES,=EJ—EY is the difference of the transition en-
ergy for the equilibrium state of the system relative the
vacuum, andv’=V?(0), ki=k;(0). Writing the experimen-
tal dependences in the form

we can use Eq€27) to relate the experimentally observable
guantities with the characteristics of the system:

o Qiavboitasybi; the main difference of a helium matrix from the formally less
AE},= Jbit b . inert matrices of heavy rare gas@®g), where there are no
12 21

broadening mechanisms due to exchange between the atoms

Analysis of expression&9) shows that the shift of the ab- of the matrix or to the presence of a rotational structure, and
sorption and emission frequencies with increasing pressure e Im—Rg vibrations have frequencies which are too high to
always toward the blue if the volume of the excited system isse manifested in the optical spectra.
greater than that of the unexcited systevi>V9, and to- For this reason, in our experimeffté! with an
ward the red in the contrary case. If the system has a great@hpurity—helium phase containing nitrogen atoms in t8e
stiffness in the excited state than in the ground stite ( ground andD metastable states, we did not observe absorp-
>k;), then the pressure dependence of the absorption fraion at the*S—2D transition nor emission from ND) atoms
quency has a larger slope than does the emission frequengly the absence of a heavy neighbor in a single helium shell.
(b12>byy), and vice versa. Finally, if foP=0 the absorp- From this we can estimate the width of the 0—0 transition as
tion and emission frequencies are blue-shifted relative to th& »>10"* cm™ 1. We are also inclined to regard the specific
transition frequency in vacuum, then the energy of the optitwo-humped shape of the experimentally observed emission
cal adiabatic transitiol\E,, is greater than in the vacuum, spectrum of metastable atoms?8Y) (the 2D —*S transition
while if both frequencies are red-shifted, th&&;, is lower  immobilized in an impurity—helium pha&&* (see Fig. 22
than in the vacuum. to be a manifestation of these features. Indeed, as can be seen

This last statement is extremely important, since uporin Fig. 12, neam=n* the energy difference between states
excitation of an atom both its polarizability and its size usu-adjacent inn is always less than in the case wheris far
ally increase simultaneously. Therefore the depth of the pofrom n*. This feature, of course, exists not only for the
tential well is determined by the competition of these twoground state but also for the excited electronic state. In the
antagonistic factors, and the sign of the change of energy of
the adiabatic transition in a medium is not obvious.

Our analysis of the available experimental data did not
reveal any inconsistencies with our proposed treatment.
Moreover, when for the Cs atom the experimental values
characterizing the dependence of the transition frequency
shifts on the external pressure from Ref. 12 are put (B8,
the resulting values of the parameters are close to those cal-
culated by those same authors using a complicated quantum-
mechanical modelingAE,=90 cmi !, AV=1400 A (Ref.
12), andEy=110 cm %, AV=1000 A3, respectively. In ad-
dition, the stiffness of Cs in the ground state is close to the

value that we calculated here. J L L L ! I
For shells surrounding atoms that interact strongly with 520 521 522 523 524 525
helium the simple method of analysis proposed Heeta- wavelength, nm

tions (28) and (29)] can still be applied, provided that the FIG. 22. Experimental emission spectrum of Bfie—*S transition of nitro-

observed frequency S.hi.ftS under external pressure are COgen atoms stabilized in solidified helium. The arrow indicates the position of
parable to the shift arising when the atoms are immersed ithe line of the transition ND—*S) in vacuum.
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general case the optimum valuesrof are different for the
helium shell of an atom in the ground stat€,} and excited 100 hcp
state (1}). Therefore, when the conservation of the value of
n in optical transitions, which is a consequence of the
Franck—Condon principle, is taken into account in the case bee

of ImHe, clusters immersed in liquid helium, one would ex- 2

pect that there should be two transitions in the spectrum 25 1 Hel
(from the the lowest-energy stateg and ni+1 or nj
—1), the difference in the energies of which is mainly due to Hell

the different positions of the_ levels _of the system vvntg\ 0 i > 3
=ny, ng +1,ny—1. Thus it is only in the case of coinci- T K

P, bar
[}

g
dencen} Zn; that one would expect the presence of a nar-
row line of the 0—O0 transition in the optical spectra; other-riG, 23. Phase diagram 8He. The point 0 corresponds to the conditions
wise, even for atoms that interact strongly with helium, allof growth of the solid sample, poirit to the conditions of observation of
the spectral transitions acquire significant broadening on acragnetic resonance in the bce ph&end Figs.2 and 3 to conditions
count of the coupling of the excited states of the He shelf)mpOseOI in the present paper.

with the medium.

_A particular case is that of molecules immersed in quui_dSO at high pressurgdound in a delocalized liquid state,
helium. Here the good quantum numbers are those whic{ynich lends it a high isotropicity. The layer of helium atoms
describe the molecule itself, while the influence of the Me-adjacent to the shell is subject to homogenizing van der

dium can mainly affect the shape of the individual rotational\yaais and exchange interactions with the shell, and it there-
qomponent§.Two types of effects can bg observed here.'Thqcore “melts” a little earlier than the helium in the bulk. In
first of these is due to rotation of the tightly bound helium other words, we are inclined to view the cause of the effect
shell together with the molecule and should be manifested ik, question not as a phase transition of solid helium but in
a decrease of the corresponding rotational constant. The segye proximity of the system to the melting curé@ the

ond is due to the direct coupling of the vibrations which alterexperiments described in Ref. 42 the distance along the pres-
the geometry of the molecule, with excitations in the bulk of g, e axis to the melting poirsee Fig. 28 was only about

the surrounding liquid helium. These vibrations are so powq » bay. This hypothesis can be checked experimentally; as

erful that they can interact not only with phonons but also.5n pe seen from Fig. 23, it is sufficient to move along path
with rotons and maxons. Both of these effects have bee o, petter 3 skirting the bce phase.

; 38 . _ X

observed experimentalfy: While quite long, the timed; and T, are nevertheless
bounded from above by processes of transition of the helium

MAGNETIC RESONANCE SPECTRA atoms from the shell into the adjacent laydr; by the

guantum-mechanical exchange, ahdby the temperature-

The most interesting feature of the magnetic resonancgependent process of changing the number of helium atoms
spectra of alkali-metal atoms implanted in solid helium andip the shell.

observed by the optical pumping methiid?in our view, is
the long relaxation time¥,; and T,, which attest to a weak
perturbation of the magnetic moments by the matrix. It is
particularly noteworthy that the pressure-induced transition  The regular distribution of helium atoms in the shell
of solid helium from the hcp to the fcc phase causes ammakes it possible to treat it as a unified ensemble. In this
abrupt increase ifT; and T, by more than two orders of ensemble two types of phase transitions can, in principle,
magnitude, while only small changes occur in the hyperfineccur: a transition from the delocalized to the localized state,
splitting andg factor. The authors of Ref. 42 attribute this which is analogous to a liquid—solid transition in the three-
surprising effect to the higher isotropicity of the fcc phase. dimensional case, and an abrupt change in the number of He
It must be kept in mind, however, that the helium shellatoms in the shell, accompanied by a coherent restructuring
around a Cs atom, for example, has an outer diameter aif the entire ensemble.
more than 18 A and is substantially bigger than the lattice  The number of helium atoms in the shéll2—60Q is
constant of solid helium. Therefore, since the occupation ofarge enough that the phase transition, if there is one, will be
the first shell is determined by the close-packing conditionquite pronounced, while small enough that the discreteness
on a sphere and there is appreciable exchange between tbethe number of particle participating in it will be clearly
helium atoms belonging to the shell and the atoms of thenanifested. It is the smallness of the ensemble and the fact
adjacent layer, it is hard to believe that the order in thisthat the radius of the shell is comparable to an interatomic
adjacent layer would be the same as in the bulk of soliddistance that make the effects in question fundamentally dif-
helium. At the same time, it is these first two layers closest tderent from the now actively studiét** phase transitions in
the impurity atom that determine the values of the relaxationwo-dimensional helium ensembles.
times. It therefore seems to us that the effect obtained in Ref.  For the case of alkali-metal atoms, when the shell has
42 is more likely described by the following treatment. Asthe structure with repulsion, only transitions involving a
we have said, for the Cs atom the shell is alwégtsd more  change in the coordination numbercan occur. In view of

PHASE TRANSITIONS IN THE SHELL
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52 It should be stressed that the calculations reported here
cannot in any way serve as a quantitative basis for predicting
50 the characteristics of phase transitions or even to prove their
existence in any particular case. It is sufficient to recall that
a8l we have always proceeded from the assumption that any
number of atoms can be uniformly close-packed on a sphere;
in other words, we have neglected the “magic humber” ef-
fect and the deviation of the shape of the shell from spheri-
1 cal. Our goal was only to show that phase transitions can in
44 principle occur and to elucidate which systems are most
promising for carrying out the corresponding experiments. In
421 2 this connection it is of interest to analyze how the coherent
changes in the structure of the helium shells surrounding
impurity centers might be manifested in experiment.
0 5 10 15 20 25 First, such transitions should be visible on the curves of
P, bar the external pressure dependence of the characteristics of the
2r optical spectra of impurity atoms. As experiments show, the
b spectra are transformed substantially as the pressure is
changed from 0 to 25 bar, and here the shift of the spectral
I \ line is sensitive to both the radius of the shell and the number
- of helium atoms in it. For the typical example of europium
i atoms® the maximum ratio of the width of the 0—0 transition
to its frequency shift is around 2%. This means that a “step”
of height 0.1 cm? on the curve of the pressure dependence
- of the frequency shift of the line would be fully detectable,
L 2 and estimates show that the size of the step would be at least
an order of magnitude larger than that. The phase transitions
should also affect the line shape of the spectral bands.
I 1 The relaxation times in the magnetic resonance of para-
, ) , ) magnetic atoms are sensitive mainly to the homogeneity of
10 i5 20 25 the environment, i.e., to the degree of localization of the
P, bar atoms in the shell and the deviations of the shape of the latter
from spherical; therefore transitions of the liquid—solid type,
at least, should be reflected in the ESR spectra.

46
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FIG. 24. Effect of pressure on the me@ and varianceb) of the number
of atoms in the helium shell surrounding a Cs atom in liquid helium at
different temperature$, K: 0.01 (1), 0.1(2), and 1(3).

IMPURITY-HELIUM PHASE

the small energy difference between states with differgnt The strongest effects due to localization of helium atoms
only at temperatures of the order of 10 mK can one expect around impurities should be expected for an impurity—
predominant occupation of one of the statese Fig. 24 In helium solid phase, which owes its very existence to this
addition, the intensity of the exchange of atoms between thiocalizatiorf and which consists entirely of localized helium
shell and the surroundings fundamentally “smears” the dif-shells. For this case one should be able to reliably observe
ference between the different states of the shell. Such phas®t only the effects discussed above, but also such specific
transitions can occur for Ifhle, clusters suspended in liquid properties of localized shells as the specific heat, thermal
helium “He. Since alkali-metal atoms should dréWe at-  conductivity, and magnetic nuclear polarizability Hfie at
oms toward them from the bulk of the liquid helium, such low temperature&3*® which would be manifested as macro-
objects can be created experimentally. scopic properties of the whole sample. Experimentally an
For atoms around which a structure with attractionimpurity—helium solid phase has been obtained for impurity
forms, on the contrary, a transition of the liquid—solid type particles such as nitrogen atoms and molecules and for atoms
should be more the rule than the exception: as the externaf heavy inert gases—neon, argon, krypton, and xenon. The
pressure increases, localization of the helium atoms in thanalysis in the present paper confirms the high stability of
shell should be occur considerably sooner than the solidifithe helium shells around these particles and an appreciable
cation of helium in the bulk. As regards the transitions in-increase in the degree of localization of the atoms making
volving a change in the number of atoms in the shell, thehem up. However, the possibility of stabilizing conglomer-
atoms studied in this paper are not very good choices: thated shells requires a special analysis which we are preparing
interaction of N and Xe with helium is too strong, and theto do in the near future. Of particular interest is the question
transitionn—n—1 occurs at very high pressurésee Fig. of whether an impurity—helium phase can exist’ite. As
16). Therefore, a special analysis must be undertaken in orthe analysis presented in this paper shows, the shells sur-
der to choose a suitable system for observing this effect. rounding atoms that interact weakly with helium are even
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more stable irfHe than in*He, and metastability with re- occupied by the Na atom; this is comparable to the volume, 1100ff
spect to the formation of metallic clusters may be provided sphere ha\(inlg a radius equal to the equilibrium distance for the Na—He
by the application of high magnetic fields. palr potential
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Results are presented from a study of the magnetic susceptibility and electron spin resonance
(ESR on C2" and Mrf* ions in a series of samples of the semimagnetic semiconductor

Hg; - x—yCrMn,Se withx=0.02 and 0.0%y<0.08. The experimental results show that the
structure of the ESR spectrum and the character of its shift with respect to magnetic

field as the temperature changes depend on the ratio of the concentrations of chromium and
manganese ions, which form two interacting substructures. The observed transition of

Hg; x—yCr,Mn,Se to a spin glass phase is not related to the distortion of the symmetry of the
crystal lattice. The shared and distinctive properties of the systems,BgSe and

Hg; x—yCr,Mn,Se are determined. @000 American Institute of Physics.
[S1063-777X00)00201-2

Among the representatives of the semimagnetic semimanganese atoms at a fixed concentration of chromium
conductor (SMSQ class, the broadest spectrum of newatoms.
physical effects have been observed experimentally in the To establish the influence of the manganese concentra-
solid solutions Hg_,Cr,Se (Refs. 1-3. For example, at tion on certain physical properties of g, ,Cr,Mn,Se, we
liquid-nitrogen temperatures the the Landau energy levels ihave carried out a comprehensive investigation of ESR and
Hg,_,Cr,Se can exhibit a rather large spin splitting, inducedthe magnetic susceptibility in a series of samples of this
by sp—d exchangé,and at certain values of the composition material.
x and temperatur@ a phase transition to a spin glass phase
occurs in this system. This makes HQCr,Se a promising
material for the creation of mfrgred sources an_d detectors; -~TrRON SPIN RESONANCE
that can be tuned by a magnetic field over a wide spectral
range, modulators, magnetometers for measuring magnetic According to Refs. 1, 3, and 5, the ESR spectrum of
fields of the order of megaoerstads, and other devices c&r** ions in Hg_,Cr,Se has been observed and studied at
pable of operating at liquid-nitrogen temperatures. This hasemperatures ranging from liquid-helium to room tempera-
enormous practical significance, since similar devices madaire, and the characteristic shape of the spectrum was found
from Hg, ,Mn,Te, Hg . ,CdMn,Te, and Hg ,Mn,Se  to depend orNc, and T. ESR and magnetic susceptibility
operate at liquid-helium temperatures. In this respect thstudies have established that when the crystal is cooled be-
Hg;, _«Cr,Se system has some advantages over the knowlow a certain temperatur€; the cubic symmetry of the lat-
narrow-gap SMSCs. tice begins to break down, and at a certain temperatyre
According to Ref. 4, the admixture of Mn atoms to <T; a phenomenon occurs which we have interpreted as a
Hg; _,Cr,Se in concentrations small compared to that of thetransition of Hg_,Cr,Se to a spin glass phase. In Ref. 4 it
Cr atoms improves the magnetic and electrophysical charaesvas shown experimentally that at equal concentrations of
teristics substantially and changes the defect structure afhromium atoms in the systems Hg_,Cr,Mn,Se and
Hg; _Cr,Se. We have not been able to observe the electroklg, ,Cr,Se, their physical characteristics are qualitatively
spin resonanc€éESR spectrum of MA™ ions in the quater-  similar and differ mainly in a quantitative sense.
nary system Hg , ,Cr,Mn,Se at manganese concentrations ~ The ESR spectrum was studied on a radio spectrometer
Nyn much smaller than the chromium atom concentrationwith a working frequency of 36.04 GHz. During the mea-
Ncr, and no studies of this system have been done fosurements the temperature of the samples was stabilized and
Nc=Nwun- It is therefore of interest to investigate a series ofmeasured to an accuracy af0.1 K by means of an elec-
Hg, - x—yCr,Mn,Se samples with different concentrations of tronic device®

1063-777X/2000/26(1)/4/$20.00 24 © 2000 American Institute of Physics
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FIG. 2. Temperature dependence of the resonant magnetic¢figlt,2) and
180K 100K the linewidthAH (3,4) of the absorption lines observed on*Cr(®) (the

transition — 1/2—1/2) and Mi* (O) at T<180 K and the unresolved ab-
sorption spectrumA&) for T>180K in a Hg_,_,Cr,Mn,Se sample with
x=0.02 andy=0.01.

susceptibility and studied its variation with temperature. The
measurements ¢f were made by an induction method on an
1 : | \ l apparatus co_nsisting of a modified diﬁarential magnetometer
12 13 14 11 12 13 14 with modulation by a low-frequency fieldThe apparatus
H, kOe H. kOe was calibrated using a superconducting lead replica of the
sample to be studied. The amplitude and frequency of the
FIG. 1. Qhange in the structure of the ESR spectrum as the temperature ﬁternating magnetic field inducing the emf in the measuring
'tﬂ‘gzr:i?] 'Cv:stggc‘tyO?rg';ﬂgyS@:fmgfi‘:\‘"g’;;%oz andy=0.01(npartb s of the apparatus could be varied smoothly over the
intervals 0—5 Oe and 60-1100 Hz, respectively.
The results of the(T) measurements are shown in Figs.

Samples of Hg , ,Cr,Mn,Se with x=0.02 andy 3 and 4. Figure 3 shows the temperature dependenge of
=0.01, 0.02, 0.04, 0.06, and 0.08 were investigated in th&easured for the sample with=0.01 at frequencies of 63

temperature interval 58—-300 K. In this entire interval the
character of the temperature dependence of the observed

ESR spectrum was found to depend »randy. Figure 1 10
shows the dynamics of the change in the ESR spectrum with
temperature for the sample wiyh=0.01. As the sample was

cooled to 180 K the spectrum consisted of a single isotropic 8
line. At T=180K the line begins to split into two lines, one °
of which is axially anisotropic and the other isotropic. As the
temperature is lowered further, a fine structure appears
against the background of the anisotropic line, the distance
between the lines of the fine structure increases, and the
whole anisotropic spectrum is shifted strongly to lower <
fields, as can be seen in Fig(@irve?2). Figure 2 shows the
temperature dependences of the resonant magneticHield
and the linewidthsAH of these absorption lines. Curv@s
and3 showH, andAH for the central absorption line of the
anisotropic spectrum, while curvésand4 are the analogous
curves for the isotropic spectrum. For samples with
y=0.02 a single isotropic line is observed over the entire
range of temperatures investigated, and the resonant field for

this line is independent of within the experimental error. 1 )
70 90 110 130 150
T, K

om®/ g
(=2}
1

%, 10

MAGNETIC SUSCEPTIBILITY
. FIG. 3. Temperature dependence of the magnetic susceptibility of
In the same samples of kg, ,Cr,Mn,Se on which the g cr Mn,..Se, measured at frequencies of 63 H@)(and 330 Hz
ESR spectrum was investigated, we measured the magnetio).
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the anisotropic spectrum is shifted to lower magnetic fields,
and at a certain temperature a fine structure of the spectrum
begins to appear. According to Ref. 3, this spectrum is due to
the CP* ions. The isotropic spectrum, which has a mono-
tonic and less pronounced temperature dependence than does
the spectrum of Gf (Fig. 2), is attributed by the authors to
the Mr?™ ion. These results and the data obtained from ESR
studies for samples witi=0.02, along with the analogous
results of Ref. 4, are evidence that when the concentration
N¢rin Hg; -« ,Cr,Mn,Se is much larger thaNy,,, or when

N, and Ny, are of the same order of magnitude B,
=Nc,, the spectra of the &t and Mrf* ions are not re-
solved. In this case the structure and temperature dependence
of the whole spectrum is determined by those ions having the
higher concentration. INy,<N¢, (e.g., in the sample with
y=0.01), then at a certain temperature the spectrum is re-
solved into the two spectra of the Crand Mrf* ions, and
these spectra differ in their structure and in the character of
their temperature dependendggs. 1 and 2 This behavior

of the spectra can be explained as follows. According to Ref.
3, in the ternary system Hg,Cr,Se afT<T; a displacement

of the CP™" ions along the axial axis of the crystal occurs as
the temperature is lowered. This displacement induces a shift
of the spectra of these ions with respect to the magnetic field.

25

20

1 ! 1

}
50 70 90 110 130 One expects that analogous displacements of tié @mns

T. K occurs in the system Hg, ,Cr,Mn,Se as well, and this is
FIG. 4. Temperature dependence of the magnetic susceptibility of &onfirmed by the results of Ref. 4 and the present study. It
Hg, _«Cr,Se sample wittx=0.02 (1) and of Hg_,_,Cr,Mn,Se samples  follows that under certain conditions, which will be set forth
with x=0.02 for different values of: 0.04(2), 0.06(3), 0.08(4). below, an analogous displacement of thé'Cions can occur

in the Hg _,,Cr,Mn,Se system and will induce a shift of

e spectrum. The indicated experimental results show that
r Hg; _x—yCr,Mn,Se the character of the shift of the spec-
trum with respect to the magnetic field as the temperature
decreases depends on the relative values of the concentra-
tions of chromium and manganese atoms. For example, for
' : : N> Ny, the spectrum shifts but does not split, while for
that figure for comparison is thg(T) curve for Hg _,Cr,Se No>Nyy. (the sample withy=0.01) the spectrum is re-

with x=0.02 (curve 1). A comparison of curve2—4 with : ) .
curve 1 shows that these materials differ in having substan-sowed’ and as the temperature is lowered there is a shift of

tially different absolute values ¢f in the temperature region thﬁ_lsp}ecttrrl:m duetto thg @rtlo:]hs t%%ower magn(_enc ﬂtla_ldﬁt’
around and below the maximum of th€T) curve and also while Tor i € Spec T”tfn L(;; o(F.e 2 \|/c\)/ns ttP{)etls ?hs '9
in the values of the temperatures at which the maximum ofionmonotonic variation or, {Fig. ). Yve atiribute the ex-

the magnetic susceptibility occurs, while the character of th er|r|nenéall tresul;s okt))tatmed f?t: IILg(t_)yCr:MnyS? éo thz M
change of they(T) curve remains the same. These experi-. oulomb Interaction between the subsystems of Lrand Vin

mental observations and the shift of the extremung(af) to ions. This interaction causes the system, Hg.,Cr,Mn,Se

higher temperatures as the measurement frequency increaggsb'ahave either like a system consisting of one kind of spin

s . preserc of s Garton o 5 s phae 15,8 YT Coning o v s of i cer
the Hg_,_,Cr,Mn,Se system at the temperatuiie=T ' o
4-x-y~hhy y 5,8,gp 9 and manganese. This is indicated by the structure of the ESR

wherex(T) reaches its maximum valde: spectra and the character of their shift with respect to mag-
netic field as a function of. For example, foN¢ >Ny, the
ESR spectrum in Hg ,_,Cr,Mn,Se is determined mainly

A comparative analysis of the experimental results forby the CP* ions, while for N, <Ny, it is determined
the Hg _»—yCr,Mn,Se sample witty—0.01 and the data of mainly by the Mr#* ions. In the first case both the Crand
Ref. 3 suggests that the ESR spectrum of this sample at the M ions are displaced along the axial axis of the crys-
>180K consists of two unresolved spectra of the ion$'Cr tal as the temperature changes, while in the second case these
and Mrf*, a situation which arises because théactors of ions are fixed. The different relationship betwep, and
cr*t and Mrft in this cubic crystal are close in value, and Ny, for the first and second cases is attributed by the authors
the linewidths are comparatively large. At=180K these to the difference in the ionic radii of € and Mrf*. Since
spectra are resolved. As the temperature is lowered furthethe ionic radius of MA' is much greater than that of Tr,

and 330 Hz. It is seen that as the frequency increases, tfig
extremum ofy(T) shifts to higher temperatures. Similar be- 0
havior of x(T) with increasing frequency was also observed
for the samples withy=0.02. The x(T) curves for these
samples are shown by curvés4 in Fig. 4. Also shown in

DISCUSSION AND CONCLUSIONS
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for displacement of the M ions under the influence of the tion of Hg, —x—yCrkMn,Se to the spin glass phésis not
Cr™ ions it is clearly necessary to satisfy the conditionrelated to the a distortion of the lattice symmetry. The pres-
Nc> Ny, While for fixation of the C¥* ions the condition  ence of chromium and manganese ions forming two interact-
Numn=N¢, must be satisfied. It should be noted that the aping subsystems in Hg, ,Cr,Mn,Se gives rise to various
proximately equal contribution of the Cr and Mn subsystemgphysical effects in this material.

to the Coulomb interaction arising between these subsystems

in Hg; 4, Cr,Mn,Se leads to different temperature depen- E-mail: prohorov@host.dipt.donetsk.ua

dences of these spin centers, as is attested to by the ESR_

spectrum of the sample with=0.01. 1 . . .

Thus from investigations of the ESR spectrum on V. D. ProzorovskKi, I. Yu. Reshidova, and Yu. S. Paranchich, Fiz. Tverd.

. i g p i Tela(Leningrad 34, 882(1992 [Sov. Phys. Solid Statg4, 472(1992].
crt and Mrf" ions and measurements of in 2y. D. Prozorovski, 1. Yu. Reshidova, and S. Yu. Paranchich, Ukr. Fiz.
Hg; _x—yCryMn,Se it follows that in this system the tem- 32h.40, 1005(1995.

; ; ; V. D. Prozorovski, I. Yu. Reshidova, A. I. Puzynya, and Yu. S. Paran-

peratureTf' at Whl(.:h .the .dIStOI’tlon of the symmetry of the chich, Fiz. Nizk. Temp.21, 1057 (1995 [Low Temp. Phys.21, 813
crystal lattice begingif this occurg, the temperaturd, of (1995].
the phase transition to the spin glass, and the valug iof 4V. D. Prozorovski, I. Yu. Reshidova, A. I. Puzynya, and S. Yu. Paran-
the phase transition region and B T are larger in mag-  chich, Fiz. Nizk. Temp.24, 851 (1998 [Low Temp. Phys.24, 639

. . . (1998].
hitude than in Hg-.CrSe for samples with the same value V. D. Prozorovski, I. Yu. Reshidova, A. I. Puzynya, and Yu. S. Paran-

of N¢r. In Hg; _«—,Cr,Mn,Se the nonmonotonic character chich, Fiz. Nizk. Temp22, 1396 (1996 [Low Temp. Phys22, 1058
of the x(T) curve is more pronounced and the exchange (1996].

interaction increaseS, as is indicated by the rise in the phaseev. D. Prozorovski and Yu. M. Nikolaenko, Inventor's Certificate
ransiton temperature. These phenomena were explained f21000USS LBl eobet o Zaiosn,
Ref. 4 on the basis of a cluster model of the spin glass. The (1965,

fact that the distortion of the symmetry of the crystal lattice ®S. L. Ginzburg, Irreversible Phenomena in Spin Glass@s Russiai,
does not occur for certain valuessoandy (this is confirmed ~ Nauka, Moscow(1989.

by the isotropicity of the spectrum over the entire range of J. K. Furdyna, J. Appl. Phy§4, R29 (1988.

temperatures investigatethdicates that the observed transi- Translated by Steve Torstveit
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The properties of NglCay 4(Mn; _,Me,)O; (Me = Cr™, AI®", Ti*", Nb®") are investigated. It

is shown that the indicated substitutions destroy the long-range order in the positions of the

Mn®* and Mrf" ions, but the properties depend sharply on the type of substituent ion. The
replacement of a small fraction of the Rhions by CF* (0.04<x=<0.1) leads to
antiferromagnet—ferromagnet and insulator—metal transitions. At chromium concentsations

the solid solutions again become nonconducting and exhibit the properties of inhomogeneous
ferrimagnets in which the magnetic moments of the chromium and manganese ions are directed
opposite to each other. F@r<30K there is a phase transition in which the magnetic

moments of the N¥" ions order antiparallel to the moments of the Mn ions. All of the samples
containing chromium have a large magnetoresistive effect at temperatures below the Curie

point. The replacement of manganese by AlITi**, or Nb®" ions leads to a transition from the
antiferromagnetic state to a spin glass state with no change in conductivity. The data

obtained indicate that the superexchange interactions between the chromium and manganese ions
is of an antiferromagnetic character. Z00 American Institute of Physics.

[S1063-777X00)00301-7

INTRODUCTION titanium#~° To establish the mechanism of the phase transi-

tions upon substitution of other ions for manganese, we
It is known that the manganites RECaMnO; did a study of the properties of the solid solutions

(RE= Pr, Nd in the concentration interval 0s3y<<0.7 are  Ndy ({Ca, (Mn; _,Me,)O; (Me=Al, Nb, Ti, Cr) over a wide

antiferromagnetic insulators on account of the charge orderange of Me concentrations, all the way upxte 0.4.

ing effect! In Ref. 4 it was found that replacing a small

fraction of the manganese ions by chromium ions INEXPERIMENT

Pry Ca gMnO; leads to destruction of the antiferromagnetic

charge-ordered state: f3Ca 5(Mno o:Cro.09 Os is a ferro- Porlw)(/jcrysrt;llll]n(i sarr;ples wier”e (;ti)tf;\]me%frogw sgrgpélﬁ ox:
magnet which undergoes a metal—insulator transition neafj.es and carbonates of especially high putgyade

the Curie poinfTe=160 K It has been established by neu mixed in stoichiometric proportions. The final synthesis was
c= : -

tron diffraction studies that upon ferromagnetic ordering indone In air at 1450 °C. The samples were cooled slowly at a

Pro £Cab (Mo 0:Cl 09 Os the distortions of the crystal struc- rate of 100 °C/h in order to ensure stoichiometry in respect tq
. ) . oxygen. Magnetic measurements were made on a Foner vi-
ture decrease. It was conjectured that the trivalent chromiu

ions, having electronic configuratiaf?, the same as the tet- rBratlng magnetometer, and the electrical conductivity was

} - ., _measured by the standard four-probe method. Contacts were
ravalent manganese ions, take part in “double exchange,” a

a result of which a ferromagnetic ordering occurs inisormed by the ultrasonic deposition of indium.
manganite$.In the double exchange model the electrotrans-
port between @ ions with different valences and the ferro- RESULTS AND DISCUSSION

magnetism are intimately related: the higher the electrical For Nd, {Ca, ;MnO; samples the curves of the tempera-
conductivity, the more stable the ferromagnetic state. Thereure dependence of the magnetization have a maximum at
is information in the literature about doping the charge-260 K and a slight anomaly near 180 K. According to Ref. 7,
ordered phases of manganif@sainly Py sCa, sMnO;) with  the maximum at 260 K is due to charge order{lang-range
small amounts of chromium, nickel, cobalt, iron, andorder in the positions of the M and Mrf* ions), whereas

1063-777X/2000/26(1)/4/$20.00 28 © 2000 American Institute of Physics
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0 6 L 46 L éO L 790 al 150 ent regimes: ZFC — zero-field cooled; FC — field cooledrves1 and?2

were measured on heating; curd®n cooling.

TK

FIG. 1. Magnetic-field dependence of the magnetization of
Nd, Cay 4(Mn; _,Cr,)O; samples al =6 K in a decreasing fiel(h) and the

temperature dependence during heating after cooling in a field of 100 Oe . . . .
(FO (b). case of antiferromagnetic ordering in the manganese sublat-

tice the magnetic fields inducing the transition to the ferro-

magnetic state are quite large, as a fulEo elucidate the
the anomalous behavior at 180 K entails the establishment afauses of the anomalous behavior of the magnetization at
long-range antiferromagnetic order. Figure la shows théow temperatures, we investigated the magnetization of the
magnetic field dependence of the magnetization ofample withx=0.3 as a function of its prehistory and the
Ndy C& A Mn; _,Cr,)O; samples on the magnetic field magnitude of the fieldFig. 2). We found that after cooling
strength, measured @ K in adecreasing field. The magnetic in the absence of fiel@zero-field cooling, the M(T) curve
moment increases abruptly to 35 per formula unit has a maximum in the region of the low-temperature
(x=0.04) and decreases smoothly to g as the chro- anomaly of the magnetization. At temperatures above 30 K
mium content is increased furthex=0.4). All of the the magnetization is larger during cooling than during heat-
samples with chromium concentrations up xe-0.3 are ing. This indicates that the domain structure changes below
magnetically soft materials. In the sample wit=0.4 the 30 K. We observed considerably sharper anomalies of the
coercive field increases sharply, reaching a value of 600 Oenagnetization in the low-temperature region for the

Figure 1b shows the temperature dependence measurdi(Mny «Cry )O; sample. This sample satisfies approxi-

in a low field (100 Og after cooling in this same field. It is mately the same magnetic ordering temperature as NdjyVinO
seen that the temperature of the transition to the paramaga which Ty=286 K.2 However, the magnetic properties of
netic state T=150K) for the samples with chromium con- these two compounds differ markedly. In NdMn@e mag-
centrations up to«=0.2 depends weakly on the chromium netization increases strongly as the temperature is lowered
concentration. The sample with=0.4 undergoes a transi- (from T=20K), whereas in the sample containing chro-
tion to the paramagnetic state over a wide range of temperanium the magnetization falls off sharply. During heating af-
tures, a fact which is indicative of a nonuniform magneticter zero-field cooling a very pronounced maximum of the
state. At low temperatures the magnetization increasesiagnetization appears at low temperatufEfy. 3). The
sharply with increasing temperature; this may be due to théarge hysteresis in temperatu{@ K) corresponds to a first-
contribution from the neodymium sublattice. This hypothesisorder phase transition.
is supported by the fact that the anomalous behavior of the The electrical conductivity of the solid solutions
magnetization in the low-temperature region becomes sigNd, (Ca A Mn, _,Cr,) O3 depends strongly on the chromium
nificantly less pronounced as the magnetic field is increaseaoncentration. In the sample with=0.04 the conductivity
Such a situation can arise in the presence of two differenpeak is observed below the Curie temperatlige(Fig. 4).
magnetic sublattices weakly coupled to each other. In th&amples with a large chromium content remain semiconduct-
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FIG. 5. Magnetoresistance MR defined fg(H=9 kOe)—p(H=0)]/

p(H=0)}100%, as a function of temperature in jN&@a 4 Mn,_,Cr,) O3

samples.
N,
the temperature is lowered. Similar behavior is observed for
R PR x=0.2, where the effect is even somewhat larger than for
60 80 100 x=0.1.
T,K All of the compounds doped with the nonmagnetic ions

FIG. 3. Temperature dependence of the magnetization of théo‘l’ Ti, or Nb possess a spontaneous magne_tlze_ltlon_ at low
NdMno «Cro 105 sample(in zero field and aH=50 Oe) in different mea-  temperatures <40 K). However, the magnetization is not
surement regimes. saturated in fields up to 15 kQ€&ig. 6). The M(H) curves
measured after cooling in a field and in zero field diverge
smoothly neail;=40K, the temperature at which the maxi-
ing over the entire temperature interval investigated, 77—-30@hum of the magnetization is observed during heating after
K. zero-field cooling. Behavior of this sort is would be expected
The magnetoresistive effect is most pronounced in thdor cluster magnetic systems in which the long-range mag-
sample withx=0.04 (Fig. 5. That sample has a peak of the netic order is destroyed through a competition of exchange
magnetoresistive effect nedr=100 K. The magnetoresis- interactions of different sign.
tive effect in the sample witlk=0.1 increases smoothly as

Nd Ca ,(Mn,_Cr )04 and
7 Nd_.Ca_ (Mn_Cr )O | 06 04T ixTx s
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FIG. 4. Electrical conductivity  versus temperature in FIG. 6. Magnetization as a function of field folT=7 K in

Ndy C& A(Mn; _,Cr,)O; samples. Ndy Ca 4 Mn; _,Cr,) O3 samples, where (Me Nb, Ti, Al).
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As in Ref. 4, we assume that the chromium ions enteffraction. At a concentration of the diamagnetic ions 0.1
the manganite mainly in the trivalent state. This is indicatedhe magnetization is largest for the niobium-containing com-
by the extremely small magnetic anisotropy of samples withpound and smallest for the aluminum-containing compound.
chromium concentrations up to 30%. In the case of'Cr This fact supports the assumption that the3NtrO—-Mre*
ions the magnetic anisotropy is ordinarily rather large. Onexchange interactions in the system
the basis of the existing data, however, it cannot be ruled outld, ¢Cay A Mn;_,Cr,) O; are ferromagnetic.
that a small number of chromium ions are in the tetravalent It follows from the results of the resistivity measure-
state. lons of aluminum, titanium, and niobium enter thements that the chromium ions do not promote electrotrans-
manganite with valences of three, four, and five, respecport processes. The most intimate connection between the
tively, since the synthesis is done under oxidizing conditionsmagnetic state and the electrical conductivity is observed in
which are incompatible with the stability of ¥ and N4+ the compound withx=0.04, in which the chromium content
ions. is minimal, a circumstance which favors electrotransport be-

The sharp drop in magnetization and the growth of theeween manganese ions. In ferrimagnetic states @.1
resistivity as the chromium concentration is increased indi=<0.3) the magnetoresistance is apparently of a different na-
cate that the exchange interactions between chromium artdre than in the compound with=0.04, since the magne-
manganese ions are of a different nature than double exeresistance peak is absent. It can be assumed that the mag-
change. As we have said, theCrions, like the Mfi* ions,  netoresistance of these compounds is due to intergranule
have ad® electronic configuration. Therefore, according to electrotransport of spin-polarized charge carriers, as is often
the Goodenough—Kanamora rules, the 180° superexchangbserved in ferromagnetic oxides with a semimetallic char-
interaction Mi*—O—CP* should be positive. The results of acter of the conductiott It may be that in the ceramics
a study of L&Mn,_,Cr,)O; are consistent with this investigated here there are microregions with rather high
assumptior?. In the EMn, _,Cr,)O; system, however, the conductivity, owing to which the conductivity is of the per-
ferromagnetic state was not obser#8dn order to under- colation type.
stand the behavior of manganites containing Cr ions, we also In our view, the phase transition leading to magnetic
studied the system aSr, J(Mn; _,Cr,)O3. In that system ordering of the neodymium ions is of significant interest. In
the compound not containing chromium is a metallic ferro-the high-temperature phase thed exchange interaction is
magnet withT =370 K. It turned out that the substitution of unimportant, while in the low-temperature phase fhed
chromium for magnesium leads to a gradual decrease in thexchange increases sharply. Apparently the ground state of
spontaneous magnetization and in the temperature of thtae N ions changes at the phase transition.
transition to the paramagnetic state Ms=1.2ug and This study was supported by the Foundation for Basic
Tn=180K atx=0.4. Research of the Republic of Belar(Grant F98-05Y.

The decrease of the magnetization may be due to the
circumstance that the magnetic moments of the chromiumg-mail: sirenko@ilt.kharkov.ua
ions are oriented antiparallel to the magnetic moments of
the manganese or that fractions of the spin-glass type form,_ ) i i
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The substitution of Nb' ions increases the Mn fraction,
whereas the substitution of Al ions increases the Mn Translated by Steve Torstveit
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS
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A study is made of the decompensation effect in zinc due to magnetic breakdown between the
electron and hole orbits near tKepoint of the Brillouin zone. It is shown that, in contrast

to the general case for compensated metals, zinc exhibits the Fisher—Kao effect in a magnetic field
which is tilted with respect to the hexagonal axis. The regularities of the changes in the

shift of the Fisher—Kao peak in a magnetic field upon changes in the frequency and surface quality
are established. It is shown that the field-induced shift is related to the appearance of a
subsurface damaged layer. An explanation is proposed for the effect wherein the square-root
frequency dependence of the position of the maximum with respect to the field is transformed to a
linear function when the state of the surface of the slab is modified20@0 American

Institute of Physicq.S1063-777X00)00401-]

INTRODUCTION experiment as an uncompensated metal, and vice versa. In
this paper we shall use the terms “compensation” and “dec-

The normal metals can be divided into two groups: un- - o ; ;
ompensation” as pertaining to the relationship betwégn
compensated n,—n,#0) and compensatedn{—n,=0), andeh P 9 P o

wheren, andny, are the total numbers of electron and holes The spectra of collective excitations of a magnetized

in the prim.itive 'ceII.' The difference .Of the electron and hOIeelectron plasma for compensated and uncompensated metals
concentrations is given by the relation are fundamentally different. For example, an Alivavave

Ne—Np=sz—2(F+J), (1) can exist only in a compensated metal and a helicon only in
an uncompensated metal, while a doppleron can exist in ei-
ther. These spectra are completely determined by the con-
Huctivity of the metal. However, as we have said, in high
magnetic field$2) the contribution to the conductivitymore
precisely, the sign of this contributipis determined not by
whether the carriers belong to one sheet of the Fermi surface
or another but by the type of orbielectron or holg on
which these carriers are found. In a magnetic field an elec-
tron may be found on a hole orbiand vice versp and
w<v<wg, (2 compensation and decompensation effects arise; conse-
quently, the structure of the spectra of collective excitations
= eH/(mq) is the cyclotron frequency. can change in a fundamental way as the external pe}rameters

Under these conditions the concentration differeNge (field, temperatulre, geometry of the expgr@m’e varied.

Let us consider the most characteristic features of the

—N,;, that is manifested in an experiment is equal tg ( ‘ ¢ olect i des i ted and
—np)/V only for closed isoenergetic surfaces, which can peoPectra ol electromagnetic modes ih tuncompensated an

unambiguously classified as electronic or hole. Héiis the comTpr?nsatedtmetalsf. ¢ lect i des i
volume of the primitive cell, andN, andNy, are the concen- € spectrum of transverse electromagnetic modes in

trations of carriers enclosed in the closed regions formed bgormal. metals with a FS trlqt 'S aX|a.IIy symmetrlc. abou.t the
the electron and hole orbits in the magnetic field. On multi-Z ais in the geometrk||H|z is described by the dispersion
ply connected Fermi surfacé8Ss of the “monster” type in ~ relation

an external magnetic field both electron and hole orbits are Amiw

observed. Such surfaces on the whole cannot be classified as k2=—r(7¢ (£ polarization. 3)
being of the electron or hole type, and for thélg— N, need ¢

not be equal torfe—hy,)/V, and it may even turn out to be Herek is the wave vector of the wave, amd. = oy *ioy,
nonzero forn,=n;,. Consequently, a metal which is com- is the conductivity for the circularly polarized components of

pensated according to E@l) may actually behave in an the field:E. =E,*iE,. The main details of interest in the

wheres is the number of atoms in the primitive cefljs the
number of electrons given up by each atom to the conductio
band,F is the number of filled bands, ardds the number of
bands containing holes.

In high magnetic fields the carrier concentratidrin a
metal requires a more detailed analysis.

The research reported here was done at relativelydow
frequencies and in high fieldd, subject to the restriction

where v is the carrier relaxation frequency ané,

1063-777X/2000/26(1)/7/$20.00 32 © 2000 American Institute of Physics
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FIG. 1. Electromagnetic mode spectra obtained in the lignit0: uncom-
pensated metal—solutioi2), (3) for =0 (a); compensated metal—
solution (2), (3) for =1 and a=1/3 (b). Solutions G and Gare the
helicon and damped helicon, and D and &e doppleron solutions. The
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FIG. 2. Qualitative character of the electromagnetic mode spectrum in a
compensated metal, obtained with collisions taken into accaunty (the

D’ branch of the spectrum is omitted; cf. Fig.)1Bor clarity the spectrum
has been divided into two fragments. It is seen that in the’‘polarization

the Alfvén branch of the spectrum, which lies at fielts<H,, (|Rek
|=Imk), is associated with the D bran¢fragment &, while that lying at
fieldsH>H,, is associated with the 'Gboranch(fragment b of the electro-
magnetic mode spectrum. Since in the-* polarization Rek=Imk [see

Eq. (5)] for the Alfven mode throughout the entire field interval, only the
Im k(H) curve is shown for this mode in the two fragments. The signs of the

signs of the circular polarization are indicated in circles. The scales alongircular polarization are indicated in the circles.

the coordinate axes can be determined by using the relatiord foisee
text), the position of the straight lineg= 1, and the values of the parameters
of the metal.

electromagnetic mode spectra of uncompensated and co

“corrugated cylinder” type, for which the type of orbit
(electron or holg always corresponds to the type of carrier
(electrons or holes, respectivgly i.e., the relation
(ne—hp)/V=Ng— N, holds. If the FS consists of two cylin-
ders, i.e., an electron cylinder and a hole cylinder, tien

Neec
oi=0t ol =i —[(1xiy)*-¢*]

—Bl(1Fiy)*—a?q?] 13, (4)
where

(5)

In Egs.(4) and(5) the indices andh denote the electron and
hole parameters, respectivelg=N, /N, (8=1 for a com-
pensated metal an@@+1 for an uncompensated metal
a=Vvp/Vve (v is the maximum velocity of the carriers along
H). We assume thab, and v=const for all carriers, with

g=kvelw.; y=(v—iw)lw;.

w:>0 for both electrons and holes. Figure 1 shows the spec-

tra of electromagnetic modes in uncompenségdnd com-
pensatedb) metals in the limity—0. For specificity we
have sef3=0 in the uncompensated metal ape 1/3 in the
compensated metal. We see that FbrH,, the dispersion

con(G), doppleron(D), and damped helicon ((; the value
of the threshold fieldH,, is determined by the relatiog®
(27/4)2 where £=w3c?(w50v)), w;=4mNd%/m

Refs. 1 In fiel lowH,, all th luti -
pensated metals can be analyzed using a model FS of trrg%e s- 1 and 2 In fields belowHy, all three solutions de

ribe an anomalous skin effect in an external static magnetic
field® The introduction of a hole group of carrierdN{
=N,) in an uncompensated metal in the-" polarization
causes the helicon branch of the spectrum to vanish and
modifies the spectrum of the doppleron D, and for<H,,

[the value ofH,, is determined by the relatiog3=(1
—a?)/2] the solution of the dispersion relation becomes
purely imaginary(branch @ of the spectrum In the “+”
polarization the branch Gvanishes and a solution’'B-a
“hole” doppleron—appears. In fields below the threshold
field of the doppleron D(H<Hy/,) all the solutions, as in the
uncompensated metal, describe an anomalous skin effect.
Actually, the solutions G and ‘Gdo not vanish but degener-
ate to zero ag—0 andN,—N.. For y#0 the degeneracy

is lifted, and in the local limit [g?|<|1+i7|?) these solu-
tions can be written in the form

(v—iw)w

k?=8miNem——5— >
¢ HZxHp

(= polarization. (6)
In the high-frequency region«>v) in fields H>H,, the
solutions(6) are almost real-valued and describe the well-
known propagating mode called the Alfvavave? In our

case, however, by virtue of inequalit®), the solutions are

relation in the uncompensated metal has three solutions: helimportantly complex(see Fig. 2 Despite the appreciable
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can occur by a different mechanism. The reason is that the
energy gap between the second and third zones ned the
point is small. As a result, even in field$=1.3 kOé&* the
hole orbits h [Fig. 3b] begin to vanish, and magnetic-
breakdown orbitde appeair Fig. 3c], these in fact being or-
bits lying on the nearly-free-electron sphere. A decompensa-
tion arises which, in the geometH/|[ 0001], reaches a value

Ne h=

2nh)’ 25,a=0.82x10%%cm 3, )

In Eq. (8) Sy is the cross-sectional area of the Brillouin zone
on the[0001] plane. Measurements of the Hall coefficient in
fields up to 18 kOe give approximately the same value.
When the magnetic field direction deviates from {0801]
axis by an angle#=1.5° the orbitsfe vanish, and hence so
does the magnetic-breakdown decompensation.
We have previousfycalculated the spectra of the elec-
J \ tromagnetic modes in both “compensated” and “decompen-
sated” zinc in the geometrk||H|[000]]. In the details of
flGr- %_dF’rfigtn::naof _t:te_;?rmi S;]lérfacr? )egzhzif;]c-lhfr';irsr: tZC;”%—(tEOr'g interest to us, the spectra obtained are qualitatively similar to
zg)r:;—lelzct?on fne:glles?’yatiﬁggpoif\ct)s. b:hiHc:)Iee ort?itsslf/ihg onlthe those shown in Fig. 1. The doppleron solution D comes
“monster” surface near the basal plandi|(0001). c: fe—Magnetic- ~ about because of the Doppler-shifted cyclotron resonance of
breakdown electron orbits of nearly-free electroRE/[(0001]). the electrons of the resting point of the “lens.” At a fre-
quencyw/27=3.5 MHz a valueH ;=22 kOe was obtained
for the threshold field for the helicofFig. 14, while the
damping, however, in sufficiently high magnetic fields thethreshold field of the dopplerdjfrig. 1b] had the valued,
field components corresponding to these solutions become12.5 kOe @, wm).
dominant in amplitude. Therd=1/Imk can exceed the
thickness of a typical sample. The passage of m@)e
through a metal slab is manifested experimentally as a
“strong” anomaly of the surface resistance Reof the
metal(the Fisher—Kao effectsee also Refs. 6 and.7As the ~ EXPERIMENT
field is increased under conditions of almost total transpar-
ency of the sample, the value of Reeaches a maximum at We studied the surface resistance Ref a plane-
Im(kd/2)~1 (d is the sample thicknegssand then decreases parallel zinc slab. The samples were prepared by cleaving a
on account of the growing compensation of the high-99.9999% pure Zn single crystal along 901 plane. The
frequency electrical currents on opposite sides of the slab. Iaurface quality of the samples was varied by rubbing with a
typical samples one ordinarily &k, >H?2 , whereH,..is  corundum abrasive and by chemical etching in an aqueous
the field corresponding to the maximum of Reand, hence, solution of CrQ.
from Eqg. (6) we have An rf spectrometer of the autodyne NMR type was used
H,_ocd(wn) 2 @ in the experiment. The samples were placed in a flat coil of
max ' the oscillator. The exciting field was parallel to the plane of
It should be emphasized that the Fisher—Kao effect cannahe sample. The measurements were made in the frequency
exist in an uncompensated metal. range 4-900 kHz at temperatures of 1.8—4.2 K in fields
In the present study we investigate the Fisher—Kao effecteaching as high as 60 kOe. Rotation of the sample in the
in zinc. The choice of metal was mainly based on the feamagnetic field was done with an accuracy ©0.1°. The
tures of the electronic structure of Zn. Zinc is a compensatedngled between the normal to the sampig[ 0001], and the
metal[with s=2,z=2,F=0, andJ=2 in Eq.(1)], the FS of H direction was varied in the range 0—40°.
which has been thoroughly investigated and is well knéwn. Comparative measurements were made on samples of
Figure 3a shows the region of interest on the FS of zinc: théungsten @||[001]), indium (n|[001]), and cadmium
“hole monster” in the second zone and the ‘“electron (n||[0001]). The cadmium and indium samples were grown
needles” at theK points of the third Brillouin zone. Because from metals of 99.9999% purity in knock-down forms of
the “monster” is a multiply connected surface, in the geom-polished quartz. The tungsten samples were cut by electro-
etry H||[000]] a layer of electron orbite with a thicknessa  erosion from massive perfect single crystals with a ratio of
exists on its surface. However, sinbe-a [Ref. 10; see Fig. room-temperature to liquid-helium-temperature resistivity
34, the layer of hole orbits has the same thickness, and the psoq k/p4.2 k=10°, ground, and then electrically or chemi-
“geometric” decompensation of the electron and hole vol-cally polished. Tungsten and cadmium are compensated met-
umes does not arise. Nevertheless decompensation in ziads, while indium is an uncompensated metal.

7/
= e - K
¢ N,

b M
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by collisions and cannot exceed the helicon oscillations in
amplitude. Second, in the limit of purely diffuse boundary
5 1,5° conditions the maximum of R& nearH,, does not arise at
. all. This was shown in Ref. 13 for free electrons and in Ref.
0=0 1 for a “parabolic lens” model of the FS.
In accordance with the calculation for zinc, @&t 0 the

. threshold field for the helicon at a frequency o@f27=378
10 kHz is H,,= 10 kOe. We see that there are no anomalies on
the curve in Fig. 4for 6=0) in going from the anomalous
skin effect regime to the propagating mode regime. The sur-
. face resistance increases monotonically, and the value of
40 ReZ is relatively large even in absolute value in comparison
with the value of R& in indium, for example. Nevertheless,
the fact that a helicon is excited in zinc cannot be doubted. In
Ref. 14 a helicon resonance was observed in the low-
frequency magnetic susceptibility of zinc, but because of an
in incorrect interpretation of the experimental results, the value
of No=N,, obtained in that experiment is four times larger
L L than the calculated valu@). In our experiment the ampli-

0 20 H kOe 40 60 tude of the helicon oscillations was too small, and in Fig. 4

’ they can not be differentiated against the overall trend of the

FIG. 4. Magnetic-field dependence of the surface resistance of ziter( ~ ReZ curve (the oscillations observed in weak fields have a
=378 kHz,d=Q.3_1 mm, 6 is the angle between the directions téfand period equal to the period of quantum oscillations caused by
;[L[rg?:rg)f;i"”d'“m (/2m=860 kHz,d=2.55 mm,H[n[[100)). Tem- 40 o tramal cross sections of the electron “needjes”

Thus the experiment provides evidence that zinc, a metal
decompensated under conditions of magnetic breakdown, is
fundamentally distinct from the common class of actually
uncompensated metals. What could cause such a strong

Magnetic-breakdown decompensation in zikigure 4  growth of ReZ with magnetic field? A quite realistic and
shows examples of the experimental curves of the surfacpistified explanation can be formulated as follows. In rela-
resistance of zinc versus the external static magnetic field faively high fields the most probable orbits are the nearly-free-
various angled. It is seen that fom~0 the value of R& electron magnetic-breakdown orblt®; Fig. 3c|. Neverthe-
increases monotonically with increasing field, all the way upless there also exist other magnetic-breakdown orbits of
to the maximum fields attainable in the experiment. The abdifferent configurations. Of course, the conductivity tensor
sence of a maximum indicates that the damped Alfve will differ fundamentally from that in the regime of “ideal”
(w<vy modes(6) are not excited. Consequently, for small decompensatiohwhen only the orbit$e arise in place of the
0 zinc appears more like an uncompensated metal. Her@rbits h. The magnetic-breakdown orbits, which are rather
however, the strong and monotonic increase oZRg un-  extended in the direction perpendicularHo are to a certain
expected. In fact, it has been shoWfthat in low magnetic  degree open orbits. The existence of these orbits leads to
fields (H<H,,) the surface resistance of alkali metalee = growth of the surface resistance. By nature this growth is
nearly-free-electron models relatively small and does not analogous to the growth of the transverse magnetoresistance
depend significantly on the magnetic field. Msincreases, in metals with open orbits in the plane perpendiculaHto
the value of R& increases smoothly, and in the particular Compensated zindVe see from Fig. 4 that when the
case of specular reflection of electrons by the surface of thenagnetic fieldH is tilted from the[0001] axis the R&(H)
sample, a peak forms near the helicon threshbithis peak  curve is distorted, and a peak appears on it which is initially
is due to the fact that nead,, the group velocities of the weak but becomes quite pronounced. This peak is undoubt-
helicon and doppleron change shargtiiey vanish in the edly due to the Fisher—Kao effect. A rough estimatevof
limit »~0). As the field increases further, the value of thegives the completely acceptable value-10° s1. Conse-
nonoscillatory contribution to R& approaches the quently, as the anglé increases, the magnetic-breakdown
asymptotic value in the helicon propagation region. A similardecompensation vanishes, and zinc appears to be a compen-
result has been obtainkdor the “corrugated cylinder” sated metal, in complete agreement with Hd). The
model. To a certain degree the experiment agrees with thmagnetic-breakdown orbifg vanish for6=1.5°. However,
theory developed for simple metallic systems. For examplemagnetic-breakdown orbits of various configurations will ex-
we see from Fig. 4 that as the field increases, the surfacst even for large angles. It is because of this that a pro-
resistance of indium increases slowly and reaches a certamounced component that increases monotonically Witp-
limiting value in the helicon propagation regidithe ob- pears on the surface resistanceZRE) in a certain interval
served oscillations are heliconglowever, there is no peak of angles. It is only ford=5°, when the transverse dimen-
of ReZ in the neighborhood of the helicon threshold. Thissions of the magnetic-breakdown orbits become relatively
fact requires explanation. First, this maximum is “smeared” small and the thicknesses of these orbits decrease that a pro-

n

Re [Z(H)-Z(0)], arb. units

EXPERIMENTAL RESULTS AND DISCUSSION
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FIG. 5. Surface resistance of tungsten as a function of magnetic field: H, kOe

w/27w=147 kHz,d=0.185 mm,T=4.2 K, @ is the angle between the di-

rections ofH andn|[100]. a: Both surfaces of the sample are chemically FIG. 6. Surface resistance of zinc as a function of magnetic fiel@m
polished. b:7=18°; curve 1—both surface of the sample are chemically =175 kHz,d=0.33 mm,T=4.2 K; §=15° is the angle between the direc-
polished;2—one surface was subjected to an abrasive with a grain size ofions of H andn|[0001]. Curve l—cleaved surface2—both surface of the
30 um; 3—both surface were subjected to the abrasive. The curves exhibisample were treated with an abrasive having a grain size @frh0
oscillations due to the excitation of a hotedoppleron’

alters the character of the free-carrier dynamics in zinc.

nounced Fisher—Kao peak on the Bél) curve. Influence of the surface quality of the samplg until

The Fisher—Kao effect is a dimensional effect. Indeednow we have been analyzing experimental results obtained
the dependenckl,,ed in (7) is confirmed by experiment on samples with rather high-quality surfaces. For zinc we
both in zinc and in tungsten and cadmium. The frequencytudied cleaved surfaces, for cadmium and indium we stud-
dependencd,,, w? is also described quite well by for- ied samples grown in polished quartz forms, and for tungsten
mula(7) for all #<30°, although the validity of this formula the surfaces were electropolished. By changing the state of
is problematical for the oblique propagation of electromag-the surface, or, more precisely, the state of a subsurface layer
netic modes. In particular, this is caused by the fact that foof the samples, one can qualitatively alter the character of
0+0 a dissipative term appears in the conductivity as a reRe(H) and H{w). Figure 6 shows the experimental
sult of the Landau magnetic dampifijThe wave vector of curves of R&(H) obtained in zinc for different states of the
the damped Alfva wave will, of course, no longer be deter- surface. We see that after the surface is subjected to an abra-
mined by the simple relatioi6). Analysis of the oblique sive treatment the maximum of Reis noticeably shifted to
propagation of electromagnetic waves is, in principle, a cleahigher fields. The change if 5, iSs ~70%. Similar results
problem, but in our case it is extremely difficult to solve. for tungsten, whereH ., increased by a factor of approxi-
First, because of the complexity of the surface of the “mon-mately one and a half, are shown in Fig. 5b.
ster.” Second, because of the presence of magnetic- We recall that in Refs. 6 and 18 the surface impedance
breakdown orbits whose layer thicknesses are unknown, paof tungsten was also investigated in the geometry
ticularly since there exists another system of magneticH||n|[001]. Here the surface was not subjected to mechani-
breakdown orbits that arises as a result of the magnetical treatment. The state of the surface of the samples was
breakdown between the “pyramid” and “monstet®  varied by cyclic oxidation followed by annealing in vacuum.
Therefore, without analyzing this aspect of the problem, lefThe significant(like ours shift of the ReZ peak was attrib-
us just give the experimental results. In tungsten the positionted to a change in the specularity coefficient of the scatter-
of the ReZ peak is practically independent of the angle ing. Indeed, for diffuse scattering a surface current arises
[Fig. 54, while in cadmium this peak is initially shifted to near the oxidized surface due to the static skin effeé?.
higher fields(by about 3% a#=8°) and then to lower fields The impedance of the slab can be written in the fdrm
(by about 6% at#=18°). In zinc, on the other hand, the 7-1_7-1,g ©)
maximum of ReZ shifts, and quite considerabl¥ig. 4), to s '
lower fields asf increases. We see that the R@) curves where Zg is the impedance with allowance for the surface
obtained do not have even a qualitative generality. This igurrentsZ is the impedance in the case of specular reflection
not surprising, since the collisionless damping is due to nonef electrons from the surface of the sample, and
local effects, which are sensitive to features of the zon&~oy(r/l)r is the same as the resistance of a thin slab to a
structure of each particular metal. Also understandable is thdirect current in the case of diffuse boundaftsHere
special role of magnetic breakdown, which fundamentallyo— =ne?/vm, r<«H ! is the Larmor radius, an=v ! is
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the effective mean free path. Sin8e=0 for specular reflec- 1,5

tion, the change of the specularity coefficignteads to a vi/v=1 60

shift of the ReZ peak. Formula9) convincingly describes

the experiment on the assumption tipataries in the range

from zero to 0.5. This assumption is reasonable for vacuum T

annealing. In our case, however, this explanation is unsuit- 2“

able. After polishing, the samples were held in air. For tung- &

sten samples of this type, measurements of the specularity 3

coefficient give a value g not more than~0.1-0.15(Ref.

22). This value is clearly insufficient for explaining the ob-

served shift of the R& peak in tungsten after abrasive treat-

ment. The situation is more subtle in a tilted magnetic field, 10 50 30 20

when the initial coefficient of specularity can vary in a com- H. kOe

plicated way as a result of interzone umklapp processes on

the FS. Such a picture has been observed, in particular, iNG. 7. Frequency—field curves of the Fisher—Kao effect, obtained for dif-

zinc® and should have led to substantial changes in respef§rent values ob'/v (three-layer sample model; see text

to the shift of the Fisher—Kao peak for different angles

(H,[0001]). No such angular effects have been observed in

zinc or tungsten. The frequency dependences obtained for the Fisher—Kao
From what we have said, the following simple and effect indicative that the state of the sample surface is of

physically clear explanation for this effect seems a reasonfundamental importance. In all our samples of uncompen-

able alternative. The abrasive surface treatment not onlgated metals with high-quality surfaces we obtairtg,,

changes the coefficient of specularity of the reflection but<w? in agreement with Eq(7). After the abrasive treat-

also creates a subsurface layer of defects. As a result, thment of the surfaces of zinc and tungsten the square-root

electron relaxation frequency increases substantially near tHeequency dependence was transformed to a linear depen-

surface. Actually, a defect concentration gradient arises neatence:H 5, w. In Ref. 6 a more subtle method was used to

the surface of the sample. However, we shall assume that thadter the state of the surface. As we have said, oxidation of

sample consists of three layers: an internal layer with a reatomically clean annealed tungsten surfaces also led to a

laxation frequency, and two subsurface layers of thickness strong shift of the peak of R&H). However,H o{ w) re-

d’ and relaxation frequency’. This assumption is sug- mained a square-root dependence, as before. It is therefore

gested by the experimental fact that when the damaged layebvious that when the results obtained on samples with

(~0.02 mm is chemically removed, the experimental curve abrasive-treated surfaces, one must take into account not so

2in Fig. 6 again practically coincides with curtga similar ~ much the change of the state of the surface itself but the

thing happens for tungsten as welNow, by analogy with presence of a subsurface layer with a nonuniform distribu-

optics, the shift of the R peak can be described by using tion of defects over its thickness. Formylel) does not de-

the resonance condition (Iik@/2)~1), which we write in  scribe the transformation of the frequency dependence

the form Hma{ @), since it was obtained under the high-field assump-
) ) tion: v,v' <w.. However, as we have said, near an abrasive-
K(Hmax, ¥)d=K(H oy, ) (d=2d") +K(Hpay, v") 2d". treated surface a damaged layer can arise in which the high-

(10 field condition does not hold. We again use the “optical”

, ' . . model, assuming that the sample consists of three layers,
HereH . andH,,, are the fields corresponding to the maxi- . , .

with v'> w. in the subsurface layers. Then the wave vector
mum of ReZ before and after the surface treatment, respec:

tively. Assuming thaH2_ andH'2_>H2 , we obtain from " Eq. (10) obeys the relation
(6) and (10) the relation k(v )=[2i wiwv'Ic?(v % w?)]H2 (12

HY o JHma= 1+ 2(d"/d) (v Tv—1). (11 As azreszult, on the right-hand side of E(L1), a factor
1+v'“/w{ appears in the denominator of the expression un-

Relation (11) satisfactorily describes the shift of the Re der the radical, with the result that the functibi,,(®) is
peak in zinc(Fig. 6) for d’~10 um (the average grain size distorted at large values ef . Figure 7 shows the frequency-

of the abrasiveand v'/v~10?. The measured ratio of the field curves for the Fisher—Kao effect, obtained for different
relaxation frequencies is completely real-valued. Howeveryalues of v'/v (r=2%x10° s % N=0.6x107 cm 3

this ratio is an averaged quantity. Therefore, if the defecd=0.33 mm,d’=15 um). We see that ag’ increases, the
concentration gradient is taken into account, the high-fieldpeak shifts to higher fields, but thdi, () remains a
condition (w:>v) may be violated in a narrow subsurface square-root dependence as long as the high-field condition is
layer. As a result, the regime of the “classical” normal skin satisfied @.>v’). As v’ is increased further, this depen-
effect (k= (w/v)Y?) obtains in this layer, and relatiofi0) dence is distorted, transforming to a practically linear depen-
becomes incorrect there. Nevertheless, the proposed “optdence at high enough frequencies. Consequently, the shift of
cal” model can be used for a purely qualitative descriptionthe ReZ peak and the transformation of the frequency de-
of the shift of the R& peak. pendenced.{ w) can be described qualitatively within the
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proposed simplified model, which assumes the creation athe surface of the sample. The proposed model gives a sat-
subsurface damaged layers with a nonuniform distribution ofsfactory description of the frequency—field dependence of

defects. the Fisher—Kao maximum.
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In the framework of the McClure model, which describes the electronic energy spectrum of
bismuth and its alloys in the neighborhood of theoint of the Brillouin zone, an expression is
obtained for the electron energy levels in a magnetic field. This expression is used to
calculate the magnetic susceptibility of bismuth alloys at arbitrary magnetic fields. It is shown
that the theoretical results are in good agreement with the entire set of published
experimental data on the field, temperature, and concentration dependences of the magnetic
susceptibility of bismuth—antimony alloys. ®000 American Institute of Physics.
[S1063-777X0000501-9

INTRODUCTION limit H—O0 were done in Ref. 8—10. The models of the elec-
tronic band structuré*?used in Refs. 8 and 9 would later be
The electronic band structure of bismuth and its alloysfound to give a poor description of the spectrum of bismuth
with antimony has been the subject of many pagses, e.g., alloys in the neighborhood of the point. In Ref. 10 the
Refs. 1 and 2 and the references cited therdinhas been magnetic susceptibility was calculated using a spectrum
established that the Fermi surface of bismuth and its alloysvhich is intermediate in accuracy between those proposed in
(at low concentrations of antimohgonsists of one hole el- Ref. 13 and in Refs. 14 and 15; both of these last provide a
lipsoid, located at th& point, and three closed electron sur- good description of the entire set of experimental data on
faces of nearly ellipsoidal shape, centered atlth@oints of  oscillation and resonance effects in bismuth alloys. However,
the Brillouin zone. Another circumstance that is extremelyin Ref. 10 the theoretical and experimental results were com-
important for understanding many of the properties of bis-pared only for the dependences of the magnetic susceptibility
muth is that in the neighborhood of thepoint the conduc-  y on ¢ andx, and the comparison was done using vatfies
tion band is separated by only a small energy gap from anthe spectrum parameters that were later revised
other, filled band. The detailed study of the energy spectra ofonsiderably. In Ref. 17 the same model of the spectrum as
the charge carriers near theandT points is done mainly by in Ref. 10 was used to calculate the field dependence of the
methods based on oscillation and resonance effects. By nomiagnetic susceptibility, but only in low magnetic fields. For
the values of the main parameters characterizing the barlsigh magnetic fields a calculation gfwas done in Refs. 6
structure of bismuth and its alloys with antimony have beerand 9, but with the use of unrealistic, oversimplified models
determined by these methots. of the spectrunt®'2 Thus, at the present time there is no
The smoothinonoscillatory with respect to the magnetic complete quantitative description of the experimental curves
field H) part of the magnetic susceptibility of the solid solu- of the magnetic susceptibility of bismuth alloys as a function
tions Bi; _,Sh, exhibits noticeabléand often nonmonotonic  of H, T, ¢, andx.
changes upon variations &f, the temperaturd, the anti- It was shown in Ref. 18 that under conditions of degen-
mony concentratiorx, and the admixture of dopants that eracy of the electronic energy bands of the crystal in a weak
shift the level of the chemical potentigl of the alloy>~’  magnetic field H—0) there can be giant anomalies of the
These changes in the susceptibility are due to electronimagnetic susceptibility, and the types of degeneracy of the
states located near thepoints and belonging to two bands bands which can lead to such anomalies were listed. In Ref.
separated by a small energy ¢ap°’ The rest of the elec- 19 the problem of the electron energy levels in a magnetic
tronic states all give a contribution to the magnetic susceptifield was solved exactly for two of these typ@ghose most
bility that is practically independent dof, ¢, H, andx and  often encountered in crystaJ&nd the special contribution to
represents a constant background. The study of the “varithe magnetic susceptibility was calculated for arbitrary val-
able” contribution to the magnetic susceptibilifiye., its de- ues ofH. As expected, this contribution depends strongly on
pendences offi, £, H, andx) will make it possible to check H, ¢, andT. The spectrum of bismuth—antimony alloys in
and refine the data on the electronic band structure in th&he neighborhood of thie point of the Brillouin zone is close
neighborhood of th& point as obtained from investigations to degenerate and is characterized by the circumstance that
of oscillation and resonance effects. for a nonzero gap in the spectrum, the type of degeneracy is
Calculations of the specidbr “variable”) contribution intermediate between those considered in Ref. 18. This is
to the magnetic susceptibility of bismuth and its alloys in thewhat accounts for the strong field, temperature, and concen-
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40 Low Temp. Phys. 26 (1), January 2000 G. P. Mikitik and Yu. V. Sharla

tration dependences gfin these alloys. However, a detailed Bj,_,Sh, alloys the dependences of the parametgrsasy

comparison of the theoretical and experimental results musindA on the antimony concentrationare well described by
be done with allowance for the aforementioned feature of theéhe linear functions

spectrum of bismuth alloys. Therefore, generalizing the re-

sults of Ref. 19, in Sec. 1 of the present paper we give a J1=0.457-0.188;  a3,=0.615+0.4x;
solution to the problem of the energy levels of an electron in
a magnetic field for the McClure spectrdfhand in Sec. 2

we obtain the corresponding expressions for the magnetic
susceptibility, valid for arbitraryH. In Sec. 3 we use these
expressions to compare the theoretical and published expellg; anda$,’ are given in atomic units, ayuIn addition, as
mental results for the field, temperature, and concentratioincreases, the parametep(x) generally acquires a real
dependences of in Bi;_,Sh, alloys. We conclude with a part!® A nonzero Ref,) causes the long direction of the
summary of our findings. electronic isoenergy surfaces to deviate from the axis 2 by an
angle o~ (Re(@,)/qz). Such a deviation was actually ob-
served in Ref. 16, and it follows from the data of that study
that

Im(q,)=0.03-0.04&; al,=1.1+0.7x; 3)

q3=0.344; 2A=(10-242%) meV

1. SPECTRUM

As we said in the Introduction, the dependences of the Re(q2)~0.0.
magnetic susceptibility on the field and on temperature, imThe band energies,(k) ande, (k) are found from the equa-
purity concentration, and other external parameters are gotjons
erned mainly by the electronic states located in the neighbor-

hoods of thel. points of the Brillouin zone and belonging to . }(ac —al)k2 2: E2 (4
two bands which lie close to each other and to the level of 4722 T2 :
the chemical potential. These electronic states are describe o

using several models of the energy spectrum which havé"®

different degrees of accuracy in terms of the parameter , 1 Vo 2 . .
e E=|A+ Z(a22+a22)k2 +a1ki+ [0z 7k3
5=E—<1, b o
0 +03k3+ 203 Re(qz)kaks. ()

whereg, is the characteristic energy scale for the two nearbyl-he relative position of these bands as a function of the
bands, andE is the energy distance from these bands to th%ntimony concentratio is shown in Fig. 1

nearest of the remaining bands. The most complete
modeld®1*1% have an accuracy of ordef. However, at
present the values of the parameters of the spectrum have all
been determined for the simpler McClure motfelyhich
describes the spectrum with an accuracy of oréfé?. We 50F
will use the McClure model here. In it the Hamiltonian of the T,\
electrons in the neighborhood of &npoint has the form \

A+K, 0 t u \ \/
0 A+K, —u* t*
H=| -u  —A—K, 0 - @

u* t 0 -A—-K,

E, mev

Here and below the energy and chemical potergtate reck- ~N
oned from the center of the energy gap Zhere g
~2A,|¢|) which separates the two bands, denateahdv,
which are nearly twofold degenerate at this point. The quan-
titiest, u, K., andK, are given by the formulas -50r

" 1
c,v
a2é 2 0 0.1
5 k>, (2 X
FIG. 1. Diagram of the changes in the electronic energy spectrum of
in whichqq, g3, and aSQ’ are real parameters of the model, Bi,_,Sh, alloys at theL and T points of the Brillouin zone. The dashed
andq, is a complex number. The origin of coordinates for lines indicate the path of the band edgeé0) ande, (0) at theL points and
the wave vectok is at theL point. The axis 1 is along the e1(0) at theT point asx is changed. The lines were constructed using
formulas (3) and (10). At x~0.04 the gap in the spectrum at thepoint

blnary axis, and axis 2 is along the length of the Fermi sur_goes to zero, and for>0.07 the alloy undergoes a transition to a semicon-

face O_f pure biSmUth at the point, i.e., _at anangle~6°1t0  qycting state. The solid curves show a schematic illustratiors k),
the bisector direction. For pure bismuth B9EO. In  &,(k), ande(k) at the respective points.

t=q:1ky, U=k t+0qsks, K¢,=
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The spectrum of electrons in a magnetic fieldlirected 2. CALCULATION OF THE MAGNETIC SUSCEPTIBILITY
along the k, axis can be obtained from the general

expressiol The magnetic susceptibility of_bismuth_anq its alloys can
be written as the sum of a special contribution due to the
2meH electronic states near the threepoints and a background
S(8n1k2): nv (6)

ch term due to all the remaining states. The background term is

where e is the absolute value of the electron charge, practically independent of the magnetic field and temperature
(e ,K,) is the cross-sectional area of the isoenergy surfacend even remains constant upon variations of the chemical
on a planek,—const, anch is a nonnegative integer. Here it potential| 5| ~|A|. The special contribution to the magnetic
should be k2e £ in m,ind that the ener Ievelswith.n>0 susceptibility consists of a sum of three terms due to the

P nergy states near the respectikepoints. Each of this terms can be
are twofold degenerate. In the derivation(6f we neglected

obtained from the following expression for tlf& potential

the direct interaction of the electron spin with the magnetic (per unit volume:
field, since the purely spin contribution to the magnetic sus- P '
ceptibility is of order § (but the spin—orbit interaction is

!

taken into account in all the formulas given abpwe note Q(Hy)=— eH(,T 2 dk2
that, although the quantization conditio®) has the quasi- cv n=0
classical form, in this case it gives the exact eigenvalues for 7—e%V(Ky Hyp)
the energy of an electron with the Hamiltoni@h, (2). From xIn 1+exp( “—29) ] ’ (12)
Egs.(4)—(6) we obtain T
v a%z— as, 5 as,tay, ) 2 where the prime on the summation sign means that in taking
en (Ko, H)=| ——]ke*| aHn+| A+ ——k; the sum oven the terms withn>0 must be doubled , is
the projection of the magnetic field on the axis at the
o2 2 givenL point. In an experiment one measures the quantity
+(Im(a2)ks| (7)

x=h, th” )

where a=2e|q,q3|/ch. If the magnetic field is directed at

an angleg to thek, axis, then, as was shown in Ref. 19, to anwhereh=H/H is a unit vector in the magnetic field direc-
accuracy of 5tar? 6 the eigenvaluess®V(ky,,H) are de- tion, and the differential magnetic susceptibiligy is given
scribed, as before, by formul@) but with H cosé substi- by the expression

tuted forH. )
Besides the electronic states in the neighborhoods of the ;¢ Q
L points of the Brillouin zone, bismuth also has hole states in dHoH; "
the neighborhood of th& point. These states have the en- ) _
ergy spectrurh Since the() potential(12) depends o only throughH 4, in
ﬁ ) our approximatior(to accuracys*?) we have
er(k)=Er= 5 (k2+k) (8) 3
3

x=2> cof 6,x*%(H cosé,),
h ‘ [ [
Here the values of the effective massm'%, andm; are =1

=0.212 a.u., m3=0.0639 a.u., (99 whereg, are the angles between the magnetic flélend the
k, axis for the thred. points.

In the case of weak magnetic fields, for which the char-
acteristic distance between energy levels in the magnetic
field obeys dsy<T, we integrate(12) by parts, use the
Euler—Maclaurin summation formula, and differentiate with
E;+=(46.9-601.2&) meV. (100 respect to the magnetic field to obtain for the susceptibility
an expression of the formp= xo+ x;H?, where the expres-
§|ons for theH-independent termg, and y; are the same as
those obtained prewously in Refs. 10 and 17.

Let us now analyzey?? in the case of high magnetic
fields, e y>T. The contribution of the electrons in the con-
duction band to the magnetic susceptibility can be calculated
T fieH 1 ﬁzkg directly using formula12), since the number of filled levels
en(ky)=Er— \/—Tﬁ ( n+ E) - (1) ¢S s finite. To calculate the contribution of the filled band
CVmiMs to x?2, we once again integratd?) by parts as many times
However, while neglecting the contribution of these states t@s necessary, use the Poisson summation formula, and set
the susceptibility, one must take into account their influencel =0 (Sey>T). The resulting formula includes one summa-
on the position of the chemical potential of the electrons intion and integrations over andk,. If the quantity @e;/dn)
bismuth—antimony alloys. in this formula[wheree/ is defined in Eq(7)] is written as

k is reckoned from thd point, the axes 1 and 2 coincide
with the binary and bisector axes, respectively, Brds the
energy of the band edge, which in,BiSh, alloys falls off
linearly with increasing (see Fig. L

The contribution toy from the hole states at thE point is
small compared to the contribution from the electronic state
near theL points and is of orde®. This is because of the
relatively large massem?’3 and, accordingly, the small dis-
tances between energy Ieve&, in a magnetic field:

2m;
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de) 2 o de) -2 of the bands rapidly deviates from linearity and approaches a
anl= \/—_J dtexp{ - (W tz], quadratic law. This leads to a more complicated dependence
™ J0 of y(H) than in Ref. 19see Eq(13)]. The limiting expres-
then the summation and integration overand k, can be  Sion (16) corresponds to the case when the initiaiear in
done in explicit form. As a result, we obtain fafj<|A| k,) part of the band splitting can be neglected, and one can
assume thas(k,) — &, (k,)| k3 (we note that this approxi-

1Q vz mation is justified even foA #0). Thus formula(16) actu-
m|A(a5,+ o)) ally describes the behavior g{H) for the third type of band
degeneracy® for which a giant anomaly of the magnetic
><detf(itz)e(Qz‘Z“ZKlM(taz), (13) susceptibility can occur and which was not considered in
0 A Ref. 19. Here Eq(15) corresponds to the condition when
e:(k,) ande, (k,) have different signs. I§.(k,) ande, (ky)
had the same sign, i.e., #<1, then, as one can show, for
H>H,Q2y?/(1—y?) the magnetic susceptibility is de-
2(Im(qy))? ) scribed as before by formuld6) but with a different con-

A( agz+ a\zlz)

1 e
22 __
X (H)= 4772(Cﬁ)a

whereQ is the following dimensionless combination of pa-
rameters:

Q= sgrA(abyr azz>1(1+ L@ coma

H, is the characteristic magnetic field, at whiéh,~|A|, _ 21 {(714)cog m/8) 12 (E _1s yz) (19)
X . o . = = ST I~ 1 , v ,
i.e., Hy=A%«a; Ky4(x) is a modified Bessel function, and 16 2471 (1/4) 4° 4°4
x cothx— 1 whereF is the hypergeometric function. In the limiting case
f(x)=2 “SinfPx y=0 (and|q,|=0) we would arrive at a line of degeneracy

o _ of the bands, i.e., at the second case according to the classi-
In the derivation of expressio(L3) we have assumed that fication of Ref. 18. Then expressidfi6) with the factorA

the parameter from (18) agrees with the expression obtained in Ref. 19.
St ol Finally, we note that in the case of band degeneracy &t an
y=| 22 =1 (159 point or for smallA the parameteQ>1, and there is a
A0 A region of magnetic field$l,<H<Q?H, in which the part
We note that this condition is satisfied for,BiSh, alloys ~ ©Of the band splitting that is linear ik, plays the governing
for any antimony concentrations role in y(H). Then it follows from Eq.(13) that
If the magnetic fields are such thbt<H,, then the ” 1 e o H, | M2
magnetic susceptibilityl3) is independent of the field, and it X“(H)=— 672 ok 2]im(ay)| In(W)

is described by the same expression as that given in Ref. 10
for T—0. On the other hand, iIH>Q?H, (for bismuth—  With an accuracy up to the background constant, this result
antimony alloysQ>1 for x~0.04, while for other antimony agrees with that obtained in Ref. 19 for the first type of band

concentration®=1 in the regionx<0.2), then degeneracy. Thus the strong field dependence of the mag-
o 34 netic susceptibility of bismuth alloys is a manifestation of the
2y~ A - fact that the spectrum of these alloys is close to those cases
X“(H) A 5 1a v |12 ) (16) . .
Ch |ag,+ azy of band degeneracy which lead to a giant anomaly of the
where magnetic susceptibility?

The chemical potentiaf of the electrons in the crystal,
generally speaking, itself depends on the magnetic field. This
dependence is determined from the condition that the total
electron density is constant:

21 ¢(7/4)cog 7/8)I'(1/4) .
=32 5341374 ~6.21x10° % 17

{(x) is the Riemann zeta function, adf{x) is the gamma
function. Formulag16) and (17) agree with those obtained a0
in Ref. 9. y=— ——=const. (19

J

In Ref. 19 the field dependence of the magnetic suscep- ¢ ] o ]
tibility of electrons was investigated for two of the three 10 €valuate the magnetic susceptibility at constantt is
types of degeneracy of the energy bands of crystals IeadinEeCessary to 9o over from tiée pogennal to the free energy.
to strong field dependence. According to E)—(5), in s a result, fory')(H,») we havé
Big.0eShy 04 @lloys there is band degeneracy of the first type - dv dv [ov\ 1
according to the classification of Ref. 18, i.e., a band spliting  x"(H,v)= A, m(&—g)
that is linear in the wave vectdrin the neighborhood of the e (20
degeneracy point. However, bismuth alloys are character-
ized by relatively small values of the matrix elemeptre-  When obtaining the functioi(H, v) using formula(19) it is
sponsible for this linear splitting along the axis. That is necessary to take into account the contributions to (he
why we took terms quadratic ky, into account in the Hamil-  potential not only from the electronic states nearlthgoints
tonian (1)—(3). According to Eqgs.(3)—(5), as the pointk but also the states near tiiepoint, and also the influence of
moves away from th& point along thek, axis, the splitting  donor and acceptor impurities. The states atfthmint give

x(H,0)— .
{={(H,v)
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a term in the() potential which is determined by formula 0
(12) with the energy levels fronill). Impurities, first, cause
scattering of the charge carriers and, second, give an addi-
tional impurity contribution to the) potential in semicon-
ducting alloys. The scattering of charge carriers can be taken
into account in a simple way by the introduction of a Dingle
temperatureTp, i.e., by replacingT by T+Tp in all the
formulas. In semiconducting alloys of Bi,Sh, (x>0.07)

we consider the impurity contribution to th@ potential,
Qimp, in the limiting case of lightly and heavily doped
n-type semiconductors. The case of light doping is charac-
terized by the presence of carrier—impurity bound states, the
energies of which form a narrow impurity band lying in the
gap of the spectrum. In bismuth—antimony alloys these en-
ergieseg; practically coincide with the band edge, i.e;,
~|A|. We then have

1+exp( ') ) V=V, (2)
T FIG. 2. Low-field magnetic susceptibility as a function of the antimony

. . . . . concentrationx in Bi;_,Sh, alloys. The magnetic field is applied in the
where Vimp 1S the denS|ty of d0pmg impurities. As we basal plane of the crystal=4.2 K. y is normalized to a unit volume;

know,*® the main condition for the existence of impurity lev- O—experimental data of Ref. 7; solid curve—calculation according to the
els is that the average sizkof the carrier—impurity bound formulas of Ref. 10 with the use of the parameter values given in @gs.
state be small compared to the distance between impuritie@v (10); dashed gurve—calculation done in Ref. 10 using the spectrum
i.e., the conditiord vilrf,;< 1. The dimension is of the order ~Prameters given in Ref. 16.
of the “Bohr” radius d~a} = x#?/e’m*, where « is the
dielectric constant of the crystal amif' is the effective mass
of a charge carrier. For a heavily doped semiconductopressions for the magnetic susceptibility in low fields were
dvﬁ{%z 1, and carrier—impurity bound states do not arise. Inobtained previously® In the present paper, however, the cal-
this case we have culations using these expressions were done with the new

0 =0 v=wp 22) valu.es of the para.mete(S), (9), (10). In comparing the the-

fmp- = 'mp oretical and experimental results we chose the constant back-

i.e., the semiconductor is transformed into a “poor” metal ground in the susceptibility so as to obtain coincidence with
with an intrinsic electron density;,,. If the semiconductor the corresponding values for pure bismuth. In the calculation
is in a magnetic field, then we must take into account the it is necessary to find the dependence of the chemical poten-
dependence ohl of the average sizd of a localized state. tial £ on x for the semimetallic alloys Bi,Sh, (x<0.07)
In a weak magnetic field we hawe~ag , as before. How- from the condition that there be equal numbers of electrons
ever, when the magnetic length=(%c/eH)*? becomes and holes at the andT points, respectively. In the region of
smaller tharaj , the size of the localized state in the direc- semiconducting alloysx(t>0.07) the chemical potential is
tions perpendicular tél is determined by the value af and  assumed to lie in the gap of the spectrum between the va-
the average size~(\2%a})'” falls off with increasingH.  lence band and conduction band, and the impurity concen-
Therefore, in  sufficiently  high  fields H=H tration v, is taken equal to zero. From the results presented
~(hcle) vimpag there occurs a magnetic “freeze-out” of the in Fig. 2 it follows that the use of the parameter €3t (9),
electrons! and the heavily doped semiconductor is trans-(10) provides a better description of the experimental data
formed into a lightly doped one. for the semiconducting alloys than does the set from Ref. 16.
In addition, we have calculated the dependencey af a
weak fieldH on the level of the chemical potentiafor the
alloys Biy 9,5y og and B o7Shy o3. The results of the calcu-
lation with the new parameter values agreed with the results

In Refs. 3-7 significant changes jnwere observed in  of Ref. 10 to within the limits of experimental error.
bismuth—antimony alloys upon variations in the magnetic  Figure 3 shows the field dependence of the magnetiza-
field, temperature, antimony concentration, or chemical potion M of pure bismuth in magnetic fields so high that the
tential, the level of the last being regulated by the introduc-only the lowest Landau level in the conduction band remains
tion of doping impurities in the alloy. Our theoretical analy- occupied, and there are no de Haas—van Alphen oscillations.
sis of the dependence of the susceptibilitytbnT, x, and{  In accordance with Eq$13) and(16), this curve is nonlinear
will be done on the basis of the formulas obtained in Sec. 2in H. Here for a detailed comparison of the results of the
using the values i63), (9), and(10) for the parameters of the calculation with the experimental data of Ref. 6, we took into
spectrum. consideration that>A in bismuth, and we added to Eq.

Let us first consider the dependenceydH—0) on the  (13) the contribution due to the conduction electrons. The
antimony concentratiox in Bi;_,Sh, alloys (Fig. 2). Ex-  expression for this contribution was obtained directly from

Qimp: — Tvimp In

3. COMPARISON OF THE RESULTS OF THE CALCULATION
OF x WITH EXPERIMENTAL DATA
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FIG. 5. Magnetic susceptibility as a function of magnetic field for fields

0 260 + 4(;0 greater than 3 kOe, for the same alloy as in Fig. 4. The calculation was done
using formula(13) for two orientations of the magnetic field—along the
H, kOe binary axis and along the bisector direction. The results of the calculation

o . . o for the two cases practically coincidsolid curve; A ,O—the experimental
FIG. 3. MagnetizatiotM of pure bismuth as a function of the magnetic field y5t5 of Ref. 7 for the first and second of the indicated directions! of

H, directed along the binary axis, far=20K andH=20kOe; A—the  reqpectively. The values of vy, T, andTy, are the same as in Fig. 4.
experimental data of Ref. 6; solid curve—the calculation of the present

paper.

weak (H<500e) that the characteristic distance between

Eq. (12. We see that the agreement of the theoretical anélectronic energy levels at thepoints is much less than the
experimental results is quite good, and it is achieved withoutemperature T=4.2K), the aforementioned curve is ap-
the use of any adjustable parameters. proximated by the expressiop(H)= xo+ x1H2 and the

The results of the calculations of the field dependence ofalues ofy, and y; agree with those calculated using the
the magnetic susceptibility of the semiconducting alloysformulas in Refs. 10 and 17. As the magnetic field is in-
Big.oShy 0g With a concentration of donor impurities;,,  creased a transition to the case of light doping occurs on
=10"cm 2 are presented in Fig. 4. The tweg(H) curves  account of the magnetic freeze-out of the electrons, and, ac-
shown differ in that they correspond to the dependencé of cordingly, in the regiorH>H,, the agreement with experi-
on H obtained for heavily and lightly doped semiconductors.ment is better for the other curve. As the magnetic field is
For the given value of,,, an estimate of the fielti, gives  increased further, the chemical potential of the electrons
Hg~1kOe. In accordance with the arguments set forth incomes to lie in the gap of the spectrum, and the field depen-
Sec. 2, at fields much smaller théh, the theoretical curve dence ofZ(H) ceases to influence the magnetic susceptibil-
corresponding to the case of heavy doping gives a good dety; then the theoretical curves in Fig. 4 practically coincide.
scription of the experiment. For magnetic fields that are stere one can fingy(H) directly using formula(13). The
results of this calculation are shown in Fig. 5. We see that, in
complete agreement with experiment, the magnetic suscepti-
bility is practically independent of the direction of the mag-
netic fieldH in the basal plane.

Figure 6 shows the results of calculationsafH) for
the alloy B g,Shy gg With admixtures of the dopant telluride
at concentrations,,~3x 10'® but 4x 10"’ cm™3. For the
first of these concentration$.,~ 30 kOe, and in fields lower
than this, the difference iy for the heavily and lightly
doped semiconductor practically vanishes. For the second of
these concentrationsl,~400kOe, and the alloy remains
heavily doped throughout the magnetic field region consid-
ered. Thus for an analysis of thgH) curves it suffices to
use the formulas corresponding to a heavily doped semicon-
ductor. The introduction of the donor impurity Te raises the
level of  significantly, and the first few de Haas—van Alphen
oscillations appear; these, however, cannot be described by
the quasiclassical formulas. We see that, although the mag-
netic susceptibility is a nonmonotonic function bff, the
FIG. 4. Magnetic susceptibility as a function of the magnetic field for ~ theoretical curves rather accurately describe both the posi-
the semiconducting alloy Bb,Sh, o5 With a concentration of donor impuri-  tions of the extrema of and the overall trend of the function
tTieS:i;T(: 1T015c3m5*1 The T‘ag”e‘ic fie_lgl_is direCte$ a'fl’”g thihbi”ary \;Xis? x(H). We note one final circumstance. In constructing the
and2.coryreston(-1 to ‘tfi(els(:;szss Lc;?(;)ee’::\llillyltgjlo%aﬁrqlfr(]éz\)/]oaunmdeli.ghtI;e/ gg[raeds theoretical curves in FI_gS. 4-6 the _Dlngle temperatt]?g_s
[Eq. (21)] semiconductors, respectivelys—the experimental datdor an ~ Were chosen so as to give the best fit of these curves with the
alloy Bi;_,Sh, with x=0.076+0.005. experimental data. In agreement with the existing ideas about

L 1 i A 1

0 1 2 3
H, kOe
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FIG. 6. Magnetic susceptibility as a function of magnetic fieldl for a
field directed along the bisector direction, for the alloy 88k, o5 with two
different concentrations of the donor impurity telluriumg;,,=3
x 10" cm™2 (curve 1) and v;,,=4X 10" cm~3 (curve 2). The calculation
was done using formul@2); T=4.2K, Tp=7 K and 11 K for curved and " 1

i 1 " i
2, respectively; O,A—the experimental data of Ref. 7 for 0 100 200 300
Bi;,_«ShTey 000001 @nd Bi_SbTey o001, respectively, wherex=0.076 T,K
+0.005.

FIG. 8. Temperature dependenceyofn constant magnetic fields applied
along the bisector direction, with a value of 52 kOe for the alloy B8k og

. . . . (8 and a value of 300 Oe for the alloy fi,Sh, og with a concentration of
the scattering of charge carriers in heavily dOpedthe the donor impurity telluriuny,,=3x 10 cm™ (b); curves1 are for

semiconductors? the values obtained foFy, are of the order temperature-independent spectrum parameters; ciha® for spectrum

of order of the characteristic Bohr energiegg parameters with temperature dependences described by for(@3)asnd

=m*e*/24%k? and depend approximately logarithmically on (24; O—experimental data of Ref. 7 for Bi,Sh (8 and

Vimp- Bi;_,Sb Tey ggogo1(b) with x=0.076+0.005.

The temperature dependence of the magnetic susceptibil-

ity of bismuth—antimony alloys is shown in Fig. 7 and 8. The

nonmonotonic behavior of(T) (Fig. 8D is easily explained Big 925y 0gat H<500 Oe the characteristic distance between

on the basis of qualitative arguments. For the alloyelectron energy levels in the magnetic fididy is less than
or of the order of 10 K, and thg(T) curves in Fig. 7 and 8b
actually correspond to the low-field case, whéa,<T.

0 Here, as follows from the results of Ref. 1§/ falls off

monotonically with increasing temperature’ifies in the gap

of the spectrum or it —|A|=<T. It is just such a situation

4t that is observed in the case withy,,=10cm™2 (Fig. 7),
2 since/—|A|<20K in that case. For the alloy with,,=3
I 3 X 10" cm™2 (Fig. 8b one has{—|A|~120K atT=0.
As the temperature is raised, the chemical potential of

1 the degenerate electron gas decreasé$0)—{(T)
~T?/(£(0)—|A|), approaching the bottom of the conduc-
tion band. As long ag(T)—|A|>T, the behavior ofy can
be explained by using the results of Ref. 18 for the function
x(£, T=0). According to those result$y| increases with
decreasing. Finally, whenT becomes greater thaf(T)
—|A| (i.e., forT=70K), | x|, as we have said, begins to fall
L . L . L off with increasingT. This explains the appearance of an
0 100 200 300 extremum ofy(T) in Fig. 8b. As to the data presented in Fig.
T. K 8a, they correspond tfe,~600 K. As long asl < ey one
FIG. 7. Magnetic susceptibility as a function of temperatufein a con- ~ €an assum&=0 in all the formulas presented in this paper,
stant magnetic fieltH =500 Oe applied along the bisector direction, for the and y is practically independent of temperature. It is only for

same alloy as in Fig. 4. Curvkis for temperature-independent parameters T > Sey when a transition to the low-field case occurs. that
of the spectrum; curve is for parameters having temperature dependences ' . '
described by formulag€3) and(24); curve3 is obtained for parametery, one should expect to see an appremable decred&é ofith

qs, and A depending onT according to Eq(23) but for g,(T)=0q,(0); increasingr. If it is assumed that the parameters of the spec-
O—experimental data of Ref. 7 for Bi, Sh, with x=0.076+0.005. trum do not change as the temperature increases, then the
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calculated functiong(T) give a good quantitative descrip- dopant concentration;y,, and for vjy,~ 10%cm~2 a mag-

tion of all the experimental data only far<50 K. In Ref. 22 netic freeze-out of the electrons occurs. The temperature de-
the temperature dependences of some of the parameters géndence ofy appears to give evidence of an appreciable
the spectrum for pure bismuth were determined from maginfluence of the electron—phonon interaction on the magnetic

netooptical measurements: susceptibility of semiconducting alloys of bismuth @t
91(T)Gs(T)=04(0)qs(0)— 1.35 104 T— 3.8 >b50K. The existing experlmental'data can be des'crlbeq in
the framework of an extremely simple approach in which
X107 T?[a.ul, (23)  this interaction affects only the temperature dependence of

A(T)=A(0)+2.1x 10 2 T+ 2.5} 104 T2 [meV]. the parameters of the spectrum.
These parameters indeed vary hardly at gll for DE-mail: mikitik@ilt kharkov.ua
<50K. The results of a calculation of the magnetic suscep-
tibility with allowance for formulag23) are presented in Fig.
7. It is seen that taking the temperature dependef2®s ;
into account noticeably improves the agreement with the ex-'V- S. Edel'man, Usp. Fiz. Nauli23 257 (1977 [Sov. Phys. Usp20, 819
perime_ntal data. Moreover, from the functigiH) one can 2(81.957r-1l).].Akhmedov, R. Herrmann, K. N. Kashirin, A. Krapf, V. Kraak, Ya.
determine the temperature dependence of those parameterg. ponomarev, and M. V. Sudakova, ZIksp. Teor. Fiz97, 663(1990
of the spectrum which cannot be found from magnetooptical [Sov. Phys. JETRO, 370(1990].
measurements. In particular, by fitting the theoretical curve3B- I. Verkin, L. B. Kuz'micheva, and I. V. Sverchkarev, JETP L&it225

to the experimental data presented in Fig. 7, we obtain th&(Ll_g\,?,Zhr” Phys. Kondens. Mate8, 87 (1969.

temperature dependengg(T): SN. B. Brandt and M. V. Semenov, ZhkEp. Teor. Fiz69, 1072(1975
B R [Sov. Phys. JETR2, 546 (1975].
d2(T)=0y(0)+8.9x10" " T*[meV]. (24) 6J. W. McClure and D. Shoenberg, J. Low Temp. PI%.233(1976.

7
Interestingly, the use of this temperature dependence to—'z\'é %ﬁg;d?;’ M. V. Semenov, and L. A. Falkovsky, J. Low Temp. Phys.

gether with(23) for calculatingx(T) at another value of the  ®g A Buot and J. W. McClure, Phys. Rev. ® 4225(1972.
magnetic field(Fig. 83 or impurity concentratior(Fig. 8b °S. D. Beneslavskiand L. A. Fal’kovski, Zh. Eksp. Teor. Fiz69, 1063

yields a satisfactory description of the other experimenta[0(1975 [Sov. Phys. JETR2, 541(1975].
results as well G. P. Mikitik, Fiz. Nizk. Temp.12, 272(1986 [J. Low Temp. Phys12,

153(1986)].
1B, Lax, J. G. Mavroides, H. J. Zeiger, and R. J. Keyes, Phys. Rev.5ett.
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Low-temperature nonlinear lattices in ferroelectrics with protonic conductivity
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An S=1 pseudospin formalism is constructed for ferroelectrics with protonic conductivity,

the change carriers in which are protons moving along a network of hydrogen bonds.

The Hamiltonian is written in the pseudospin form and in the second-quantization operator
representation. A system of equations describing the state of the ferroelectric cell is obtained.
A numerical analysis of this system reveals the presence of traveling nonlinear lattices

that can affect the dynamical properties of the ferroelectric.2@0 American Institute of
Physics[S1063-777X00)00601-0

Hydrogen-bonded ferroelectrics, which have a phasdlistribution of protons on the hydrogen bond we uniquely
transition of the order—disorder type, are of interest in con-associate a displacement of the heavy ions responsible for
nection with the problem of the structural and ferroelectricthe polarization. Thus thgh hydrogen bond can be found in
phase transitions caused by the ordefidigordering of the  three states: “0” — the absence of a proton on the hydrogen
protons on the hydrogen bonti©rdinarily the motion of a  bond, “+” — the proton on the hydrogen bond is described
proton is treated as occurring only between two positions iy a symmetric wave functiod . ; * —" — the proton on
the O..H-0 bond, and because of the bounded nature of thie hydrogen bond is described by an antisymmetric wave
motion the response of the proton subsystem to an externélinction¥ _ . It will be convenient to go over from the wave
electric field is purely dielectric. It has been established exfunctions¥, and¥ _ to a linear combination of wave func-
perimentally, however, that hydrogen-bonded ferroelectricgions localized in the left @) and right @) equilibrium
can exhibit structural phase transitions with a fundamentallypositions:
different type of ordering of the proton subsystem: the travel 1 1
of the protons is not coqued .to the unit _cell.. They can W, = (D +Dg); W = (D, —Dg).
undergo translational motion, with a low activation energy, V2 V2
over the whole crystal. The protonic conductivity in different ] ) . )
crystals varies over a range of 10—13 orders of magni%ude,The” thejth hydrogen bond can be described with the aid of
and it can become comparable to the conductivity of a fused?® wave function
sample. The construction of a consistent theory of the prop- D,
erties of crystals with protonic conductivity is therefore a v —| @ ’
topical problem. ] CDOJ_ :

We note that the substances having high protonic con- Ri
ductivity are compounds in which the number of protons iswhere®; characterizes the probability that a bond will be
less than the number of hydrogen bonds. In such substancg@occupied by a protor.’
the hydrogen bond can be either occupied or unoccupied by \We introduce the operatoﬁﬁz |‘I’aj><‘b,3j|, which are
a proton. A consistent theory of ferroelectric crystals withanalogs of the Hubbard operat8rthe expectation value of
protonic  conductivity should take into account the the operatoiX° will correspond to the number of vacancies
temperature-induced phase transition, prdfdeuteron tun-  on the hydrogen bonds, the expectation value of the operator
neling in the hydrogen bond, and prottfeuterof hopping Xt X=® will correspond to the polarization of thith
from an occupied to an unoccupied hydrogen bond. Conséerroelectric cell, and the operati "+ X" will be the tun-
quently, three states of the hydrogen bond must be consigreling operator for the proton in theh hydrogen bond. We
ered: with a proton at one end of it, with a proton at the othekyrite the HamiltonianH of our ferroelectric in the form
end, and unoccupied. H=H,+H,, whereH, describes the effects of the interac-

If the hydrogen bond has a proton on it, the proton canjon of the protons on the occupied hydrogen bonds pd
be found in one of two equilibrium positions in the describes the effects due to the absence of protons on the
hydrogen-bond potentidt? Assuming, as is customary, that unoccupied bonds. Then
the potential wells in which the proton moves are rather
steep, neglecting the motion of the proton within each well,
and assuming that the quantum-mechanical tunneling of the
proton through the potential barrier between these two well
lifts the degeneracy, we treat the proton on the hydrogen LL_ ywRR)_ (YLL_ yRR
bond in the framework of a two-level systém? To each X=X 2'%; Boy (X=X, @)

1
Ho=—0§ (X7R+XRY - 5; Jij (Xt =XFH

1063-777X/2000/26(1)/4/$20.00 a7 © 2000 American Institute of Physics
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1

Tajaja;tafa —5aa ey

where() is the tunneling integrall;; is the exchange integral 1
29 i T 2988,

between theth andjth cells, andEy; is the external static H= —Qz
electric field in thejth cell. !
We write the HamiltoniarH ; in the form

aja;—

—ZMoE Einj(1-aa))— Z Jil-a'a—-a'a
Hy=H,+H,,

whereH,, is responsible for the hops of the protons along the
network of hydrogen bonds, andl, describes the change in
energy of the sample on account of the vacancies on the
hydrogen bonds,

ot v
+a a3, a,-)—jEA ta| 7255284281122

5
+
T 28+285428)108 7 4 CHIPRCHENE:Y

LO RO
H, EtA{(x LA XOR DX+ (X, + X0R )X+ he,, 5 . ., N
+Za]+AaJ aJa] aJ+AaJ+ 4 J a.J a]aJ+A
1 1\ —
p, X0+ =D Uy XX+ = DT U XX+ XRR),(2) 5 . 5 .,
T 2qy T 24y T T 79 2137 781814814844

+—-a'a’ a8 ,,—a a
t, is the hopping integral from thgth hydrogen bond to the 41 TFATITATIEA ) A

bondj+A, u has the meaning of a chemical potentﬁ[i
corresponds to the interaction energy of a ¢etlontaining +ﬁ2 (1—2aj+aj+aj+ajaj+aj)
a proton with a celli containing a proton vacancyy;; J

describes the interaction energy of ttie andjth hydrogen 1
bonds in the absence of protomsis a vector in the direction + 52 Kij(1-2aa;—2aa +a; a3, a;
of a possible proton hop. Y
We now go over from the operato)({ﬁ to the operators +a aa’a+4a" aiaj+ a;). 4

SZ S+ S, (spinS=1), choosing a diagonal representatlon

for the operatorSX and taking into account thdtS,S"] The equation of motion for the operatasanda;” are

=*575;,[S .5 1=25/4;. (a; =a))
In this case we have )
Q i2, a2 L 2z z a =i| Q> —Ea;aFa-:+2a-$ 3a aa;
H0=—§;(Sj +S )—52 ‘]ijSiSj_ZMO; Eoi S/, i : 21 90 4 27
th it ezt e iZ,uOEma-iIEE Ji(—a+a aa’)
Hp: _2 ?{(SJ-FA_SJ-%—A)SJ-FASJ(S] _Sj )}+ hC, J 2 i J J ! J
5

~ 2 +2 ta| Foa a8 ) =oa 48 Ay

H=n2> S+ E k.JSJZS,Z, 3 23j+48)3) =74
j
5 5
~ 1l — a] aj aj4a— a] a aj1a~ ]+Aaj+AaJ+A
+ + —

Kij:Ui]_Uij 4a]+Aaj+Aaj+A aJ+A +,u(2a aj aj q

The Hamiltonian obtained is the pseudospin Hamiltonian o1 v+ 4
for a ferroelectric with protonic conductivity. shels FE; Kij(2aj —aj aj'a;

Using the Holstein—Primakoff transformatibn

N 1, —afaj‘aji—4ai+ai+aji)]. (5)

S, =1/2(1—Zaj ajlay;

1 Multiplying the right and left sides of Eq5) by the basis
sj—:ﬁ( 1— Zarai a]-+ : szz(l—aj*aj), functions of the generalized coherent states for Bose opera-

tors, | V) =1Ij|a;) (Ref. 10:

which is done in an approximate way, to an accuracy which ) .

includes the main low-temperature nonlinear effects, we |a;)=exp—|q;|“/2)exp(a;a;)|0),

write our Hamiltonian in terms of creation and annihilation

operators: we perform a decoupling of the equations of motion
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(V|AB|W)=(W|A|W)(W|B|¥)
and the operation of passing to the continuum limit:
<‘I’|aj+1|‘l’>:aj+1”ajiA% : iag'
X 2 X
We obtain
a=—i[Aa(a?+3a"")+Bala’+Ca—20a" +A2%ta"],
at=—i[Aat(a"’+3a?) +Bat a—Ca+2Qa—A%(a)"],

(6)

where for the extremely simple case of a square lattice

Ko=4K, Jo=4J, A=3(Q+5t); B=—J—10+2%+8K;
C=2uoEin+2J+2t—20—4K; a"=d’aldx? x is the di-
rection of propagation of the wave.

For the present purposes we concentrate on travelin
wave solutions of equatiof6). Traveling nonlinear waves

are analogous to the widely studied soliton lattices, which
largely determine the dynamical and kinetic properties of
ferroelectrics; for this reason an examination of the possibil-

ity that such structures exist is indeed a topical problem.
We seek a solution of the form

at=be’i¢; '

a=—Va';

¢=@(x—VH),
and, as a result, we obtain a new system for the amplitude
and phasep of traveling waves:
A%tbe"+2A%b’ ¢’ + Vb’ +2b(Ab%—Q)sin(2¢) =0,
A%th"—A%t(¢")?—Vbe' +2b(2Ab>—Q)
X cog2¢)+b(Bb?+C)=0.

a=be*;

at==V(a™)', b=b(x—Vit);

()

Besides the solutions with zelw, there exist nonzero sta-
tionary solutions of the system of equatioiTs:
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C+2Q
4A—B

1/2
v Po™

ko

0= 2"

The solution obtained can be interpreted as a state with pro-
ton hops over the network of hydrogen bonds. This state
corresponds to a nonzero expectation value of the operators
S* and, consequently, describes states with a change in the
number of protons in a given ferroelectric cell.

The stability of the stationary solutions obtained is de-
termined from an analysis of the localized system of equa-
tions (7):

|

Ab~e';

VAb'=4A¢(Ab3—Qby),
VbyAp'=—2Ab(2Q+C)’

A(,D_eikx

8

gf’he roots of the characteristic equation have a negative

imaginary part under the conditions:

204 2uoE;+ 23+ 2t— 271 — 4K <0,

20+ 20t+J— 27— 5K <0 ©)

Since it is not possible to solve the resulting equations in
analytical form, for subsequent study we performed a nu-
merical analysis of the above system, the main results of
which are presented in Fig. 1. We see that there exist travel-
ing nonlinear lattices for a wide range of variation of the
parameters describing ferroelectrics with protonic conductiv-
ity. The existence of these lattices may be due to the balance
of nonlinear and dispersion processes of Bl pseu-
dospin system of the ferroelectric. The period and amplitude
of the nonlinear lattices are determined by the proton tunnel-
ing integral in the hydrogen bon@ee Figs. 1a and 1b. This
behavior can be linked with the known fact that the nonlinear
properties of ferroelectrics with protonic conductivity de-
pend strongly on the tunneling integfdlChanges in the

a
o) P
i, o
0 5 10 15 20 0 5 10 15 20 0 5 16 1l5 20
t { t
b b b
0.54t
0.50
0.46 0.50
s 042 1 1 A 046 i i {
15 20 0 5 10 15 20 0 5 10 15 20
t t

FIG. 1. Dependence of the phageand amplitudeb of traveling waves on the timefor A=1, J=10"s!, z=10"%s % a: Q=10"s"%, t=10"s"},
K=10"st b: Q=10"%s} t=10"%s7, K=10"s} ¢ Q=108s1, t=10"%s1, K=108s71,
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Low-temperature thermopower in quasiamorphous carbons
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Results are presented from a study of the thermopower of quasiamorphous carbons in the
temperature interval from 20 to 200 K. It is shown that the thermopower of quasiamorphous
carbons is described satisfactorily in a model based on the series connection of regions

with metallic conductivity, hopping conductivity with a variable hopping length, and hopping
conductivity with a constant hopping length. It is found that when considering the
thermopower of the regions with the metallic conductivity, it is necessary to take into account
the temperature dependence of the main mechanisms of carrier scattering. The parameters

of the electronic structure of quasiamorphous carbon are calculated using experimental data on
the temperature dependence of the electrical resistivity and thermopowe200@

American Institute of Physic§S1063-777X00)00701-3

Quasiamorphous carbons comprise a wide class adnd the lowest value of the thermopower at the minimum
carbon—graphite materials obtained by annealing raw carbowere observed in the VPR-2 fib€F~25K, S~ —1 uV/K).
at temperatures up to 2000°C. The structure of the amorfhe highest temperature of the thermopower minimum was
phous carbon is a packet of two-dimensional ribbon-shapetegistered for the VPR-1 fibefT~50K, S~ —0.5uV/K).
crystallites oriented arbitrarily relative to one another inAs the temperature is raised, the thermopower of all the
space and deformed by various defects of the layers. Howsamples increases, but at different rates. The lowest value of
ever, the graphite layer has two-dimensional symmetry. Th& at 200 K was observed in the AV1 samples
dimensionsL of the crystallites in quasiamorphous carbon
do not exceed 100 A, and the distartkg, between layers is

~3.44A. This structure of quasiamorphous carbon is sub- a
stantially different from the structure of the highly oriented 6r ,o-“"“',‘
pyrolytic graphite, and therefore the electrophysical proper- i o
ties of amorphous carbon are substantially different from 4L 2
those of other carbon—graphite materials. §

In the study reported here we investigate the mechanism = 2
of formation of the thermopower in quasiamorphous carbons o |
in 'Fhe t(_amperature interval 20—-200 K by the method de- 0 _f"' ar
scribed in Ref. 1. -

Figure 1 shows the typical curves of the temperature -2 '

0 50 100 150 200 250 300

dependence of the thermopower of carbonaceous materials T K

with quasiamorphous structure. The materials were based on
polyacrylnitrile, carbon fibers of types VPR-1 and VPR-2,
with fiber diameters ~10um and crystallite sizes
L~100A, ungraphitized carbon fiber of type VMN, with a e

fiber diameter of ~7 um and crystallte dimensions oL s T,.aw“‘c'uz
L~50A, and quasiamorphous carbons AVl and AV2, -
annealed at temperatures of 2100 and 2300 °C, respectively. = ;| ,:Ddc, T
One can see from the figures that all these materials have a v ﬁ e
similar temperature dependence of the thermopower: at low 0 o Sulivtg
temperatures there is a minimugat a temperaturd ~40 K BT e

in the VMN fiber and in the amorphous carhpmand the 1 z ! | ]
thermopower in the quasiamorphous AV2 carbon is equal to 0 50 100 150 200
zero, in the VMN fiberS~—-0.4uVIK, and in the qua- T.K

siamorphous carbon AVE~—0.5uV/K. The lowest tem-  gig. 1. 5(T) curves for carbon fibers: VPR-@), VPR-1(2) (), and for
perature at which the minimum of the thermopower occursjuasiamorphous carbons and fibers: VNI, AV2 (2), AV1 (3) (b).

UVIK
»
b\
1
|
W
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(S~1.5uVIK), AV2 (S~2.0uV/K), and in the VMN car- T4
bon fiber &~ 3.5, V/K). High values of the thermopower at

200 K were observed in the VPR-1 and VPR-2 carbon fiber 8
samples, withS~2.7uV/K and ~5 uV/K, respectively.

According to the model proposed in Refs. 2 and 3, qua- 17
siamorphous carbon consists of a set of regions with metallic a
conductivity and regions with variable-length hopping con- _6,\_
ductivity. These regions can be connected in series or in e
parallel®> We denote the thermopower and conductivity of -
the regions with metallic and hopping conductivity By, ) 415
o, andS,, o,, respectively. Then the total thermopowgr .'\..._L
for series-connected regions with the different types of con- ""; . . - R
ductivity can be written as 0 50 100 150 200 250 300

$=8- %, 1) T.K
and th total thermopowd, for paralle-connected isands {1 % Tenbersiye fependeres of e ooy o uesirorious ca
with different types of conductivity is In(Lp) = (T~ (curve?).

Sy S

Si= + . 2 ) . . ) .

1+(ozlo1)  1+(o1loy) whereB is a coefficient of proportionality, and is the en-

ergy reckoned from the point of tangency of the bands. Us-
ing expressior(7), we write relation(6) in the form
2

1
B
(1+p), @ ST e ®

For the regions with metallic conductivity§, depends
linearly on temperaturé:

S kB 7T2 kBT
e 3 A
where kg is Boltzmann's constante is the charge of an where E,:_is temperature-dependent. It is known, however,
electron,A is the shift of the Fermi levelp is a parameter that quasiamorphous carbon has excess holes on account of

which depends on the predominant mechanism of carrief® acceptor effect of the structural defects, &pd-kgT in
scattering; the electrical conductivity of these regions, acthis material; therefore the temperature dependencgof

cording to the two-dimensional Wallace mode$ given by ~ ¢@n b_e neglected in the temperature region investigated here.
Figure 2 shows the temperature dependence of the resis-

Ae’L tivity of the AV1 sample in both g(T) plot and in the
01=m1 4 Ic.:oordinates In(l/)=f(T*1’i). We see that tr_le latter is a
inear plot of the typey=b—ax, where b=Inoy and
where y, is the overlap of the electron wave vectors in thea=T%* over a wide temperature interval, which means that
graphite layera, is the lattice constant of graphitégez iS  a hopping mechanism of conductivity with a variable hop-
the distance between graphite layerss Planck’s constant, ping length is indeed present in this sample over the given
and the mean free path is approximately equal to the di- temperature range. From the plot of In{i#f(T ¥4 we
mensions of the crystallites. The thermopowgris positive,  determined the values of the constamgsandT,; the results
since the regions with metallic conductivity consist of a de-are tabulated with the analogous results for the AV2 sample

generate hole conductor. in Table 1.
The conductivity of the regions with variable-length  The thermopower calculated in the model with a parallel
hopping conductivity is given by the expression connection of regions with different types of conductivity
o= exg — (To/T)™], (5) according to expressiof2) has a linear trendFig. 3), but it

does not agree with the experimentally meas\8€D) in the
where oo and T, are constants. The thermopower of thenvestigated materials. Consequently, the thermopower of
regions with variable-length hopping conductivity has thequasiamorphous carbon cannot be described in a model

form® of parallel-connected islands with different types of
ké dInN(Eg) conductivity_. _ - _
SZ:E(TOT)UZT , (6) To elucidate the mechanisms giving rise to the ther-
E=Ep mopower in quasiamorphous carbons we considered a model

whereN(Eg) is the density of states at the Fermi level.
A feature of the two-dimensional Wallace model is a TABLE I. Calculated parameters of the electronic structure of amorphous

point of tangency of the valence band and the conductioarbons AV1 and AV2.

band and a linear relation between the energy and the elegample

. . . 09,SIm Ty, K Eg,eV A eV g, eV C
tronic density of states near the point of tangency of the ° 0 F
bands’ AV1 169 1967 0.4 045 3810°° 0.001
AV2 436 552 022 035 44100 0.012

N(E)=BJE], @)
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FIG. 3. Calculated temperature dependence of the thermopower in a model 3
with the regions of different conductivity connected in parallel. ] b
2

S, uvIK

2 -
in which regions of metallic conductivity are connected in i !
series with regions of hopping conductivity with a variable 1+
hopping length. Analysis of the experimental data in the L
framework of this model with the use of E(l.) showed that 0
M

in order to describe the temperature dependence of the ther-
mopower it is hecessary to include one more teBgin Eq.

(1); this term is responsible for the pOS.Itlve “tail” qf the 0 50 100 150 500
thermopower in the low-temperature region. An obvious as- T,K
sumption is thatS; is due to hopping conductivity with a
constant hopping length. For this mechanism the conductiv- 3 c 2
ity and thermopower can be described by the expressions i
o3= erf(SIkBT), 2r !
<
kB( & ) >
=>o| = *CJ, 9 S
83 2e kBT U; |
E= EC_ EF y 0 \w
whereE_. is the mobility edgeg >0, andC is a constant that
can be positive or negative. -1 — P S
From the experimental data on the temperature depen- Y 50 100 150 200

T.K
dence of the thermopower of the AV1 and AV2 samples at ’
low temperatures we calculated the following parametersgiG. 4. S(T) curves for quasiamorphous carbons: experimeutaivesd),
the shift A of the Fermi level in the regions with metallic calculation in the model with a series connection of the regions with differ-

Conductivity the values of the Fermi energy in the re- ent types of conductivitycurves?2) in the AV1 samples, in whicls(T) is
’ linear in the regions with metallic conductivity; in samples of Ay and

gions with variable-length hqpping conductivity, ‘T’md the dif- oy, (c) with allowance for the temperature dependence of the carrier scat-
ferencese between the mobility edge and Fermi level, andtering mechanisms in the regions with metallic conductivity.

the constant€ (for the regions with constant-length hopping

conductivity). The results of the calculations are presented in

Table I. We see that the values of the paramefergr, ¢, .
and C are completely real-valued: for example, for the re-29reementby about a factor of twp The reason for this is

gions with metallic conductivity the shift of the Fermi level that in a rigorous treatment one cannot assume that the ther-

into the valence band is in good agreement with the value of?OPOWer in the regions with metallic conductivity is a linear
this parameter in disordered isotropic grapfithich, as unction of temperatlulret is of a diffusional naturg It was
was shown in Ref. 9, is a single-band hole conductor, witiSNOWn by Sugihard™* that for describing the thermopower
the parameter >0, which corresponds to hopping conduc- ©Ver @ wide interval interval, the parameterin Eq. (3)
tivity with a constant hopping length. Using the values ob-s,hoUId be d.etermlned_ no_t by a smglg predomlnant mecha-
tained for the parameters Er , &, andC, we calculated the nism of carrier scattering in the material but with allowance

temperature dependence of the thermopower in the AVf[or all the main mechanisms of carrier scattering; this leads
sample at temperatures up to 20Qfg. 43. An analysis of (© & complicated temperature dependence:of

this plot implies that the calculated thermopower gives a fair (OH) 1 (o) o) (oh) (oh 2

description of the temperature dependence at low tempera- [P+ T2+ pt) + TPV (1+p'P)I

tures, while at high temperatures there is a significant dis- P= (1+8/ER)T . (10
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r=3 ro, 5=%, al 2
: [
where vy, is the overlap of the wave functions of the elec- 3r
trons of adjacent atoms in equivalent layers. x 2'_ e 1
~ The parameter§'™) are related to the relaxation times = <[
7 in the plane of the layer as » 1L
A h i r T ) 3

FO(E)= 5 m~E P, 1D ™ ——

wherep() takes on different values, depending on the scat- 0 50 100 150 200

tering mechanismf'(°") for scattering at the boundaries of T K

the crystallites,p®M=0; T'(©) for scattering on charged FIG. 5. CalculatedS(T) curves with allowance for the fraction of the
impurities, p{'®=1+26/Er; T'® for scattering on sample consisting of regions with different types of conductivity: curve

; ; ph) _ 1—with equal fractions of regions with each type of conductivity; curve
phonons in the plane of the graphlte Iaypff, 0 at low 2—uwith a larger fraction0.7) made up of regions with metallic conductiv-

temperatures and®W= - 1 at high 'temperaturels- ity, curve 3—with the larger fractio0.7) made up of regions with hopping
The parametef’ ™ is a complicated function of tem- conductivity.
perature:
hD? E+A
F(Dh):—T o . ) .
4mvgdogz pok temperature is increased further the regions with hopping
o conductivity vanish, and the materials consist of a single-
f dq q , 1 band hole conductdt.Increasing the fraction consisting of
o [1-(a/2k)*]"% explfiwg kg T) — 1 regions with hopping conductivity, i.e., increasing the

(12) amorphous-phase fraction, resultsSrbecoming negligibly
small (curve 3).

oh) (dTPY/dE) V3 In summary, these studies have shown that the ther-
pri=—1E e v Po=% Yodo- mopower of quasiamorphous carbons can be described using
E=Fr a model in which regions of metallic conductivity and re-

whereD is the pairing constant of the charge carriers anddions of hopping conductivity with variable and constant
phonons in the plane of the layer; is the speed of sound,  hopping lengths are connected in series. As the heat-
and q are the electron and phonon wave vectors, respedreatment temperature is raised and the crystal structure of
tively. the quasiamorphous carbons is perfected, the regions of hop-
The calculated temperature dependence of the thelring conductivity vanish, and a transition to metallic conduc-
mopower with the temperature dependence of the carridifvity throughout the volume of the sample occudisor-
scattering mechanisms taken into account is shown in Fig. 4Bered graphite with crystallite dimensions~200 A).°
and 4c. It is seen that the theory gives a good description ofvhen the heat-treatment temperature is increased further to
the experimental dependence over the entire temperature in=2600—3000 °C the dimensions of the crystallites increase,
terval. and a three-dimensional crystal structure is formed with
Figure 5 shows the calculated temperature dependend¥erlapping valence and conduction bands; this leads to two-
of the thermopower with allowance for the fractions of theband conductivityholes and electronsnd to a complicated
sample made up of regions with the different types of condependence of on T, since an additional thermopower
ductivity. Curvel is for equal parts with each type of con- arises on account of the phonon dragging of electrons.
ductivity, curve? is for a greater fractiof0.7) with metallic The results presented here on the thermopower of qua-
conductivity, and curv8 s for the greater fractiof.7) with siamorphous materials indicate that the trend of the function
hopping conductivity. We see that as the fraction with me-S(T) and the value of are very sensitive to the parameters
tallic conductivity increases and the fraction with hopping©f the crystal structure of carbon materials, which is deter-
conductivity decrease@s occurs with increasing annealing mined by the methods and conditions of their synthesis.
temperature of the raw carbpnthe value of the ther-
mopower at equal temperatures increases, as does the ratePOrE
increase of the thermopower, while the location of the mini-
mum of the thermopowefcurve 2) decreases to lower tem-
peratures. This tendency is in fact observed experimentally
in the samples studied: for example, sample AV2, annealedL. L. Vovchenko, I. V. Dvorkina, and L. Yu. Mat3$pFiz. Nizk. Temp 20,
at 2300 °C, has larger values of the thermopower at the sames63 (1994 [Low Temp. Phys20, 386 (1994].
temperatures than does 5amp|e AV1, annealed at 2100°C2,Y. KabL_Jragi, Y. Hishiyama, and A. Y. Hoshid&bstracts of the 4th
and the fibers VPR-1 and VPR-2, having a higher heat- Intgrnauonal Carbon Conference (Carbon-86Baden Baden(1986,
treatment temperature, have even higher values of the thery, \jishiyama and Y. Kaburagibstracts of the 4th International Carbon
mopower at the same temperatures. As the heat-treatmentonference (Carbon-86Baden Baderi1986), p. 222.
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The effect of an orienting electric field on the anomalies of the temperature dependence of the
dielectric constant of the crystals Tling and TIGaSe and of the pyroelectric curremt

in TlInS, near phase transitions is investigated. It is found that{{1® profile of both crystals
undergoes the same transformation at the point of the phase transition to the
incommensurate phase under the influence of a static electric field applied in the plane of the
layer. It is established that the maximume&(fT) in TIGaSe and ofi(T) in TlInS, at

the point of the phase transition to the commensurate polar phase is shifted in a certain range of
orienting electric fields and that the sign of the temperature shift depends on the value of

the external electric field. An interpretation is offered for the experimental results20@D
American Institute of Physic§S1063-777X00)00801-X

INTRODUCTION intracrystalline weak perturbatioigstructural defects, uncon-
trolled impurities can give rise to a spontaneous splitting of
The ternary thallium compounds thallium—gallium dis- the transition to the the commensurate phase in lin®

elenide (TIGaSg and thallium—indium disulfide (TIINg  two phase transitions lying close together. In this model the
belong to the class of chalcogenide semiconductor COManomaly at 206 K should be regarded as the point in tem-
pounds with a layered structure. The x-ray diffraction datgperature at which a change of incommensurabilities occurs,
for these compounds are identical, indicating that their crysaach of which is related to one of the commensurate phases
tal structures in the high-temperature paraphase are topologiagjized at 201 K and 204 K, while the temperature region
cally similar and are characterized by symmetry space groupgg_195 K is interpreted as the coexistence interval of the

6 .
Con (see, e.g., Refs. 1-6 and references cited ther@n  4ar regions of the phases arising at 201 and 204 K and

cooling, both crystals undergo sequences of structural pha&ff'aving symmetry space grouﬁg and S% respectively, ac-
transitions, including transitions to an incommensur@#®

h d i | h A ding t thcording to a group-theoretic analygis.
phase and a commensurate polar phase. According 10 e g oper approaéli postulates the existence of an

data of structural studies, the phase transition to the IC phasiﬁcommensurate—incommensure(té:—lC) phase transition

(atT;=216 K for TlinS, andT;=115K for TiGaSg) is due 3, TINS, in the vicinity of 204 K. According to this model,

to the condensation of a soft mode at the point of the Bril- . . . i
: : _ the basic experimentally observed features in the behavior of
louin zone corresponding to the wave vecttr=24

x (a* +b*)+0.25*, wherea*, b*, andc* are reciprocal &(T) and the elastic_characterigﬁ(‘:_é'lo*upf TlinS, can be
lattice vectors, and is the incommensurability parameter: explained and described quantitatively in the framework of
5=0.012 for TIInS and 0.02 for TIGaSe For Tc=201K the following nontrivial s_c_:hem_e for the sequences of the
for TliNS, and T~ 110K for TIGaSe the parametes van- phasgg and phase trgn5|t|ons in this crystall;at216 K a
ishes discontinuously, and both compounds undergo a traffansition from the high-temperature paraphase to an IC
sition to an improper commensurate polar modulated phasghase which is stable in the interval 204-216we denote
with a spontaneous polarization vector lying in the plane ofit as IC-1, atT;;=204K there is an IC-IC phase transition,
the layer. The symmetry of the low-temperature polar phasé€ newly arising incommensurabilitywe denote it by IC-2
of the two crystals has not been determined experimentallyeXists in the interval 201-204 K, and, finally, Bt=201K
The temperature dependence of the dielectric constant there is a phase transition to a commensurately modulated
(Fig. 1) and of the other thermodynamic parameters offerrophase.
TlinS, (Refs. 1-4 and Bare characterized by significant In this paper we present the results of investigations into
anomalies at other temperatures as welR06 K, 204 K, the effect of an applied static electric field in the plane of the
and in the interval 190-195 K, and these are in no wayayer on the phase-transition-related anomalies (df) and
distinguished by structural studies. Two equally well-the pyroelectric curreni(T) in the crystals Tling and
founded approaches to explaining these anomalies have be&tGaSe. Such studies are of interest, in particular, in view
advanced:®® One of them is based on the conjecture thatof the theoretical indicatiot$*®that applying a static elec-

1063-777X/2000/26(1)/6/$20.00 56 © 2000 American Institute of Physics
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To decrease the influence of the poling of these com-
pounds by the static electric field, it was applied to the
samples at liquid-nitrogen temperature.

EXPERIMENTAL RESULTS AND DISCUSSION

600 The effect of electric field on the IC phase transition in

TIInS, and TIGaSe , crystals

Figure 1 shows the temperature dependence of the di-
electric constant of Tlingfor various intensities of the static
electric field. It is seen that the orienting effect of the electric
field leads to a transformation of the profile of the anomalies
on the g(T) curve which is qualitatively similar to those
observed when a mechanical stress is applied perpen-
dicular to the layers:*® It should be noted that the variation
of the intensity of the external electric field has a decisive
influence on the profile of the dielectric anomaly correspond-
ing to the IC phase transition. It is seen in Fig. 1 that an
increase in the intensity of the external electric field is ac-

1 I i L ! i companied by a decrease in the amplitudes of the dielectric
195 200 205 210 215 220 anomalies observed at the phase transition peid®4 K and

T.K at the point of the transition to the ferrophabg=201K;

FIG. 1. Temperature dependence of the dielectric constant of Jlin& meanwhile, the position of these anomalies on the tempera-
quency 55 kHx near the phase transition when the crystal is subjected tdture scale is practically independent of the intensity of the
static electric fields of various intensities, kv/cm(D, 4 (2), 6 (3), 9(4),  external bias field. The structure observed on the curve of the
and 11(5). temperature dependenceft certain values of the electric
field is most likely not of a physical nature but rather the

tric field along the polar axis in these crystals is equivalent td€Sult Of errors in the experimental technique. We note that
far TlinS; the breakdown electric field is- 12 kV/cm.

applying the corresponding components of a shear stress R . ! ; ) )
respect to their effect on the temperature behavior of the EVerything we have said about the relationships pertain-

various physical quantities near the IC phase transition. Thif1d to the transformation of the anomaliesed(T) observed

is because the invariants of the interaction of the order pa?€@r the phase transition in a static electric field in the lay-
rameter components and of the generalized coordinates fifed crystal Tling can be repeated aimost verbatim for
the expansion of the free energy density have analogousG@S@. the corresponding(T) curves of which for elec-
form. The effect of a uniaxial stress on the transformation of"'¢ fields of various mtensVues are shown n Fig. 2a. We note
the shape of(T) near the IC phase transition in TIGaSe also that TIGaSghas a higher breakdown field,22 kV/cm,

and TlinS, was investigated in Refs. 5 and 14. than its isostructural counterpart TlinS
It was shown in Ref. 7 that the single mixed invariant,

which can be composed of components of the order param-
eter and polarization vectdr, (in the axes of the paraphase
The samples were slabs'2 mm thick, with plane- x=a, y=b, z=c), has the form~consthp4sirf"gp, where
parallel ends~12 mnt in area, cut from TlinSand TIGaSe  p and ¢ are the amplitude and phase of the two-component
single crystals perpendicular to the polarization axis, whichorder parameter in a polar coordinate system. From a physi-
coincides with the crystallographic axi§C,, whereC, is  cal standpoint the experimentally observed effect of the gen-
the twofold symmetry axis. The surfaces perpendicular to theralized coordinaté®, of the external biasing electric field
polar axis were carefully ground and mechanically polishedn the profile of the dielectric constant for=T; in TlInS,
to a mirror finish. Electrical contact was provided by apply-and TIGaSg can be explained only by the interaction of the
ing a silver paste to the working surfaces of the crystals. Th@olarization componen®, with the phase of the two-
samples were mounted on the copper cold stage of a nitrogaomponent parameter of the phase transitinrihe constant-
cryostat. amplitude approximation'?'3 which can result in a change
Measurements of (T) in the presence of a biasing elec- in the spatial distribution law for the phase along the modu-
tric field applied to the crystal were made by a bridge methodation axis. Thus the anomalous nature of the behavior of the
based on a balancing scheme. The temperature of the samptansformation of the anomalies on th€T) curve kv at the
was scanned at a rate of 0.1 K/min; the range of workingpoint of the IC phase transition when the crystal is acted on
frequencies was 50-60 kHz; the instrumental threshold serby external fields of different natures is explained by the
sitivity was ~0.1 pF, the error tolerance was2%. circumstance that the application of an electric field and the
Measurements of the pyroelectric current in TUnere  application of a mechanical stress similarly cause a change in
made by a quasistatic methidd®with a rate of temperature the topology of the incommensurate wave of modulation but
scanning~ 3 K/min. do not eliminate it(we recall that in Refs. 5 and 16 the
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TIInS, and TIGaSeg. The experiments demonstrate that a
. 1 L L 1 L common feature of the orienting effect of an electric field on
105 “?_ K 125 135 the anomaly at the Curie point in Tllp&nd TIGaSeg is due

the a change in the sign of the temperature shifts of these
anomalies as a function of the intensity of the external field
applied to the sample. This is evidenced most clearly by the
data shown in Fig. 2b, which reflect the temperature dynam-
ics of the maximum on the(T) curve of TIGaSe at T
=T¢ asE is varied. It is seen from Fig. 2b that at electric
fields smaller than a certain threshold valig=7 kV/cm,
the maximum of thes(T) curve is shifted by 2K to lower
temperatures from the position of this anomaly in zero elec-
tric field. In the regionE>E., the maximum on the(T)
curve is shifted to higher temperatures; the size of this shift
from the position of this maximum in zero electric field is
~ 3 K for fields in the prebreakdown region. We note that the
application of an electric field leads only to a shift of the
maximum ofe(T) as a whole, without leading to a Lenin-
grad or appreciable broadening of this maximum. We em-
phasize that the observed feature cannot be set aside as being
instrumental, since the apparatus is capable of a practically
! ! I identical rate of temperature scanning over the whole mm
109 111 cycle, and the values of the temperature shifts are too large
to be the result of methodological errors in the detection
FIG. 2. Temperature dependence of the dielectric constant of TiJ&8e system.
quency 57 kHx near the phase transition when the crystal is subjected to a If we take into account the known faétthat a uniform
tatic electric fielcE (a), and the temper i i s ; ; ; ;
ZtT:TC for various( i)r%tensities of tE: thgtrzfri?:ef?;\c/il,oli\c/);ct;?(g?fZ?,%Of elgctrlc field §hlftS tﬁe p.eal,(, 8 gorrESpond.mg to the Curie
(3), 8 (4), 10 (5), and 22(6). point of classical or “lattice” antiferroelectrics to lower tem-
peratures from its position in zero field, then, at first glance,
the data presented above for TIGa$an be regarded as the
ana|ogou5 modification of the prof”e of the curve at the pointhSU't of the induction of a ferroelectric state from the anti-
T=T, when a stress-, was applied to Tlingand TIGaSe ferroelectric state of that crystal by an external field
crystals was interpreted on the basis of the invarianE>E.. We note that this is an extremely general indicator

Nconstuyzp%os 4p, which is of a similar character to that Which permits us to reliably 'classify the Iqw-temperature po-
discussed heje lar phase of TIGaSeas antiordered. An illustration of the

fact that the low-temperature polar phase of TIGaSalis-

tinguished by a rather complicated dipole configuration is the

nontrivial dielectric hysteresis loop, with four different re-

gions of spontaneous polarization, which we observed by the
Let us consider the results of an investigation of theSawyer—Tower methotsee Fig. 3.

effect of a static electric field on the anomaliess¢fl) and In principle the possibility of antiferroelectric dipolar or-

i(T) near the transition to the commensurate polar phase idering of the low-temperature polar phase of TIGaSead-
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Influence of external field on the transition to the
commensurate phase in TIInS , and TIGaSe ,
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mitted by the models proposed previously in the 198
literaturé®*? for the structural phase transition in the com- 8r x I
pounds under study. For example, in Ref. 19 a model is 6 o194t \/’
discussed in which the layered crystal is considered as a 190+

system in which the phase transition to the commensurate 4+ : 5
polar phase occurs at different temperatures in different lay- E, kV/cm
ers. The stable state of the crystal may be a structure of < 2

commensurate polar layers separated from one another by o - 0 ) Ly X
layers found in the incommensurate phase. It can be sup- 2 N

170 190 210 K 230

posed that in the layered crystal TIGaSthe state of - oL ,
the system in the neighborhood of the phase transition at

T=Tc is a system of dipolar ordering in which different -4+

layers have oppositely directed spontaneous polarization

vectors, the magnitudes and directions of which vary in a 6

random manner from one polar layer to another, and they sl

average to zero on summation over the whole crystal. In-
creasing the external electric field above the threshold value 10k
E. enhances the influence of one of the directions of spon-
taneous polarization of the crystal and thereby leads to a
“transition” of TIGaSe, to a uniform ferroelectric state by FIG. 4. Temperature _depend of the pyr_oelectric current of Elln&r the
virtue of of the fact that the mutual influence of the Counter_phase transition. The inset shows the shift of the maximum of(fRecurve
. . . . . at T=T¢ as a function of the applied external electric field.
directed dipole moments of the different layers is relatively

small. E., from those described abovalthough the picture of the

It appears that another approach, based on the modgiversion of the sign of the temperature shiftfT) with
concepts developed in Ref. 6, is also useful. The results of mcreasingE is qualitatively the same as describednd in
group-theoretic analysis presented in that paper reduce to thgher samples the temperature shift of #() peak as a
following. The phase transition from the high-symmetry function of E is only partially present or absent entirely.
paraphase with space gro@$,, corresponding to a wave 3. Chipping off part of a sample reduces both the inter-
vectork.=0.25c*, to the commensurate polar phase can besal of the temperature shift of(T) and the value of the
realized according to two symmetry schemes, depending ogitical field E.,; an analogous situation is observed when
the sign of the coefficienty in the anisotropic invariant the polarity of the electric field applied to the sample is re-
~ ypBcos 8p: for y>0 the stability condition is satisfied by a versed.
ferroelectric phase with space gro@g, while for y<0 the 4. Turning off the external field from values at which the
stable phase is one with space graBp which may be a position of thes(T) peak after the monotonic shifts is re-
centrosymmetric antiferroelectric. If it is assumed that in thestored to the temperature position of the anomalies @f
absence of an external electric field the symmetry of thehe absence of electric field leads only to growth of the ab-
commensurate phase of TIGaSmrresponds t&; and that  solute value of to its original value(for E=0).
y~f(E), with y<0 for E<E. and y>0 for E>E,,, then While the investigation o&(T) for TlInS, samples pre-
the role of the biasing electric field reduces to one of inducpared from the same bar did not confirm an anomalous shift
ing a phase transition between the equitranslational polasf the £(T) peak corresponding to the phase transition at
phasesS;— C3. T=T¢ over the whole range of applied electric fields, mea-

Meanwhile, the results obtained from studying a largesurements ofi(T) in an external static electric field on
number of TIGaSg samples picked from different techno- samples of Tling from different technological batches reg-
logical batches clearly demonstrate substantially differenfstered an effect analogous to that observed for 4h€)
properties of the low-temperature polar phase of TIGdBe measurements in TIGaSe
the presence of an external electric field as compared to the The clearest of the experimental curves of the pyrocur-
analogous properties of “lattice” antiferroelectrics, and therent of TlInS, in the absence of field is shown in Fig. 4. We
nature and properties of the antiordered state of TIiGa®e see that the behavior ofT) is characterized by two anoma-
the low-temperature phase is found to be very sensitive tfies in the form of sharp-tipped spikes, the temperature posi-
the structure. These results include the following. tions of which correspond to the phase transition points at

1. The application of an electric field to the antipolar ~204 K andT-=200K, and the higher of the spikesii(T)
phase of TIGaSedoes not lead to saturation ef as would in all the samples of TlinSinvestigated is characterized by a
be expected for classical antiferroelectri¢s; in the low-  sharp “overshoot” of the pyrocurrent at temperatures close
temperature phase of TIGaSgecreases monotonically with to the point of the phase transition to the polar commensurate
increasingE, and the size of the temperature shift of the phase 200.4—200.7K for samples from different techno-
maximum ofe(T) is not proportional to the square of the |ogical batchel and the direction of this “overshoot” of the
electric field. pyrocurrent is always opposite to th@l) spikes at the other

2. Certain groups of samples exhibit a strong deviatiorphase transition points.
of the temperature shifts of thgT) peak and the values of Interestingly, the form of thé(T) curves is essentially
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reproducible for Tling samples from the same batch. At the T.K
; ; £ : ; 204 208 212 214

same time, we identified certain samples of THi& which X { | )
the shape of thé(T) curve differed substantially from that
shown in Fig. 4: by the number of anomalies presént
some samples the(T) curve has only one spike, at
T=T¢, with a sharp “overshoot” of the pyrocurrent preced-
ing this anomaly, by the ratio of the amplitudes of the -1
anomalies of (T) at the phase transition poinii® one group
of samples the higher spike is observed at 204afd by an
unstable character of th€T) spike at~204 K (during mea- ;’{
surements in a heating—cooling mode, in the course of a —— -2r
thermal hold of the sample at204 K the amplitude of the -
i(T) spike become significantly higher than the initial value
and then relaxes to it over a time of several hpurs

The application of a static electric field along the spon- -3+
taneous polarization direction of a TllpSample noticeably
transforms the values and contours of tfi€) anomalies on
account of additional contributions to the pyroresponse from
other mechanisms occurring in ferroelectric semiconductors. 4L
Nevertheless, the position of the spikes on itfiE) curve is
in no way related to these mechanisms but is due solely to
the cqntnbuuon of bound charges induced on the Correi?lG.S. Temperature dependence of the pyroelectric current of JTinte
sponding faces of the crystal as a result of the phase transigpijity region of the incommensurate phase.
tion. It is also important that reversing the direction of the
external electric field does not affect the character of (¢
curve of TlinS — the signs of the spike signals of the py- to a structure consisting of topological phase solitons and
rocurrent at the phase transition points and the sharp “overregions of the commensurate polar phase.
shoot” change to the opposite. The results presented above for synthesized Tlia&d

In the diagram shown in the inset of Fig. 4 the series ofTIGaSe samples of different quality, having the same lattice
points shows the temperature positions ofitiE) spike cor- resonance and a similar stacking of the layers in the real
responding to the phase transition to the commensurate festructures, prompted us to consider the change in sign of the
rophase on increasing. One observes a complete analogy temperature shift of the(T) andi(T) anomalies of TIGaSe
with the results obtained in a study ©fT) in TIGaSe inan  and TIInS, respectively, at the Curie poifit=T¢ (i.e., at
applied fieldE; the value of the critical field for the given the “exit” from the IC phasg in an increasing electric field
sample isE.,=1kV/cm, and for samples from different as resulting from the effect of the electric field on structural
batches it fluctuates over the interval from 0.6 to 1 kV/cm. Itfeatures of the IC modulation wave in a crystal containing
also follows from the experimental data that ft{@) spike  defects, as a result of which one observes a broaddiong
corresponding to the point204K (like the ¢(T) peak at E<E) or narrowing(for E>E_) of the temperature inter-
this temperature; see Fig) does not suffer any temperature val in which the IC phase is stable.
shift as the external field is increased. Furthermore, it was As we have said, the possibility of realizing an IC—IC
found that the (T) spike atfT =T did not shift with increas- phase transition in the sequence of structural phase transi-
ing E for the TlInS, samples, which have only a single tions in TIInS, was demonstrated in Refs. 8 and 9; this phase
anomaly ofi(T) at the given point in temperature. Thus it transition gives rise to a new phase, IC-2, which is stable in
can be stated that the reversible shift of &) spike on  the interval 200—204 K and is distinguished by the special
variations ofE occurs only for the case of the phase transi-topological arrangement of the IC-2 modulation wave, in-
tion from IC-2 to the polar commensurate phase and is abeomplete compensation of the local dipole moments of the
sent from the neighborhoods of the phase transitions fromegions of the sample occupied by phase solitons, and re-
the paraphase to IC-1, from IC-1 to IC-2, and from IC-1 togions of the polar commensurate phase. The IC—-IC phase
the polar commensurate phase, by virtue of of the specidtansition is brought about through the introduction of an
configurational arrangement of the incommensurate moduldnvariant\/2[d?¢/dZ?]? in the thermodynamic potential un-
tion wave in the IC-2 phase. Another noteworthy result isder the condition that the coefficiek{T,P,n) (whereP is
that even in the absence of an external electric fieldi{®  the external pressure amdis the concentration of intrinsic
curve for TlInS in the existence region of the IC phase is structural defects or other distortions of the crystal lattice
characterized by numerous sharp “overshoots” against th&hich are sources of internal static stregsesltiplying the
background of the monotonic growth ofT) asT—Tc, as  invariantk/2[de/dz]?, which is responsible for the stability
is illustrated in Fig. 5. This circumstance provides groundsof the IC-1 phase in a certain temperature interval, is close to
for considering the IC-1 and IC-2 phases of Thn& “la-  zero. Then the IC-2 phase can be realized in a crystal con-
bile” systems which are extremely sensitive to processes ofaining defects, both from the IC-1 phase and from t@ﬁ C
phase restructuring of the incommensurate modulation wavparaphase, ik=0 throughout the entire temperature range or
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takes on negative values. Analysis shbwthat the external  external electric field up to a certain vallg, can serve as a
electric field fore <E, can lead to a finer domain structure, stabilizing factor for the IC-2 phase and can thereby increase
i.e., to a substantial increase in the density of solitons in thehe temperature interval in which this phase exists. Fields
IC-2 phase, owing to the pinning of the IC-2 modulation E>E_,, on the other hand, destroy the regions occupied by
wave at intrinsic structural defects, microcracks, extendeghase solitons and thereby induce a transition to a uniform
defects, or other mobile charged formations, which are Conpo|ar commensurate phase at higher temperatures.
centrators of the intracrystalline electric fields, thereby en-

larging the temperature interval in which the IC-2 phase iS)g.mail: seidov@lan.ab.az
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The rotational echo in amorphous ferromagnets is investigated. It is conjectured that amorphous
ferromagnets contain a group of molecules having a dipole moment, and the change in the
orientation of these molecules gives rise to oscillations of the echo signal. The transverse relaxation
time associated with the interaction of two-level systems through spin waves is calculated.

The time dependence of the echo signal is investigated20@0 American Institute of Physics.
[S1063-777X00)00901-4

There has recently been extensive research on amor- 2 2 —

_ ; 1 7 EpyD2r o /

phous systems, which are characterized by the presence of —=-In—=_— —exp -~ ——— (pkgT) 3,
tunneling two-level system@LSs) (Ref. 1). The TLS model 2 o "*a (PksT)

has been applied to crystalline materials, solid solutions such G
as (KBr),_,(KCN),, where the role of the TLS is played by wherer is the distance between TLSs,is the interatomic
the CN molecules, which have an electric dipole momentdistancep is the density of states of the tunneling systems.
and changing the orientation of these molecules leads to Substituting into (1) and (3) the standard values
change in the macroscopic polarization and to the experi- — . 491 _ -
mental observation of a rotational echd. P10 T~0.0K, Epac-10K,

In this paper we make the conjecture that amorphous  p-—10725), ;(My~10"24J, T~10 8m,
ferromagnets also have atoms that form a TLS. Clearly in an 0
amorphous ferromagnet the tunneling transitions should be a~10"°m, go~5x10°m,

caused not only by phonons but also by spin waves. and e~ 10K, we finally get
The goal of this study was to investigate the rotational s .
echo in amorphous ferromagnets. T1~10"%s, T,~3X10"s.

In Ref. 5 the relaxation processes due to the interaction  Following the procedure developed in Ref. 4, we obtain
of the TLS with spin waves was investigated, and it wasyjith the use of numerical methods the curve plotted in Fig. 1
shown that under certain conditions this mechanism is prefor the time dependence of the amplitude of the echo for
dominant over the phononic relaxation mechanism. T=0.1K, w=2mx10°Hz, x=0.5, andt,=10 ®s.

When the expression obtained in Ref. 5 for the longitu-  Because of the lack of published experimental results on

dinal relaxation timeTl is aVeraged with the distribution the rotational echo in amorphous ferromagnetS, for an esti-
function p(AqE) of the TLS, one obtains

Ty b 8v2a*(4mpuoMo)t? T

1 D? (2kgT)? [ Epax )2
KeT) (1) A

whereD is the magnetic anisotropy constakty is the satu-
ration magnetizationE . is the maximum value of the en- -
ergy splitting of the TLST is the temperature of the sample,
and « is a quantity of the order of 10 K.

To calculate the transverse relaxation tilmewe use the
expression obtained in Ref. 5 for the interaction Hamiltonian
of a TLS:

1
— _ ab (a) _(b) .
Hint_ ZaZb % ‘J;Lva-,u g, (2)
wherlel';’1 is an interaction constant, the explicit form of the | |
Hamiltonian for which is given in Ref. 5053) is the Pauli
operator. 10-5
The transverse relaxation time of a TLS can be calcu- t, s

!ated fr(_f’m Eq.(2) in the same way as in the case of the g, 1. Time dependence of the amplitudleof the rotational echo signal,
interaction of a TLS via phonorfs: as obtained by a numerical method.

1063-777X/2000/26(1)/2/$20.00 62 © 2000 American Institute of Physics
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The nonlinear interaction of a dc current flowing in a thin metal film with an electromagnetic
wave illuminating the sample in a symmetric manner with respect to the magnetic field

is investigated theoretically. The nonlinearity is due to the most typical mechanism for pure metals
at low temperatures — the magnetodynamic mechanism, involving the effect of the

magnetic field of the current and wave field on the electron trajectories. It is shown that this
interaction leads to sharp kinks in the time dependence of the electric field of the wave at the
surface of the sample and to a peculiar electromagnetic signal amplification effe@00®

American Institute of Physic§S1063-777X00)01001-X]

INTRODUCTION In the present paper we investigate a novel manifestation
of magnetodynamic nonlinearity — the interaction of an ex-

It is known that metals have extremely peculiar nonlin-ternal electromagnetic wave and a transport current in a thin
ear electrodynamical propertiésee, e.g., the reviewd? In metal film, an interaction which also comes about in a highly
fact, the nonlinearity in the response of a plasma or semicordunusual way. The thickneskof the sample is assumed to be
ductor to an electromagnetic disturbance ordinarily arises amuch smaller than the electron mean free datd<I, and
a result of a significant deviation of the electron system fromthe scattering of electrons on the surface of the metal is as-
its equilibrium position. In metals, on the other hand, be-sumed to be diffuse. It is knowhthat in the static cas@n
cause of the high concentration of charge carriers, the dighe absence of an external alternating fiekee self-magnetic
equilibrium, as a rule, is weak. Nevertheless, it is comparafield of the current can have a radical effect on the current-
tively easy to observe the nonlinear regime in metals. This isarrying capacity and current—voltagle-V) characteristics
because the sources of disequilibrium and nonlinearity irof thin metallic samples. Here the value of the currerns
metals are different. The disequilibrium is caused by a wealsuch that the characteristic radius of curvati(@) of the
electric field, while the nonlinearity is caused by a strongelectron trajectories in the magnetic field of the current is
magnetic field of electromagnetic excitation. The Lorentzlarge compared to the thickness of the film:
force due to the magnetic field of the wave or the self- _ 1
magnetic field of a dc current affects the dynamics of the d=<R(l),  R(h)=cpe/eH()«I"", @
charge carriers, and the conductivity of the sample thereforevhere —e and pg are the charge and Fermi momentum of
depends on the distribution of the magnetic field of the electhe electron. It was shown in Ref. 11 that the features of the
tromagnetic disturbance. This kind of magnetodynamiconlinear response of a sample are due to the circumstance
mechanism of nonlinearity is typical for pure metals at lowthat the magnetic field of the current is distributed antisym-
temperatures, when the conduction electrons have a suffinetrically over the thickness of the conductor: at the center
ciently long mean free path. of the film it is zero, and on opposite faces it takes on values

The magnetodynamic nonlinearity is the cause of a numwhich are equal in magnitude but opposite in sigh:and
ber of nontrivial electrodynamic effects. An example is the—H, where
so-called “current states**—an effect wherein a persistent

. ; L . . H=2xl/cD, 2

magnetic moment is excited in the sample, with a hysteretic
dependence on the external static magnetic field. Under comr-is the speed of light in vacuum, arl is the width of the
ditions of “current states” one observes the hysteretic intersample. The sign-alternating field of the current traps a por-
action of radio wavesand the formation of electromagnetic tion of the electrons in a potential well. The trajectories of
dissipative structure$The specific mechanism of nonlinear- such particles are curves wound around the plane at which
ity in metals leads to a decrease in the collisionless dampinthe magnetic field changes sign. The relative number of
of helicons’ and helical waves of large amplitude can propa-trapped electrons is equal in order of magnitude to the char-
gate under conditions such that there are no linear electracteristic angle ¢/R)Y?<1 at which the carriers approach
magnetic excitation§Magnetoplasma shock waveand ex-  this plane. Since the trapped carriers do not suffer collisions
citations of the soliton typd@ have been predicted. with the boundaries of the film and interact with the electric
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field over the entire mean free pdthwe obtain the follow- and(3). We show that as the amplitudg, of the alternating
ing formula for estimating their conductivity,, : magnetic field increases, this time dependence ceases to be
Y2112 quasiharmonic and is transformed into a series of sharp
oy~ oo(dIR(1)) 4] nonanalvii : . . .
ytic spikes. Of particular interest is the case of large
(0 is the electric conductivity of a massive sample amplitudesh,,>H, when during one part of the period of the
At the same time, the electrons that do not suffer colli-wave the total magnetic field in the sample is sign-alternating
sions before colliding with the boundaries of the metal havewhile in the other it has a constant sign. In this situation the
a conductivity of the order ofo(d/l), as is well knownt?  electric field has kinks as a function of time, due to the
We see that at high enough currents, when the followingappearance and disappearance of groups of trapped carriers.
inequality holds, An effect is predicted wherein an electrical signal is en-
[dR(1)]yp<!, ?) hanced at the surface of the film. It turns out th_at on account
of the presence of a strong transport current in the sample,
the conductivity of the film is determined by the group of the absolute value of the electric field of the wave is a factor
trapped carriers. As a result, the 1=V characteristic deviatesf |/(dR)Y%>1 larger than the value in the absence of cur-
from Ohm'’s law: the voltagé) becomes proportional to the rent.
square root of the current,
U] 1/2.
FORMULATION AND GEOMETRY OF THE PROBLEM
For a film of thicknessd=10 3cm and with an electron
mean free pathl=10 'cm and a Fermi momentum ) ) . ) . )
pe=10"1°g.cm/s the nonlinearity becomes appreciabledc currentl is fIOW{ng. The sample is symmetncally illumi- _
[(dR)?~1] at values of the magnetic field of the current nated from both S|de_s by a m.onoch_romatlc. electromagnetic
H(1) of the order of 1 Oe. The theory of Ref. 11 is in good wave whose mqgn.etlc vector is collinear Wlth the vector of
qualitative agreement with experimeritee, e.g., Ref. 13 the self-magnetl'c field of. the; current. We introduce a coor-
In an external magnetic fiekd parallel to the self-field of dinate system with the axis directed along the normal to the
the current, the plane at which the magnetic field change%‘ceS of the film. The plane=0 c_or_responds to the center of
sign shifts toward one of the faces of the filifig. 1); this '€ sample(see Fig. 1 They axis is chosen along the cur-
can lead to a significant decrease in the conductivity of théent' and thez axis 1 parallel to the vector of _the_ magnetic
trapped particles. This should occur, in particular, when thd'€!d 7(x.t), which is the sum of the magnetic field of the
film is uniformly illuminated by a large-amplitude electro- currentH(x,t) and the magnetic field of the wavgx,t):

magnetic wave at low frequencies, for which the external  7(x,t)={0,0H(x,t)+h(x,t)}.

alternating magnetic fielti(t) inside the conductor is prac- . . . .
tically uniform. In this situation the conductivity of the metal The IefngthL. (the d|menS|oq along th? axig) and widthD
the dimension along the axis) of the film are much greater

depends substantially on time and, consequently, strong non-_~ . . . .
linear effects should appear in the response of the sample {Oan its thicknessl. It is assumed that the scattering of elec-

: S . . . trons at the boundaries of the sample is diffuse.
an alternating electromagnetic disturbance. This topic, which . ) ;
. . . : In this geometry Maxwell’'s equations have the form
is of interest from both the theoretical and experimental
standpoints, has never been investigated before. IH(X,t) 47
We have studied theoretically the time dependence of ~ — g5~ ¢ ! x,0),
the electric field of a wave at the surface of a film along
which flows a high dc current of a given value satisfyifg JEXD 1 IH(XD)
Ix C ot

We consider a metallic film of thicknessalong which a

4

wherej(x,t) andE(x,t) are they components of the current
X density and electric field. The boundary conditions on Egs.
(4) are

H(*=d/2t)=h, coswt+H. (5)

The symbolH denotes the absolute value of the magnetic
field of the current at the surface of the metal, dnpdis the
amplitude of the wave. The field, according to Eq(2), is
determined by the total curreht The relationship between
H andh,, is arbitrary.

We consider the quasistatic situation, when the wave
~d/2 H+h_cos (1) frequencyw is much lower the the relaxation frequentzyo?c _

the charge carriers. Here we assume that the magnetic field

of the wave inside the sample is quasiuniform and practically
the same as its value at the surfabéx,t)=h,, coswt. In

FIG. 1. Geometry of the problem. A diagram showing schematically theOther word;, the Charaf:te'jiStiC scaféw) for \{ariations of .
trajectories of the trapped), fly-through(2), and surfacé3) electrons. the alternating magnetic field of the wave in the metal is




66 Low Temp. Phys. 26 (1), January 2000 Derev'anko et al.

4 a Iy
pr \py b
111 J 111 —
mv, i I my, I
~d/2| % 0 X0 d2  -d/2 0 a2
. X X
I L 2
\ 1l

FIG. 2. Phase spac@(,x). The existence regions of the fly-through, trapped(ll), and surfacélll) particles in alternating-sigte) and constant-sigtb)
total magnetic fields.

much larger than the film thicknesk In addition, we as- magnetic field is determined by the velocitieg(x,t) and
sume that the radius of curvatuR{x,t) of the electron tra- v,(x,t). For the Fermi sphere of radiyg=mv we have
jectories in the total magnetic fielH(x,t) is also consider-

ably larger thard: V(X D= (vE=v)2 v, =(v2=vi)2
d<dé(w), d<R(xt), vy(X,t)=[py+eAxt)/c]/m. (8)
R(x,t)=cpg/e|H(x,1)|. (6)  The classically accessible regions of electron motion along

the x axis are found from the inequalities
ELECTRON DYNAMICS, CURRENT DENSITY, AND -V
CHARACTERISTIC OF THE FILM —py—mv, seAx,t)/cs—p,+myv, .

Let us consider the dynamics of the electrons in a nonThese inequalities ensure positivity of the expression in the

uniform alternating magnetic field(x,t). We choose the square root in formuld8) for [v,(x,t)|.
gauge of the vector potential in the form Figure 2 shows a sketch of the regions of motion of an

§ electron in the phase plang,p,) in two cases: when there is
A(x,H)={0A(x,1),0}, A(x,t)=f dXH(X',t). (7)) @ plane k=Xp(t)) at which.the fieldH(x,t) c_hanges sign
(Fig. 2a, and when there is no such plafiig. 2b). For
The lower limit of integration in(7) is conveniently chosen the specificity we have chosen the point in time to be one
differently depending on whether or not at the given timefor which the magnetic field of the wave is positive
there exists within the sample a plaxe X,(t) at which the ~ (C0Swt>0). The upper boundary on the phase plane is de-
magnetic fieldH(x,t) changes sign. Fdt,|coswt|<H such ~ Scribed by the curvep,=mv, —eA(x,t)/c, and the lower
a plane does exist, since the values of the total magnetic fiel@oundary by the curvp,=—mv, —eA(x,t)/c. We see that
at the boundaries of the filmh,, coswt—H and h,, coswt according to the nature of their motion it is natural to divide
+H [see Eq(5)], are of opposite sign. In this case we will the electrons up into groups depending on the magnitude and
take xo(t) for the lower limit of the integral7). Then the Sign of the integral of the motiop, . Let us give the in-
vector potentialA(x,t) is negative. At the poink=x,(t) it equalities determining their existence regions at arbitrary
reaches a maximum, equal to zero. When the inequalitymes.
him|coset|>H holds, the fieldH(x,t) is of a constant sign in - 1 Fiy-through electrons
space. In this situation the lower limit of integration is taken
equal to sgn(cost)d/2 (sgnf) is the sign functioh In this
case the vector potential will also be negative, and it will
vanish at the upper or lower boundary of the film.
The integrals of the motion of an electron in the field x|<d/2
H(x,t) are the total energywhich we consider to be the
Fermi energy and the generalized momenpg=mv, and These particles collide with both boundaries of the film.
py=mvy,—eA(x,t)/c (m is the mass of an electrpnThe  Their trajectories are almost undistorted by the magnetic
trajectory of an electron in the plane perpendicular to thdield, sinced<R(x,t). The fly-through electrons exist at all

For these electrons

py =—mv, —eA —sgncoswt)d/2t]/csp,<mv,,
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times, independently of the presence of a plasexy(t) current density of the particles was obtained in Ref. 11.

(i.e., independently of the relationship betwdgncoswt and  When conditions(1) and (3) are satisfied, the asymptotic

H). behavior of the current of fly-through and trapped electrons
are as follows:

2. Trapped electrons . 3 d R.(1)
These electrons are manifested during periods of timeJ,"(t):U"(t)EO(t)’ o1t = §U°I_In( d )
when h, coswt<H and the total magnetic fiel@(x,t) in-
side the sample passes through zero. The states of these elec- CPr
trons are bounded by the regi¢see Fig. 2a R.(t)= elhmJcoswt|=H|’
—mv, <p,<p, =-mv, —eA sgr(coswt)d/2t]/c,
jtr(xlt):Utr(X!t)EO(t)r
X, (t)sgrn(coswt) <x sgncoswt)<d/2. 9
Here x, (t) is the farthest stopping point of a trapped elec- 36m1/?
tron from the boundary of the film. The coordinatg(t) is  “v(X.V)= sr277ay (2
found from the equation W
e
A(X, ,t)=A[sgr(coswt)d/2 t]. (10 Xog E[A(X,t)—A(Sgr’(COSwt)d/Z,t)] ,
F
According to Eq.(9), for coswt>0 this electron group occu-
pies the regiom, (t) <x<d/2, and for cos:t<0 it occupies  y_(t)sgr(coswt)<x sgncoswt)<d/2. (12)

the spatial interval-d/2<x<x, (t). The trajectories of the

trapped particles are nearly planar oscillating curves on aq, the limit w— 0, expressiori12) goes over to the formulas
count of the periodic motion in the direction of theaxis and ¢ Ref. 11.

the uniform motion along thg andz axes. The period of Let us write the asymptotic formula for the current den-
oscillation about thex=x,(t) plane is Z', where sity (12) in the first of Maxwell's equation$4) and trans-
szm dx form to a dimensionless coordinate and a dimensionless vec-
= a(t —|Vx(X,t)|' tor potential:
The turning pointx; (t) andx,(t) (X4(t) <Xq(t) <x,(t)) are &=2xsgncoswt)/d, (13
the roots of the equation
eAXy o, t)/c=—mv, —p,. a(é,t)=A(x,t)/A(sgrncoswt)d/2}t).

3. Surface electrons The equation fora(§,t) is

The surface electrons collide only with one of the d2a(£,t) r[l—a(&t)]¥2+1, & (1)<é<1,
boundaries of the film. In the diffuse-reflection case consid- 8—52=u 1 <<t (t
ered here, the influence of the surface particles on the non- ' <é&=6i( )’(14)
linear conductivity of the metal is unimportatitTherefore,
we shall henceforth disregard them. £, (1)=2x, (1)sgr{coswt)/d. (15

The surface current of fly-through and trapped electrons
is determined by the standard method of solving the Boltz-_ . . . .
mann transport equation. The transport equation is Iinearize-ghIS equation must be solved with the boundary conditions
with respect to the electric fiel&(x,t), which is a sum of sa(l) d hyf {|—H
the uniform potential fieldEy(t) and the solenoidal wave a(ly _ m| COS®

field &(x,t): & 2 A(sgrcoswt)d/2t)’

1 dA(X,t)
E(X!t):E0+E(X,t), 5(X,t):_6 at

(12) da(—1t) d  hycoswt|+H
€ 2 A(sgrcoswt)d/2}t)’

a(lt)=1. (16

Here the nonlinearity is due entirely to the total magnetic

field H(x,t) =H(x,t) +h(x,t) in the Lorentz force. In calcu- The first two of these boundary conditions are obtained by
lating the current density we restrict consideration to thewriting relations(5) in dimensionless form, and the third is a
leading approximation in the small parametdid(w) [see consequence of the normalizati¢hd) for the vector poten-
Eqg. (6)]. In such a case, as we have said, the magnetic fieltal. According to(10) and (13), the dimensionless coordi-
of the wave h(x,t), is spatially uniform and is equal to the nate &, (t) of the boundary of the existence region of the
value at the boundaries of the filh(x,t)=h,,coswt. The trapped particles satisfies the equatiaé, ,t)=1. The
electric field E(x,t) in this approximation is also indepen- quantityr is the ratio of the maximum value of the conduc-
dent of the coordinates and is equal to the potential fieldivity of the trapped electrons (&) to the conductivity of
Eo(t). For uniform electric and external magnetic fields thethe fly-through particles:
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T Xo) 96712 To determine the value af (i.e., of the voltageJ) we inte-

= o = 5I2(1/4) grate the left and right sides of E(L4) from —1 to 1 with
allowance for the boundary conditiof6) on the derivative
da(&,t)/0¢. The integral of the functiofl—a(&,t)]2 that
arises on the right-hand side can be reduced by using the

17 conditiona(1t)=1 to the product 2(% &) oy /roy. Tak-
ing this and the formulas far (18) and &, (22) into account

and the dimensionless parameteis related to the voltage and performing some simple transformations, we obtain

across the samplé) =EgL:

1/2

1
In"Y(R, /d),

% e
a_

CPe

‘A(sgr‘(cosm)dlz,t)

cL  H()+(oy/oq)hy, coswt]|

U U= —
= 27d 1+oy/
u cL|A(sgn(coswt)d/2t)|/ moqd?” (18 U Tl
In the intervalé, (t)<é&<1 the solution of equatioll4) is hp|coswt|<H. (23

symmetric with respect to the poing(t)=3(1+¢,(t)) at . o o '
which the dimensionless vector potentdk, t) has its mini- According to Eq.(20) the conductivity ratioo, /o in (23)
mum, equal to zeroa(&y,t)=da(&y,t)/dé=0. It is de- depends on the parameter Taking into consideration the

scribed by the formula expression fou (18) and the relatiorf17) between the quan-
P tities a(sgn(coswt)d/2,t) andr, from the first of conditions
|€—&o(t)|=(3l4ru) (16) with the use of(19) we obtain an algebraic equation
forr:

X fa<§’t)dg[1—(1— 0)%2+3¢/2r1 12
0

, 2 H—h,|coswt| | > U
(19 r<{1+—r|= — 3 )
3 H U In°(R, /d)
The explicit form of the field and current density distribu-
tions in the existence region of the trapped particles cannot hy| COSWE|<H. (24)

be found. However, Eq(19) can be used to calculate the
average value of the conductivity of the trapped carri&s Here we have introduced the notation
over the interval9):

- 1 ~  25"(5/4) cped . 4clLH
a_::rfod;(l—§>1’2[1—<1—§)3’2+3§/2r]1’2 A T TC R P 29

1

1 — -~ -~ . .
f de[1—(1- %2+ 3¢/ V2| (20) The parametersl andU are the values of the magnetic field
0

and voltage at which the characteristic arc of the electron

. ) trajectory Rd)2is equal in order of magnitude to the mean
The bar overo, denotes the operation of averaging. In thefee pathl .

rest of the sample, where _only the fIy-through_ ele_ctrons exist Expressiong20), (23), and(24) implicitly determine the
(—1=é<¢&. (1), the solution of equationil4) is given by gependence of the voltagé) on the current! for
the expression hmlcoswt|<H, when there is a plane on which the total mag-
a(ét)=1— (WY 1+2r/3) Y2 e— £, (1)) netic field changes sign inside the sample. Under the oppo-
site inequality, h,,|coswt|=H, trapped electrons are not

X

1 _ ’ 0 B L

LI 2 present(r=0, ¢, =1, 0,=0), and the |-V characteristic is
* 2 u(E= &, (t)" @D described by the formula

The functiong19) and(21) and their derivatives are matched cLH(I)

at the pointé=¢£, (t). Our solution(19), (21) contains three u hp|coswt|=H.

parametersg,, u, andr, which must be found from the 2mdog(t)

boundary condition$16). It should be kept in mind that the
value A(sgn(coswt)d/2t) of the vector potential appearing
in Eq. (16) is not an independent parameter, since it is relate i
to r by formula(17).

It follows from formula(23) that the voltage across the
ample is a nonanalytic function of tim¥:(t) has kinks at
mes where the magnetic fiely, coswt of the wave goes to
zero. This is an essentially nonlinear effect that is due to the

b tAddlngdup _the If:_'rStlt;VO fgundzréfondltlom:&@ t?rtrr? contribution to the current from the large group of trapped
y term and using Eqs18), (19), and(21), we arrive at the electrons. Figure 3a shows the time dependence of the volt-

following expression for the displacement of the zero of theage (23) at not-too-large wave amplitudds, <H, when
total magnetic field:

trapped particles exist in the sample throughout the entire
2Xxosgncoswt)  cLhy,|coswt| period 2m/w. Figure 3b showdJ(t) in the opposite case
0= d = 27U00qd h,>H, when the conductivity during part of the wave
period (y|coswt|=H) is due solely to the fly-through
hp|coswt|<H. (220 particles.
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45 a A(sgr(coswt)d/2t)=—Hd In*(R, /d)r?/4,
D 1.
5 A(—sgr(cosot)d/2t) =~ 7 Hd IN(R_. /d)r?—2H|xo(t)]
(28
30r for
hp|coswt|<H
and
15 1 1 | 1 H { _
30 5 A(sgr(coswt)d/2t)=0, (29
A(—sgr(coswt)d/2t)= —dh,|coswt]
for
2 50 hm|coswt|=H.
o)
Formulas(28) and(29) are matched af,,|coswt|=H, when
the parameter (17) goes to zero, and the plane=xy(t)
coincides with one of the boundaries of the samptg(t)|
10 =d/2. Using relationg11) and(28) and the formulg22) for
&o(1), we obtain the following expression for the difference
50 ! é : l" : é A&(t) in the values of the electric field at the boundaries of
ot the film:
FIG. 3. Time dependence of the voltageat relatively small b,,<H) (@ 2H xo(t) H(Lhy 9| coswt
and large b,,>H) (b) wave amplitudes Ad(t)=—— == N '
m : C ot 2 ot O'ﬂ(t)U(t)
hplcoswt|<H. (30
NONANALYTIC TIME DEPENDENCE OF THE ELECTRIC For thH this relation is valid over the entire period of the
FIELD OF THE WAVE AT THE SURFACE OF THE FILM wave. Ifh,,>H, on the other hand, there exists a time inter-
_ - _ val during which the sample does not contain a plane
Knowing the distribution of the vector potenti(x,t),  =x,(t) on which the total magnetic field changes sign. In

one can use formuléll) to calculate the solenoidal electric that case formuld29) must be used to obtain the function
field £(x,t) as a correction to the potential componEg(t). A&(t). The result is

This field goes to zero at the same point as the vector poten- _ . B

tial and reaches its largest absolute value at one of the ASD=A& sinwt, A& =dhyelc,

boundaries of the film. We will be interested in the differ-  p_|coswt|=H. (31)
enceA&(t)=&(d/2t) —E(—d/2t). This quantity is propor- )

tional to the rate of change of the magnetic flux through a  Of course, in the absence of a group of trapped electrons

cross section of the sample perpendicular to the vector of thiie difference in the values of the wave field(t) is a
total field H(x,t) and can be measured experimentally. harmonic function of time, i.e., the response of the film to the

It follows from expression§19) and(21) that the differ- ~ €xternal electromagnetic excitation is linear. Clearly formula
encea(Lt)—a(—1t) of the values of the dimensionless (31 also describes\&(t) for small values of the current

vector potential is related to the derivatives(1;)/9¢ and | (H<H), when the distribution of the trapped particle to
da(—1t)/9¢& by the relations the conductivity is unimportant throughout the entire wave
period. ThenA&, is the amplitude of the linear response.
da(lt) da(—1¢t) Figure 4 shows the functioA£(t) over a wide range of
a(ly—a(=11)=—&(t) 9€ 9E I values of the wave amplitude,, at a large value of the
magnetic fieldH of the current, when the conditiod > H
hy|coswt|<H, (26)  Ti.e., inequality(3)] holds. We see that the ratio of the oscil-
lation amplitudeA&,, to the linear valueA&, does not de-
a(Lt)—a(—1)= da(lt) N da(—11) pend onh,,. From relations(30), (23), and (24) for coswt
' ' d€ 9 =0 we obtain the following expression f&«&,,:
hlcoswt|=H. (27) %—08 H !
A& VR In(Rid)’

Transforming in(26) and (27) to dimensionless variables,

using the boundary conditior{4¢6) and the relatior{17) be- H\ 12 |
tween the quantitieA(sgn(coswt)d/2,t) andr, we obtain for (?) -—0>1 (32
the values of the vector potential at the boundaries of the film H (Rd)
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time, having a number of sharp kinks. Increasing the current
leads to an increase in the amplitude of the oscillations of the
electric field at the surface of the sample.

For observation of the effects predicted in this paper it
will be necessary to have a sufficiently large electron mean
free path[see inequality(3)]. This condition can be satisfied
only at low temperatures and in rather pure samples. In ad-
dition, it is necessary that the magnetic figi¢i,t) of the
wave in the film be quasiuniformh(x,t)=h, coswt), and
the electric fieldS(x,t) of the wave be small compared to the
_ _ o potential fieldEy(t). Let us state an inequality under which
EIG. 4. I_Z)lfferenceA_é' in the value_s of th(_e electric fleld of the wave at the this situation will be realized. On the basis of formu(ag),

oundaries of the film as a function of time at a fixed value of the current . .
(28), and(29) one can conclude that the maximuym abso-

(H=300H) and different amplitude$,,/H: 1 (1), 200 (2), 500 (3). The ) -
ratio of the mean free pathto the film thicknesdl is equal to 30H is the lute valug of the field£'is of the order Ongm (32)' Clearly’

magnetic field at which the characteristic arc of the electron trajectory is oA €m Should be much less than the minimum value of the

10

AB/AE,
o

-10

the order of the mean free paifq. (25)]. function Ey(t), i.e., the values of the potential fie[@3) at
coswt=0. The corresponding inequality is written in the
form

The ratioA&, /A&, is determined by the value of the mag-

netic fieldH of the current and can be much greater than
unity. In other words, there in an amplification of the elec- q
trical signal at the surface of the film. At small wave ampli- Hr
tudes(curve 1, h,,=H/300 the signal is quasiharmonic. As

h,, increases, however, kinks appear on the funcfigiit).

Curve 2 (h,=2H/3) has kinks at the extrema, i.e., at the yhere 5,(w) is the characteristic penetration depth of the
time when the magnetic field,, coswt of the wave goes to  gjternating field into the metal in the normal skin effect. In
zero. These features are due to the nonanalyticity of the I-\yqdition to conditior(35), it is necessary that the nonuniform
characteristic of the filn{see Eq.(23) and Fig. 3. Curve3  component of the magnetic field of the wave inside the film
corresponds to the casky,=5H/3, when there are no pe much less thah,. The maximum value of the nonuni-
trapped electrons during a part of the wave period. In thaorm correction can be estimated from the first of Maxwell’'s
case the functiod £(t) contains additional kinks arising at equations(4) as (4ﬂTUtrA5md/C)~hm(d/5)2, where the ef-
the times of the appearance and disappearance of the plangtive penetration depth(w) is equal tos,(w)(R/1)Y2 As

x=Xo(t) on which the sign of the total magnetic field g result, we arrive at the requireme) of quasiuniformity
changes sign. On curv@ these points are arranged Sym- of the magnetic field of the wave:

metrically relative to the extrema. Using formul@®), (31),
(23), and(24), we find the derivatives of the functiah&(t)
to the left and right of the point of the first kink

2
2 N < (w), 5(w) ¢

(35

- Amogw’

B |
to=(Lw)cos Y(H/h,): d2§<5§(w). (36)
9 AE(t) _wH @3

AL o Pm

From a comparison of inequaliti€85) and(36) we see that

d A&(t) wH T (H)m( hrzn )] at large wave amplitude$,,>H condition (35) is the
. B I N 2 stricter, while for a small-amplitude signh},<H it is con-
ot A& t=ty+0 him 2In(R /| H H dition (36).

(34 At a fixed temperaturdgfixed mean free path of the

according to Eq(34), when[(h,,/H)?—1]=1 the deriva- charge carriejswhich ensures that the main conditi3) is

tive on the right is already negative and large in absolutesatisfied, inequalitie35) and (36) are restrictions on the
value. frequency of the wave. Let us estimate the values of the

characteristic frequencies for which the kinks should be
clearly observed on the time dependence of the electric field
at the surface of the film. For a sample thickness
d=10"3cm, an electron mean free path 10 *cm, elec-

In this paper we have investigated the nonlinear responseeon  density N=10%cm 3, and Fermi momentum
of a thin metallic film carrying a high dc current to an exter- pr=10"1°g-cm/s in magnetic field$,,=H=100Oe, in-
nal electromagnetic excitation that is symmetric with respecequalities(35) and (36) give w<10°s ' We note that at
to the magnetic field. We have shown that as a result of theuch values of the parameters of the problem the condition
interaction of the wave and current the electric field of the(3) that the mean free path of the particles be large is clearly
wave at the surface of the metal is a nonanalytic function ofatisfied.

CONCLUSION
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Sequence of structural phase transitions induced by an external magnetic field
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Electron paramagnetic resonance and ac magnetic susceptibility studies in the compound
KTm(MoQ,), have revealed a number of features in the microwave absorption and magnetic
susceptibility. It is conjectured that there is a sequence of magnetic-field-induced

structural phase transitions involving the formation of a superstructure of the crystal lattice in
KTm(MoOQ,),. Experimental studies are carried out at a temperature of 1.7 K20@D

American Institute of Physic§S1063-777X00)01101-4

The compound KTrtMoO,), belongs to the family of symmetry of the Tri" ions isC,, and therefore the lowest
isostructural binary alkaline—rare-earth molybdates of theslectronic ground state of the Pions (Hg) is split into
type MREMo00O,), (M=K, Cs, Li; RE=Er,Dy,Ho,Gd..),  nondegenerate states.
which have a layered crystal structure. A characteristic fea-  Experimental studies were carried out on a four-
ture of this class of compounds is the presence of a correlanillimeter EPR spectrometer. The measurement cell was a
tion of the electronic subsystem of the rare earth with thehigh-Q cylindrical resonant cavity of the transmission type.
phonon subsystem of the crystal lattice. Therefore, by actinghe polarization of the microwave field at the sample was
on the electron subsystem with an external magnetic fieldmixed relative to the direction of the magnetic fi¢td The
one can influence the structure of the crystal lattice of thes@ngular dependence of the EPR spectrum was recorded at a
compounds. This is manifested in the induction of structurafkixed frequency. Two geometrically inequivalent centers
phase transitions of the cooperative Jahn—Teller type. were observed on the€) plane, rotated with respect to the

Previously it was reportédthat a study of the angular a axis by =7.6°. The measurements were made at a tem-
dependence of the EPR spectrum of the *Tmion in perature of 1.7 K and a frequency of 80 GHz.

KTm(MoO,), revealed the presence of a low-temperature  Figure 1 shows the form of the EPR absorption spectrum
first-order structural phase transition induced by an externaihen the external magnetic field is oriented along the local
magnetic field. The external magnetic field was orientednagnetic axisa’. This direction corresponds to the mini-
along the smalp factor,g,<0.4. mum g factor of the Tmi* ions (g,<0.4). It is seen that as

Further research on this phenomenon and a model dehe external magnetic fieldH is increased, at a field
scription of the phase transition were published in Ref. 44 _=44.5kOe the absorption line is abruptly broken off at
This description was based on the results of theoreticahe high-field edge. In a decreasing external magnetic field
papers® which showed that structural phase transitions in-one observes significant hysteresis with respect to the mag-
duced by external fields or temperature can occur not only imetic field, AH= 3.4 kOe. The strong spin—orbit interaction,
crystals containing ions with half-integer spin but also inthe presence of orbital quasidegeneracy in KM@OA)Z,
paramagnets with a singlet ground state of the ions, where an
external magnetic field can induce a structural phase transi-
tion that does not occur in the absence of field. Such a phase
transition was observed by the authors of Ref. 7.

The present paper describes a study of the features of a
structural phase transition induced by an external magnetic
field. The microwave absorption spectra and the field depen-
dence of the differential magnetic susceptibility were inves-
tigated.

Absorption, rel. units

EXPERIMENTAL RESULTS H, kOe

The Compound KTrfMoO4)2 at room temperature FIG. 1. ESR absorption spectrum of the KiWoO,), crystal at a frequency
. . of 80 GHz (T=1.7K; Hlla’). The narrow absorption line in a field
belongs to the orthorhombic system. Its symmetry is de-, . . _
. 14 . . H=28.5kOe is the signal of DPPH. Inset: Enlargement of the features on
scribed by the space groupy, with unit cell parameters e absorption spectrum of the Fiion. The arrows indicate the direction

a=5.05A, b=18.31A, c=7.89A, andZ=48 The local of change of the external magnetic field.

1063-777X/2000/26(1)/3/$20.00 72 © 2000 American Institute of Physics
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and, as a consequence, the instability of the lattice suggeshanges in the field dependence gf (H.,=13.1kOe,
that we are observing the same kind of first-order structuraH ., = 34.9 kOeg, with hysteresis in the position of the jumps
phase transition of the Jahn—Teller type, induced by an exwith respect to the magnetic field. We attribute this behavior
ternal magnetic field, as those observed in TjmWRef. 7 of y to first-order structural phase transitions. The feature at
and KEXMoO,), (Ref. 1. H,=13.1kOe is not observed by the resonance technique.
This phase transition is accompanied by a feature in thghe steplike change i between the two phase transitions is
absorption of microwave energy: the appearance of steps ig@ss pronounced than at resonance. The valudd gf is
magnetic fields lower than the transition fiett}; . The ob-  slightly different from the value determined previously for
servation of steps and the value of the transition field depenghe field of the structural phase transition. We attribute all of
strongly on the presence of defects in the crystal and théhe aforementioned disagrees of the experimental results to
strength and rate of changeweep rate of the magnetic inaccuracy in the adjustment of the sample. It is seen from
field. A decrease in the sweep rate of the field by a factor ofhe measurements gfthat phase instability in the compound
approximately three causes the steplike feature to be “sawkTm(MoO,), begins in low magnetic fieldsl ;.
toothed.” The stresses due to the mounting of the sample
lead to the vanishing of the steps and to a shift of the phase
transition field to higher values. In the region of the struc-PISCUSSION OF THE RESULTS AND CONCLUSIONS
tural phase transitiot.; the absorption band is split into An analysis of the experimental results presented above
several features which are close in magnetic field, and and their features, such as the steps, the regularity in their
staircase dependence is preserved even at the line of thgset, and the dependence on the sweep rate of the field, the
phase transition. When the temperature is raised to liquidsplitting of the maximum of the absorption band into several
helium temperature there is an increase in the field of theeatures lying close in magnetic field, and the memory effect,
structural phase transition, and the steps arising before thg| indicate that in the field intervafi.,—H.; we apparently
first-order phase transition are slightly smeared. are observing a modulated superstructure of the lattice.
Reversing the sweep direction of the external magnetic By now a rather large number of modulated superstruc-
field alters the form of the absorption spectrésee Fig. ' tures in which the modulation period is not a multiple of the
the steps acquire a different periodicity and height. If theperiod of the initial lattice have been observed and investi-
field sweep is stopped at the steps before the onset of thgated in detail; e.g., the family of crystdls(CHs),],MeCl,
main phase transition and the sweep direction is reversegMe=Co, Fe, Cu, Zn).
one observes hysteresis with respect to the magnetic field. |t is ordinarily assumed that the wave vector of the su-
One notices an additional absorption line at a fieldperstructure is a continuous function of temperature. How-
H=23.5k0e, which vanishes when the direction of the fieldever, as Dzyaloshinkihas showrf,commensurability of the
sweep is reversed. We note that these results were obtaing@riods of the superstructure and lattice confers a finite en-
on new samples of very high quality, unlike the crystals usetrgy advantage. Therefore, the change in the period of the
in Ref. 4. This led to some slight differences, both qua”tativestructure of the incommensurate phase with temperature oc-
and quantitative, in the experimental results. curs in jumps, and the incommensurate phase is a tempera-
In addition to the resonance method we used the techure sequence of long-period commensurate phases. In our
nique of measuring the magnetic susceptibilityin an ac  case the role of temperature is played by the external mag-
field at a frequency of 1 kHz. The experiment was carried ouhetic field on account of the strong spin—orbit interaction,
under conditions corresponding to the EPR measurementghen the electron moment is considered as the total moment,
Figure 2 shows the field dependence of the magnetic suscefithout dividing it into spin and orbital parts. Apparently the
tibility of KTm(MoO,),. One observes two jumplike parameters of the crystal vary in a definite way, and in a
resonance or magnetic experiment at low temperatures in an
external magnetic field one observes a superstructure in
which regions of commensurability are separated by very
narrow regions of “incommensurability(phase solitons'°
The spatial symmetry of the crystal lattice of KIMnO,),
admits the existence of a Lifshitz gradient invariant. There-
— fore, the thermodynamic potential contains a term that can
give rise to a modulated spatial structure. The additional ab-
sorption observed in the intermediate phase is of a relax-
ational character, and its onset is probably due to the forma-
tion of a superstructure of the lattice.
If our assumptions are correction, the incommensurate
! L i structure may appear as a consequence of the dynamic inter-
10 20 30 40 action of the electronic branch due to excitation of the*Tm
H,kOe ions to the first Stark level and the acoustic phonon branch of
FIG. 2. Field dependence of the magnetic susceptibyiof the compound the CrySta,l' The low-frequency wbratlonal spectrum of bi-
KTm(MoO,), (T=1.7K, f=1 kHz, Hla). The arrows indicate the direc- Nary alkali-rare-earth molybdates is formed on account of
tion of change of the external magnetic field. vibrations of the layers as a whal@Starting from the data

A, arb. units

o
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presented in Ref. 14 and the width of the gap between th&ated structure. On the other hand, the experimental results
ground level and first excited Stark level of the 'rions,  obtained here, in our opinion, do permit the assumption that
one can estimate the value of the wave vector at which théhe sequence of structural phase transformations in
crossover of the vibrational and electronic modes occurs: KTm(MoO,), under the influence of an external magnetic

K = AE/V field are accompanied by the formation of a modulated su-

0o— ’ .
perstructure of the lattice.

whereAE is the energy distance to the first Stark level of the ~ The author is deeply indebted to B. I. Kut'ko for numer-
Tm®* jon (2.3cm?), andV is the speed of sound in the ous helpful discussions of the results of this study.
KTm(MoQ,), crystal (2x 10° m/s). Estimates show thét,
=2.2x10m™, which corresponds to 16 unit cell param- *E-mail: kobets@ilt kharkov.ua
eters in the direction perpendicular to the layer packets of the
crystal. The interaction of the electronic and phonon modes
results in a softening of the phonon branch in the region®v. I. Kutko, V. A. Pashchenko, and M. I. Kobets, Fiz. Nizk. Tent®,
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The thermal expansion of single-crystal fulleritg;®as been studied in the range of liquid-
helium temperature-10 K). At temperatures below4.5 K the thermal expansion of fullerite
Ceo becomes negative, in agreement with the previous results on polycrystalline materials.
A qualitative explanation of the results is proposed. 2@00 American Institute of Physics.
[S1063-777X00)01201-9

1. INTRODUCTION tional motion of the molecules around tkElL1) axes slows
One of the characteristic features of fulleritgo@ the down. The lowest interaction energy of two neighboring

essential influence of the orientational states of its moleculegmifuf S gf Go ';’1 foun<|j fo: the or]:en.t atlct)rr:al statte wk}en
on the physical properties of the crystal. A molecule of ful- ouble bonds on he molecules are facing the centers ot pen-

lerite Gy is shaped as a truncated icosahedron, whose sufagons on a heighboring molecie “pentagon™ configu-

face forms 20 hexagons and 12 pentagons. The noncent’&tion- A less-deep energy minimum occurs when the
interaction between the globular molecules gf, & much double bonds approach the centers of hexagons on a neigh-

weaker than the central interaction and fullerene molecule20riNg molecule(the “hexagon™ configuration The differ-

show reorientational motion at temperatures at which the in€Nc€ in the depths of the potential wells for these configura-

teraction between the globular molecules of, @ weaker ~1ONS iSA~10meV per intermolecular bond, and the energy
than the thermal energy. At condensation, fulleritg orms ~ Parrier separating them 8~0.3 eV(Ref. 5. Changes in the

a face-centered-cubigcc) lattice with space groum3m orientational states in fullerites ha\{e a cooperative character.
through the action of the central van der Waals interactiont the temperatur@ ~90K the rotation of molecules around
As shown by experimental studiésee, for example, Ref)1 the (111) axes is hindered almost entirely, and a complete
the rotation of molecules in this phase is slightly hindered orientational ordering is never reached. An orientational
Upon decreasing the temperature, a structure-orientation@ass is formed in this manner. The glass is characterized by
phase transition into a less symmetrical, simple cub, @ fixed ratio of pentagori83.3% and hexagon(16.7%)
low-temperature phase d¢fa3 symmetry takes place a  orientations of @ molecules. This ratio of the number of
~260 K. This transition is accompanied by partia| Orienta_m0|eCU|eS in each orientational state is fixed down to |IQUId-
tional ordering of the rotation axes of thesOmolecules. helium temperature$The local energy states of neighboring
Calculations of the intermolecular interaction ig,@rystals ~molecules are the base of a phenomenological model of two-
with a Lennard—Jones type potential show that this phasBole orientational states which are widely used to describe a
should be orthorhombit?® Lu et al? obtained a simple cubic Sc-phase of g fullerite.

structure corresponding to the real low-temperature phase of Models of orientational glasses formed by highly sym-
solid G by adding a Coulomb term to the Lennard—Jonesmetric molecules with weak noncentral interaction are com-
potential. This additional Coulomb interaction between theparatively simple. It is easier to consider theoretically such
neighboring molecules arises because of the effectivglasses than other types of glasses and to interpret the ex-
charges at the single and double bonds of molecules in theerimental result§ This circumstance raises the hope that an
ordered phase at low temperatures. When passing from tredequate model for &g fullerite in the state of orientational
fcc phase to a sc phase, the almost free rotation of moleculegass can be constructed. Despite a considerable body of evi-
changes into rotation around a space diagdhal). As the  dence about the physical properties of fullerites, data on their
temperature decreases further in tAha3 phase, the rota- thermal expansion at low temperatures are scanty. At the

1063-777X/2000/26(1)/6/$20.00 75 © 2000 American Institute of Physics
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same time, it is only at low temperatures the peculiarities
characteristic of orientational glasses can be expected to ap-
pear in the behavior of the thermal expansion gf fQllerite.

In the present work we continue the low-temperature
thermal expansion studies ofg& in which we recently
found’ that at temperatures below3.4 K the thermal expan-
sion of a compressedggpowdered sample becomes nega-
tive and unusually large in magnitude. In order to rule out a
possibility that the effects observed by us are due to the
polycrystalline structure of the material, such as grain bound-
aries or surface impurities brought into the sample by com-
pression, we have now repeated the thermal-expansion stud-
ies in the same temperature range on a very large single
crystal of G fullerite of high purity (see below Special
attention was given to the purity of both the polycrystaffine
and single-crystal samples, because low-temperature mea-

P /:4 - /%5\\\6
surements1.4—20 K of the heat capacity of & (Ref. 9 27 ' 7 = -~ 13
showed a contribution linear in temperature that should be  yo_ _} /// //
characteristic of a glass. It turned dfithowever, that the ” ; 7 ,

magnitude Of the "_r!ear_ contribution was ConneCt?d With ther . 1. Schematic drawing of the measuring cell of the dilatometer.
presence of impurities in the test samples since it was much
smaller in pure are samples.

10

To exclude the possibility that the results are influenced
by the factors discussed above we thought it necessary to
carry out additional measurements of the thermal expansion

The low-temperature thermal expansion qf @llerite  on a single crystal which was not subjected to compression
should be isotropic because it has a cubic lattice. Thus, iand mechanical treatment. We therefore obtained a very
principle, both single-crystal and polycrystallings@an be large G single crystal (-6.5<4.3X3.1mm) from Dr. M.
used in thermal-expansion studies. Haluska, Vienna. This crystal was grown by the sublimation

We previousl{ studied polycrystalline samples preparedmethod in a cell under vacuum from Hoechst Super Gold
from sublimated G, powder with a nominal purity no worse Grade Gu The crystal was not exposed to air or oxygen
than 99.98%, which was obtained from Term USA, Berke-after growing was completed, but was transferred from its
ley, CA, USA. X-ray powder diffraction of the material at growth tube in argon atmosphere into a glass cell, which was
room temperature showed sharp peaks of the fcc structuthen evacuated before sealing. Before putting the single-
with a lattice constana=14.13A. In an atmosphere of dry crystal sample into a measuring cell of the dilatometer, the
argon the G, powder was loaded in a small piston-cylinder glass cell with the sample was opened in the argon atmo-
device used for the sample preparation. After subsequersphere under small extra press(about 200 Torr. The time
compacting of the powder at about 1 GPa, the sample wa®quired to put the sample into the measuring cell of the
immediately transferred into a glass tube and dried undedilatometer was no more than 20 min. During this process
dynamic vacuum 10° for about 16 h. The glass tube was the sample was blown over by a dry argon flow, and the cell
sealed thereafter. The compacting procedure was done in airas immediately evacuated after the mounting was com-
and did not exceed 15 min. The resulting sample had theleted. In the process of measuring thermal expansion the
shape of a pellet 6 mm in diameter and about 6 mm invacuum in the measuring cell with the sample was held at a
height. The sample was then taken out of the mold and inpressure of 10° Torr.
serted into a glass tube, which was evacuated to about The procedure for mounting the sample in the dilatom-
10 ®Torr and sealed off. It was stored in darkness undeeter and the measurement procedure were similar to those
these conditions for three months before the beginning of theescribed earlier for the polycrystillhe linear thermal ex-
measurements. However, after this time it was found that theansion was measured using a capacitive dilatortietdth
sample had broken down into several pieces. Only one o resolution 2 10 °cm, which was specially modified for
them, 6 mm in diameter and about 2.4 mm in height, wasneasuring fullerite samples. The dilatometer was constructed
suitable for thermal-expansion studies and we made mean such a way that all elements capable of affecting the mea-
surements only on this pieée. sured results for the linear thermal expansion of the sample

The self-destruction of the sample indicates the presendeecause of their own thermal expansion were in a liquid-
of large, inhomogeneous, internal stresses which could affedtelium bath at a constant temperature. Thus, they could not
the results of the dilatometric studies. Another possibility isaffect the measuring results. The sample temperature was
that the results are affected by air molecules adsorbed omeasured by a reference germanium resistance thermometer
grain surfaces during the compression and locked after thand good thermal insulation was provided by holding the
compression into the samples, where they might either colsample in a vacuum. The measuring cell of the dilatometer is
lect at the grain boundaries or diffuse into the crystal latticeshown schematically in Fig. 1. A thermometric bloghkot

2. EXPERIMENTAL ASPECTS
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shown in Fig. 1, consisting of a measuring thermometer, adesigned. The adjustable fixture consists of a stationary ad-
thermometer for regulating the temperature, and a samplgistable ring(7) and a moving ring8), onto which the sap-
heater, was mounted on the object tadle of the dilatom-  phire hemispheré) supported on the samp{&) was firmly

eter and established a reliable heat contact with this tablenounted. The part67) and (8) were made of copper. Good
The fullerite test sampl€2) was placed on the same table. adjustment during the measurements and good sliding of the
The temperature drop along the sample was measured byndoving ring (8) with respect to the stationary rin@) are
differential thermocouplégold with iron-copper alloy. This  reached because a gap-60.1 mm between adjacent cylin-
thermocouple measured the temperature difference betwegtical surfaces of the rings is filled by two ring Teflon gas-
the object table(1) of the dilatometer and a strip of thin kets (9). One of the gaskets fits on the external cylindrical
aluminum foil (3), 0.02 mm in thickness and 7 mm wide, surface of ring(7), the other fits on the inner surface of ring
placed between the upper part of the sample and the sapphifiged by two ring Teflon gasket9). One of the gaskets fits
hemispherg4). The copper rod15), the copper bas€l2),  on the external cylindrical surface of rin@), the other fits
and sapphire suppof13) are at the helium bath temperature. on the inner surface of ringg). The thickness of each gasket
Thermal decoupling of the object table of the dilatometeris 9.05 mm. A gap between these gaskets provides a slight
from the structural elements of the device and from the rodjiging of the Teflon-Teflon surfaces and a good alignment
(5) of the capacitive displacement gaugee lower end of \yhen ring(8) moves. The construction which is described
copper rod(5) ends in a sapphire tig11)] is made by pere excludes seizing at the displacements of fBgat
sapphire-sapphire point conta¢6s. Because of the hardness |iqyig-helium temperatures and provides the needed coaxial-
and thermal conductivity of the single-crystal sapphire, suchy, of the object tablg(1), the sapphire hemisphetd), and
contacts showed good performance in dilatometet3pro- e 1oq(5) of the capacitive displacement gauge. The single
viding the necessary construction hardness and a large po'@?ystal studied by us had a complex form. The largest dimen-
thermal resistance. According to the data of Ref. 12, thpsion was 6.5 mm and the smallest was 3.1 mm. The sample
thermal expansion of single-crystal sapphire along a direCy, e stationary adjusting ring7) was aligned by a split
tion inclined by 60° with respect to its hexagonal axisiis 1410 ring(10) also by decreasing the friction of the sample

— 2.2 — 11 —1 ; H
=1.217°x10 .K N the temperature range of Interest against the walls of rind7) upon lowering or raising the
here. For the direction along the axis the magnitude is prob-

. . : ﬁemperature. Since there was a danger of destroying the
ably still less, since at room temperature the linear therma] ; . . -
sample when it was tightened with a r@@) of the capacitive

expansion of sapphire along the hexagonal axis is an order 0. .
: . o isplacement gauge, we measured the thermal expansion
magnitude lower than the linear thermal expansion in the

base plané? Therefore, to reduce thermal expansion of theperpendicular to two parallel sample planes with maximum
sapphire to. a minimu’m cuts were made from artificial & €8S despite the fact that their geometric centers were dis-

single-crystal sapphire, so that the direction along which th&'aced with respect to each other. The distance between these

thermal expansion measurements were made would coincidg@nes was 3.1 mm and this was therefore the initial length

with the direction of the hexagonal axis of the single crystals.0 the sample; the change in the length was determined in the

Additional studies were made to determine the true contribu?Xpe”mem' We note in this connection that after completing

tion of the sapphire elements and of the aluminum foil to ouftNe experiment we diq not find signs of destruction of t.he
thermal expansion studies of fulleritesC From the data sample. The change in the sample length was determined

obtained we find that this contribution is less than the reso\-"’hen the temperature was raised or lowered. Change_s n
lution of our setup in the whole temperature range studied®mpPerature and sample length were recorded once a minute

(see below. Sample temperatures below 4.2 K were reached@nd Processed by a computer in real time. The sample tem-
by the Wheatley camerfdwhich has a thermal contact with Perature was determined to Bg="T, +0.5T;, whereT is
the sample. The dilatometer element sensitive to small dishe temperature of the samplg, is the temperature of the
placements(the capacitive displacement galige a two- object table as dgtermmed by a germanium resistance ther-
terminal capacitance gauge connected into an oscillator cif"ometer, andr; is the temperature difference between the
cuit based on a tunnel diode. The block consisting of thdemperature of the object table and that of the upper part of
displacement gauge and the oscillator was also placed in tge sample.T; was determined by a differential thermo-
liquid-helium bath at a constant temperature. couple, as discussed above. Typical value$,ofiere on the
The single crystal studied by us was probably unique irerder of 0.1 K. The thermal expansion offJullerite was
size and had a complex geometric shape. All the faces of th@easured by a step change technique as follows. First, the
sample had essentially different areas and axes drawg@mple was held at a constant temperaflife where its
through the geometric centers of parallel faces and were néemperature and the output of the capacitive displacement
perpendicular to these planes. Therefore, none of the pairs @auge of the dilatometer were read. The temperature of the
plane-parallel faces provided a stable position of the hemiobject table with the sample was then changed to a tempera-
sphere(4) on the samplg2). There was a danger that the ture T,, which was held constant. When the temperature
sample(2) and the hemispher@) would slip with respect to  drift of the sample did not exceed 0.01 K for 10 min, we
one another in the process of measuring the thermal expamletermined the change in its length due to the change in
sion. To overcome this difficulty, an adjustable fixture, temperature fromrl, to T,. During the measurements the
which kept the positions of the sampl2) and of the sap- steps fromT, to T, were 0.1-0.3 K, depending on the tem-
phire hemispheré4) fixed with respect to the tabl@), was  perature range.
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FIG. 3. Schematic drawing of the measuring cell of the dilatometer for

experiment to check the results.
3. EXPERIMENTAL RESULTS

The thermal expansion of single-crystal fullerite was de-

termined in the temperature range 2-10 K. As reportedhe thermal expansion does not exceed@l6 8 K 1 in the
elsewheré, we previously made eight series of thermal- whole temperature range studied by us. The measuring tech-
expansion measurements on a polycrystalline sample;of Cnique was the same as in the case of measuring the thermal
in the temperature range below 4.2 K, when the temperaturgxpansion of fullerite. The only difference was a temperature
was raised and when it was lowered, plus three similar serieg;tepAT, which was 0.1-0.3 K when studying fullerite, and

in the temperature range above 4.2 K. We have now addeg the experimental check it was about 1 K. The results of
nine similar series of measurements on thgsihgle crystal,  this experimental check are shown in Fig. 2 by the rhombi.
five of them in the temperature range below 4.2 K. The linearrhe figure shows that the magnitude of any spurious contri-
thermal expansion coefficiemt was obtained by differentia- pytion to the measured value is negligible compared to the
tion with respect tal of the temperature dependence of themeasured thermal expansion of fullerite. This experimental
relative elongatiolAL/L of the samples. Figure 2 shows the check testifies to the reliability of the values of the thermal

temperature dependence(T) of single-crystal fullerite  expansion coefficients of fullerite which we measured.
(solid line). This figure also shows the mean-square errors in

determininga. The results of our measurements on polycrys-

talline Gy, (Ref. 8 are given by the dashed line. We compares piscussion

the values obtained for the thermal expansion with the data

of Gugenbergeet al,'® who measured the thermal expan- A possible mechanism for the negative thermal expan-

sion of single-crystal fullerite in the temperature rangeSion of fullerite Gy might be rotational tunnelling between

5-300 K(circles. From this figure it is clear that the results €nergy-equivalent orientational states of molecules. Sheard

of our studies agree satisfactorily with the previous data oryvas first to suggest that rotational tunnelling of molecules

single crystals in the temperature range where they overlagan lead to a negative thermal expansion. This problem was

It is also clear that the polycrystal and the single crystal giveconsidered in detail by Freimdfias applied to the thermal

very similar results. The most interesting result of our studyeXpansion of solid methane. Because of rotational tunnelling,

is the negative thermal expansion obtained for botHhe energy level of a rotational ground statehose degen-

p0|ycrysta”iné and Sing|e_crysta| fullerite & at tempera_ eration is equal to the number of molecular orientations with

tures below 3.4 K for the polycrystal and below 4.5 K for the identical energigssplits into several sublevels, whose num-

single-crystal sample. ber is determined by the lattice symmetry. At sufficiently
Since we consider the results of our studies of therma‘OW temperatures the contribution from excitations of in-

expansion of fullerite far from being trivial, we have made tramolecular vibrations, phonons, and librons to the free en-

the following additional experiment to check the results. We€rgy of a crystal can be disregarded. In this case the free

again mounted the measuring cell of the dilatometer in th€nerdy can be represented as a sum of the potential energy,

way shown in Fig. 3. The notation in this figure is the samethe zero vibration energy, and a contributiéparising from

as in Fig. 1. From Fig. 3 it is clear that the sapphire hemi-the tunnel states. The contributié can be written as

sphere(4), which has a height of 3 mm, and the aluminum

foil (3), upon which a thermocouple is placed, play the role  F(=NkTIn >, ae /KT, 1)

of the samples. The thermal expansion measured in such a '

case is the sum of all spurious contributions from the comwhere the summation is made over the tunnel stgi®gsis

ponents of the setup to the thermal expansion of fulleritethe degeneration of thi¢h state, and\; is the excess energy

From this experiment it is clear that any extra contribution toof this state above the energy of the ground state. The quan-
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tity A; depends exponentially on the height of the bartier 0
which separates the energy-equivalent orientations, 40

Aj~e PUV), (2 - 80t

. . -120¢+

whereb is a constant. A decrease in the voluiMeof the .
crystal leads to an increaselihand a decrease of the values - 1607 : :
A;. Based on the dependenceldbnV and on Eqgs(1) and — 200+ —ol: / e
(2) it can be shown, in general, that the thermal expansion ;3 4 5 6 7 8 910
contributed by the tunnel states is negatfite. —2401 | T.K

This is particularly clear in the Gneisen approximation - 2807 :" e
a~vyC, wherea is the thermal expansion coefficiel@, is 1 ‘ 3 4 5 6 7 8 9 10
the heat capacity, anglis the thermal Groeisen coefficient T.K

v;=—(dIn A)/(dInV), which for tunnel levels are negative.
Since the heat capacity is always positive, negative values d¢fiG. 4. Grineisen parameter of fulleritese
v; immediately imply negative values for the thermal expan-
sion coefficient. In principle, the negative thermal expansion
should be observed for all solids consisting of particles with  The negative contribution to the thermal expansion of
rotational degrees of freedom. In most cases, however, b&g, is very large and dominates at liquid-helium tempera-
cause high barriers prevent molecular rotation, the tunndiures, but we cannot estimate its temperature dependence
splitting A; is very small and the thermal expansion becomesrery accurately. It is impossible to extract a linear term in the
negative at very low temperatures, which are at present harg@mperature dependence of the thermal expansion coeffi-
to reach in dilatometric experiments. cient, such as would be characteristic of a glass. However,
Note one further important peculiarity of tunnel states.according to Ref. 10, the contribution of the linear term to
The dependence of the splitting of tunnel levAlson the  the heat capacity of sufficiently pure fulleritg s compara-
height of the barrief2) and the strong dependenceldfon tively small.
volume testifies that Gneisen coefficients for tunnel levels The large moment of inertia of thezgmolecule and the
should be very large in magnitude. It should be noted hereather large barrier heights preventing the molecule rotation
that Grineisen coefficients for the phonon and libron spectran a lattic€ are strong objections to the assumption of a
of molecular crystals usually are on the order of one. Theunneling nature of the negative thermal expansion coeffi-
Gruneisen parameter for the low-temperature simple cubicient of G fullerite. It should be noted, however, that in the
phase of G, was analyzed by Whitet al!°® in the tempera- vicinity of lattice defects the barriers can be reduced substan-
ture range 10—200 K. To calculate the valyeof single- tially. Such a lattice deformation of (g fullerite can be
crystal fullerite Gg at T<10K we used the thermal expan- caused by the frozen-in orientational disorder observed be-
sion coefficients obtained in our work, data on the heatow 90 K, by impurities, and by the defects caused by com-
capacity from Ref. 10, where a pure polycrystal samplg C pression of the powder or by the growth of the single crystal.
was studied in the range 1.5-20 K, and the values of molaKveder et al?® studied photoluminescence and optical ab-
volume areV=416.77 cm-mole and the bulk modulus sorption spectra of rather lardge—3 mm, pure crystals of
=14 GPa. The present value for the molar volume was deCq, fullerite. It turned out that the concentration of defects,
termined by recalculating the valué=416.93cm-mole  which functioned as deep traps for exitons, wa$-110 * of
measured directly by the x-ray method on single-crysial C the number of g, molecules. Since these crystals were pre-
(Ref. 20 at T=30K to ~4.2 K. The recalculation was made pared from a very pure material subjected to repeated resub-
using data on thermal expansion from Ref. 16. No compresdimation in vacuum, the authors concluded that the effects
ibility measurements of g have, to the best of our knowl- discussed were natural defects of the crystal and were not
edge, been carried out at liquid-helium temperatures. Theonnected with impurities. The authors did not rule out that
value of the bulk modulus given above corresponds to athese defects appeared as a result of plastic deformation of
average of values measured at 60 and 71®RKf. 21), and we  crystals during growth under the influence of their weight,
assume that the temperature dependence of the compressilsince at the growth temperatuabout 450-470°the crys-
ity x=B~! can be ignored in the “glassy(orientationally  tals were very plastic. The single crystal studied by us was
frozen state below about 90 K. Figure 4 shows the temperasome times larger than that in Ref. 23, and probably because
ture dependence of obtained here. If we recalculate the of plastic deformation, the concentration of defects in our
values of the Groeisen coefficient for the case of bulk sample was therefore not smaller. The type of defects and
modulusB=10.3 GPaRef. 29, then our values o at 10 K their concentration are undoubtedly different for the single
will correspond to the values of given in Ref. 19. At tem- crystal and the polycrystalline samples studied by us. The
peratures below 4.5 K for single-crystajfand below 3.4 K dependencex(T) of these samples should therefore not be
for polycrystalline G, the Grineisen coefficients are nega- expected to be identic#Fig. 2).
tive and reach large values. The unusually large negative Another possible explanation can be formulated in terms
values ofy testify in favor of the assumption that the nega- of librational motion of the molecules. At low temperatures,
tive thermal expansion is of a tunneling natdfe. the majority of molecules are oriented in the pentagon orien-
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The phase transitions in cobalt fluoridet T<Ty=38K) in a longitudinal magnetic field are
investigated theoretically, and it is shown that the field-induced transition of the magnetic
subsystem from an antiferromagnetic phase can occur only to a canted phase and that it is a first-
order transition. The character of this transition is due to the “sign” of the Dzyalostiinski
interaction, and this affords an opportunity to determine experimentally the “sign” of the
Dzyaloshinski interaction. The field of the transition to the spin-flop phasken the

total magnetic moment becomes parallel to the easy) agisicides with the field of the transition

to the spin-flip phaséwhen the antiferromagnetism vector becomes equal to).ze€ 2000

American Institute of Physic§S1063-777X00)01301-3

The antiferromagnefAFM) CoF, (Ty=38K) has been <1 does not hold has no bearing on the correctness of the
the subject of many studies for a few decades (®®e, e.g., conclusions; here one would make use of the basal plane
Ref. 1-8. It was noted in these works that one of the thingsanisotropy created by the DI. We use the thermodynamic
that complicates the theoretical investigations of £aRd  potentialE and the set of variables determining the configu-
thus makes it difficult to explain the experimental data is theration of the magnetic subsystem from Ref. 6. Therefore
absence of a small parameter on account of the large mag-

- 2 2_
netic anisotropy of the crystal. The ratio of the anisotropy E=(2Mo)[(I/2Em™+ (1/2)G(m-1)"=D(myy+1,my)

field H, to the exchange fielth, does not satisfy the usual +F(m-1)l,l,—m- H+(1/2)A1(I)2(+I§)
conditionH,/H.<1. In addition, a common problet’ for s s
AFMs with the Dzyaloshinskiinteraction(DI) is the experi- — (LA (15 +19)7], 1)

][negtal dettelrmlnatli)n of tfhe Stlﬁn ?f tge DIt V\:‘h;:]h is of wherel=(M;—M,)/2My; m=(M,+M,)/2M,, EA|0Z.
undamental importance from the standpoint ot the micro- The conditionm-I=0 does not hold. We note that in

tShC.Op'C thtgory of th D.I' Acbcocridltng t(.) Ref. S, an aniwlfrtfexpressior(l) a minus sign as been chosen in front of the
IS question can be given by determining experimentally zyaloshinski constantD. A minus sign has also been cho-

direction of rotation of the antiferromagnetism vectbr : S
around the magnetic fieltH in the geom%tryHLEAHd, sen in front of the constam,, and in this casé\,>0.

; . . Using the necessary conditions for the existence of a
where EA is the easy axis amtlis a constant vector whose minimum of (1) as a function of the variable @, andm
components characterize the value of the DI. However, a?see Fig. 1, we obtain the system of equations ’
was pointed out in Ref. 10, a dsbauer experimehon
easy-axis hematite did not give an unambiguous resek dEI96=0, JE/de=0, JE/Im=0. (2
also Ref. 11 It is therefore of interest to look for other
experimental possibilities for answering this question.

Here it must be taken into consideration that, owing to A
the DI the rotation of the vectdraround the ferromagnetic Matrix A=(ai), where
vectorm occurs not only foH L EA; it is sufficient that the 9°E
componentH, #0 (see the phase diagram in Fig. 5 of Ref. aix
10). The conditionH, #0 plays a dual role: it brings about
the rotation of the antiferromagnetic vectoand creates an- (X1=0, Xo=@, Xg=M,, X4=M,, Xs=m,)
isotropy in the basal plane, which tends to fix the ferromag-
netic vector and, hence, to fix the plane of rotation of themust be strictly positive. Equatiortg), like Egs.(8) and(10)

Sufficient conditions for the existence of a minimum of
(1) reduce to the condition that all the principal minors of the

- &Xi&xk

However, in tetragonal AFMs, a class which includes _ ; —
! . T cosf#=0, sin2p=0. 3
CoF,, the Dl itself creates anisotropy in the basal plane. For 2 @
this reasor(as we shall show belowa rotation of the vector However solution(3) does not satisfy the sufficient con-

| in a certain plane occurs i@oF, even in the casel|EA. ditions given above. Therefore, we are left with the case

Therefore, the proposed study would undertake to studgos 20=0. This means that under the influence of a field
phase transitions in the AFM Cghfn a longitudinal mag- HJ|EA the rotation of the vector occurs in a plane passing
netic field, in which case the fact that the conditidn/E.  through the easy axis and th&l0] direction.
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z ' Z axis(angleg=%). If the vectorl is rotated counterclock-

wise (anglep=127), then a minus sign appears in front of
] the term D12 in formula (6) (and also in front of th® FI?
term in the expression under the radjcdh that case, for
E determining the sign of the differené&.—Hy, it is necessary
‘ to use the numerical values of the constants of the potential
‘ (1) (we note that sinceX,/A;)?><1 and the produch,E is
E substantially smaller thaD?, one expects that the condition
! H.—H,<0 will be satisfied. Even though the sets of nu-
AN . X merical values of the constants of the thermodynamic poten-

tial (1), determined from experiment by different authors, are
different (the reason for this is the lack of a consistent
theory), these data nevertheless permit one to assume that in
this case the differendd.=H <0 and, hence, that the tran-
sition between the phasé#s=0 and #+0 will be a second-
FIG. 1. Orientation of the antiferromagnetism vedtdor H||0Z||EA. 6 and order transition. Thus we see that by determining experimen-
¢ are the polar and azimuthal angles of the vettor tally the character of the transition between the
antiferromagnetic and canted phagesspite of the insignifi-
cance of the jump in magnetization at the first-order transi-
Using the sufficient conditions for the existence of ation), one can thereby determine the “sign” of the DI.
minimum of (1), we find that the greatest value of the mag-  To determine the subsequent behavior of the magnetic
netic fieldH, at which the state subsystem as the magnetic field increases, we use the equa-
sing=0, cos2=0 (4) tion for the anglef at o= 7/4:

Y N

is realized is determined by the condition

H.=V(E/G)(A,E+A,GI>—D?+DFI’+F%EI?/4G) [ H2G 2HGI ( .:E)
sin #j cos6| — + +—
+DI+FEI?/2G. (5) E(E+GI?) E(E+GI?) 2G
Using the formulf for the field H,, of the equilibrium ) . D2 1
X c0Sh— Ayl % sir? g+ A — — +

transition between the phaseés-0 and#+ 0 and taking into
account that the anglé<1 in the neighborhood of a tricriti-
cal point, we obtain an expression for the difference

E ' 2E

L(F|3—2D|)2—F|2(F|2—4D))sin2 0}

“|E+ar
HoH 1 VEIG(E+GI?)I?(F?12G+A,)
© " 4| JAE+A,GI?— D2+ DFIZ+ FZEI7/4G HGI FE)
1 1 — R =
EE+GD) D+ZG sir? 9 =0. (7

62. (6)

+2DI2+F—EI
G

It follows from Eq. (7) that the state= /2 is realized
for =0, i.e., the field of the spin-flop and spin-flip transi-
B s o o tions coincide. This conclusion agrees with the experimental

d=DI, f=FI", a;=Aql% a;=Al" data of Ref. 6, in which it was shown that the frequency
the first-order phase transition occurdHif—H,>0, and the dependence of the antiferromagnetic resonance is indepen-
second-order transition occursHf,— H,<0. The sign of the dent of field between the threshold fiett, and the field of
differenceH.—Hy, is determined by the sign of the expres- the spin-flip transition. The strong growth of the magnetiza-
sion in the square brackets in front @f. Therefore it should tion observed above the threshold fiédd in Ref. 6 can be
be kept in mind that the potentiél) is written in such away explained by the dependence of the anglen the field,
that all the constants in it have positive values. In additionwhich we have previously calculatédon a computer. Ac-
since the critical fieldd. can only be real, the expression in cording to the calculations, in fieldd>H, there occurs a
front of the square root i5) and, hence, i1t6) can only be  sharp increase in the anghewith increasing magnetic field,
positive. It follows thatH.—H>0 and, so the transition and atH=(5/4)H, the angled already satisfies the condition
between the antiferromagnetic and the canted phases isf#2— g<1. For this reason, as the field is increased further

first-order transition. Here, however, it is necessary to keegne observes a linear dependence of the magnetization on the
the following circumstance in mind. In Fig. 1 the direction fjg|q 6

[110] is the axis of rotation of the vectdr and in deriving
formula(6) we took into account that, if one looks counter to The authors thank V. V. Eremenko for his interest in this
the[110] direction, the vectot is rotated clockwise from the study.

In writing formulas(5) and (6) we have used the nota-
tion (8) taken from Ref. 6, i.e.,
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