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Abstract—Diffusion of ytterbium in silicon is studied by the direct method of radioactive isotopes in the tem-
perature range of 1100–1250°C. Diffusion coefficients of ytterbium impurity in silicon are determined. © 2003
MAIK “Nauka/Interperiodica”.
In recent years, interest has increased in the study of
the properties of silicon doped with rare-earth elements
(REEs) because of the high thermal and radiation resis-
tance of REE-doped silicon and the possibility of the
application of Si:REE-structures in optoelectronics as
light sources [1–3]. This is why the study of diffusion
of REE in Si deserve attention and are of particular
interest.

We studied the diffusion of REE ytterbium in silicon
by the direct method of radioactive isotopes. The
results of this study are presented in this publication.
Previously, the diffusion of Yb in Si was studied mainly
by indirect methods [4–8] and by neutron-activation
analysis [9].

The samples were prepared by depositing either a
metallic layer of radioactive isotope 175Yb on the sur-
face of n-Si (ρ = 15 Ω cm, surface area ~1.5 cm2, thick-
ness ~350 µm) or a layer of ytterbium chloride solution
containing radioactive isotope 175Yb. Activation of Yb
atoms was performed at the Konstantinov Institute of
Nuclear Physics, Russian Academy of Sciences
(St. Petersburg).

The cells containing the samples were placed into an
SDO-1 diffusion furnace with a REPID programmable
temperature control which ensured temperature control
within ±1 K. Diffusion annealing was performed in air,
in evacuated cells (residual pressure ~10–4 Torr), and in
evacuated cells in an argon atmosphere in the tempera-
ture range of 1100–1250°C. The annealing duration
varied from 5 to 48 hours, depending on the diffusion
temperature.

After the diffusion annealing, the samples were
repeatedly rinsed in hydrofluoric acid, aqua regia, and
also in an H2O2 : HCl boiling mixture. Such rinsing
usually ensures almost complete removal of the
remains of the diffusion source from the surface of a
sample. After this procedure, the edges of a sample
were scraped to a depth of ~100 µm, which was much
larger than the diffusion depth (~10 µm). The concen-
tration profile of Yb impurity in Si was analyzed by
etching off thin layers in a 1 HF : 50 HNO3 solution
with subsequent rinsing in a H2O2 : HCl mixture and
1063-7826/03/3709- $24.00 © 21031
the measurement of the residual radioactivity of the
sample. The residual activity was measured using a
UMF-1500M low-background setup with an SBT-11
beta counter. Identification of 175Yb was also performed
using an AI-1024 pulse analyzer (Ioffe Physicotechni-
cal Institute, Russian Academy of Sciences, St. Peters-
burg). The thickness of etched-off layers (0.05–0.5 µm)
was determined by the weighing of the sample. Autora-
diograms obtained prior and after annealing, as well as
in the course of etching off layers, point to the unifor-
mity of the distribution of Yb impurities across the sam-
ple section and to the absence of inclusions.

The diffusion coefficient D of Yb in Si in our exper-
iments was determined on the assumption that the Fick
law was obeyed and that the surface concentration of
impurity was independent of time (diffusion from an
inexhaustable constant source).

The experimental curve of the residual amount of
impurity was approximated, as in [10], by the theoreti-
cal curve for the diffusion from an inexhaustable
source; i.e.,

where C0 is the surface concentration, x is the total
thickness of the etched-off layers, and t is the diffusion
time. 

As follows from the data obtained (see figure), the
diffusion coefficient for Yb in Si increases from 3 × 10–13

to 4 × 10–12 cm2 s–1 with increasing temperature. The
temperature dependence obeys the Arrhenius law and
can be described by the relation

The surface concentration of Yb is 1018–1019 cm–3.
The depth of Yb penetration into Si, which was esti-

mated using the value of 2 , was about several
micrometers in the entire range of temperatures under
consideration.

The analysis of data obtained shows that the diffu-
sion coefficients for various temperatures and activa-
tion energies cover the range of values typical of the

Q x( ) 2C0 Dtierfc x/2 Dt( ),=

DYb = 3 10 2– 3.0 eV/kT–( )cm2 s 1– 1100–1250°C( ).exp×

Dt
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diffusion of other elements of the III B Group, such as
B, Al, In, Ga, and Tl, which are the substitutional impu-
rities that diffuse over the crystal-lattice sites. It is
known that the elements of the Groups III and V at ther-
mal equilibrium occupy Si and Ge lattice sites. On the-
oretical grounds it is commonly assumed that the equi-
librium concentration of the interstitial atoms of these
elements is several orders of magnitude (3 or greater)
less than their concentration at the lattice sites [11].
However, even if the elements of group III (Ho, Er, Yb
[12–14] and others) are introduced into Si by ion
implantation (i.e., when the concentration of nonequi-
librium interstitial atoms is quite high), no appreciable
diffusion of REEs is observed with the diffusion param-
eters different from classical ones. Thus, we may
assume that Yb, a Group III element, is also a substitu-
tional impurity and diffuses over the lattice sites of Si
(vacancy-diffusion mechanism).

The comparison of our data on the diffusion of Yb in
Si with previous data on the diffusion of other REEs in
Si [10, 14–16] obtained by radioactive and other meth-
ods shows that the procedure of deposition of the diffu-
sant and the diffusion medium do not significantly
affect the diffusion parameters of REE in Si.
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Abstract—p-Si:B samples were irradiated with 8-MeV electrons. The values of the activation energy of
annealing for K centers and for (V + B) complexes obtained from the curves of isochronous annealing of these
centers are found to be equal to 0.915 and 1.6 eV, respectively. The volumetric measurements of photovoltage
over the irradiated region make it possible to estimate the values of the migration energy of vacancies. The

migration energy is found to be  ≈ 0.6 eV for positively charged vacancies and  ≈ 0.345 eV for neutral

vacancies. © 2003 MAIK “Nauka/Interperiodica”.
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In [1–3], the charge state of metastable Frenkel pairs
in n- and p-Si was studied by the method of local irra-
diation with the subsequent measurement of the vol-
ume photovoltage over the irradiated region. It was
found that the damaged region of a crystal expanded
with variation in the irradiation doze Φ. It was sug-
gested [1, 3] that the expansion of the damaged area
was caused by the diffusion of primary radiation
defects from the irradiated region of the crystal into
unirradiated regions under a high ionization level.

It can be inferred that the expansion of the damaged
area of a sample can be observed not only during irra-
diation but also in the course of isochronous annealing
due to the diffusion of primary radiation defects the
products of the dissociation of the secondary radiation
defects that form highly thermostable defects in unirra-
diated regions from the irradiated region of a crystal
into an unirradiated region.

This study is devoted to the mechanism of the
expansion of the damaged regions of a crystal and to the
effect of potential barriers at the boundaries between
the damaged and intact regions of a sample which are
formed during irradiation and isochronous annealing.

We studied p-Si crystals, with a hole concentration
p = 6 × 1013 cm–3, grown by the Czochralski method.
The concentration of oxygen was about 5 × 1017 cm–3;
the density of grown-in dislocations was no higher than
103–104 cm–2. Crystals 1 × 3 × 20 mm in size were
irradiated with 8-MeV electrons through a mask with
a slit of 1 mm. The intensity of irradiation was 5 ×
1012 cm–2 s–1; the dose Φ = 1.35 × 1016 cm–2. Isochro-
nous annealing of irradiated samples was performed in
the temperature range of 20–600°C. The samples were
kept at a constant temperature for 10 min. Secondary
radiation defects that are formed during isochronous
annealing outside the irradiated stripe of the sample can
create primary radiation defects and, thus, affect the
true dimension L of the damaged region. To avoid this
effect, new, identical crystals that had not been previ-
1063-7826/03/3709- $24.00 © 21033
ously heat treated were annealed at various tempera-
tures. In order to minimize error in the measurements of
the duration t of isochronous annealing and the width L
of a damaged stripe, the crystals were quenched in liq-
uid nitrogen after each isochronous annealing. After
quenching, the volumetric distribution of photovoltage
Uph over the sample was measured at 300 K. Uph ∝
∂ρ/∂x ∝  NRD, where ∂ρ/∂x is the gradient of resistivity,
and NRD is the concentration of radiation defects with
energy levels ∆E > Ev + 0.3 eV. The relative error in
measuring the photovoltage was 20%.

In samples irradiated over their entire volume, after
each heat treatment the hole concentration p was deter-
mined at 77–300 K from the Hall effect measurements.
The energy levels of defects ∆E were determined from
the formula p0 = NvF1/2, where p0 is the concentration
of free holes, Nv is the effective density of states in the
valence band, and F1/2 is the Fermi–Dirac integral with
an index of 1/2. When the Fermi level F = ∆E, p0 can be
calculated from the p = f(103/T) curves with due regard
for the depletion of a certain level and the degree of
degeneracy of the valence band of Si. In heavily com-
pensated samples, ∆E was determined from the slope of
the p = f(103/T) curves. The concentrations of different
radiation defects after each isochronous annealing were
calculated from the dependences p = f(103/T) and p =
f(Tann) in the ranges of 77–300 K and 20–500°C,
respectively. The error in measuring these values did
not exceed 10%.

The distribution of Uph over the irradiated region of
the sample is shown in Fig. 1. It can be seen that L
increases from 1 to 2.9 mm with Φ increasing to 1.35 ×
1016 cm–2, while annealing at 220°C results in an
increase of L to 10 mm (curves 2 and 3, respectively).
When Tann = 600°C, the peaks in the curves Uph(L) dis-
appear (curve 4).

The analysis of temperature dependences lnp =
f(103/T) shows that in p-Si, in the course of irradiation,
defects with levels Ev + 0.45. Ev + 0.3, and Ev + 0.35 eV
003 MAIK “Nauka/Interperiodica”
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are formed along with other defects (Fig. 2a). As can be
seen from curve 1 in Fig. 2b, these defects are annealed
in the temperature ranges of 180–220, 250–300, and
330–440°C, respectively (curve 1 corresponds to the
variation of p at 260 K). Judging by their thermostabil-
ity, these levels can be attributed to (V + B) complexes,
divacancies, and K centers [4, 5]. It is known [6–8] that
the dominant defects in Si crystals with a high concen-
tration of oxygen (1017–1018 cm–3) are K centers. In
fact, the concentration of the K centers in the sample
under consideration is higher than the concentration of
divacancies by a factor of 2.5 (Fig. 2b, curve 1). The
activation energy of annealing Ea was determined from
the curves of isochronous annealing of these defects [9]
(Fig. 2b, curves 2–4). The calculations yielded Ea = 1.6,
1.54, and 0.9 eV, respectively.

The dependence of l = L/2 on the temperature of iso-
chronous annealing is shown in Fig. 3. It can be seen
that l sharply increases in the temperature ranges of
180–220 and 300–340°C, which coincide with the
annealing temperatures of the (V + B) complexes and

K centers, respectively [4, 5]. The slope of the l( )
dependence during the decomposition of the (V + B)
complexes in the temperature range of 180–220°C is
larger than that for the dissociation of the K centers in
the range of 300–340°C. The effect observed is likely
associated with the change in the charge state of vacan-
cies and the products of dissociation of radiation
defects in the process of transition from impurity con-
ductivity to intrinsic conductivity.

As can be seen from Fig. 3, the increase of l corre-
sponding to the decomposition of divacancies is absent
in the temperature range of 250–300°C. In all likeli-
hood, the charge state of the components of the second-
ary radiation defects in this temperature range is unfa-
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mask; (2) distribution of Uph after irradiation with 8-MeV
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Fig. 2. (a) Hole concentration p as a function of temperature
in electron-irradiated p-Si crystals (Φ = 1.35 × 1016 cm–2):
(1) prior to annealing and after annealing at Tann = (2) 100,
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vorable for their formation outside the irradiated region
in the course of isochronous annealing.

In order to obtain the heights of the potential barrier
at the boundaries between irradiated and intact regions
of the sample, we used the formula Eb = kTln(p1/p2),
where k is the Boltzmann constant; T is the absolute
temperature; and p1 and p2 are the hole concentrations
in the unirradiated and irradiated regions, respectively.
At room temperature, Eb = 0.065 eV. With increasing
temperature of isochronous annealing, the simulta-
neous processes of trapping electrons from the valence
band by radiation defects and the dissociation of radia-
tion defects themselves occur, which results in an
increase of p inside the irradiated stripe of the crystal.
At Tann ≈ 130°C, p1 = p2 and Eb = 0; therefore, the inter-
nal electrical fields acting at the boundaries between
the damaged and intact regions of the crystal in the
course of isochronous annealing can affect the migra-

tion energy of vacancies  only at the initial stages of
annealing (Tann ≤ 130°C).

It is known that l = , where l is the distance
from the center of the irradiated stripe to the edge of the
damaged crystal region which expands in the process of
isochronous annealing (Fig. 1), t is the time of anneal-
ing at a fixed temperature (10 min), and D is the diffu-
sion coefficient. From this formula it follows that
l2/t = D and l2/t = D0exp(–ES/kT), where D0 = Za2ν, Z is
the coordination number, a is the lattice constant, ν is
the lattice vibration frequency, and ES is the energy of
self-diffusion. Since t = const, lnl = 1/2lnD0t – ES/2kT.
From the experimental dependence lnl = f(103/T), one
can determine the activation energy of self-diffusion of
vacancies ES (Fig. 3).

It is known [4] that, if self-diffusion proceeds

according to the monovacancy mechanism, ES =  +

, where  is the energy of vacancy formation and

 is the vacancy-migration energy.

When determining , we disregarded the energy
of the complex formation EC because the vacancy trap-
ping affects only the pre-exponential factor in the diffu-
sion coefficient D0 and does not affect ES determined
from the temperature dependence of D [10].

Our estimations yield ES ≈ 2.2 eV for the tempera-
ture range of 180–220°C and ES ≈ 1.26 eV for 300–
340°C.

At 180–220°C, the source of nonequilibrium vacan-
cies in the bulk of a crystal is the (V + B) complex. The
energy Ea of this complex, i.e., the energy of formation

of the vacancies,  ≈ 1.6 eV. Therefore, in this tem-

perature range,  =  –  ≈ 0.6 eV.
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According to [7], positive vacancies are dominant in
p-Si at T < 300°C, while at T > 300°C, in the range of
intrinsic conductivity, neutral vacancies are dominant.
The stable charge states of vacancies in p-Si are V++ and

V0 [4]; therefore, we may assume that  =  ≈
0.6 eV at T < 300°C. 

As shown in [11], depending on the charge state,

 can vary within the range of 0.18–0.48 eV. It

should be noted that the dependence (Z) of the
migration energy of vacancies on the parameter Z
(Z characterizes the charge state of a vacancy), with the
variation of Z from –2 to zero, follows a linear law

(Fig. 4, curve 1). Assuming that the dependence (Z)
for Z varying within the interval 0–2 also obeys a linear

law,  = 0.625 eV, which coincides within the exper-

imental accuracy with our calculations (Fig. 4, curve 2).

In the range of intrinsic conductivity (T > 300°C),

vacancies V0 with a migration energy  = 0.33 eV

[11] and other states are presumably the products of
decomposition of K centers. Our calculations yield

 ≈ 1.26 eV. These data allow for the determination

of Ea of the K center: Ea =  =  –  ≈ 0.93 eV.

Ea of the K center determined from the curve of isoch-
ronous annealing of this defect (Fig. 2b, curve 4) is
approximately equal to ≈0.9 eV. The mean values of Ea

and  are Ea =  = 0.915 eV. Correspondingly,
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 ≈ 0.345 eV, which, within experimental accuracy,

is in a good agreement with the published data.

The results obtained show that, in locally irradiated
p-Si crystals in the process of isochronous annealing at
temperatures of 180–220 and 300–340°C, migration of
the products of dissociation of the (V + B) complexes
and the K centers (V++ and V0) occur, respectively. In
unirradiated regions, these products of dissociation
form complexes with a high thermostability.

If the nature of defects formed in unirradiated regions
is judged from their thermostability, they are probably
multicomponent defects like V3 + O2 or V3 + O3, which
are annealed at 600°C [4, 12]. 

Thus, the values of Ea for the K centers obtained by
two methods virtually coincide. The mean value of Ea

is 0.915 eV. Ea for the (V + B) complexes obtained from
the curve of isochronous annealing of this defect is
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Fig. 4. Dependence of migration energy of (1) negative and
(2) positive vacancies on the parameter Z in Si crystals.
approximately equal to ≈1.6 eV. Correspondngly,  ≈

0.6 eV and  ≈ 0.345 eV.
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Abstract—Thermal stability and transformation of C60 molecules deposited onto a silicon film on (111) irid-
ium have been studied in ultrahigh vacuum within the temperature range of 300–1900 K. The temperature range
covered is shown to break up into four consecutive regions, each dominated by its own specific process; namely,
thermal stability of C60 films (T < 600 K), desorption of fullerene molecules from the second and subsequent
molecular layers (800–900 K), decomposition of these molecules in the first layer which contacts the substrate
(650–850 K), graphitization of the carbon layer into a thermally stable two-dimensional graphite film (900–
1700 K), and thermal desorption of carbon from the surface (T > 1900 K). These processes retain their qualita-
tive character as one passes from Si submonolayer films to (4–5)-monolayer-thick films. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION
Investigation of the interaction of fullerene mole-

cules with matter, in particular, with the surfaces of sol-
ids, is of importance from both fundamental and
applied perspectives. A wealth of scientific information
is presently available on the adsorption of fullerenes on,
and their stability in contact with, clean surfaces (sili-
con [1–5], noble [6–8] or refractory metals [9–15]). In
contrast, film systems intended as substrates for
fullerenes remain almost unexplored. At the same time,
such systems have considerable application potential,
primarily due to the diversity of their physicochemical
and adsorption properties. Of particular interest is the
investigation of such an interaction over a broad tem-
perature range, where the adsorbed layer can undergo
rearrangement and solid-state reactions can occur in the
surface region of the substrate.

Adsorbed C60 molecules were found to retain their
fullerene nature on the surface of Si, Ir, Re, and Mo up
to a temperature specific for a given substrate (~800 K
for Re [12], ~1000 K for Ir [10]). At higher tempera-
tures, the molecules break up, and the carbon released
in the adlayer dissolves in the bulk of the substrate (on
Re and Mo) or undergoes graphitization (on Ir). This
communication reports on the study of the thermal
transformation of the fullerenes adsorbed on a complex
film structure, more specifically, on a silicon film
deposited on (111) iridium, and identification of the
sequence of the processes involved therein.

2. EXPERIMENTAL 
The experiments were conducted in ultrahigh vac-

uum (P ≈ 10–10 Torr) using a high-resolution Auger
spectrometer, which is described in [6]. The Auger
1063-7826/03/3709- $24.00 © 21037
peaks of silicon (E = 92 eV), iridium (a triplet with
energies 150–170 eV), and carbon (E = 269–272 eV) were
measured. It was possible to record Auger peaks directly
from heated samples in the range of 300–2100 K. The
samples were directly heated iridium ribbons with a
predominantly (111)-oriented surface, 0.02 × 1 ×
40 mm3 in size, which were cleaned by successive
annealing in oxygen (  ≈ 10–6 Torr, T = 1500 K, t ≈
30 min) and high-temperature heating (~2100 K) for
several hours. After this cleaning, only peaks of iridium
were detected in the Auger spectra from the surface.

Silicon was deposited by sublimation from silicon
ribbons by the technique described in [17]. The abso-
lute value of the silicon flux could be determined. The
fullerenes were deposited onto the entire ribbon surface
from a Knudsen cell (see [14]). After corresponding
heat treatment, the cell produced a stable and easily
controllable flow of fullerene molecules with a density
νC = 1010–1013 mol/(s cm2). The absolute number of the
adsorbed fullerenes was established by the method
described in [14]. To discriminate the fullerenes
adsorbed on the surface from other possible carbon
states, as well as to identify the chemical state of the
adsorbed C60 molecules, we used the specific shape of
the CKVV Auger peak as suggested in [10].

3. SEPARATE INTERACTION OF IRIDIUM (111) 
SURFACE WITH SILICON, CARBON, 

AND FULLERENES

3.1. Interaction of Silicon 
with the Iridium (111) Surface

The interaction of silicon with the iridium (111) sur-
face was described by us in detail in [18]. Multilayer
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silicon films remain thermally stable on an iridium sur-
face up to 700–800 K, when intense reactive diffusion
starts with the formation, first, of surface silicide Ir5Si
with NSi = 0.3 × 1015 cm–2, and, after that, of bulk sili-
cide Ir3Si. The bulk silicide is stable up to 1500–
1700 K; both silicides are destroyed at higher tempera-
tures by thermal desorption. The surface can be com-
pletely cleaned of silicon only at 2200 K, the tempera-
ture above which iridium samples loose their mechani-
cal strength and disintegrate.

3.2. Interaction of (111) Iridium Surface 
with Carbon and C60 Molecules

Iridium is the only one of the refractory metals in
which carbon does not dissolve in the bulk up to
2000 K. Multilayer carbon films, fullerenes from the
first adlayer, and cores of hydrocarbon molecules are
thermally stable on the iridium surface up to 600 K.
Within the 700–1000-K interval, they gradually break
up, releasing mobile carbon atoms, which coalesce to
form graphite islands [10, 11, 19]. At higher tempera-
tures, the surface carbon exists in two phases—a 2D
chemisorbed carbon gas and a graphite film—which
are at equilibrium. The surface concentration of the
chemisorbed carbon gas at T < 1600 K is extremely low,
but reaches an observable level (~1015 cm–2) at 1800–
1900 K [19]. Carbon can be removed from the iridium
surface by thermal desorption at T > 1900 K.
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C60(0.5 ML)/Si(4–5 ML)/(111)Ir

Fig. 1. Intensities of Auger signals from (1) silicon, (2) car-
bon, and (3) iridium obtained upon annealing of a submono-
layer (~0.5 monolayer) fullerite film deposited at T = 300 K
on a multilayer (n ≈ 4–5 monolayers) silicon film on (111)
iridium. The heating time at each temperature is 30 s. A is
the region of thermal stability of the C60 adlayer, B is the
silicide-formation region, C is the region of transformation
of C60 molecules to clusters with a nonfullerene structure,
D is the region of carbon graphitization and formation of an
ordered submonolayer graphite film with intercalated sili-
cide, and E is the region of thermal desorption of silicon
from the silicide and of carbon from the graphite film.
4. RESULTS AND DISCUSSION
When C60 molecules are evaporated on the surface

of a silicon single crystal, crystallites are observed to
grow on the first molecular layer of the fullerenes [20].
The kinetics of variation of the carbon and silicon
Auger signals during the fullerene deposition on a sili-
con-coated metal provide supportive evidence that a
similar growth mechanism operates here as well.

Figure 1 shows the variation in the Auger signals
from silicon, carbon, and substrate during annealing of
a submonolayer (~0.5 monolayer) C60 film deposited on
a multilayer silicon film on iridium. The silicon-film
thickness was estimated to be ~4–5 monolayers [(6–7) ×
1015 cm–2]. In the temperature region A (300–600 K),
all three signals are seen to remain constant, which sug-
gests that the state of the adlayer does not change. This
is shown schematically in Fig. 2a. In this region, the
carbon Auger line has a typical fullerene-type shape,
thus indicating the constancy of the chemical state of
C atoms [10].

In region B (Fig. 1), reactive silicon diffusion into
the metal substrate begins and bulk silicide forms. The
Auger signal of silicon begins to decrease, and that of
iridium, to grow, both variations having the same char-
acter as in the absence of fullerenes. The silicon Auger
line also acquires a shape typical of the bulk silicide
[18], whereas the carbon Auger line remains
unchanged, which shows that the C60 molecules are not
involved in this solid-phase reaction.

At higher temperatures (region C in Fig. 1), the sil-
icon Auger signal continues to fall off, and the Auger
signal of iridium, to increase. In this region, the rear-
rangement of the silicide film apparently continues,
with a possible change in the film composition.
Although the intensity of the carbon Auger signal is
almost constant, its shape suffers noticeable changes;
indeed, it is no longer fullerene-like and becomes rather
characteristic of that of single carbon clusters chemi-
sorbed on a metal [19]. The C60 molecules apparently
break up in this region, as they do on a clean iridium
surface. A schematic of the processes involved is shown
in Fig. 2c.

At even higher temperatures (region D in Fig. 1),
carbon graphitizes and its signal remains unchanged up
to the onset of thermal desorption. The Auger line of
carbon has a shape typical graphite. The silicon atoms
of the bulk silicide become intercalated between the
graphite film and the metal (Fig. 2d).

Finally, for T > 1900 K (region E in Fig. 1), the
Auger signal of silicon disappears and the Auger signal
of carbon starts to decrease sharply, in marked contrast to
that of iridium, which grows to the level characteristic of
pure iridium. In this region, silicon and carbon atoms are
desorbed from the metal surface, leaving the latter clean.

Let us now consider the sequence of thermal pro-
cesses occurring in the case of a multilayer fullerite film
deposited on a silicon monolayer. The relevant experi-
mental data are shown in Fig. 3, and the schematic rep-
SEMICONDUCTORS      Vol. 37      No. 9      2003
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resentation of the processes involved is shown in Fig. 4.
We readily see that, up to 800 K, (region A in Fig. 3) the
Auger signal of carbon does not change, and the energy
of the relevant Auger peak (269 eV) indicates that it is
the C60 molecules that are present on the surface. The
Auger signals of iridium and silicon are not seen,
because the substrate and the Si film are screened
heavily by the C60 molecules.

Within the narrow temperature range from 800 to
900 K (region B in Fig. 3), the Auger signal of carbon
drops by 40%, with the signals of silicon and iridium
appearing simultaneously. At these temperatures, ther-
mal desorption of fullerene molecules from the second
and subsequent layers was observed to occur both on
the clean Si surface and on the surfaces of metals. This
also suggests thermal desorption, with C60 molecules
from the first monolayer remaining on the surface

(a)

(b)

(c)

(d)
Ir, 1100–1700 K

Ir3Si

Ir3Si

Ir, 800–1100 K

Ir3Si

Ir, 750–800 K

Ir, 300–600 K

Si

Fig. 2. Schematic diagram of the processes occurring upon
heating of a submonolayer fullerite film deposited above a
multilayer (4–5 monolayers) silicon film on (111) iridium.
Panels (a–d) correspond to temperature regions A, B, C, and
D, respectively, in Fig. 1.
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rather than desorbing. The processes occurring in this
temperature range are shown schematically in Fig. 4b.

At higher temperatures, T > 1000 K, the Auger sig-
nal of carbon remains practically constant, which
implies that the surface concentration of C does not
change. Apparently, the C60 molecules that formed the
first monolayer break up to transform gradually in this
case into carbon clusters whose structure has little in
common with that of the fullerenes (Fig. 4c). The shape
of the CKVV  Auger line of carbon, even at 1100–1200 K,
also differs radically from the shape of the correspond-
ing line observed for fullerene. Indeed, there is a clearly
pronounced “horn” at 251 eV, and the main peak is now
located at 270 eV. This shape, however, is not typical of
carbide, but indicates the presence of distinct C–C
bonds [19]. Similar processes occur at these tempera-
tures on the surface of silicon single crystals as well
(Fig. 4c).

After the temperature rises even higher, the released
carbon starts to graphitize, so that, beginning from T =
1500 K, the shape of the Auger line of carbon becomes
identical to that of pure graphite. The Auger signal of
silicon decreases weakly in the range of 1100–1600 K,
dropping to zero at higher temperatures. Its intensity,
like that of the Auger signal of iridium, is substantially
lower than it should be in the case of clean silicide.
It may be supposed that the silicide thus formed resides
in the intercalated state under the graphite film, as
shown in Fig. 4d.

Let us discuss the results obtained. The character of
the processes occurring in the system is seen to depend
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Fig. 3. Intensities of Auger signals from (1) silicon, (2) carbon,
and (3) iridium obtained upon annealing of a ~(6–8)-mono-
layer-thick fullerite film deposited at T = 300 K on a mono-
layer silicon film on (111) iridium. Heating time at each
temperature is 30 s. The following temperature regions are
indicated: (A) the region of thermal stability of the C60
adlayer; (B) the region of desorption of C60 molecules from
the second and higher lying layers and silicide formation;
(C) the region of transformation of C60 molecules into clus-
ters with a nonfullerene structure on top of the silicide; and
(D) the region of formation of a 2D graphite film.
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only weakly on the amount of deposited silicon and
fullerenes. In both cases, four temperature regions dif-
fering in the dominant process can be discriminated;
indeed, C60 films are thermally stable at low tempera-
tures (T < 600 K), fullerene molecules are desorbed
from the second and higher lying molecular layers at
800–900 K, decomposition of these molecules occurs
at 650–850 K in the first layer contacting the substrate,
the carbon layer graphitizes and the 2D graphite film is
thermally stable in the range from 900 to 1700 K, and
it is observed that the thermal desorption of carbon
from the surface begins at T > 1900 K. The exact
boundaries of the above temperature regions depend on
the actual amounts of silicon and fullerenes present in
the system; in particular, the region of thermal stability

(a)

(b)

(c)

(d) Ir, 1200–1900 K

Ir3Si

Ir3Si

Ir, 900–1200 K

Ir3Si

Ir, 800–900 K

Ir, 300–800 K

Fig. 4. Schematic of the processes occurring upon anneal-
ing of a ~(6–8)-monolayer-thick fullerite film deposited at
T = 300 K on top of a monolayer silicon film on (111) irid-
ium. Panels (a–d) correspond to temperature regions A, B, C,
and D, respectively, in Fig. 3.
of a film of C60 molecules narrows as the Si dose
increases. On the whole, the system considered
reminds one of the C60–Si–Re system [21], the main
difference between them being the high-temperature
behavior of the C–Re and C–Ir binary systems.

5. CONCLUSION

Thus, we have studied the transformation, in the
range of 300–1300 K, of the fullerene adlayer depos-
ited on top of a multilayer silicon film on (111) iridium.
The system demonstrates clearly the stages of thermal
stability of a fullerite film, thermal desorption of
fullerenes from the second and higher-lying layers,
transformation of the remaining molecules to carbon
clusters of a nonfullerene nature, and, finally, total
decomposition of clusters with graphitization of the
released carbon. It is shown that these processes do not
affect the main features of the silicide formation occur-
ring in the system upon heating. It is concluded that this
independence of the processes involved may also be
characteristic of other metal–silicon systems with
adsorbed fullerenes.
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Abstract—Microphotoluminescence spectroscopy and imaging were used to study impurities and defects in
CdTe crystals grown by nonequilibrium techniques. The growth procedure includes low-temperature synthesis
and purification of the material via congruent sublimation, with subsequent deposition under the conditions of
gas-dynamic vapor flow and high-rate low-temperature condensation. Although the growth conditions are
highly nonequilibrium, the obtained polycrystalline material with a grain size of 1–2 mm exhibits strong low-
temperature exciton luminescence, whose intensity is nearly uniform over the bulk of the ingots. At the same
time, it is found that residual impurities and defects have a tendency to accumulate to form clusters within cer-
tain areas which are a hundred micrometers in size; the density of some impurities in these clusters is suffi-
ciently high. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Over the years, cadmium telluride has been an inter-
esting object for physical studies and a promising mate-
rial for technology. Its application potential has been
growing steadily and now includes optoelectronics,
X-ray and γ-ray spectrometry, and solar-cell manufac-
turing [1]. However, despite progress in materials sci-
ence, it is not always possible with up-to-date technol-
ogy to ensure proper control over the processes respon-
sible for the content of impurities and defects and the
structure of the crystal forming during growth. It was
shown [2] that CdTe with superior optical and electrical
parameters can be produced by low-temperature syn-
thesis and sublimation purification of the compound,
with its composition being brought to the lowest-pres-
sure point. However, it turned out that the material
obtained still incorporates a number of background
impurities, whose content in some cases exceeds their
content in the source materials of 99.9999% purity. To
enhance the purification efficiency, in the present study
we used nonequilibrium processes occurring under the
conditions of congruent sublimation and gas-dynamic
vapor flow in a reactor [3]. Combined with deep purifi-
cation of source materials, this technique enabled us, at
the output, to obtain polycrystalline ingots of CdTe
with the lowest possible deviation from stoichiometry
and a concentration of major background impurities not
exceeding 1015 cm–3. The rate of vapor deposition at
temperatures around 600°C amounted to ~500 µm/h,
which is an order of magnitude larger than the close-
to-equilibrium values typical of conventional tech-
niques. The properties of the material obtained were
studied by low-temperature microphotoluminescence
spectroscopy and imaging; these methods combine
high sensitivity to the presence of impurities and
1063-7826/03/3709- $24.00 © 1042
defects in the crystal with the possibility of carrying out
local analysis.

2. EXPERIMENTAL

The samples under study were [111] textured poly-
crystals with a single-crystal grain size of 1–2 mm.
They were cut parallel to the {111} planes; the surface
was treated by grinding, polishing, and etching in a bro-
momethanol solution. Subsequently, the grain bound-
aries and the structure defects within grains were
revealed by treatment with the selective etchant E-Ag-1.
The main structural defects revealed by chemical etch-
ing were grain boundaries, twin boundaries, and iso-
lated dislocations with a density of less than 103 cm–2

within the grain. According to the Hall data, at room
temperature, the samples have p-type conductivity and
a resistivity of 103–104 Ω cm.

After carrying out measurements of as-grown sam-
ples, they were subjected to 70-h annealing in an atmo-
sphere of saturated Cd vapor at 700°C.

The measurements were carried out using an auto-
mated microphotoluminescence scanner, which makes
it possible to record luminescence spectra from a given
spot on the sample surface and luminescent images of
the surface at a given wavelength. The samples were
mounted on a cold finger in a cryostat; their tempera-
ture could be varied from 100 to 300 K and was moni-
tored by a copper–constantan thermocouple. The lumi-
nescence was excited by the radiation of a He–Ne laser
(632.8 nm) using a focusing optical system. The typical
power of excitation radiation on the sample surface was
2.5–3.0 mW, with the spot diameter being 8–10 µm;
optical filters were used to reduce the excitation level.
The sample emission in the wavelength range up to
2003 MAIK “Nauka/Interperiodica”
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1 µm was spectrally analyzed by an MDR-12 fast grat-
ing monochromator (1200 grooves/mm) with recipro-
cal linear dispersion of 2.4 nm/mm and detected by a
cooled FÉU-83 photomultiplier; the output signal was
lock-in detected and processed by a computer. The
position of the excitation spot on the sample surface
was monitored visually using a microscope-based
guidance system. The cryostat was mounted on a spe-
cial table whose motion was controlled by computer
commands. Scanning was performed by translating the
table along two mutually perpendicular axes normal to
the laser-beam direction, which was kept constant. The
step size was varied according to the requirements of
the experiment; usually, it amounted to 25 µm. In the
course of a spatial scan at a given wavelength, the data
were output on the display using color representation of
the luminescence intensity; at any spot of interest, the
scan could be paused to record the emission spectrum.
Below, the luminescence spectra obtained in this study
are given with the corrections made to account for the
spectral sensitivity of the setup.

3. RESULTS AND DISCUSSION

Excitonic lines were dominant in the low-tempera-
ture spatially integrated luminescence spectra of the
samples, while the intensity of the long-wavelength
impurity and defect bands was low; this is evidence of

A

B

CD

E

F

G

H

I

Fig. 1. The structure of the 1.8 × 1.2-mm single-crystal
grain under study; the points to which the luminescence
spectra shown below correspond are indicated.
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the high quality of the material. The measurements
reported here were carried out for the region of the
grain of 1.8 × 1.2 mm in size, whose photograph is
shown in Fig. 1; we indicate in Fig. 1 the spots from
which the luminescence spectra shown below were
recorded. The crystal surface was “aged” and covered
with a stable oxide layer; thus, there was no lumines-
cence “degradation,” i.e., no decrease in the emission
intensity with time as a result of the action of a focused
laser beam [4]. All the data reported below correspond
to a sample temperature of 100–110 K; in this case,
radiative transitions involving relatively deep-level
impurity and defect centers become most important.

When comparing the spatially resolved and inte-
grated luminescence spectra, one should take into
account that the difference in the excitation level for
these two cases may be several orders of magnitude.
If the excitation-level dependences of the intensities of
different bands are not the same [5], the shapes of the
spectra recorded by the two methods noted may differ
from each other considerably. In particular, a higher
intensity of exciton lines in comparison with the impu-
rity and defect lines differentiates between cathodolu-
minescence and microphotoluminescence spectra; this
can be easily verified by defocusing the excitation
beam. Taking into account the power of the laser beam
incident on the sample, the absorption coefficient for
the laser radiation, the spot size, and the literature data
on the lifetime and diffusion length of nonequilibrium
charge carriers, we estimate the maximum carrier density
in the excitation region to be as high as 1018 cm–3. This
value is 1.5–2 orders of magnitude higher than the exci-
tation level typical of conventional, spatially integrated
measurements.

Figure 2 shows a representative set of microphoto-
luminescence spectra recorded at different points of the
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Fig. 2. A representative set of microphotoluminescence
spectra recorded at points A–I of the single-crystal grain
under study (see Fig. 1) at 100 K.
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crystal under study. A line of edge (exciton) emission at
1.578 eV is present in all the recorded spectra, the dis-
tribution of its intensity over the sample surface being
relatively uniform (variation by no more than a factor
of 2–3). In contrast, the impurity- and defect-related
emission band at 1.4 eV has a high intensity only in
some local areas of ~100 µm in size (see below). In the
spectra recorded from these areas at the highest excita-
tion level, this band is peaked at 1.48 eV. The band
width at half-maximum is 80 meV, and its shape corre-
sponds to the envelope of the Poisson distribution of
intensity in a typical “self-activation” band with a
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Fig. 3. Variation in the microphotoluminescence spectra
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Huang–Rhys factor of about 2 [1, 6–10]. When, using
optical filters, the excitation intensity was reduced
(without varying the laser-spot diameter) to 1% of its
initial level (i.e., to the level characteristic of spatially
integrated measurements), the position of the exciton
band remained unchanged and the peak of the defect–
impurity band shifted steadily from 1.485 to 1.433 eV
(Fig. 3). It is noteworthy that this shift was not accom-
panied by a change in the band shape and the results of
microluminescence mapping of the grain were identi-
cal for the highest and the lowest excitation levels.
Thus, the shift observed does not result from the fact
that several overlapping bands with different depen-
dences of intensity on the excitation level were mea-
sured. Specifically, this shift represents an intrinsic
property of the radiative transitions involved. Taking
into account all the spectral characteristics of the band
under consideration, it is reasonable to attribute it to the
emission of donor–acceptor pairs involving shallow
donors and A-center acceptors (VCd–D) [11, 12]. In this
context, the position of the band peak at 1.433 eV in the
case of the lowest excitation level (which corresponds
to the common case of spatially-integrated lumines-
cence) is quite typical. The unusually large shift of the
band position with increasing excitation level (50 meV
in comparison with 5–10 meV usually observed [6, 13])
is due to the very high excitation level attained and to
the local nature of the luminescence measurements car-
ried out in the regions of the crystal with a high density
of recombination centers. We can see from Fig. 4 that,
with an increase in the excitation level, there appears a
clear trend toward flattening-out in the dependences of
the shift and the intensity of the 1.4-eV band on the
excitation level. Most likely, such behavior is related
both to the saturation of the donor–acceptor recombina-
tion channel itself and to the rapidly increasing compe-
tition from the efficient exciton radiative channel
(where the excitation-level dependence of the recombi-
nation rate is nearly quadratic).

On the basis of the literature data on the position of
the zero-phonon lines (ZPLs) in the “self-activation”
band for various elements [1, 7, 14, 15], we may try to
identify the local centers responsible for microphotolu-
minescence emission. We should use the results
obtained for the lowest excitation level, make allow-
ance for the temperature shift, and take into account the
typical position of ZPLs with respect to the peaks of
self-activation bands in CdTe. The value for the low-
temperature position of the ZPL thus obtained is
~1.47 eV. This value corresponds to A-centers formed
with the participation of group-VII elements, chlorine
being the most probable impurity among them.

Luminescence mapping at the 840-nm wavelength
of a 2.5 × 2.5 mm region including a single-crystal
grain shown in Fig. 1 indicates that the intensity of the
defect- and impurity-related band under consideration
is high only over certain limited areas of 100–150 µm
size, mainly located relatively close to the grain bound-
aries (see Fig. 5). We do not yet understand in detail
SEMICONDUCTORS      Vol. 37      No. 9      2003
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how these precipitates form during the growth process.
It can only be stated with confidence that neither iso-
lated dislocations nor twin boundaries (points C, E, and
I in Fig. 1) act as the nucleation centers. A slight non-
systematic increase in the impurity-band intensity was
observed in the neighborhood of the grain boundaries.
In the spectra of grain-inside regions, only an intense
edge band is typically present. However, these regions
are also not entirely free of defects. Analyzing the spec-
tra of these regions (points D, F, G, and H in Fig. 1)
recorded on a considerably expanded sensitivity scale,
we observed weak bands peaked at 1.49, 1.47, 1.44,
1.41, and 1.36 eV under our experimental conditions).
A demonstration set of the corresponding spectra is
shown in Fig. 6. These bands are apparently related to
the radiative transitions to different levels of the accep-
tors with an energy Ev + 0.15 eV [1, 16], which, thus,
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Fig. 5. Microphotoluminescence map of the 2.5 × 2.5-mm
area of the sample including the single-crystal grain shown
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form a weak impurity–defect background in the spectra
of the crystals under study.

To examine the response of the ensemble of crystal
impurities and defects to thermal treatment, the sam-
ples were subjected to annealing at 700°C in an atmo-
sphere of saturated Cd vapor. Such a treatment leads to
a 100-fold increase in the intensity of all spectral bands.
In addition, a new band appears at ~1.41 eV; unfortu-
nately, it overlaps strongly with the other bands and
they cannot be analyzed separately. In general, these
changes were typical of the spectra from any point on
the crystal surface. Thus, on the one hand, the annealing
noted causes a substantial decrease in the density of
nonradiative recombination centers in the material; on
the other hand, it causes the formation of new impu-
rity–defect centers. However, the former effect is so
strong that it makes it possible to observe crystal lumi-
nescence at room temperature; specifically, the edge
band peaked at 1.502 eV (this band is due to the con-
duction-to-valence band transitions and the exciton
transition with its phonon replicas [17]).

4. CONCLUSION

Thus, we demonstrated that microphotolumines-
cence can be efficiently used to study the impurity and
defect content and the structure of CdTe crystals grown
by nonequilibrium techniques, including low-tempera-
ture synthesis from deeply purified components with
the subsequent purification of the compound being
grown under the conditions of congruent sublimation,
gas-dynamic vapor flow, and high-rate low-temperature
condensation. A key feature of the studies performed
was the need for local analysis of the material obtained.
Although the material possesses a polycrystalline struc-
ture with grains 1–2 mm in size, it exhibits strong low-
temperature exciton luminescence with rather uniform
intensity distribution over the bulk of the ingots. It is
evident, however, that, due to the large deviation from
equilibrium during the growth, the background impuri-
ties are distributed inhomogeneously; there is a ten-
dency toward accumulation of impurities and defects in
regions, about 100-µm-size, with a high density of cer-
tain impurities (chlorine). The detailed mechanism of
this phenomenon is not yet understood. It can be said
with confidence that neither isolated dislocations nor
twin boundaries act as the nucleation centers. A slight
nonsystematic increase in the impurity-band intensity
was observed in the spectra recorded from regions
close to the grain boundaries. Apparently, the accumu-
lation of impurities in these regions leads to some puri-
fication of the grain bulk from impurity- and defect-
related recombination centers. The luminescent proper-
ties of the crystals can be enhanced considerably by
long-term annealing in a Cd-vapor atmosphere. The
influence of the grain boundaries and other aggrega-
tions of extended defects on the ensemble of impurities
and defects in the crystals under study will be consid-
ered in detail in a subsequent publication.
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Abstract—The effect of dopant concentration and growth-surface crystallographic orientation on the incorpo-
ration of Si into Ga and As sublattices was investigated during GaAs molecular-beam epitaxy. The epitaxial lay-
ers (epilayers) were grown on GaAs substrates with (100), 2°(100), 4°(100), and 8°(100) orientations at a tem-
perature of 520°C and with (111)A, 2°(111)A, 2°(111)A, 5°(111)A, 6°(111)A, and 8°(111)A (where A = Ga)
orientations at a temperature of 480°C. The Si-dopant concentration was varied within 1017–1019 cm–3. Through
electrical and photoluminescent methods of investigation, the Si impurity was found to occur at the sites of both
GaAs-layer sublattices not only as simple donors and acceptors (SiGa and SiAs), but also as SiGa–SiAs, SiGa–VGa,
and SiAs–VAs complexes. The concentration of Si impurity in various forms depends on the doping level of the
layers and on the growth-surface orientation. Amphoteric properties of Si manifest themselves more promi-
nently on the (111)A face than on the (100) one. It is shown that impurity defects form at the stage of layer
crystallization and depend on the growth-surface structure. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of microelectronics and nanoelec-
tronics requires that the technology of molecular-beam
epitaxy (MBE) constantly be improved. The properties
of doped epilayers are affected profoundly by specific
features of impurity incorporation into the layers,
which, in turn, depends on the growth conditions and
the growth-surface crystallographic orientation. The
surface orientation is known [1–8] to strongly affect the
electrical and optical properties of the layers, the for-
mation of intrinsic and impurity defects, and, in the
case of doping GaAs with the Si amphoteric impurity,
can change the impurity distribution between the Ga
and As sublattices. However, the mechanism of this
phenomenon is poorly studied. In this paper, we report
results from investigating the effect of the dopant con-
centration and the growth-surface crystallographic ori-
entation on the incorporation of Si into the Ga and As
sublattices during GaAs molecular-beam epitaxy.

2. EXPERIMENTAL

GaAs layers 1 µm thick were grown using the
Katun’ MBE facility on GaAs substrates with (100),
2°(100), 4°(100), and 8°(100) orientations at a temper-
ature of 520°C and with (111)A, 2°(111)A, 5°(111)A,
6°(111)A, and 8°(111)A (where A = Ga) orientations at
1063-7826/03/3709- $24.00 © 21047
a temperature of 480°C. The ratio between the As and
Ga fluxes was equal to 20. The growth rate governed by
the Ga flux was constant (1 µm/h). The Si concentration
in the (100) layers was varied within 1017–1019 cm–3 by
adjusting the Si-source temperature. When growing the
layers on substrates with other orientations, the Si-
source temperature was held constant and corresponded
to an Si concentration NSi ≈ 1018 cm–3 in the layers.

The electrical parameters of the layers were deter-
mined by measuring the conductivity and the Hall
effect. Photoluminescence (PL) spectra were measured
at 77 K; they were exsited by an LG-75 laser at a wave-
length of 635 nm, and the emission was detected by a
germanium photodetector. The concentration Ni of
optically active centers was estimated (accurate to a
constant factor) from the formula [9, 10]

(1)

where n is the electron concentration, Ii is the PL-band
intensity corresponding to a given type of defects, Icv is
the edge-emission intensity, and C is the constant for an
ith type of centers. This formula is derived on the basis
of calculations performed in [11] for the radiative-
recombination deep-level centers in n-GaAs and can be
used under low-temperature conditions and low excita-
tion level. Such an estimate makes it possible to elimi-

Ni CnIi/Icv ,≈
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Photoluminescence spectra of (100) GaAs epilayers doped to the concentrations of n = (a) 0.3, (b) 1, (c) 3, and (d) 7 ×
1018 cm–3.
nate the influence of the nonradiative-recombination
centers.

3. RESULTS AND DISCUSSION

3.1. Doping-Level Effect on Incorporation 
of Si into GaAs Layers

The measurements showed that all the doped GaAs
epilayers are of n-type. The electron concentration in
the (100) layers varies from 1017 to 1019 cm–3 with
increasing Si flux.

The photoluminescent properties of GaAs layers
grown on the (100) face depend heavily on the Si-dop-
ing level. In PL spectra from layers with an electron
concentration n ≈ 1017–1018 cm–3, there are three emis-
sion bands: an edge band with a peak energy of 1.51 eV
and two emission bands in the impurity region of the
spectrum with peaks at 1.36 and 1.43–1.44 eV
(Fig. 1a). The intensity of the “impurity” bands
increases with increasing Si concentration (Fig. 1b). In
the spectra from layers with n > 2 × 1018 cm–3, the
impurity region involves the emission bands with peaks
at 1.2 and 1.48 eV (Fig. 1c), whose intensity increases
with the Si concentration in the layers. For the electron
concentration n * 7 × 1018 cm–3, the 1.2-eV emission
band is dominant in the spectra from the layers
(Fig. 1d).

The emission bands under consideration were iden-
tified by comparison with known published data. The
emission in the 1.2-eV region is characteristic of Si-
doped n-GaAs and related to the SiGa–VGa defects
[11−15]. The 1.36-eV band is conventionally attributed
to an SiAs–VAs complex involving an impurity atom at
the As site and an As vacancy. This band is most com-
monly encountered in spectra of p-GaAs layers grown
with relatively low ratios between As and Ga fluxes
[5,  6, 13]. The band with the 1.48-eV peak is most
likely caused by the SiGa–SiAs defect [5, 16].

The data on the nature of the emission band in the
1.43- to 1.44-eV region are contradictory. This band is
associated with the transitions from the conductivity
band to acceptor levels of VGa and GaAs intrinsic defects
SEMICONDUCTORS      Vol. 37      No. 9      2003
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[6], or to those of SiAs impurity defects [8]. In any
event, it is generally accepted that the emission band in
the 1.43- to 1.44-eV region corresponds to an elemen-
tary acceptor defect. In our opinion, the existence of
GaAs antisite defects in the investigated layers is
improbable because the MBE proceeds under the con-
ditions where there is As excess. The Ga vacancy in
GaAs is conventionally considered to be nonradiative-
recombination centers. In addition, we did not observe
the band under consideration in the PL spectra of
undoped GaAs layers. On this basis, we assume that the
emission band in the 1.43- to 1.44-eV region is caused
by SiAs defects.

Thus, the results of electrical and photoluminescent
investigations indicate that the GaAs layers involve the
Si impurity at sites of both sublattices both in the ele-
mentary form and in the form of complexes with intrin-
sic defects. The concentration of Si in various forms
depends on the doping level of the layers. Because all
the investigated layers were of n type, we may conclude
that Si atoms occupy predominantly the Ga sites SiGa in
the layers and manifest themselves as shallow-level
donors. For the impurity concentration n > 1017 cm–3,
the Si atoms occupy not only the Ga sites, but also the
As ones exhibiting amphoteric properties. In this case,
the impurity atoms at the As sites can be present both in
the form of elementary acceptors SiAs and in the form
of more complicated defects—the complexes with
intrinsic defects of the SiAs–VAs type (the PL bands of
1.43 and 1.36 eV, respectively). The concentration of
these defects increases linearly as the doping level rises
(Fig. 2). For an impurity concentration n > 2 × 1018 cm–3

in the layers, the SiGa–VGa complexes, which involve an
Si atom at the Ga site and a Ga vacancy, and also the
SiGa–SiAs pairs (the 1.2- and 1.48-eV bands, respec-
tively) appear and begin to prevail. As can be seen from
Fig. 2, the concentration of these complexes increases
more sharply with rising doping level (almost quadrat-
ically). In heavily Si-doped layers (n > 7 × 1018 cm–3),
the SiGa–VGa complexes become the predominant type
of impurity defects, along with the SiGa donors.

3.2. Effect of Growth-Surface Orientation 
on Incorporation of Si into GaAs Layers

The electrical parameters of GaAs layers grown on
variously oriented substrates for a constant Si flux are
listed in the table. It can be seen that the electron con-
centration in the (100) layers is somewhat higher than
that in the (111)A layers (A stands for Ga) and amounts
to 1.2 × 1018 and 9.2 × 1017 cm–3, respectively. It should
be noted that this distinction in the electron concentra-
tion cannot be associated with the various temperatures
of layer growth on the (111)A and (100) surfaces
because, according to the published data [12], growth-
temperature variation from 425 to 520°C does not influ-
ence the electron concentration in Si-doped layers.
SEMICONDUCTORS      Vol. 37      No. 9      2003
The measurements of the photoluminescent charac-
teristics of the layers showed that the same PL bands
are observed in the spectra of GaAs epilayers with all
of the orientations as those for the (100) layers with a
similar doping level; we observe, bands peaked at 1.51,
1.36, and 1.43–1.44 eV. The intensity of these bands
strongly depends on the growth-surface orientation. As
an example, we show the PL spectra for the (100) and
(111)A layers in Fig. 3. It can be seen that the “impu-
rity”-emission intensity is higher in the region of 1.3–
1.4 eV for the (111)A face than for the (100) one. In
addition, the intensities are comparable in magnitude
for both impurity bands in the spectra of the (100) lay-
ers, whereas it is the short-wave emission in the region
of 1.43 eV which is dominant for the (111)A layers.

The experimental data obtained indicate that the
concentration of the Si impurity incorporated in various
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Fig. 2. Concentration of (1) SiGa–VGa, (2) SiGa–SiAs,
(3) SiAs, and (4) SiAs–VAs defects as a function of the dop-
ing level of the (100) GaAs layers.

Charge-carrier concentration in GaAs layers

Surface orientation Electron concentration,
1018 cm–3

(100) 1.2

2°(100) 1.3

4°(100) 1.2

8°(100) 1.4

(111)A 0.92

5°(111)A 0.90

6°(111)A 0.92

8°(111)A 0.86
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Fig. 3. Photoluminescence spectra of GaAs epilayers with the orientation (a) (100) and (b) (111)A. In these layers, the electron con-
centration amounts to 1.2 × 1018 and 9.2 × 1017 cm–3, respectively.
forms into the GaAs layers substantially depends on the
growth-surface orientation. For the (111)A face, the
electron concentration in layers, i.e., the SiGa-defect
concentration (see table), is lower as compared with the
(100) face, whereas in the As sublattice, the defect con-
centration, primarily, that of SiAs defects, increases (the
intensity of the corresponding PL bands increases, see
Fig. 3). According to data from electrical measurements,
the degree of compensation in the layers also increases
(from 0.35 to 0.5). These results indicate that the ampho-
teric properties of Si manifest themselves more distinctly
for the (111)A face than for the (100) one.

The existence of an orientation dependence for the
impurity-defect concentration in GaAs layers indicates
that their formation depends on the growth-surface
structure. The distinctions in the structures of the singu-
lar (100) and (111)A faces are associated with the dif-
ference in the density of free chemical bonds on the sur-
face. It is in this context that the more pronounced
amphoteric properties of Si in GaAs layers with a
(111)A face, with those with a (100) face, are explained
in a number of studies [2–8]. According to the reason-
ing in these works, as the (111)A face with one dan-
gling bond per atom brings about unfavorable condi-
tions for the dissociation of As molecules and to incor-
porating As atoms into the crystal (as compared with
the (100) face with two dangling bonds per atom),
Si atoms can compete more efficiently with As atoms
being incorporated into the As sites. Thus, a higher
acceptor concentration is conventionally observed on
the (111)A face as compared with other orientations,
which is consistent with our experiments.

The investigation of the effect of small-angle deflec-
tions ϕ from the singular faces on properties of GaAs
layers showed that the misorientation of the layers only
weakly influences (see table) the electron concentra-
tion, i.e., the concentration of simple impurity defects
SiGa in the Ga sublattice.

At the same time, according to the photolumines-
cent measurements, the impurity-defect concentration
in the As sublattice depends heavily on the deflection
angle ϕ. In Fig. 4, we show the orientation dependences
of concentration for SiAs acceptors and SiAs–VAs com-
plexes. It can be seen that the concentration of simple
SiAs defects in the As sublattice is highest in both sin-
gular faces and decreases with misorientation; i.e., the
conventional faceting effect is observed.

The dependence of the SiAs–VAs-complex concentra-
tion on the deflection angle has a different character
near the (100) and (111)A faces. The concentration of
these defects is highest on the (100) face and decreases
when deviating from it. In the case of deflection from
the (111)A singular face, the concentration of the com-
plexes varies only slightly: first, it increases somewhat
and then decreases.

For the deflection from a singular face, the surface
acquires a profile which consists of steps with terraces
having indices of the face from which the deflection
takes place and with vertical portions having indices of
the face in the direction of which the misorientation
occurs. The terrace size (the spacing λ between the
steps) can be calculated using the expression

where Nst = 1/λ is the density of steps and h is their
height, amounting to 2.82 Å for the deflection from the
(100) face and 3.26 Å for that from the (111)A face. In
Fig. 4a (curve 1), we show the calculated dependence
λ(ϕ). It can be seen that the spacing λ between the steps
decreases with increasing angle of deflection from a
singular face, which correlates with the trend of depen-
dences for the concentration of the SiAs and SiAs–VAs
defects on ϕ in a larger portion of the range. Such a cor-

Nsth ϕ ,tan=
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face towards the (100) face.
relation means that the formation of impurity defects in
the As sublattice is primarily governed by the processes
occurring on the growth-surface terraces.

Thus, the results obtained in this study indicate that
a considerable fraction of the Si impurity is incorpo-
rated into the lattice during GaAs molecular-beam epi-
taxy in the form of complexes with intrinsic point
defects. The mechanism of formation of the complexes
in the GaAs epilayers grown by vapor epitaxy, i.e.,
under conditions of reasonably low growth tempera-
tures, is not conclusively established. The dependence
of the concentration of complexes on the growth-sur-
face orientation points to the fact that they are formed
at the layer-crystallization stage. Previously, when
investigating the processes of growing and doping
GaAs in chloride and MOC-hydride systems, we sug-
gested a mechanism for the formation of impurity–
vacancy complexes as a result of entrapping the
adsorbed diatomic impurity molecules. This mecha-
nism is likely quite common for all impurities forming
stable diatomic molecules, which was corroborated by
the thermodynamic calculations of the composition of
adsorbed layers and by the experimental data on the
kinetics of entrapping S, Te, Sn, and Ge impurities
[9, 10, 17, 18]. A similar complex-formation mecha-
nism can be assumed to also take place for the growth
of layers during molecular-beam epitaxy. A low MBE
temperature and a pronounced segregation of the impu-
rity at the interface between a crystal and an adsorbed
layer increase the probability of both the formation of
complexes in the adsorbed layer and their incorporation
into the growing layer without preliminary dissocia-
SEMICONDUCTORS      Vol. 37      No. 9      2003
tion. To clarify this issue, further investigations are nec-
essary, in particular, the calculation of adsorbed-layer
composition in MBE systems.

4. CONCLUSIONS

The results obtained in this study enable us to con-
clude the following.

(i) During GaAs molecular-beam epitaxy, Si atoms
are incorporated into the lattice not only in the form of
SiGa simple donors, but also as SiAs elementary accep-
tors and more complicated defects: SiGa–SiAs, SiGa–VGa,
and SiAs–VAs complexes.

(ii) The concentration of various impurity defects in
the layers depends on the doping level and the growth-
surface orientation.

(iii) The amphoteric properties of Si are more pro-
nounced on the (111)A face than on the (100) face.

(vi) The impurity defects are formed at the crystalli-
zation stage and determined by the growth-surface
structure.
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Abstract—The I–V characteristics of silicon p–i–n structures were measured in a magnetic field transverse to
the current at a temperature of 77 K. The special features of the I–V characteristics and the magnetosensitivity
at low temperatures are attributed to the superposition of the anisotropic dimensional effects caused by the
Lorentz force and by the intervalley redistribution of electrons. This redistribution can, in turn, be caused by
field heating of electrons (the Sasaki effect) in the semiconductor bulk or by violation of the mutual compen-
sation for transverse electron fluxes belonging to various valleys near the semiconductor surface. © 2003 MAIK
“Nauka/Interperiodica”.
In a p–i–n structure placed in a magnetic field trans-
verse to the current (B ⊥  J, B is the magnetic induction
vector directed along the z axis and J is the current den-
sity vector directed along the x axis), the charge carrier
deflection by the Lorentz force to a particular lateral
surface of the p–i–n structure causes the magnetodiode
effect, which manifests itself in the dependence J(B). If

the surface recombination rates (SRRs)  and  at
the Hall face of the i-region (at y ± d) differ, the magne-
tosensitivity (MS) in a weak magnetic field is, as a rule,
polar at room temperature (∆J/∆B is of opposite sign at
B > 0 and B < 0) [1–3]. The current MS is positive
(∆J/∆B > 0) when the magnetic field deflects carriers
from the surface with a high SRR and forces them to
the surface with a low SRR. In this case, an increase in
the magnetic field results in a decrease in the carrier
recombination rate averaged over the cross section at
rather small |ExB| (E is the electric field vector), which
causes an increase in the injection current. However, a
further increase in |ExB| brings about intense accumula-
tion of carriers at the surface with a low SRR; as a
result, the average recombination rate increases and the
current begins to decrease with the magnetic field.
Therefore, the MS becomes nonpolar. Such a magneto-
diode effect is well explained within the drift theory
[1, 4–6].

At liquid-nitrogen and liquid-helium temperatures,
a number of special features in the magnetodiode effect
[7, 8] are observed in the p–i–n structures fabricated
from multivalley semiconductors (such as Ge and Si).
Figure 1 shows the experimental current-voltage (I–V)
characteristics of silicon n+–p–p+ structures at 77 K.
The structures under study have the same design as in
[8]. The samples were formed on pure p-Si (111)
wafers of thickness 2d = 200–400 µm with a resistivity
ρ ≈ 20 kΩ cm and bulk lifetime of charge carriers τ ≈

Sp
+ Sp

–

1063-7826/03/3709- $24.00 © 21053
500 µs at T = 300 K. At the top surface of the wafers, n+

and p+ regions spaced by w = 300–800 µm were formed
by ion-implantation doping. These regions comprised
n+–p and p+–p junctions, which provided double injection
in the corresponding n+–p–p+ structures. The I–V charac-
teristics were measured at T = 77–300 K in various mag-
netic fields. The magnetic field Bz ≡ B parallel to the
wafer surface and perpendicular to the current lines
acted in two directions: at B < 0, carriers were deflected
by the magnetic field to the top surface of the wafer
(at y = d) and to the opposite side (y = –d) at B > 0. To
prevent heating of the semiconductor sample, a pulsed
measuring technique was used.

We note the following special features of these I–V
characteristics. First, the I–V characteristic includes a
pronounced sublinear portion at B = 0. Second, the MS
features are usual at B < 0. In contrast to the situation
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1 10 102
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I, mA

4

5
6 7
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3

Fig. 1. Experimental I–V characteristics of the silicon
n+–p–p+ structure at T = 77 K under magnetic fields B = 0 (1),
0.05 (2), 0.19 (3), –0.05 (4), –0.125 (5), –0.19 (6), and
−0.63 (7) T.
003 MAIK “Nauka/Interperiodica”
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taking place at room temperature, in this case, the polar
MS arises only at rather high voltages. This effect was
discussed in [8]; however, it could be seen in the I–V
characteristics of germanium structures studied at T =
77 K as early as 1968 (see [7]).

In [8], it was assumed that the low-temperature fea-
tures in the I–V characteristics and the MS of the p–i–n
structures can be caused by the following factors:

(i) the intervalley redistribution of electrons (IVRE)
near the semiconductor wafer surfaces and

(ii) the IVRE due to field heating of electron gas (the
Sasaki effect).

Let us discuss these assumptions.
The surface IVRE was studied for the first time in

[9, 10] for the monopolar [9] and then for the bipolar
case (at uniform photogeneration) [10]. Since the semi-
conductor layer surfaces confine the anisotropic drift
(transverse to the current) of electrons that belong to
various valleys, the electron density at the semiconduc-
tor surface increases or decreases in specific valleys.
The consequences of such a surface IVRE in a bipolar
semiconductor are as follows [10]:

(i) an increase in the effective surface recombination
rate and

(ii) the conductivity anisotropy in the surface semi-
conductor layers, whose thickness depends on the elec-
tric field and the intervalley relaxation rates.

In [11], the results of [10] were generalized to the
case of p–i–n structures with double injection. In [12],
in addition to the injection and the surface IVRE,
deflection of carriers by an external magnetic field was
also taken into account. The calculations of [12]
showed that the surface IVRE could indeed give rise to
the I–V characteristics and MS, which were similar to
those shown in Fig. 1 and observed previously [7, 8].
However, we note that this requires very specific condi-
tions at the semiconductor wafer surfaces. It is hardly
probable that such conditions were present in the exper-
imental samples [7, 8]. Furthermore, estimations show
that field heating of electron gas undeniably took place
in the experiments under consideration; this was disre-
garded in the theory [12].

Under conditions of field heating of charge carriers,
the multivalley semiconductor conductivity, as is known,
becomes anisotropic (the Sasaki effect [13, 14]). This
conductivity anisotropy is associated with the interval-
ley redistribution of carriers caused by dissimilar heat-
ing of electrons by an electric field in different valleys.
In the case of field heating of electron gas, the theoret-
ical analysis of the double injection currents becomes
very complicated. In this case, the kinetic and relax-
ation parameters of a semiconductor depend on the
electron gas temperature, which is, in turn, controlled
by the electric field. Since the field E is nonuniform in
the case of double injection, a spatial dependence of the
semiconductor kinetic and relaxation parameters
arises, and the terms caused by the electron-tempera-
ture gradient appears in the continuity equations. The
problems of electron density and temperature determi-
nation in various valleys are interrelated. Solving these
problems requires knowledge of the temperature
dependences of the relaxation, recombination, and
transport coefficients, but data for these are lacking.
Therefore, we simplify the further analysis of the I–V
characteristics of the p–i–n structure with the simulta-
neous consideration of the Sasaki effect and the
Lorentz force. The purpose of this analysis is to reveal
qualitatively the features of the I–V characteristics of
the p–i–n structure under conditions where the conduc-
tivity anisotropy is caused by field heating of carriers
and their deflection, by an external magnetic field.

Let us analyze the I–V characteristics and MS using
the concept of the effective carrier lifetime τeff, which
can be introduced under certain assumptions in many
specific models of double-injection currents. For exam-
ple, in the drift mode of the I–V characteristic of the
p−i–n structure, J(U) is defined using τeff by the follow-
ing equations:

(1)

Here, U is the voltage, pT and nT are equilibrium con-
centrations of holes and electrons in the i-region, µp, n
are their mobilities, and Ew = Ex(w). In the situation
where the IVRE and field heating of carriers are insig-
nificant, it is possible to obtain a sufficiently exact
expression for the effective lifetime, which defines the
dependence of τeff on the semiconductor sample thick-
ness, the carrier lifetime, the surface recombination
rates, and electric and magnetic fields (see, e.g., [5, 6]).

At equal surface recombination rates,  = , a good
approximation for τeff is given by

(2)

where  is the effective lifetime at B = 0, and the
characteristic field EB is inversely proportional to the
magnetic field induction (EB ∝  1/B).

If the surface IVRE is taken into account (with no
field heating of electrons), the expression for τeff
depends also on the times of intervalley relaxation in
the bulk and the relaxation rates at the semiconductor
surface. This expression, in some extreme cases, can also
be approximated by expressions similar to formula (2)
(see [12], where specific expressions for τeff are given,
as well as results of some calculations).

wJ eµnµp nT pT–( ) τeffEx Ex,d

0

Ew

∫=

UJ eµnµp nT pT–( ) τeffEx
2 Ex.d

0

Ew

∫=

Sp
+ Sp

–

τeff

τeff
0

1 Ex/EB( )2+
-----------------------------------,=

τeff
0
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When analyzing the I–V characteristics of the p–i–n
structure with simultaneous consideration of the
Lorentz force and the Sasaki effect, we use an approx-
imate expression for τeff. Substituting this expression
into Eq. (1) makes it possible to take into account the
superposition of transverse fluxes of carriers due to the
IVRE in a strong electric field and the deflection by the
Lorentz force. By analogy with formula (2), as such an
expression, we take the dependence of τeff on Ex and B
in the form

(3)

where ES is a characteristic field such that heating of
electron gas, the IVRE and, hence, the Sasaki anisot-
ropy become significant at E > ES. The parameter γ
defines the development rate of the Sasaki anisotropy
with the field E. Substituting expression (3) into Eqs. (1)
and reducing the relations obtained to a dimensionless
form, we obtain

(4)

where

are the dimensionless current, voltage, electric field,
and magnetic induction. Figure 2 shows the depen-
dences iS(U) calculated by the above formulas for the
various magnetic fields and γ = 3/2.

At B = 0 and low voltages, the dependence of the
current on the voltage is quadratic, since the semicon-
ductor mode of double injection takes place. As the
voltage increases, the Sasaki anisotropy begins to man-
ifest itself. Due to the transverse anisotropic drift, car-
riers are accumulated near one of the lateral surfaces of
the sample and actively recombine. The effective life-
time decreases with voltage, and the dependence of the
current on the voltage becomes weaker (sublinear).

The magnetic field also causes surface accumulation
of electron–hole plasma. As the induction vector
reverses its direction, the direction of the Lorentzian
drift is also reversed. At B > 0, the anisotropic effects
caused by the magnetic field and the Sasaki effect give
rise to the transverse drift of carriers in opposite direc-
tions at B > 0 and B < 0.

τeff

τeff
0

1 E/EB( ) E/ES( )γ–[ ] 2
+

--------------------------------------------------------------,=

iS
ε εd

1 βSε εγ–( )2
+

---------------------------------------,

0

εw

∫=

uSiS
ε2 εd

1 βSε εγ–( )2
+

---------------------------------------,

0

εw

∫=

iS
Jw

eµnµp nT pT–( )τeff
0 ES

2
---------------------------------------------------,=

uS
U

wES

----------, ε E
ES

-----, βS

ES

EB

------= = =
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At B > 0, the Lorentzian drift and the Sasaki anisot-
ropy enhance the surface accumulation of carriers with
the voltage and magnetic field. In this case, the current
decreases with B at any voltage. At B < 0, the nonmono-
tonic dependence of the current on the magnetic field
takes place. At a fixed voltage U, the highest current is
attained in the magnetic field BC(U) that, to a great
extent, causes compensation for the Sasaki anisotropy.
At B < BC, the Sasaki effect is dominant and carriers are
accumulated at one i-region surface. At B > BC, the
Lorentzian drift is dominant and carriers are accumu-
lated at the opposite surface.

We now consider the I–V characteristics at a fixed
magnetic induction B < 0. At low voltages, the semi-
conductor conductivity anisotropy is controlled by the
magnetic field. As |BEx| increases, the Lorentzian drift
and the surface accumulation of carriers are enhanced.
In this case, the recombination rate increases, the effec-
tive lifetime is shortened, and the quadratic dependence
of the current on the voltage becomes linear. At rather
high voltages, the Sasaki anisotropy becomes signifi-
cant, which initially decreases carrier accumulation at
the surface and, hence, increases the effective lifetime.
At εγ – 1 = βS, the anisotropic effects caused by the mag-
netic and electric fields cancel each other out; as a

result, the current drastically increases at uS ≈ .
A further voltage increase causes carrier accumulation
at the opposite surface of the semiconductor wafer. As
a result, the effective lifetime is abruptly shortened and
the rise in current with voltage is retarded.

Although the above interpretation of the experimen-
tal I–V characteristics of planar p–i–n structures at low
temperatures is not rigorous, it nevertheless provides
insight into the causes of significant differences in these
I–V characteristics at T = 300 and 77 K.
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Fig. 2. I–V characteristics of the p–i–n structure under vari-
ous magnetic fields (relative units) at βS = 0 (1), 2 (2), 5 (3),
–1 (4), –2 (5), –3 (6), and –5 (7).
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Abstract—The conductivity σ, Hall coefficient R, and thermoelectric power α0 of p-Ag2Te were studied in the
temperature range of 300–550 K. Inconsistency between the signs of R and α0 was observed at 420–550 K.
These results are interpreted within the two-phase model with spherical constant energy surfaces. It is estab-
lished that the inconsistency between the R and α0 signs is due to the emergence of the scattering mechanisms
with the parameters r0ac, r00, and r0d an increase of about 50% in the ratio of the effective electron and hole
masses as a result of the transition α  β. © 2003 MAIK “Nauka/Interperiodica”.
Recently, we have published a paper [1] devoted to
the temperature dependences of the Hall coefficient
R(T), conductivity σ(T), and thermoelectric power
α0(T) in p-Ag2Te in the temperatures range of 4–300 K.
The experimental data on R(T), σ(T), and α0(T) were
interpreted within the model with two carrier types. In
[2, 3] it was shown that the transition α  β in Ag2Te
is accompanied by additional transitions α  α'
β'  β approximately according to the scheme

α385      β440. To gain insight into
the influence of the phase transition on the electrical
and thermoelectric properties of Ag2Te, we studied a
number of p-type samples in the temperatures range of
300–550 K. The samples were prepared using conven-
tional technology [1].

The results of the study show that the R(T) and α0(T)
signs are unchanged before the transition α'  β', and
the material exhibits n-type conduction in both effects.
After the transition, the R sign is unchanged, while the
α0 sign changes from n to p; i.e., the R and α0 signs
become inconsistent (Fig. 1). The establishment of the
causes of the inconsistency in the R and α0 sign requires
complex calculations taking into account the possible
scattering mechanisms in order to ascertain the entire
change in the effective carrier masses.

In [4], it was shown that the transition α  β in
Ag2Te was accompanied by an increase in the number
of silver vacancies in interstices which played the role
of acceptor centers. Therefore, the conduction is mixed
in the indicated temperature range.

To establish the cause of the difference between the
R and α0 signs, we carried out calculations within the
two-band model with spherical constant-energy sur-
faces. The expressions for σ, R, and α0 in the range of
mixed conduction can be written as functions of the

α405' β420'
1063-7826/03/3709- $24.00 © 21057
ratio of hole and electron conductivity components (a =
σp/σn, see [5])

(1)σ σi
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a1/2 b 1+( )
-------------------------,=
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Fig. 1. Temperature dependences of the conductivity σ,
thermoelectric power α0, and Hall coefficient in p-Ag2Te.
Solid lines are plotted for (1) r0i, r0ac, mnβ = 0.03, mpβ = 0.12;
(2) r0ac, r00, mnβ = 0.03, mpβ = 0.12; (3) r0ac, r00, r0d, mnβ =
0.03, mpβ = 0.12; (4) r0ac, r00, r0d, mnβ = 0.03, mpβ = 0.18.
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(2)

(3)

where σi = eni(Un + Up); b = ; ε0 =  + rn + rp,

χ = rp – rn + ln ; ni is the intrinsic carrier con-

centration; Un, Up, mn, and mp are the mobilities and
effective masses of electrons and holes; A is the Hall
factor (for a parabolic and nonparabolic bands, A =

 and A = ( )2, respec-

tively, where Fr(µ*) and (µ*, β) are the one- and
two-parameter Fermi integrals; β0 = k0T/εg is the
parameter characterizing the degree of nonparabolicity
of the band; µ* = µ/k0T is the reduced chemical poten-
tial [6]); and rn and rp are the scattering coefficients.

The temperature dependence of the mobility is
given by

(4)

where m* is the effective mass of carriers and τ is the
relaxation time.

The parameters Un and Up entering formulas (1)–(3)
were calculated as follows.
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Fig. 2. Temperature dependences of the electron (Un for a
nonparabolic band) and hole (Up for a parabolic band)
mobilities. The notation is the same as in Fig. 1.
In the case of two scattering mechanisms with the
parameters r0i and r0ac, the effective relaxation time is
written as (see [1])

(5)

To determine τ0i(T), we use the following formula: 

(6)

where χ0 is the crystal permittivity,

(7)

rs is the screening length, which, for nondegenerate
semiconductors, is given by

(8)

n0 is the charge-carrier density p =

F3/2(µ*) for the parabolic valence band

and n = (µ*, β0) for the nonparabolic

conduction band; the dispersion relation of electrons in
β-Ag2Te obeys the Kane model [7]), and Ni is the impu-
rity ion concentration [6].

The expression for τ0ac(T) for the standard and non-
standard bands is written as (see [1])

(9)

where ρ is the crystal density, C is the constant of the
interaction between carriers and lattice vibrations, and
U0 is the velocity of sound in the crystal. It was ascer-
tained that C is related to the deformation-potential

constant Ed = C [1]. We take into account the values

χ0β = 14, ρβ = 7.64 kg cm–3, U0β = 3.5 × 105 cm/s, Ed =
10 eV, mnβ = 0.03 [7], and mpβ = 0.12 [8], as well as µ ≈

–  + k0Tln  (disregarding a small deviation).

After calculating τ0i(T), F, ξ, rs, and τ0ac(T) taking into
account their numerical values in formula (5), τeff(I)
was determined. Then, using formula (4), Un(T) and

τeff

τ0i T( )τ0ac T( ) ε
k0T
-------- 

  r0ac 1/2–

τ0i T( ) τ0ac T( ) ε
k0T
-------- 

  r0ac r0i–

+
-------------------------------------------------------------------.=

τ0i T( )
χ0 2mn( )1/2 k0T( )3/2

πe4NiF
--------------------------------------------,=

F 1 ξ+( )ln
ξ

1 ξ+
------------, ξ– 4k2rs,= =

rs

χ0k0T

4πe2n0

-----------------,=

2mpk0T( )3/2

3π2
"

3
-----------------------------

2mnk0T( )3/2

3π2
"

3
----------------------------I3/2

0

τ0ac T( ) 9π
2

------
ρU0

2
"

4

C2 2mnk0T( )3/2
----------------------------------- ε

k0T
-------- 

  1/2–

,=

τ0ac T( ) 9π
2

------
ρU0

2
"

4

C2 2mnk0T( )3/2
-----------------------------------,=

2
3
---

εg

2
---- 3

4
---

mn

mp

------
SEMICONDUCTORS      Vol. 37      No. 9      2003



ELECTRICAL AND THERMOELECTRIC PROPERTIES 1059
Up(T) were determined for the nonparabolic and para-
bolic bands, respectively (Fig. 2, curves 1).

The intrinsic carrier concentration ni is calculated
using the formula

(10)

where εg = 0.12 eV [7].
Substituting the values of Un, Up, nβ, pβ, ni, and εg

into formulas (1)–(3), we obtain σ(T), R(T), and α0(T)
(Fig. 1, curve 1).

The calculations show that the consideration of the
contribution of scattering by impurity ions (this contri-
bution is insignificant) and by acoustic lattice vibra-
tions does not result in the agreement of experimental
and calculated curves (Fig. 1, curve 1). Therefore, the
contribution of carrier scattering by optical lattice
vibrations is taken into account in the calculation. At
k0T @ "ω, in the case of a parabolic band, the relaxation
time in the case of scattering by optical phonons is
given by (see [6])

(11)

where M =  is the reduced mass of ions in the

unit cell, Ω0 is the unit cell volume, and ω0 is the limit-
ing frequency of longitudinal optical phonons. Taking
into account the values of τ00(T) in formula (4), we
determine U00 (Fig. 2, curve 2).

In the case of a nonparabolic band and scattering by
optical phonons, U00 is given by

(12)

where e* is the effective charge and fop is the factor
accounting for the influence of nonparabolicity on the
scattering probability [9].

In the case of mixed scattering mechanisms with the
parameters r0ac and r00, the carrier mobility is written as

(13)

Having taken into account these scattering mecha-
nisms, the calculations using formulas (1)–(3) qualita-
tively comply with the experimental data (Fig. 1, curve 2).
An analysis of the above calculations shows that the
quantitative agreement of experimental and calculated
curves requires taking into account new scattering cen-
ters in formula (13).
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In [4], it was shown that abrupt changes in the
kinetic coefficients of Ag2Te during the transition
α  β are caused not only by changes in the band
parameters, but also by the densities of electrically
active and neutral defects. Andre and Simon [10] rea-
son that Ag2Te is characterized by Frenkel defects with
Ag atoms at interstices, which manifest themselves due
to Ag atoms statistically arranged in the corresponding
sublattice. As follows from the conclusions of [4, 10, 11],
the run of σ(T), R(T), and α0(T) at T > 420 K is also
associated with point defects generated during the tran-
sition α  β. Therefore, formula (13) can addition-
ally account for the contribution of the mobility U0d cal-
culated using the relaxation time for the mechanism of
scattering by point defects in the case of the parabolic
band as (see [6])

(14)

where V0 is the constant characterizing the δ potential
amplitude and Nd is the point defect density, which is
determined in [11]. Substituting formula (14) into rela-
tion (4), U0d(T) was determined. In this case, U for all
of the scattering mechanisms is defined as

(15)

The calculations show that the consideration of for-
mula (15) (Fig. 1, curve 3) at mpβ = 0.18 leads to a total
agreement of the experimental and calculated cur-
ves σ(T), R(T), and α0(T) (Fig. 1, curve 4).

As the results of calculations show, each new scat-
tering mechanism taken into account in the calculation,
as well as an increase in the effective mass of holes,
promotes convergence of the experimental and calcu-
lated curves. Scattering of charge carriers by phonons
in the case of p-type conduction is important as well. In
this case, the mpβ maximum increases by 50% (as
mnβ/mnα in [7]); however, this increase has a more sig-
nificant effect on α0(T) than on σ(T) and R(T). We can
see from formulas (2) and (3) that the conditions p > n

and Un > Up yield n  > p ; it then follows from for-
mula (2) that R < 0; i.e., sign n is dominant in R(T).
Since mp > mn, formula (3) yields α0(T) > 0 and sign p is
dominant.

Thus, the disagreement of the Hall coefficient and
thermoelectric power signs in p-Ag2Te in the tempera-
ture range of 420–550 K is accompanied by combina-
tion of the scattering mechanisms with the parameters
r0ac, r0p, and r0d, as well as a 50% increase in the effec-
tive mass of electrons and holes as a result of the tran-
sition α  β.
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Abstract—Mössbauer spectroscopy of the 119Sn isotope has shown that the superconducting transition in
(Pb1 – xSnx)1 – zInzTe solid solutions is not accompanied by a change in the local symmetry of tin atoms or in
their electronic structure. © 2003 MAIK “Nauka/Interperiodica”.
Superconductivity with a critical temperature Tc ≈
4 K, which is extremely high for semiconductors and
depends on the tin concentration, was revealed in the
(Pb1 – xSnx)1 – zInzTe solid solutions with x ≈ 0.8 and z ≈
0.16–0.20 [1]. This finding cannot currently be
explained within any version of microscopic theory of
superconductivity. One cannot rule out the possibility
that the phenomenon of superconductivity in these
semiconductors is related to resonance levels created
by the indium impurity in the valence band of the crys-
tals [2].

Mössbauer spectroscopy is a promising tool for
studying the electronic structure of solids. The parame-
ters of Mössbauer spectra (the isomer shift and quadru-
pole splitting) allow reliable determination of the
charge state of the centers studied and the symmetry of
their local environment, whereas, by measuring the
temperature dependence of the centroid S of a Möss-
bauer spectrum, both above and below the supercon-
ducting-transition temperature Tc, one can investigate
the formation of Cooper pairs.

We undertook a Mössbauer study of the
(Pb1 − xSnx)1 – zInzTe solid solutions using the 119Sn iso-
tope with the purpose of detecting possible changes in
the local symmetry of tin sites and the electronic struc-
ture of tin atoms, as well as of following the process of
Cooper pair formation.

The solid solutions (Pb0.5Sn0.5)0.84In0.16Te (Tc ≈ 4 K),
Pb0.5Sn0.5Te (Tc < 1.8 K), (Pb0.4Sn0.6)0.84In0.16Te (Tc ≈
4 K), Pb0.4Sn0.6Te (Tc < 1.8 K), (Pb0.4Sn0.6)0.97In0.03Te
(Tc < 1.8 K), and the compound SnTe (Tc < 1.8 K) were
prepared by melting the starting components of semi-
conductor-grade purity in evacuated quartz cells, with
their subsequent annealing at 650°C for 120 h. X-ray
analysis showed all the samples to be single-phase
(with an NaCl-type structure). The 119Sn Mössbauer
spectra were obtained with an SM 2201 commercial
spectrometer at 295, 195, 78, 4.2, and 2 K, with the
1063-7826/03/3709- $24.00 © 21061
source (Ca119SnO3) maintained at 295 K. The width of
the spectrum of this source with a CaSnO3 absorber (sur-
face density 0.1 mg/cm2 for 119Sn) was 0.78(1) mm/s,
and this value was assumed to be the instrumental
width of the 119Sn spectral line.

The 119Sn Mössbauer spectra of all the (Pb1 – xSnx)1 – z

InzTe samples consisted of individual lines (Fig. 1),
whose full widths at half maximum Wexp were close to
the instrumental width of the spectra (Wexp varied from
0.96 to 1.04 mm s–1, depending on the sample compo-
sition). The transition of an alloy to the superconduct-
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Fig. 1. 119Sn Mössbauer spectra of the (Pb0.5Sn0.5)0.84In0.16Te
solid solution (Tc ≈ 4 K) measured at (1) 4.2 and (2) 2 K.
The isomer shifts are specified relative to the spectrum mea-
sured at 4.2 K.
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ing state does not noticeably affect Wexp. Thus, we may
conclude that the transition of the (Pb1 – xSnx)1 – zInzTe
solid solutions to the superconducting state does not
entail any change in the local symmetry of their cation
lattice sites.

The isomer shift of Mössbauer spectra is governed
by the chemical nature of atoms in the local environ-
ment of the Mössbauer probe. Since a variation in the
composition of the (Pb1 – xSnx)1 – zInzTe solid solution
leaves the nearest environment of tin atoms unchanged,
the constancy of the 119Sn Mössbauer isomer shift,
which, for all of the compositions, coincides within
experimental error with that of the SnTe compound,
does not come as a surprise.

The phenomenon of superconductivity is known to
be based on formation of a Bose condensate of Cooper
pairs, which is described by a common coherent wave
function, so that the distribution of electron density
over the lattice sites of a superconductor measured at
temperatures above and below the superconducting-
transition temperature should be different [3]. Since the
isomer shift of Mössbauer spectra depends on the elec-
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Fig. 2. Temperature dependences of the centroid S of the
119Sn Mössbauer spectra measured for the solid solu-
tions (1) (Pb0.4Sn0.6)0.84In0.16Te, (2) Pb0.5Sn0.5Te,
(3)   (Pb0.4Sn0.6)0.84In0.16Te, (4) Pb0.4Sn0.6Te, and
(5) (Pb0.4Sn0.6)0.97In0.03Te, related to its values at 4.2 K.
The solid line shows the theoretical temperature depen-
dence of S calculated for the case of a second-order Doppler
shift at θ = 130 K.
tron density at the probe nucleus, one can detect the for-
mation of the Bose condensate from the temperature
dependence of the centroid S of the Mössbauer spec-
trum of a superconductor at T < Tc [4]. We should bear
in mind that, in the absence of phase transitions, the
temperature dependence of S, governed by a second-
order Doppler shift, can be written in terms of the
Debye model in the form [5]

(1)

where k is the Boltzmann constant, E0 is the energy of
the isomer transition, M is the probe-nucleus mass, c is
the speed of light in vacuum, θ is the Debye tempera-
ture, and F(T/θ) is the Debye function. Deviation of an
experimental dependence S(T) from the relation of
type (1) should indicate a change in the electron density
of the crystal at the Mössbauer probe sites in the crystal,
which is due to the Bose condensation.

Figure 2 shows experimental (symbols) and theoret-
ical (solid lines plotted using Eq. (1)) temperature
dependences of the centroid of the 119Sn spectra
obtained for the (Pb1 – xSnx)1 – zInzTe solid solutions.
Within the temperature range studied (above and below
the superconducting-transition temperature), the exper-
imental dependences S(T) are seen to be well fitted by
the second-order Doppler shift for the Debye tempera-
ture θ = 130 K.

Thus, we can conclude that 119Sn Mössbauer
spectroscopy reveals changes neither in the local site
symmetry nor in the electronic structure of atoms in
(Pb1 – xSnx)1 – zInzTe solid solutions at the superconduct-
ing transition.
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Abstract—It is shown that the behavior of autosolitons can be considered as the behavior of an ensemble of
interacting solitary localized states in the electron–hole plasma. Investigations revealed transitions from the
modes of chaotic oscillations of a current in the external circuit of a sample, which are caused by the motion of
autosolitons, to regular oscillations, and from regular oscillations to other regular oscillations through bifurca-
tion by doubling the period with increasing the excitation level of the electron–hole plasma. It is concluded that
the system which consists of an ensemble of interacting autosolitons possesses the property of self-organiza-
tion. It is shown that the autosolitons, which travel through the sample in an external longitudinal magnetic field
as strong as 13.6 × 103 A/m, also exhibit synergetic behavior in a dissipative structure in InSb. © 2003 MAIK
“Nauka/Interperiodica”.
It is shown theoretically [1–17] and experimentally
that localized regions with an extreme concentration
and temperature of charge carriers, so-called autosoli-
tons, both in the form of layers of current (longitudinal
autosolitons) and in the form of layers of a strong elec-
tric field (transverse autosolitons) can emerge in the
nonequilibrium excited electron-hole plasma. The
plasma may be generated either by impact ionization or
injection in n-GaAs [8, 9], or by photogeneration in Ge
[10], as well as by Joule heating in InSb [11, 12].

According to previous numerical calculations [13–17],
the kinetics of formation of autosolitons in the elec-
tron–hole plasma of semiconductors and their evolu-
tion are very diverse. The generation of autosolitons in
the electron–hole plasma when the sample is inhomo-
geneous has been considered [13]. In an electric field,
the autosolitons sequentially travel through the sample
and are destroyed when they reach the end of the sam-
ple. As a result, jumps in current appear and manifest
themselves as relaxation oscillations of the current in
the external circuit of the sample. The period T of these
oscillations is governed by the delay time td of the
emergence of autosolitons at the inhomogeneity T =
td(E). At the same time, T = +/vAC and + > L, where +
is the sample length, L is the ambipolar diffusion length
of charge carriers, vAC is the velocity of autosolitons,
vAC ∝  µE, µ is the ambipolar carrier mobility, and E is
the strength of the electric field applied to the sample.
With varying E, the velocity of autosolitons and the
delay time td vary, which leads to changes in the oscil-
lation frequency of the current in the sample circuit. On
reaching a certain E value, the distance +c between the
autosolitons will become close to L. In the case +p ≤ L,
an interaction of the transfer type becomes possible
1063-7826/03/3709- $24.00 © 21063
between travelling autosolitons generated at the inho-
mogeneity [1, 10]. Due to this circumstance, a random
sequence of travelling autosolitons emerges in the sam-
ple; this sequence leads to stochastic oscillations in the
external circuit of the sample. The natural presence of
several inhomogeneities in the sample, even with differ-
ing magnitudes, may lead to the emergence of several
sequences of autosolitons travelling through the sample,
which gives rise to a complex pattern of oscillations of
the current in the external circuit of the sample.

Transverse autosolitons, which are formed in the
electron–hole plasma excited in the sample subjected to
an electric field, comprise regions with an increased
electric-field strength. On reaching a certain excitation
level, i.e., certain electric-field strength, impact ioniza-
tion sets in these regions [13–17]. Depending on the
generation and recombination rates, as well as on the
excitation level, the autosoliton deforms or divides. In
the external circuit of the sample, such a situation mani-
fests itself in the form of current oscillations with dou-
bled frequency. The impact ionization in autosolitons
should be more easily observed in one-valley semicon-
ductors, in which impact ionization sets in at carrier tem-
peratures lower than those for intervalley transitions.

The motion of transverse autosolitons emerging in
the electron–hole plasma in a semiconductor which is
in an external electric field may be accompanied by
their pulsation. Analysis of computational investiga-
tions [17] shows that two phases may be recognized
during pulsations, namely, an increase in the amplitude
of an autosoliton and its slight narrowing, and a
decrease in the amplitude of an autosoliton and its
slight broadening. The frequency of occurring pulsa-

tions ω ∝  , where τr is the characteristic recombina-τ r
1–
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tion time. With an increase in the level of electron–hole
plasma heating, the amplitude of pulsations of autosoli-
tons increases steadily. For a certain level of heating of
the electron–hole plasma, the amplitude of pulsations
reaches a magnitude such that the pulsating autosoliton
divides into two autosolitons scattering from each
other. These autosolitons, in their turn, also divide
when they are far enough apart from one another. Due
to a sequence of such divisions, the sample is filled by
interacting autosolitons.

Taking into account the aforesaid, we may conclude
that we are dealing with a cooperative system of auto-
solitons with a natural tendency toward self-organiza-
tion. It seems likely that the periodic relaxation oscilla-
tions of the current should be observed in the external
circuit of the sample. With increasing voltage applied to
the sample, they become chaotic and then take the form
of regular oscillations again. Bifurcations are possible
via doubling of the period of oscillations and other
complex scenarios of development, which reflect the
collective behavior of travelling autosolitons.

A classical object for the experimental investigation
of the cooperative behavior of travelling autosolitons is
the well-known InSb semiconductor. This is a polar
one-valley semiconductor with a narrow band gap Eg =
0.17 eV; effective masses of electrons and holes  =

0.013m0 and  = 0.6m0; a ratio of electron and hole
mobilities b = µe/µp ≈ 100; and Θ = 264 K. The time of
the electron-energy relaxation due to scattering at
phonons τef depends on the energy as τef ∝  E–1/2,
whereas the time of the electron-momentum relaxation
due to scattering at holes, as at charged centers, τp ∝
E3/2 [1, 18]. The condition of stratification of the hot
nonequilibrium electron–hole plasma α + s > 0 [1] for
InSb (α = 3/2, s = –1/2, α + s = 1 > 0) is satisfied. At
temperatures above 150 K, the InSb samples acquire
intrinsic conduction [18], which permits one to gener-
ate the nonequilibrium electron–hole plasma at a rela-
tively low dissipated power under Joule heating. Fur-
ther strengthening of the electric field applied to the
sample leads to heating of the nonequilibrium electron–
hole plasma, which makes the formation of autosoli-
tons possible.

It was shown that the formation of autosolitons was
accompanied by current oscillations, which have sev-
eral modes [11, 12]. The frequency and amplitude for
each mode varied with a certain regularity for each
mode as the electric field applied to the sample
increased. Further investigations allowed us to find
modes of more complex oscillations of the current,
which were clear signs of the self-organization of a dis-
sipative structure in InSb.

The purpose of this study is to investigate the
dynamics of the development of a dissipative structure
in InSb upon varying the excitation level; to identify the
oscillations of the current observed with corresponding
autosolitons, whose kinetics of formation and travelling

me*

mp*
was described previously [13–17]; and to reveal the
mechanisms of the self-organization phenomena for
autosolitons in the dissipative structure in InSb. For
investigations, InSb crystals with a hole density p =
(2−4) × 1012 cm–3 and mobility µp ≈ 4000–7000 cm2/V s
at T = 77 K were used.

In this paper, experimental results for the following
samples are reported:

InSb-d2 (p = 1.5 × 1012 cm–3, µp = 5200 cm2/V s)
with dimensions l = 6.9 mm, a = 2.2 mm, b = 1.1 mm,
and resistance R = 19.2 kΩ;

InSb-b1-2 (p = 4 × 1012 cm–3, µp = 7000 cm2/V s)
with dimensions l = 4.9 mm, a = 2.2 mm, b = 1.4 mm,
and resistance R = 9.16 kΩ;

InSb-b5-2 (p = 1.8 × 1012 cm–3, µp = 5060 cm2/V s)
with dimensions l = 6.1 mm, a = 2.3 mm, b = 1.4 mm,
and resistance R = 9.16 kΩ.

The nonequilibrium electron–hole plasma in the
samples was generated using Joule heating by a rectan-
gular voltage pulse with a duration of 2.5 ms and a rep-
etition frequency of 10 Hz. The electron–hole plasma
generated was excited by the same voltage pulse.
Owing to this, longitudinal autosolitons emerged in the
form of a filament of the current and transverse auto-
solitons emerged in the form of layers of a strong elec-
tric field. Since the electron–hole plasma is not sym-
metric for InSb (  > ), these layers move in the
electric field from the cathode to the anode, causing
oscillations of the current in the external circuit of the
sample. The change of the current in the sample circuit
was recorded using an oscilloscope and was stored in
computer memory using an analog–digital converter. The
data recorded were subjected to computer processing.

Figure 1 shows the oscillograms of oscillations of
the current in the external circuit of the InSb-d2 sample.
The oscillations are caused by the travelling of trans-
verse autosolitons through the sample. The phase por-
traits and power spectra upon varying the voltage
applied to the sample from Ua = 48.4 V to Ua = 52.9 V
are also shown in Fig. 1.

The kinetics of formation of an autosoliton and its
motion through the sample are in rather good agree-
ment with the results of the theoretical investigation
[13]. The demonstrated pattern of regular oscillations
of the current may be presented as a sequence of travel-
ling autosolitons after their formation at the inhomoge-
neity and detachment from it. In this case, +c > L. The
phase portrait (attractor) comprises a limiting cycle.
The shape of the phase portrait indicates that the oscil-
lations of the current are far from harmonic; most
likely, they are relaxational. It can be seen from Fig. 1b
that the shape of the phase portraits varies. This means
that the autosolitons, when travelling, undergo defor-
mation both at the leading edge and at the trailing edge
with increasing excitation level. The frequency of oscil-
lations of the current decreases, and a second harmonic
emerges even for the highest voltage in the electric field

mp* me*
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Fig. 1. (a) Oscillograms of oscillations of the current in the sample InSb-d2, (b) phase portraits, and (c) power spectra. Ua =
48.4–52.9 V.
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Fig. 2. (a) Oscillograms of oscillations of the current in the sample InSb-b5-2, (b) phase portraits, and (c) power spectra.
range for this mode. At this voltage, the current oscilla-
tions, their phase portrait, and the power spectrum of
these oscillations manifest the tendency of autosolitons
to divide. The mode of current oscillations under con-
sideration possesses a certain regularity of the develop-
ment dynamics with increasing level of excitation of
the electron–hole plasma, which was described previ-
ously [12]; i.e., the oscillation frequency decreases,
whereas the amplitude rises. This mode is the most fre-
quently encountered mode in all investigations of auto-
solitons in InSb.

Another mode of oscillations of the current often
encountered with another regularity of development is
the mode for which variation in the frequency with
SEMICONDUCTORS      Vol. 37      No. 9      2003
increasing excitation of the electron–hole plasma has a
positive extremum. Figure 2 presents the oscillograms
of oscillations of the current in the external circuit of
the InSb-b5-2 sample with precisely the mentioned reg-
ularity of dynamics of the development with increasing
excitation of the electron–hole plasma. Phase portraits
and power spectra with varying voltage applied to the
sample from Ua = 56.7 V to Ua = 58.5 V are also shown
in Fig. 2.

It can be seen from oscillograms of current oscilla-
tions and from phase portraits that the autosolitons are
noticeably deformed both at the leading and trailing
edges of the pulse, although the regularity of oscilla-
tions is retained. As in the mode described above, the
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Fig. 3. (a) Oscillograms of the current oscillations in the sample InSb-d2, (b) phase portraits, and (c) power spectra. Ua = 56.2–60.0 V.
phase portrait comprises a limiting cycle with a config-
uration which varies with increasing excitation level of
the electron–hole plasma. In the power spectra of oscil-
lations, a single peak is present. With increasing elec-
tron–hole plasma excitation, the frequency position of
this peak initially shifts to the right, reaches a maxi-
mum frequency (f ≈ 8 kHz), and then shifts to the left
down to f ≈ 3 kHz.

For +c ≤ L, interaction emerges between the auto-
solitons formed at the inhomogeneity. This may lead to
violation of the regularity of the sequence of travelling
autosolitons. With increasing excitation level of the
electron–hole plasma, the violation of the regularity of
the sequence or random sequence of autosolitons trav-
elling in the electron–hole plasma may also self-orga-
nize into a regular sequence.

Figure 3 presents the oscillograms of current oscilla-
tions in the external circuit of the InSb-d2 sample, as well
as phase portraits and power spectra with varying the volt-
age applied to the sample from Ua = 56.2 to 60.0 V.

For the voltage Ua = 56.2 V, variation in the current
(oscillogram 1) in the external circuit of the sample
comprises a set of relaxational oscillations. The phase
portrait includes a limiting cycle, there are four periods,
and the spectral distribution of the power consists of
four peaks. With increasing voltage (the excitation level
of the electron–hole plasma), the oscillations are
ordered, the number of periods of the limiting cycle is
retained, and redistribution occurs in the power spec-
trum. Even for the voltage Ua = 56.8 V, the bifurcations
emerge in the current oscillations and manifest them-
selves in the doubling of the period (oscillogram 3). In
the phase portrait, the limiting cycle and two periods
are retained, whereas two peaks are retained in the
power spectrum. For the voltage Ua = 59.6 V, the oscil-
lations become regular. The phase portrait is repre-
sented by a single period of the limiting cycle, and the
power spectrum consists of a single peak. With a further
increase in voltage, the peak top bifurcates, which may
be indicative of local breakdown due to impact ioniza-
tion at the autosoliton center [14, 15].

Figure 4 presents the oscillograms of oscillations of
the current in the external circuit of the InSb-b1-2 sam-
ple, phase portraits, and power spectra with varying the
voltage applied to the sample from Ua = 28.4 to 28.95 V.

For a voltage Ua = 28.4 V, the oscillations of the cur-
rent in the external circuit correspond to an irregular
sequence of travelling autosolitons (oscillogram 1 in
Fig. 4), which have the tendency to divide. The phase
portrait contains the limiting cycle, two periods, and a
single peak prevails in the power spectrum. For the
voltage Ua = 28.5 V (oscillogram 2), the regularity of
oscillations is enhanced, and the tendency of autosoli-
tons to divide is also enhanced. In the next oscillogram 3,
the emergence of three periods of oscillations of the
current can be seen. This circumstance is also reflected
in the phase portrait and in the power spectrum of oscil-
lations. We may state that the sequential division of
autosolitons occurs. For the voltage Ua = 28.9 V, all
autosolitons which form the initial sequence divide.
The oscillations of the current become regular, the
phase portrait consists of a single period of the limiting
cycle, and a single peak is present in the power spec-
trum of oscillations.

The division of autosolitons may be caused by dif-
ferent circumstances. As was already noted, impact ion-
ization is quite possible in InSb [14]. The transverse
autosolitons comprise regions depleted of carriers,
while, in the electric field, they comprise regions with
an increased electric-field strength as well. The condi-
SEMICONDUCTORS      Vol. 37      No. 9      2003
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Fig. 4. (a) Oscillograms of the current oscillations in the sample InSb-b1-2, (b) phase portraits, and (c) power spectra.
tions for the realization of the impact ionization in the
local region of the autosoliton are more than sufficient.
When the electric field reaches the magnitude sufficient
for impact ionization by in the autosoliton, local break-
down may occur at its center [14, 15], i.e., an ava-
lanche-like increase in the carrier density at the auto-
soliton center. This will lead to the extension of the
autosoliton. With a further increase in the voltage
applied to the sample, i.e., an increase in the excitation
level of the electron–hole plasma, a broad autosoliton
can be more easily divided than restored. The autosoli-
tons do not divide individually, but by constituting a
certain collective system of interacting autosolitons, for
which the property of self-organization is inherent.
Another circumstance which causes the division of the
autosoliton is its pulsation with increasing heating level of
the electron–hole plasma, which was mentioned above.

An investigation of the behavior of the ensemble of
interacting autosolitons in a dissipative structure under
the action of an external longitudinal magnetic field H
as strong as 13.6 × 103 A/m was carried out (the sample
InSb-b5-2). As a result, it was found that the effect of
the magnetic field within the limits of 0–629 A/m on the
behavior of autosolitons for Ua = U1 = const = 35.93 V
is similar to the effect of the electric field within the
limits Ua = 35.93–39.16 V for H = 0. The oscillograms
shown in Fig. 5a illustrate the dynamics of variations in
the current oscillations in the external circuit as a result
of the motion of autosolutions through the sample with
increasing electric field. The similar oscillograms in
Fig. 5b correspond to U1 = const and an external mag-
netic field in the range from 0 to 629 A/m. It can be seen
from Figs. 5a and 5b that the time realization of insta-
bilities, their phase portraits, and the power spectra are
identical. With a further increase in the electric field
(for H = 0), the oscillations vanish. However, with a
MICONDUCTORS      Vol. 37      No. 9      2003
continuing increase in the magnetic field (for U1 =
const), current instabilities emerge again. These insta-
bilities are indicative of the certain self-organization of
travelling autosolitons (Fig. 5c). It can be seen that, in
the range of magnetic fields (3.6–13.1) × 103 A/m, the
oscillations of the current in the sample circuit undergo
evolution from regular oscillations through stochastic
ones to other regular oscillations, including the bifurca-
tion stage by doubling the period.

The effect of an external magnetic field on the
behavior of both separate autosolitons and their ensem-
ble is determined by the decisive contribution of ther-
momagnetic effects [19, 20]. The longitudinal mag-
netic field, owing to a large temperature gradient
(~105 K/cm) in the localized region of the longitudinal
autosoliton, induces a considerable transverse potential
difference due to the Nernst–Ettingshausen effect. The
sign of this difference depends on the direction of the
magnetic field. Under the effect of this potential differ-
ence, the autosolitons, which travel through the sample,
shift to a cold or hot region of the electron–hole plasma,
which has a radial temperature gradient. As a result, the
variations in the frequency and amplitude of the current
oscillations, which are caused by autosolitons travel-
ling through the sample, will be different depending on
the direction of the applied magnetic field. As the elec-
tric-field strength increases (for H = 0), the electron–
hole plasma is heated, which is one of the causes of the
variations in the oscillation frequency in the external
circuit of the sample [12]. Similar behavior of the fre-
quency and amplitude of these oscillations is also
observed as the external longitudinal magnetic field
increases from zero to small values in one of the direc-
tions (at U1 = const). The external magnetic field does
not affect the energy state of the electron–hole plasma.
Therefore, the special features of variations in the
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Fig. 5. (a) Oscillograms of the current oscillations in the external circuit of the sample InSb-b5-2, phase portraits, and power spectra
of these oscillations in the absence of a magnetic field; (b), (c) oscillograms of oscillations of the current, phase portraits, and power
spectra of these oscillations in the magnetic field in the ranges of 0–629 A/m and (3.6–13.1) × 103 A/m, respectively.
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parameters of the current oscillations for stronger exter-
nal magnetic fields substantially differ from those for
increasing the electric field strength (for H = 0). This
distinction also determines the corresponding behavior
of interacting autosolitons excited in the electron–hole
plasma.

The investigations of behavior of other modes of
current oscillations in the external circuit of the sample
13.6 × 103 A/m, which are caused by autosolitons trav-
elling through the sample, also reveal synergetic behav-
ior of autosolitons in the dissipative structure in InSb.

Thus, it is shown experimentally that the kinetics of
formation and the dynamics of the development of
autosolitons in the electron–hole plasma correspond to
the notions described in theoretical studies. The behav-
ior of autosolitons may be considered as the behavior of
an ensemble of interacting autosolitons in a dissipative
structure rather than as the behavior of separate objects.
Owing to the investigations, the transition from sto-
chastic oscillations to regular ones and from regular
oscillations to other regular oscillations is found. The
transition passes through the stage of bifurcation,
which corresponds to the doubling of the excitation
period of the electron–hole plasma. It is also demon-
strated that the complete division of stochastic autosoli-
tons occurs via the sequential division of these autosoli-
tons. In the external circuit of the sample, this evolution
manifests itself in the emergence of two, three, and four
periods of oscillations of the current.

On the basis of the results obtained, we may con-
clude that a system which consists of an ensemble of
interacting autosolitons possesses the property of self-
organization.
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Abstract—Thermogalvanomagnetic properties of two-component isotropic composites are considered in the
linear (in the magnetic field H and thermoelectric power α) approximation. It is shown that the effective Nernst
coefficient contains the three-parameter function Φ, which can be expressed in terms of the electric field and
the temperature gradient in a medium at H = 0 and α = 0. This allows estimation of Φ by numerical methods.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the theory of steady-state transport phenomena in
inhomogeneous media, it seems that the problem of
thermogalvanomagnetic properties of these systems is
the most general. It is obvious that this problem is also
the most complex, since its solution causes even more
intricate problems than in the consideration of the ther-
moelectric or galvanomagnetic properties of inhomo-
geneous media. Nevertheless, in the case of two-dimen-
sional isotropic two-component systems, a complete
solution to this problem can be found using symmetry
transformations (see [1]). The isomorphism relations
obtained in [1] make it possible to express the effective
thermogalvanomagnetic characteristics of such sys-
tems in terms of the properties of components and the
dimensionless effective conductivity f determined with-
out a magnetic field and disregarding the thermoelectric
effects.

The field and current transformation used in [1] is
valid only for two-dimensional systems and is not
extended to three-dimensional (D = 3) ones. There is no
sufficiently general symmetry transformation in the lat-
ter case, which does not allow application of the
approach [1] and makes doubtful the possibility of
solving this problem by alternative methods without
simplifying assumptions. Certain simplifications can
arise when imposing some restrictions on the properties
of components (see Section 3). The problem also
becomes much easier under the conditions of a weak
magnetic field H and thermoelectric coupling (i.e., a
low thermoelectric coefficient α), which often take
place in actual experiments.

In this paper, we consider the thermogalvanomag-
netic properties of isotropic two-component media in the
approximation which is linear in the magnetic field H
and the thermoelectric coefficient α. A phenomenolog-
ical approach based on consequences from certain par-
tial symmetry transformations was used to determine
1063-7826/03/3709- $24.00 © 21070
the Hall component structure in the effective tensor of
the thermoelectric power. It is shown that the effective
Nernst coefficient includes a three-parameter function Φ
which is theoretically noncalculable. A solution of the
dc equations by expansion in powers of H and α
allowed us to express Φ in terms of the electric field and
the temperature gradient in a medium at H = 0 and α = 0.
(We note that some of these results are presented in the
brief report [2] without derivation.) It was indicated that
the numerical tabulation of the dimensionless conduc-
tivity b and the function Φ using the approximation lin-
ear in H and α would yield a description of all basic elec-
trical characteristics of isotropic binary composites.

2. PRELIMINARIES

Let us first discuss the formulation of the problem
and introduce necessary notation. To calculate the
effective thermogalvanomagnetic characteristics of an
inhomogeneous medium, we should solve the set of dc
equations (see [3])

(1)

where E is the electric-field strength, j is the electric
current density, T = T(r) is the temperature of the
medium at the point r, and q is the heat flux density
divided by the average sample temperature (see [1]). In
the problem which is linear in E and G, the constitutive
equations are written as

(2)

where (r), (r), and (r) are the tensors of the con-
ductivity, heat conductivity, and thermoelectric power
of the medium, and  is the average sample temperature.

div j 0. curlE 0; divq 0, curlG 0;= = = =

G —T ,–=

j ŝ r( )E γ̂ r( )G, q+ γ̂ r( )E χ̂ r( )G;+= =

γ̂ σ̂α̂ , χ̂ T
1– κ̂ σ̂α̂2,+= =

σ̂ κ̂ α̂

T
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The effective characteristics of a medium are
defined in the conventional way,

(3)

where 〈…〉  means averaging over the sample volume V,

(4)

at V  ∞.

For an isotropic system in a magnetic field H, the
conductivity tensor  is given by

(5)

where it is assumed that H is directed along the z axis.
To simplify the subsequent formulas, the designations
σx = σxx = σyy, σz = σzz, and σa = σxy = –σyx are intro-
duced into (5), respectively, for the lateral, longitudinal,
and Hall components of the conductivity tensor. The
tensors , , hence, the tensors ,  have a form sim-
ilar to expression (5). In the case of a two-component
medium, the tensors (r), κ(r), and α(r) assume the
constant values , , , and , ,  in the first
and second components, respectively.

Thus, in the theory of thermogalvanomagnetic prop-
erties of three-dimensional isotropic two-component
media, it is necessary to determine nine effective char-
acteristics: σxe, σze, σae, κxe, κze, κae, αxe, αze, αae. Each
is a multiparameter function depending on the concen-
tration p and the quantities , , , , , ,
i.e., at least on 19 arguments. In such a general formu-
lation, the problem is extraordinarily complex and its
solution is hardly possible without simplifying assump-
tions. In this paper, we consider the case of H  0,
when the Hall components σai, κai, and αai are small.
It is also assumed that the thermoelectric effects
are weak, which formally corresponds to   0 (or

  0).

In a weak magnetic field (H  0), the parameter
σa is linear in H, while the corrections to σx and σz are
quadratic. Therefore, in the approximation linear in H
(to which we hereafter restrict the analysis), it should
be assumed that σx = σz = σ, where σ is the scalar con-
ductivity of a medium at H = 0. In a similar way, at
H  0, the parameters κa, αa (hence, χa, γa) are linear
in H, and κx = κz = κ, αx = αz = α in the same approxi-

j〈 〉 σ̂ e E〈 〉 γ̂ e G〈 〉 , q〈 〉+ γ̂e E〈 〉 χ̂ e G〈 〉 ;+= =

γ̂e σ̂eα̂ e, χ̂e T
1– κ̂ e σ̂eα̂ e

2,+= =

…( )〈 〉 1
V
--- …( ) rd

V

∫=

σ̂

σ̂
σx σa 0

σa– σx 0

0 0 σz 
 
 
 
 

,=

κ̂ α̂ γ̂ χ̂

σ̂
σ̂1 κ̂1 α̂1 σ̂2 κ̂2 α̂2

σ̂1 σ̂2 κ̂1 κ̂2 α̂1 α̂2

α̂ i

γ̂
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mation. In the absence of thermoelectric effects (  = 0,
 = 0), the system conductivity at H = 0 can be written as

(6)

where f is the dimensionless effective conductivity of a
medium, and p is the concentration (an occupied vol-
ume fraction) of the first component. For the effective
Hall component σae at H  0, we have (see [4, 5])

(7)

where ϕ is a two-parameter function depending on the
medium’s properties at H = 0 (see [4, 5]). The heat-con-
ductivity problem (at  = 0) differs from the electrical-
conductivity problem only in the notation, so that

(8)

(9)

where the functions f and ϕ are the same as in rela-
tions (6) and (7).

Before proceeding to the determination of the tensor
 (or ), we consider the consequences of the invari-

ance of Eqs. (1) and (2) under some partial transforma-
tions of fields and currents.

3. SYMMETRY TRANSFORMATIONS

3.1. It is easy to verify that Eqs. (1) retain their form
under a symmetry transformation which generalizes all
the factors considered in [5, 6]:

(10)

where , , , and  are the antisymmetric ten-

sors which are independent of coordinates:  =

− , etc. For a “primed” system, the constitutive

equations retain (at  = ) form (2), where

(11)

Similar relations are also valid for the effective char-
acteristics of the initial ( , , ) and primed

( , , ) systems,

(12)

We now consider a two-component medium, setting

 = ,  = , and  = , where , ,

and  are the antisymmetric components of the ten-

sors , , and . Then, in a primed system, the
Hall components with subscripts 2 and 1 are written as

α̂
γ̂

σe σ1 f p σ2/σ1,( ),=

σae σa2 σa1 σa2–( )ϕσ; ϕσ+ ϕ p σ2/σ1,( ),= =

α̂

κ e κ1 f p κ2/κ1,( );=

κae κa2 κa1 κa2–( )ϕκ ; ϕκ+ ϕ p κ2/κ1,( ),= =

α̂ e γ̂e

E E', j j' ÂaE' B̂aG';+ += =

G G', q q' ĈaE' D̂aG',+ += =

Âa B̂a Ĉa D̂a

Aa
αβ

Aa
βα

B̂a Ĉa

σ'ˆ r( ) σ̂ r( ) Âa, γ'ˆ r( )– γ̂ r( ) B̂a,–= =

χ'ˆ r( ) χ̂ r( ) D̂a.–=

σ̂e γ̂e χ̂e

σ̂e' γ̂e' χ̂e'

σ̂e σ̂e' Âa, γ̂e+ γ̂e' B̂a, χ̂e+ χ̂e' D̂a.+= = =

Âa σ̂a2 B̂a γ̂a2 D̂a χ̂a2 σ̂a2 γ̂a2

χ̂a2

σ̂2 γ̂2 χ̂2
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 = 0,  = 0,  = 0 and  = σa1 – σa2,  =

γa1 – γa2,  = χa1 – χa2. Thus, the parameters , ,

and  depend on the Hall components only as the dif-
ferences σa1 – σa2, γa1 – γa2, and χa1 – χa2. According to
relations (12), this means that the quantities σxe, σze,
σae – σa2, γxe, γze, γae – γa2, χxe, χze, χae – χa2 in the initial
system also depend only on σa1 – σa2, γa1 – γa2, and
χa1 − χa2. We note that expressions (7) and (9) satisfy
these conditions.

3.2. Let us show that the problem of thermogalvano-
magnetic properties can be solved in two particular
cases by reducing it to the problem of the conductivity
and heat conductivity calculated disregarding the ther-
moelectric effects.

Let the tensor  be given by

(13)

where α is independent of coordinates. Using the trans-
formations (cf. [6, 7])

(14)

we reduce the initial problem to two independent prob-
lems

(15)

from which it follows that the effective tensors of elec-
trical conductivity  and heat conductivity  have

the same form as at  = 0. Substituting the expressions
for j'' and E'' from relations (14) into 〈j''〉  = 〈E''〉 , we

obtain 〈j〉  = 〈E〉  + α 〈G〉 , from which

(16)

Averaging of the heat-flux density q = αj'' + q''
also yields the same result. We note that from rela-
tion (16) it follows that

Now we consider the case when the tensor  is pro-
portional to the tensor ,

(17)

σa2' γa2' χa2' σa1' γa1'

χa1' σ̂e' γ̂e'

χ̂e'

γ̂

γ̂ r( ) ασ̂ r( ),=

j j'', E αG+ E'',= =

q α j'' T
1–
q'', G+ G'',= =

div j'' 0, curlE'' 0, j'' σ̂ r( )E'',= = =

j''〈 〉 σ̂ e E''〈 〉 ;=

divq'' 0, curlG'' 0, q'' κ̂ r( )G'',= = =

q''〈 〉 κ̂ e G''〈 〉 ,=

σ̂e κ̂ e

α̂
σ̂e

σ̂e σ̂e

γ̂e ασ̂e.=

T
1–

α̂ e α 1̂, 1̂ 1 0

0 1 
 
 

.= =

γ̂
χ̂

γ̂ r( ) βχ̂ r( ),=
where β is independent of coordinates. Using the trans-
formations

(18)

we again reduce the problem to two independent prob-
lems,

(19)

The substitution of the expressions for q''' and G'''
from relation (18) into 〈q'''〉  = 〈G'''〉  yields 〈q〉  =

β 〈E〉  + 〈G〉 , from which

(20)

According to relations (19), the quantity  can be

obtained from the heat conductivity tensor  calcu-
lated disregarding the thermoelectric effects, using the
replacements κ1  χ1 and κ2  χ2. The conductiv-
ity tensor  is determined using the relation  =

 + β2 .

Notwithstanding the comparative simplicity, results
(16) and (20) play an important role in the phenomeno-
logical analysis (see Section 4).

4. PHENOMENOLOGICAL CONSIDERATION

As shown in [5], in the problem of galvanomagnetic
properties of two-component media, the structure of the
effective conductivity tensor (at H  0) can be deter-
mined from symmetry considerations. Such a phenom-
enological approach is found to be also useful in the
study of thermogalvanomagnetic properties of inhomo-
geneous media. First, we consider the thermoelectric
power αe at H = 0.

4.1. In the case of isotropic two-component systems,
the parameter αe in the approximation linear in α
should have the form

(21)

where the coefficients Ψ1 and Ψ2 depend only on the
properties of the medium at α = 0; i.e., they are three-
parameter functions: Ψi = Ψi(p; σ2/σ1, κ2/κ1).

Expression (21) is valid at any α1 and α2; therefore,
it should satisfy the conditions imposed on αe by rela-
tions (16) and (20) (with the proper choice of α1 and α2).
Setting α1 = α2 = α, we conclude that relation (21)
transforms into αe = α if Ψ1 + Ψ2 = 1. Therefore, denot-
ing Ψ2 by Ψ, relation (21) yields

(22)

j j''' βq''', E+ E'''; q q''',= = =

G βE+ G'''=

div j''' 0, curlE''' 0, j''' σ'''ˆ r( )E''',= = =

σ'''ˆ r( ) σ̂ r( ) β2χ̂ r( ), j'''〈 〉– σ̂e''' E'''〈 〉 ;= =

divq''' = 0, curlG''' = 0, q''' = χ̂ r( )G''', q'''〈 〉  = χ̂e G'''〈 〉 .

χ̂e

χ̂e χ̂e

γ̂e βχ̂e.=

χ̂e

κ̂ e

σ̂e σ̂e

σ̂e''' χ̂e

α e α1Ψ1 α2Ψ2,+=

α e α1 α1 α2–( )Ψ.–=
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In the approximation linear in α, it follows from
relations (17) and (20) that expression (22) should

transform into αe = (κe/σe)β  at αi = (κi/σi)β
(where i = 1, 2). From this condition, we define the
function Ψ as

(23)

The substitution of expression (23) into (22) yields
the final form

(24)

Expression (24) coincides with the exact result
obtained by an alternative method in [6] (see also [8]).
In expressions (23) and (24), σe and κe are the effective
electrical and heat conductivities, calculated disregarding
the thermoelectric effects, so that these conductivities are
given by formulas (6) and (8). We note an important detail:
the three-parameter function Ψ(p; σ2/σ1, κ2/κ1) is reduced
to the two-parameter functions f(p, σ2/σ1) and
f(p, κ2/κ1) using relation (23). It is this circumstance
that makes it possible to develop a consistent theory of
the critical dynamics of the thermoelectric power (see
[6, 9]).

4.2. We now consider the Hall component of the ten-
sor . In the approximation linear in H and  (i.e., ),
the parameter γae should have the form

(25)

Here, the dependence of γae on γai, σai, and κai is written
according to the requirements following from symme-
try transformation (10). The coefficients Φ, Φ1, Φ2,
Φ3, and Φ4 depend only on the medium’s properties at
H = 0 and α = 0; i.e., the are three-parameter functions:
Φ = Φ(p; σ2/σ1, κ2/κ1), etc.

According to expressions (13) and (16), expres-
sion (25) should transform into γae = ασae at γi = ασi
and γai = ασai. From this condition, taking into account
expressions (7), we have

(26)

Then, it follows from relations (17) and (20) that γae

should have the form γae = βκae/  at γi = βκi/  and γai =

βκai/ . In this case, expressions (25) and (9) yield

(27)

T
1–

T
1–

Ψ
κ1

σ1
-----

κ e

σe

-----– 
      

κ
 

1 
σ
 

1
 ----- 

κ
 

2 
σ

 
2

 -----–  
  .=

α e α1

σ1σ2 α1 α2–( )
σ1κ2 σ2κ1–

----------------------------------
κ1

σ1
-----

κ e

σe

-----– 
  .+=

γ̂e γ̂ α̂

γae = γa2 γa1 γa2–( )Ψ σa1 σa2–( ) γ1Φ1 γ2Φ2+( )+ +

+ κa1 κa2–( ) γ1Φ3 γ2Φ4+( ).

Φ σ1Φ1 σ2Φ2+ + ϕσ, σ1Φ3 σ2Φ4+ 0.= =

T T

T

κ1Φ1 κ2Φ2+ 0, Φ κ1Φ3 κ2Φ4+ + ϕκ .= =
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Determining functions 

 

Φ

 

1

 

, 

 

Φ

 

2

 

, 

 

Φ

 

3

 

, and 

 

Φ

 

4

 

 from rela-
tions (26) and (27), we finally obtain

(28)

where the quantities 
 

ϕσ and ϕκ are defined according to
expressions (7) and (9) and are considered as known
(the basic properties of the function ϕ(p, h) are consid-
ered in [5]). The effective Nernst coefficient Ne is
expressed in terms of γae from relation (28) as

(29)

We note that result (28) is given in [2] without deri-
vation.

Thus, the phenomenological approach allows deter-
mination of the general form of the quantity γae (in the
approximation linear in H and α) within a new
unknown function Φ. In expression (28), the depen-
dence γae is separated in explicit form from all the ther-
mogalvanomagnetic characteristics of the components.
The dependence of γae on the main parameters p, σ2/σ1,
and κ2/κ1 is contained in the functions ϕσ and ϕκ.
Unfortunately, it is impossible to reduce the three-
parameter function Φ to two-parameter ones in the gen-
eral case. Currently, this circumstance does not allow a
consistent description of the critical behavior of γae at
any values of the parameters involved in the problem. It
is required to apply numerical methods to preliminarily
study the function Φ(p; σ2/σ1, κ2/κ1) and to elucidate its
critical behavior, which can be rather complex (cf. the
thermoelectric power [6, 9]). However, the mentioned
reduction of the function Φ and, hence, the consistent
description of the critical behavior of γae, can be carried
out in two extreme cases (see Section 5).

5. BASIC PROPERTIES OF THE FUNCTION Φ

The value of γae can also be determined ab initio,
i.e., by direct solution of Eqs. (1) and (2). In this case,
solutions to the common problems of electrical and
heat conductivities of a medium at H = 0 and α = 0 are
considered to be known. The effective thermogalvano-
magnetic characteristics of the system are sought using
the perturbation theory by a power expansion in H
and α. Previously, a similar method was applied to con-
sider galvanomagnetic [5] and thermoelectric [10]
properties of inhomogeneous media.

Let us introduce the notation E(ν)(r), G(ν)(r) and
j(ν)(r), q(ν)(r) for the fields and the current densities in
the medium, determined with the given 〈E(ν)〉  and
〈G(ν)〉 , where the superscript ν indicates that the average
field is directed along the ν axis. For these quantities, a

γae = γa2 γa1 γa2–( )Φ σa1 σa2–( )
γ1κ2 γ2κ1–
σ1κ2 σ2κ1–
-------------------------- Φ ϕσ–( )–+

+ κa1 κa2–( )
γ1σ2 γ2σ1–
σ1κ2 σ2κ1–
----------------------------- Φ ϕκ–( ),

Ne
1
H
----

γae

σe

-------.–=
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number of identities valid at V  ∞ (cf. [5, 10]) can
be proven,

(30)

The square brackets signify the vector product.

According to formula (28), it is sufficient to con-
sider the case of σai = 0 and κai = 0 to determine the
unknown function Φ. Let us take advantage of this cir-
cumstance to simplify the problem. In the approxima-
tion linear in H and α, using the method of [5, 10], from
identity (30) we obtain expression (28) for γae (with
σai = 0 and κai = 0) with

(31)

The subscript z at the square brackets signifies that
the z component of the vector product is considered. In
expression (31), H and α in the parameters E0(r) and
G0(r) should be set equal to zero. Integration in

is carried out over the volume of the first component.

Thus, formula (31) yields the expression for the
function Φ in terms of the field strengths E0(r) and
G0(r) determined at H = 0 and α = 0, i.e., via solutions
of standard problems on the electrical and heat conduc-
tivities. In the numerical study of the function Φ, it is
convenient to direct the µ and ν axes along x and y,
respectively. In this case, formula (31) is identical to the
expression for Φ given in [2]. We note that the replace-
ment σi  κi is equivalent to the permutation
E0(r)  G0(r); hence, it follows from formula (31)
that

(32)

According to [5], the functions ϕσ and ϕκ are given by

(33)

where 〈(…)〉 (1) is the same as in expression (31). A com-
parison of formulas (33) and (31) shows that

(34)

i.e., ϕσ and ϕκ are two limiting values of the function
Φ(p; σ2/σ1, κ2/κ1).

E µ( ) j ν( )〈 〉  = E µ( )〈 〉 j ν( )〈 〉 , G µ( )q ν( )〈 〉  = G µ( )〈 〉 q ν( )〈 〉 ;

E µ( ) G ν( ),[ ]〈 〉 E µ( )〈 〉 G ν( )〈 〉,[ ] .=

Φ E0
µ( ) G0

ν( ),[ ] z E0
ν( ) G0

µ( ),[ ]–〈 〉 1( )
=

× E0
µ( )〈 〉 G0

ν( )〈 〉,[ ] z E0
ν( )〈 〉 G0

µ( )〈 〉,[ ] z–{ } 1– ν µ≠( ).

…( )〈 〉 1( ) 1
V
--- …( ) rd

V1

∫=

Φ p; σ2/σ1, κ2/κ1( ) Φ p; κ2/κ1 σ2/σ1,( ).=

ϕσ
E0

µ( ) E0
ν( ),[ ] z〈 〉 1( )

E0
µ( )〈 〉 E0

ν( )〈 〉,[ ] z

---------------------------------------, ϕκ
G0

µ( ) G0
ν( ),[ ] z〈 〉 1( )

G0
µ( )〈 〉 G0

ν( )〈 〉,[ ] z

----------------------------------------,= =

ϕσ Φ p; σ2/σ1 σ2/σ1,( )= ,

ϕκ Φ p; κ2/κ1 κ2/κ1,( )= ;
When κ1 = κ2, (r) is independent of the coordi-

nates and equal to 〈 〉 . Since (see, e.g., [5])

at κ1 = κ2, we find from expression (31) that

(35)

In this case, similarly to [5], a consistent theory of
the critical behavior of γae, hence, of the effective
Nernst coefficient Ne, can be developed.

When the Viedemann–Franz law

is satisfied, expression (28) contains mathematical
indeterminacies such as zero divided by zero by virtue
of relations (34). To evaluate these indeterminate
forms, we note that at δh  0 it follows from defini-
tions (31) and (33) that

(36)

Therefore, having set κ2/κ1 = h + δh (where h =
σ2/σ1), from expression (28) in the limit δh  0, we
obtain

(37)

According to formula (37), the critical behavior of
γae in this case is governed by the function ϕ(p, h),
whose properties near the percolation threshold were
considered in [5]. We note that, for the lattice model,
the function ϕ(p, h) and its derivative ∂ϕ(p, h)/∂h were
calculated and tabulated in graphic form in a wide
domain of variability of the arguments p and h (see
[11, 12]).

According to [3], in the approximation linear in H,
thermogalvanomagnetic phenomena in isotropic media
are characterized by three coefficients:

(38)

to which the thermoelectric power α, as well as the
electrical conductivity σ and the heat conductivity κ,
should be added. According to the results of [5, 6, 10],
as well as those of this study, the effective quantities σe,
κe, αe, Re, Le, and Ne can be written in terms of two
functions f and Φ undeterminable theoretically. There-
fore, tabulation of these functions by numerical meth-
ods will allow a description of the entire set of electro-
physical properties of isotropic two-component media
(composites) in the approximation linear in H and α.

G0
ν( )

G0
ν( )

E0
ν( )〈 〉 1( ) σe σ2–

σ1 σ2–
----------------- E0

ν( )〈 〉=

Φ p; h 1,( ) f h–
1 h–
------------, h

σ2

σ1
-----.= =

κ1

σ1
-----

κ2

σ2
-----=

Φ p; h h δh+,( ) ϕ p h,( )–
1
2
---∂ϕ

∂h
------δh.=

γae γa2 γa1 γa2–( )ϕ p h,( )+=

–
1
2
---σ2 α1 α2–( )

σa1 σa2–
σ1

---------------------
κa1 κa2–

κ1
---------------------+ 

  ∂ϕ p h,( )
∂h

---------------------.

R
1
H
----

σa

σ2
-----, L

κa

H
-----, N

1
H
----

γa

σ
-----,–= = =
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We also note that a number of correlations can be estab-
lished between various effective characteristics of these
media (see, e.g., [1, 5, 9]).

6. TWO-DIMENSIONAL CASE

As indicated above, the problem of thermogalvano-
magnetic properties of two-dimensional two-compo-
nent isotropic systems has an exact solution at any H
and α (see [1]). Therefore, it is of significant interest to
test the methods under consideration by this exactly
solvable example in the approximation linear in H and α.

The methods of [5] can be applied to prove the iden-
tity

(39)

which is valid for two-dimensional systems. Let us
write expression (39) and the last equation in set (30) at
H = 0 and α = 0 as sums over individual components,

(40)

where 〈(…)〉 (i) is the integral over the volume of the
ith component, divided by the sample volume V. Hav-

ing determined the value of 〈[ , ]z〉 (1) from
Eqs. (40), we determine the function Φ from formula (31),

(41)

using (41) and taking into account expressions (34), we
obtain

(42)

j µ( ) q ν( ),[ ] z〈 〉 j µ( )〈 〉 q ν( )〈 〉,[ ] z,=

σ1κ1 E0
µ( ) G0

ν( ),[ ] z〈 〉 1( ) σ2κ2 E0
µ( ) G0

ν( ),[ ] z〈 〉 2( )
+

=  σeκ e E0
µ( )〈 〉 G0

ν( )〈 〉,[ ] z,

E0
µ( ) G0

ν( ),[ ] z〈 〉 1( )
E0

µ( ) G0
ν( ),[ ] z〈 〉 2( )

+ E0
µ( )〈 〉 G0

ν( )〈 〉,[ ] z,=

E0
µ( ) G0

ν( )

Φ p; σ2/σ1, κ2/κ1( )
σeκ e σ2κ2–
σ1κ1 σ2κ2–
-----------------------------;=

ϕσ
σe

2 σ2
2–

σ1
2 σ2

2–
-----------------, ϕκ

κ e
2 κ2

2–

κ1
2 κ2

2–
----------------,= =
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which is consistent with the data reported in [5]. Writ-
ing the functions ϕσ, ϕκ, and Φ in the form

and substituting them into formula (28), we obtain an
expression for γae that is identical to formula (29) in [1].
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Abstract—The effect of irradiation with 40 keV electrons on the spectral dependence of the absorption coef-
ficient and on the conductivity and photoconductivity of µc-Si:H was studied. An increase in the absorption
coefficient in the defect-related spectral range (hν < 1.2 eV) and a decrease in photoconductivity of µc-Si:H
films were observed after irradiation. The initial parameters were restored by annealing the films at 180°C for
1 h. It was assumed that the changes observed result from the formation of metastable defects of the dangling
bond type at boundaries of microcrystalline columns in µc-Si:H films subjected to electron irradiation. An
inverse proportional dependence of photoconductivity on the concentration of defects formed under electron
irradiation of µc-Si:H films was obtained. © 2003 MAIK “Nauka/Interperiodica”.
In recent years, microcrystalline hydrogenated sili-
con (µc-Si:H) has been regarded as a material that can
serve as an alternative to amorphous hydrogenated sili-
con (a-Si:H), which is widely used in various optoelec-
tronic devices and, in particular, solar cells. This is
largely due to the fact that, in contrast to a-Si:H, µc-
Si:H films do not change their properties upon pro-
longed exposure to light.

Studying the effect of irradiation with fast electrons
on the properties of µc-Si:H films is of interest for
determining the efficiency of operation of devices
based on this material under the action of high-energy
particles (electrons, protons). Studies of this kind also
yield information about the influence exerted by defects
appearing under irradiation with, in particular, elec-
trons on the photoelectric and optical properties of the
material. According to [1], the threshold of defect for-
mation during irradiation of crystalline silicon with fast
electrons (hundreds of kiloelectronvolts) greatly
exceeds that during irradiation of a-Si:H (several kilo-
electronvolts). The effect of irradiation with high-
energy (1 MeV) electrons on the parameters of µc-Si:H
films was studied in [2, 3]. It was found that the absorp-
tion coefficient at photon energies hν = (0.8–1.2) eV
increases and photoconductivity decreases because of
the growing concentration of defects in the material. At
the same time, µc-Si:H films have a complex structure
consisting of the crystalline and amorphous phases and
containing a considerable amount of hydrogen atoms.
Therefore, it seems of interest to analyze the influence
exerted on the optical and photoelectric properties of
µc-Si:H films by their irradiation with electrons whose
energies (tens of kiloelectronvolts) are known to be
1063-7826/03/3709- $24.00 © 21076
lower than the threshold of defect formation in crystal-
line silicon. This was the subject of the present study.

Investigations were made on ≈1-µm-thick µc-Si:H
films grown by chemical vapor deposition from plasma
generated under cyclotron resonance conditions
(ECRCVD) [4]. The substrate (quartz) temperature was
325°C. Magnesium contacts were deposited onto the
film surface by vacuum evaporation. The dark conduc-
tivity (σd) of films obtained at room temperature was
8 × 10–7 Ω–1 cm–1. The films were irradiated with elec-
trons (energy 40 keV, flux 3 × 1013 cm–2 s–1) at room
temperature. The total irradiation dose was 3 × 1017 cm–2.
The photoconductivity (∆σph) was measured under illu-
mination of the films with photons (hν = 1.8 eV, inten-
sity 6 × 1014 cm–2 s–1). All measurements were done in
a vacuum at a residual pressure of 10–3 Pa.

Figure 1 shows spectral dependences of the relative
absorption coefficient, αcpm(hν)/αcpm(1.8 eV), obtained
using the constant photocurrent method for a µc-Si:H
film before (curve 1) and after (curve 2) its irradiation.
The spectral dependences obtained are typical of
µc-Si:H with a high content of the crystalline phase
(>70%) [5, 6]. As seen in the figure, irradiation of
µc-Si:H with 40-keV electrons leads to a substantial
increase in the absorption coefficient of µc-Si:H in the
absorption “tail” region (hν < 1.2 eV). According to
[6, 7], the absorption at these photon energies is deter-
mined by states associated with defects in µc-Si:H.
Correspondingly, the result obtained indicates that irra-
diation with 40-keV electrons increases the concentra-
tion of defects in µc-Si:H. The authors' measurements
demonstrated that raising the temperature of irradiated
samples leads to a decrease in absorption in the defect-
related spectral range and, correspondingly, to anneal-
003 MAIK “Nauka/Interperiodica”
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ing-out of defects induced in µc-Si:H by electron irra-
diation. As an illustration, Fig. 1 shows spectral depen-
dences αcpm(hν)/αcpm(1.8 eV) measured at room tem-
perature for an irradiated film after its annealing for
5 min at various temperatures. The initial absorption at
photon energies lower than 1.2 eV is restored after anneal-
ing of the irradiated film at 180°C for 1 h (curve 6).

Figure 2 shows temperature dependences of the total
conductivity of an illuminated film (σill = ∆σph + σd)
measured before irradiation of the film with electrons,
after electron irradiation, and after electron irradiation
and annealing at various temperatures for 5 min. It can
be seen that electron irradiation of an unirradiated film
leads to a decrease in σill and annealing of an irradiated
film, to an increase in σill. Room-temperature measure-
ments demonstrated that electron irradiation has virtu-
ally no effect on the dark conductivity σd and makes the
photoconductivity ∆σph nearly 2 orders of magnitude
lower. The value of ∆σph was restored after annealing of
an irradiated film at 180°C for 1 h.

The results presented here show that irradiation of
µc-Si:H with 40-keV electrons leads to the formation of
metastable defects in the material. It is noteworthy that
annealing of the defects generated as a result of irradi-
ation begins at relatively low temperatures. This is
illustrated by Fig. 3, which shows the behavior of the

relative photoconductivity ∆σph/∆  and the absorp-
tion coefficient in the defect-related spectral range,
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Fig. 1. Spectral dependences of the relative absorption coef-
ficient (αcpm(hν)/αcpm(1.8 eV)) of µc-Si:H films: (1) before
electron irradiation; (2) after irradiation; after irradiation
and at (3) 110, (4) 165, and (5) 180°C annealing for 5 min;
(6) after irradiation and annealing at 180°C for 1 h.
SEMICONDUCTORS      Vol. 37      No. 9      2003
αcpm(0.8 eV)/ (0.8 eV), with the temperature of
annealing (5 min) of irradiated films. Here, the quanti-
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unirradiated µc-Si:H film. The initial values of ∆σph

and αcpm(0.8 eV) are restored after annealing of an irra-
diated film at 180°C for 1 h. It should be noted that the
dependence of the absorption coefficient in the defect-
related spectral range on the annealing temperature,
which is shown for an irradiated µc-Si:H film in Fig. 3,
is close to a similar dependence for the concentration of
defects created by electron irradiation in a-Si:H films
[8]. This indicates that the mechanisms of generation
and annealing of metastable defects induced by elec-
tron irradiation in µc-Si:H films, on the one hand, and
a-Si:H films, on the other, are the same.

As seen in Fig. 3, the absorption coefficient in the
defect-related spectral range and, correspondingly, the
defect concentration decrease with increasing anneal-
ing temperature. At the same time, the photoconductiv-
ity grows. A correlation between the photoconductivity
and the absorption coefficient in the defect-related
range is shown in Fig. 4. It can be seen that the depen-
dence of ∆σph on αcpm(0.8 eV)/αcpm(1.8 eV) is nearly
inversely proportional (as shown by the solid line in
Fig. 4). This indicates that the defects generated by
electron irradiation serve as the main recombination
centers for nonequilibrium carriers and determine the
photoconductivity of µc-Si:H at room temperature.

Now, the possible nature of defects generated in
µc-Si:H by electron irradiation and possible mecha-
nisms of their formation will be considered. It is known
[9] that the structure of µc-Si:H consists of microcrys-

10–5

10–6

10–7

10–8

10–4 10–3 10–2 10–1

∆σph , S/cm

Fig. 4. Dependence of the photoconductivity (∆σph) of a
µc-Si:H film at room temperature on the relative absorp-
tion coefficient in the defect-related spectral range
(αcpm(0.8 eV)/αcpm(1.8 eV)).

αcpm(0.8 eV)/αcpm(1.8 eV)
tals several to tens of nanometers in size, which are
combined into columns extending perpendicularly to
the substrate surface, with the diameters of these col-
umns ranging from tens to hundreds of nanometers.
The amorphous phase and pores may be present at col-
umn boundaries. In the opinion of Lips et al. [10] and
Finger et al. [11], the basic defects in µc-Si:H are dan-
gling bonds of silicon, which are mainly found at col-
umn boundaries. It has been assumed [12] that the
states associated with these defects contribute to
absorption in µc-Si:H at hν < 1.2 eV. Thus, the increase
in the absorption in the defect-related spectral range,
observed by the authors of the present study (see Fig. 1),
points to an increase in the concentration of dangling
bonds as a result of irradiation of µc-Si:H with 40-keV
electrons. Also, the dependence of the photoconductiv-
ity on the absorption coefficient in the defect-related
range (see Fig. 4) confirms the assumption [13, 14] that
recombination of nonequilibrium carriers in µc-Si:H at
room temperature proceeds via localized states associ-
ated with dangling bonds at column boundaries.

It may be assumed that, as in the case of a-Si:H, the
rupture of bonds between hydrogen and silicon atoms is
the main mechanism of defect formation in µc-Si:H
during irradiation with electrons with energies of tens
of kiloelectronvolts [8]. In the opinion of Tanaka [15],
the main portion of hydrogen that passivates dangling
bonds in µc-Si:H is situated at column boundaries.
Therefore, the rupture of silicon–hydrogen bonds must
lead to a higher concentration of dangling bonds at col-
umn boundaries and, correspondingly, to stronger
absorption in the defect-related spectral range and
lower photoconductivity.

Thus, the investigation performed demonstrated
that, even though no photoinduced changes in proper-
ties are observed in µc-Si:H (in contrast to a-Si:H), irra-
diation of µc-Si:H with low-energy (tens of kiloelec-
tronvolts) electrons leads, as in the case of a-Si:H, to
the generation of metastable defects, which affect the
optical and photoelectric parameters of the material.

We thank Prof. W. Fuhs and Dr. M. Birkholtz for
providing us with the µc-Si:H films.
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Abstract—Optical and structural properties of InGaAsP solid solutions grown by MOVPE at 600°C on
GaAs(001) substrates are studied. The photoluminescence spectra of InGaAsP solid solutions with a composi-
tion corresponding to the miscibility gap contain a main band and an additional auxiliary band. It is established
that both bands are related to band-to-band radiative transitions; i. e., the studied layer includes two solid solu-
tions with different compositions and different band gaps. It is shown that the observed high-energy shift of the
additional band with an increasing level of excitation is governed by the nanometer size of domains in the cor-
responding solid solution. This conclusion is consistent with the results of TEM study, which revealed the pres-
ence of a periodic structure comprised of alternating domains with different compositions. This structure of
alternating domains extends along the [100] and [010] directions with a characteristic period of 10 nm. © 2003
MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent decades, a system of In–Ga–As–P solid
solutions have been widely and successfully used in the
production of optoelectronic devices, such as lasers and
light-emitting diodes. This system of solid solutions is
known to feature a fairly wide miscibility gap. The lay-
ers of solid solutions whose composition falls within
the miscibility gap are characterized by unique optical,
electrical [1, 2], and structural [3, 4] properties, which
distinguish them from homogeneous solid solutions
and point to an emergence of a new complicated object:
a periodic domain structure. Despite a number of inter-
esting recent publications devoted to this topic, the
crystallization of InGaAsP solid solutions, as well as
the properties of periodic domain structures, still leave
room for investigation. This situation is apparently due
to the fact that the self-organization of domain struc-
tures in semiconductors is a comparatively new field in
modern solid-state physics.

This study further contributes to previous [5–8]
investigations of epitaxial films of InGaAsP solid solu-
tions grown within the miscibility gap. A combined
study of the objects in question by means of the photo-
luminescence (PL) technique and transmission and
scanning electron microscopy (TEM and SEM)
enabled the determination of their optical and structural
properties.

EXPERIMENTAL

The experimental samples were grown by metal-
organic vapor phase epitaxy (MOVPE) on GaAs(001)
1063-7826/03/3709- $24.00 © 21080
substrates at 600°C. They comprised two layers grown
on the GaAs(001) substrate: an In0.47Ga0.53P ternary
solid solution and an InGaAsP quaternary solid solu-
tion. The expected compositions of the InGaAsP solid
solutions varied along the GaAs isoperiodic line. The
thickness of the layers ranged from 300 to 500 nm.

The study of the optical properties of samples
included an analysis of their PL spectra obtained at dif-
ferent temperatures and excitation levels. The structure
of the epitaxial InGaAsP layers was investigated using
a PHILIPS EM 420 transmission electron microscope
with an accelerating voltage of 80–120 kV. A CamScan
S4-90FE scanning electron microscope was used to
study the natural and cleaved surfaces of the samples.
The layer boundaries at the cleaved surfaces were pre-
liminarily determined by etching in an H2SO4 : H2O2 :
H2O (1 : 1 : 50) sulfuric acid solution for 1 min.

RESULTS AND DISCUSSION

According to the results of our previous studies
[1, 5, 9] and the data available from the literature, the
miscibility gap of In1 – xGaxAs1 – yPy solid solutions
grown on GaAs(001) substrates at conventional tem-
peratures between 650 and 800°C encompasses the
compositions 0.5 < y < 0.95 lying along the GaAs iso-
periodic line. The immiscibility of components in such
a solid solution is mainly shown by a number of special
features appearing in the characteristics of the grown
layers, such as the broadening of the edge-emission
band in the PL spectrum, a decrease in the mobility of
charge carriers, a change in the surface morphology,
etc. Taken together, these data point to certain inhomo-
003 MAIK “Nauka/Interperiodica”
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geneities in the composition of the solid solution inside
the epitaxial layer.

The most interesting feature observed in the optical
properties of InGaAsP solid solutions grown on
GaAs(001) substrates within the miscibility gap is the
presence of an additional PL band. Similar spectra were
described in [1, 9, 10], but no clear physical interpreta-
tion was given to the appearance of the additional peak.
By way of example, a spectrum exhibiting two peaks is
shown in Fig. 1 for the epilayer of In1 – xGaxAs1 – yPy
solid solutions with the expected composition x = 0.65
and y = 0.7. At a growth temperature of 600°C, this
composition falls within the miscibility gap. Along
with the peak corresponding to the band gap of the solid
solution with the expected composition (hν1 = 1.81 eV)
(Fig. 1), there is another peak lying in the low-energy
spectral region (hν2 = 1.59 eV). In what follows, these
two bands will be referred to as main and additional,
respectively.

As is typical of edge emission [10], the position of
the peak of the main band remains constant as the exci-
tation intensity grows from 0.05 to 2.5 kW/cm2. The
attribution of the main band to band-to-band transitions
is also supported by its behavior with an increase in
temperature from 2 to 300 K. It is seen from Fig. 2a that
an increase in temperature from 2 to 300 K results in
asymmetric broadening on the high-energy side of the
band. The inset to Fig. 2a shows the main-band spectra
measured at 2, 77, and 300 K and brought together by
shifting the 77 and 300 K curves along the horizontal
axis by the value of the temperature-induced change in
the band gap. This procedure makes evident the almost
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Fig. 1. The PL spectrum of InGaAsP solid solution grown
at 600°C on GaAs(001) by MOVPE (sample X2536). The
spectrum is measured at 77 K and the excitation level is
0.5 kW/cm2. The expected composition x = 0.65 and y = 0.7
is within the miscibility gap at the growth temperature spec-
ified. Peaks I and II correspond to the main and the addi-
tional bands, respectively.
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exact coincidence between the low-energy falloff of the
spectra and an appreciable extension of its high-energy
wing with temperature. Such extension is typical of
edge emission, because it stems from a temperature
change in the distribution of free carriers in the bands.
It should be noted that, on the high-energy side, the
shape of the spectra deviates from a Maxwellian one. In
addition, the main band width turns out to somewhat
exceed theoretical estimates. As was shown in [1], these
facts are indicative of fluctuations in the solid-solution
composition.
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Fig. 2. (a) The main and (b) the additional bands in the
PL spectrum of InGaAsP solid solution composed within
the miscibility gap (sample X2536) as measured at a tem-
perature of (1) 2, (2) 77, and (3) 300 K. The spectra are nor-
malized to the maximum of the signal.
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A similar temperature behavior is observed for the
additional band. It is seen from Fig. 2b that the addi-
tional band asymmetrically broadens (predominantly,
on the high-energy side) with temperature, just like the
main peak. This observation makes it possible to
attribute the additional band also to band-to-band radi-
ative transitions. Therefore, two solid solutions with
different compositions and band gaps are present inside
the InGaAsP layer. However, unlike the main band, the
additional band shifts to higher energies with an
increase in the excitation level (Fig. 3). It is seen also
that the integrated intensity of the additional band
grows more slowly than that of the main band. At a suf-
ficiently high excitation level, even saturation of the
additional peak occurs; i.e., two distinct bands in the
spectra of some samples are replaced by a wide main
band with a “tail” that is extended far to lower energies.
At the excitation level used in the experiment, this situ-
ation is only possible if the domains in the narrow-band
material are of nanometer size. This conclusion can be
substantiated by the following considerations.

It is well known that the quantum efficiency of lumi-
nescence in double heterostructures based on InGaAsP
solid solutions decreases with increasing excitation
level due to Auger recombination, which starts to com-
pete with the radiative recombination [11, 12]. A simple
estimate for undoped InGaAsP solid solutions with a
band gap of 1.2–1.9 eV suggests that the Auger recom-
bination rate (GA = Rn3) becomes comparable to the
band-to-band radiative recombination rate (Gr = Bn2)
[11] at the nonequilibrium carrier concentration n ≈
1020 cm–3 (300 K). Here, we used the values of the
Auger-recombination coefficient R and the bulk radia-
tive recombination coefficient B from studies [11–15].
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Fig. 3. The PL spectra of InGaAsP solid solution composed
within the miscibility gap (sample X2536) as measured at
77 K and an excitation level of (1) 0.05, (2) 0.2, (3) 0.5, and
(4) 2.5 kW/cm2. Peaks I and II correspond to the main and
additional bands, respectively.
Considering the aforesaid, we can evaluate the excita-
tion level that corresponds to the discussed situation
with the saturation of PL intensity. In the steady state,
the generation rate of nonequilibrium carriers may be
taken equal to their recombination rate on the assump-
tion that their concentration appreciably exceeds the
equilibrium value (n @ n0):

(1)

where n is the nonequilibrium carrier concentration,
V = S0d is the volume of illuminated material, τ is the
total lifetime of carriers (1/τ = 1/τr + 1/τA, τr = 1/Bn, and
τA = 1/Rn2), I0 is the illumination intensity, α is the
absorption coefficient, d is the layer thickness, and S0 is
the illuminated area. In the case under study, Gr = GA,
which corresponds to n ≈ 1020 cm–3, the characteristic
time of radiative recombination τr is equal to the charac-
teristic time of nonradiative Auger recombination τA.
With a further increase in the nonequilibrium carrier con-
centration, Auger recombination prevails. Using the val-
ues typical of semiconductors, R ≈ 10–30–10–31 cm6 s–1

[11–15], α ≈ 105 cm–1 [16, 17] and the experimental
value d ≈ 0.5 µm, we obtain the value of I0 at which the
leveling off of the intensity of the edge-emission band
sets in (I0 ≈ 1024–1025 cm–2 s–1). In our experiments, the
highest excitation level P was 8 kW/cm2; for the argon
laser used in experiment (wavelength λ = 488 nm, pho-
ton energy 2.54 eV), this corresponds to the pump
intensity  = P/E ≈ 1022 cm–2 s–1. This value is lower
than I0 obtained from Eq. (1) by 103 times, which indi-
cates that we cannot observe the leveling off of the
intensity of band-to-band emission from the material
bulk under our experimental conditions. However, if we
associate the additional band with radiative transitions
in nanometer-size domains, the leveling off of its inten-
sity can be explained by the fact that nonequilibrium
carriers rapidly occupy all the allowed states, whose
number in a nanometer-sized domain is considerably
smaller than that in the bulk material. This explanation
is consistent with the observed spectral shift of the
additional band at higher excitation levels. The struc-
tural properties of layers of InGaAsP solid solutions
with a composition corresponding to the miscibility
gap give additional evidence of the presence of nanom-
eter-size domains in these layers.

Figure 4 shows a TEM image of the studied
InGaAsP layer obtained in a 220-type reflection from a
sample prepared in planar geometry. A small-scale
modulation of intensity in the [100] and [010] direc-
tions with a characteristic period of 10 nm is well seen.
This type of contrast is related [3, 4] to the modulation
of the lattice parameter and, hence, to the modulation of
the solid-solution composition, since the distribution of
contrast in the 220-reflection image represents the dis-
tribution of stresses over the sample. In other words, the
layer consists of alternating domains with different solid-
solution compositions and lattice parameters. The

nV1/τ I0 1 αd–( )exp–( )S0,=

I0'
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changes in the properties of solid solutions occur within
a distance such that the domains can be considered as
nanometer-size objects. The presence of nanometer-size
domains inside the studied layer explains the observed
behavior of the additional PL band at different levels of
excitation. The fact that an increase in the excitation
leads to neither a change in the position of the band nor
the leveling off of its intensity suggests that the wide-gap
solid solution inside the layer exists not only in the form
of nanometer-size domains but also as bulk material.
This conclusion does not contradict TEM data, since the
image is formed by only a thin (50–100 nm) upper part
of the sample and does not incorporate complete infor-
mation about the layer with a thickness of 300–500 nm.

Along with the small-scale contrast, the TEM image
shows a nonperiodic large-scale contrast in the form of
100-nm-size grains. A similar surface profile was
revealed by the SEM study of the sample (Fig. 5). This
circumstance allows us to attribute the grain-shaped
contrast in the TEM image to the surface profile. How-
ever, the nature of large-scale contrast is not conclu-
sively established and there may be several other fac-
tors contributing to the formation of this contrast. Nev-
ertheless, we ascertain that the special features in the
PL spectra of InGaAsP epitaxial films grown within a
miscibility gap on GaAs(001) substrates are related to
the small-scale contrast appearing in their TEM
images.

We also studied epitaxial films of InGaAsP solid
solutions whose compositions lie outside the miscibil-
ity gap and found that they exhibit properties of homo-
geneous solid solutions. The PL spectra of such layers
contain a single band whose peak corresponds to the
expected composition of a solid solution. By analyzing
the spectrum shape, we established that the high-energy
wing of the curves is described by the Maxwell-distri-
bution function to a high accuracy. The shifts of peak
positions with temperature varying from 77 to 300 K
are compared to the experimental data presented in [10]
for the PL spectra of homogeneous InGaAsP solid solu-

Fig. 4. Dark-field TEM image (g = 220) of a planar (001)
section of InGaAsP solid solution composed within the mis-
cibility gap (sample X2536).
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tions on GaAs(001) substrates. The peak positions
remain unchanged with an increase in the excitation
level. This behavior is indicative of edge emission. In
the TEM images of layers obtained beyond the misci-
bility gap, the distribution of contrast features only
unordered fluctuations, which gives additional evi-
dence of the absence of periodic modulation in the
composition of these layers.

CONCLUSION

A comparison was made between the optical and the
structural properties of InGaAsP solid solutions grown
on GaAs(001) substrate whose composition falls within
the miscibility gap under the given conditions of
growth. The results indicate that the special features in
the PL spectra of such layers originate from the pres-
ence of a periodic structure of alternating nanosized
domains with two different compositions, band gaps,
and the lattice parameters of a solid solution. The range
of compositions corresponding to the growth of domain
structures, as well as their type and parameters, are in
good agreement with the results predicted by the theory
of the instability of solid solutions [15–19]. Thus, we
attributed the formation of nanostructures to the
decomposition of unstable solid solutions.
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Abstract—The dependences of carrier multiplication factors M on the voltage applied to p–n Si junctions with
an avalanche breakdown voltage of 10–3000 V are considered. Analytical expressions for the approximation of
these dependences for electrons, holes, and generation current are suggested. In the range of varying the mul-
tiplication factors of 1.01–3.0, the relative rms error of approximation (M – 1) is several percent. This is more
than an order of magnitude more accurate compared with the approximation by the widely known Miller–Moll
expression. It is assumed that the analytical expressions of the form suggested will be suitable for the approx-
imation of dependences of multiplication factors on the voltage applied for most semiconductor materials.
© 2003 MAIK “Nauka/Interperiodica”.
The carrier multiplication in reverse-biased p–n
junctions governs, to a large extent, many properties of
semiconductor devices, namely, bipolar transistors,
thyristors, avalanche photodiodes, etc. The quantitative
characteristics of multiplication are the multiplication
factors for charge carriers and the generation current of
a p–n junction.

In a general case, the multiplication factors for elec-
trons and holes Mn, p are the complex implicit functions
of the applied voltage [1]:

(1)

(2)

(3)

where αn and αp are the coefficients of the impact ion-
ization for electrons and holes, respectively; and L is
the width of the space charge region of the p–n junc-
tion. For most semiconductors, the dependences of αn
and αp on the electric-field strength E are given by

, (4)

where m = 1 or 2. The corrections b and A are deter-
mined experimentally. For such a dependence, the mul-
tiplication factors can be calculated only by numerical
methods. However, in order to analyze the operation of
devices and to calculate their parameters, it is desirable
to have simpler and explicit M(U) dependences.

Mn p, 1/ 1 Jn p,–( ),=

Jn αn αn α p–( ) x'd

0

x

∫–
 
 
 

exp x,d

0

L
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J p α p αn α p–( ) x'd

x

L
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exp x,d

0

L

∫=

α E( ) A b/E( )m–( )exp=
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The first approximate expression of such kind was
suggested by Miller [2] and was modified afterwards by
Moll [3]; this expression is written as

(5)

where UB is the avalanche breakdown voltage of the
p−n junction; and f and n are parameters which depend
on the type of charge carriers multiplied, the p–n junc-
tion type, and its breakdown voltage.

However, it was later found that this expression
describes the dependences M(U) well only in rare
cases. For example, it describes inadequately the elec-
tron multiplication in the Si p–n junctions. Other
approximate expressions were also used [4–7]. How-
ever, their accuracy was also poor. In addition, the
expressions suggested were not substantiated at all.
Only in one case was the expression derived on the
basis of another approximate expression [7]. However,
this expression is applicable to relatively large multipli-
cation factors, and it is complicated for practical usage.

Let us consider a particular case of equality of the
ionization coefficients for electrons and holes. For
αn(E) = αp(E), the ionization integrals (2) and (3) are
substantially simplified and can be expressed in terms
of transcendent functions. For Si, m = 1; in this case,

(6)

for abrupt p–n junctions, and

(7)

for gradient p–n junctions [1]. Here, E2(z) is an expo-
nential second-kind integral, K(z/2) is the modified
Bessel function for an imaginary argument, and z =
b/Em. Analysis shows that, as is typical for multiplica-
tion of charge carriers, the highest field strength in the

M 1
1
f
--- U

UB

------- 
  n

– 
  1–

,=

J ALE2 z( )=

j AL z/2( ) z/2–( ) K1 z/2( ) K0 z/2( )–( )exp=
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p–n junctions Em for most of semiconductors is consid-
erably less than the parameter b up to the breakdown
fields. Therefore, the argument z for the aforemen-
tioned functions considerably exceeds unity, especially
for U ! UB. Using the properties of these functions for
large argument values [8], ionization integrals (6) and
(7) can be represented in the form

where ϕ(z) is a function which varies slowly with the
field strength, and α(z) is the ionization coefficient. The
dependences ϕ(z) for z > 1 are shown in Fig. 1. As can
be seen from Fig. 1, these functions can be represented
by power dependences in a rather wide range of varia-
tions in z. For a specific p–n junction, the highest field
strength usually increases by no more than a factor of
two as M varies from 1.01 to ∞. Therefore, to approxi-
mate the ionization integrals, the following expression
can be used:

(8)

Here, χ = 1/2 for abrupt p–n junctions and 2/3 for gra-
dient ones, respectively; and k and a are the parameters
of the approximation. If αn(E) ≠ αp(E), the approxima-
tion is more accurate the larger the b/Em ratio and the
smaller the difference between ionization coefficients
for electrons and holes. In Si, at the breakdown voltage,
z > 1.5 even for the p–n junctions operating at lowest
voltages. However, the ionization coefficients for elec-
trons and holes are different, and their ratio depends on
the field strength. This ratio varies approximately from
1.1 to 20 as the field strength varies from 8 × 105 to
2.5 × 105 V/cm.

For the analysis of the applicability of expression (8),
the ionization integrals and multiplication factors were
calculated from relationships (1)–(3) by numerical

J Bϕ z( )α z( ),=

J UB/U( )k a UB/U( )χ 1–( )–( ).exp=

1.0

0.1

0.01

ϕ

1 2 4 6 8 10
b/Em

2

1

Fig. 1. Function ϕ for (1) abrupt and (2) gradient p–n junc-
tions.
methods. The ionization coefficients for electrons and
holes were taken in the form (4) for m = 1 as A = 6.3 ×
105 cm–1, b = 1.23 × 106 V/cm for electrons, and A =
1.74 × 106 cm–1, b = 2.18 × 106 V/cm for holes. These
values are considered as most plausible for Si at
present [9].

The highest operating voltage for bipolar transistors
in a circuit with a common emitter and a reverse block-
ing voltage of thyristors is determined by the criterion
α0M = 1. Here, α0 is the current gain for a correspond-
ing transistor with no allowance made for the multipli-
cation of charge carriers. On the basis of this criterion,
we determined the parameters of the approximation k
and a from the range of varying M from 1.01 to 3,
which is of greater interest for the analysis of the prop-
erties of bipolar transistors and thyristors. The parame-
ters were determined by the least-squares method after
the linearization of expression (8) by taking the loga-
rithm. The abrupt and gradient p–n junctions with a
breakdown voltage from 10 to 3000 V were analyzed.

It turned out that expression (8) approximates the
dependences M(U) much more accurately than does
relationship (5) by Miller–Moll. The accuracy of the
approximation may be improved if we vary the χ
parameter along with the k and a parameters. However,
when determining the parameters k, a, and χ by the
least-squares method, the parameter χ changes its sign
for a certain breakdown voltage and passes through
zero. In this case, the parameters k and a increase
sharply and tend toward infinity. This is very inconve-
nient for describing the dependence of k and a on the
avalanche-breakdown voltage.

The analysis demonstrated that, for the breakdown
voltage range under investigation, it is possible to
choose other values of the parameter χ that differ from
those derived above and which are also independent of
the breakdown voltage. The best values for Si in our
case are χ = –1/2 for electrons and χ = –4 for holes and
generation current for both abrupt and gradient junc-
tions. Therefore, the following relationships were chosen
finally for the approximation of multiplication factors:

(9)

and

(10)

In Table 1, the results of the approximation of the
Mn(U) dependence for the p–n junction with a donor-
impurity concentration in the base Nd = 1015 cm–3 are
listed as an example. The calculated value of the break-
down voltage UB = 267.85 V. The parameters of the
approximation were k = 9.845 and a = 18.160.

The results of approximating according to the
Miller–Moll formula (5) (f = 0.80, n = 3.52) are also
given in Table 1. The relative rms error of the approxi-
mation for (Mn – 1) from formula (9) was about 3% in

1/Mn U( ) 1 U/UB( )k a U/UB( )1/2 1–( )–[ ]exp–=

1/Mp g, U( ) 1 U/UB( )k–=

× a U/UB( )4 1–( )–[ ] .exp
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Table 1.  Results of approximation of multiplication factors for electrons in an abrupt p+–n junction with Nd = 1015 cm–3

U, B U/UB

Mn – 1

the values calcu-
lated according

to expressions (1) 
and (2)

approximation 
according to 

expression (9)
error, %

approximation 
according to 

expression (5)
error, %

56.93 0.2125 0.0045 0.0043 –5.1 0.0097 115

69.40 0.2591 0.0131 0.0127 –3.2 0.0197 51

86.52 0.3230 0.0389 0.0388 –0.2 0.0437 12.2

106.91 0.3991 0.1036 0.1048 1.1 0.0966 –6.8

130.21 0.4861 0.2495 0.2521 1.0 0.2139 –14.3

151.78 0.5667 0.4969 0.4973 0.1 0.4329 –12.9

163.38 0.6100 0.7008 0.6969 –0.5 0.6433 –8.2

175.71 0.6560 0.9999 0.9883 –1.2 1.0224 2.3

183.91 0.6866 1.2651 1.2457 –1.5 1.4603 15.4

192.79 0.7198 1.6362 1.6059 –1.8 2.3406 43.1

199.80 0.7459 2.0131 1.9727 –2.0 3.8656 92.1

212.65 0.7939 2.9971 2.9382 –2.0 90.5 2920
the range of Mn varying from 1.01 to 3, whereas for the
Miller–Moll relationship the error is larger than 40%.

Table 2 represents the results of approximation and
relative rms error δ for (Mp – 1) for the range of Mp
varying from 1.01 to 3 for holes in gradient p–n junc-
tions. As can be seen from Table 2, expression (10)
approximates the multiplication factors for holes very
well.

In general, the multiplication factors for gradient
p−n junctions are approximated more accurately com-
pared with those for abrupt junctions, for holes more
accurately than for electrons, and for low-voltage
p−n junctions more accurately than for high-voltage
p−n junctions. All these tendencies are explained well
if the differences in the b/Em and αn/αp ratios are taken
into account. The closer αn/αp is to unity at the break-
down voltage and the larger the b/Em, the more valid are
the assumptions based on which the approximation for-
mula for multiplication factors is obtained.

Figures 2 and 3 show the dependences of the
approximation parameters on the avalanche breakdown
voltage of the p–n junction. For the n+–p junctions, the
dependences k and a differ only slightly from the corre-
sponding curves for the p+–n junctions and are not
shown in Figs. 2 and 3. As can be seen from Fig. 2, the
parameter a for electrons for all breakdown voltages
differs from zero, which is indicative of the inadequacy
of the Miller–Moll expression for the approximation of
the Mn(U) dependence. However, it can be seen from
Fig. 3 that, for holes and a generation current in the
range UB = 30–50 V, a = 0. In this range, the Miller–
Moll relationship is quite acceptable for the approxima-
tion of the Mp(U) dependence. These rather smooth
curves can be approximated by power polynomials.
SEMICONDUCTORS      Vol. 37      No. 9      2003
However, in order to retain the accuracy of the approx-
imation, the degree of polynomials should be no less
than three; i.e.,

where UB is expressed in volts.
The coefficients of corresponding polynomials are

given in Table 3. Of course, if we take different values
of parameters A and b for the ionization coefficients
αn(E) and αp(E), these coefficients will change. How-
ever, the approximation accuracy of multiplication fac-
tors by expressions (9) and (10) will remain high. If we
narrow the range of variation in the breakdown voltage,
the approximation accuracy may become even higher.

The approximate expressions obtained and the
approximation parameters for the multiplication factors
of electrons, holes, and generation current in Si p–n junc-

k a, C0 C1 UB C2 UBln( )2 C3 UBln( )3,+ +ln+=

Table 2.  Parameters of approximation for multiplication
factors of holes in a gradient junction

grad|Na–Nd|, 
cm–4 Ubr, B a k δ, %

1016 3488.72 –5.729 4.925 0.003

1017 1346.06 –3.622 7.166 0.003

1018 531.22 –2.120 7.991 0.003

1019 215.59 –1.081 7.875 0.002

1020 90.69 –0.389 7.177 0.002

1021 40.00 0.054 6.172 0.007

1022 18.85 0.332 5.067 0.020

1023 9.79 0.486 3.946 0.045
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tions allow one to describe the M(U) dependences in the
range of breakdown voltages from 10 to 3000 V with a
high accuracy.

On the basis of assumptions concerning substantia-
tion of the approximate formula, we may expect that
expression (8) for the ionization integral will be appli-

1

2

3

4

50

40

30

20

10

0

k, a

2 3 4 5 6 7 8
lnUB [V]

Fig. 2. Approximation parameters k and a for the electron mul-
tiplication: (1), (2) a for the gradient and abrupt p+–n junctions,
respectively; (3), (4) k for the gradient and abrupt p+–n junc-
tions, respectively.
cable to many other semiconductor materials. Specifi-
cally, for GaAs and GaP, where αn(E) = αp(E), and for
Ge, where αp(E) ≈ 2αn(E), the approximation accuracy
may be even higher. Expression (8) may also be appli-
cable to cases where the ionization coefficients do not
follow formula (4) exactly, since the dependences α(E)
for most semiconductors are qualitatively similar.

1
2

3

4

5

6

7

8

8

6

4

2

0

–2

–4

k, a

432 5 6 7 8
lnUB [V]

Fig. 3. Approximation parameters k and a for the multipli-
cation of holes and generation current. Solid lines denote
the multiplication for holes, and dashed lines denote the
multiplication for the generation current. The upper group
of curves, k: (1), (3) a gradient p–n junction, (2), (4) an
abrupt p+–n junction. The lower group of curves, a: (5),
(8) a gradient p–n junction, (6), (7) an abrupt p+–n junction.
Table 3.  Coefficients in approximate formulas for parameters k and a

Multiplication Junction type Parameter C0 C1 C2 C3

Electrons p+–n k –3.958 × 10–2 1.051 1.345 × 10–1 –1.165 × 10–3

a –2.607 1.784 3.970 × 10–1 –9.346 × 10–3

n+–p k –4.972 × 10–1 1.319 9.432 × 10–2 –2.213 × 10–4

a –3.588 2.673 2.659 × 10–1 4.221 × 10–3

Gradient k –4.666 × 10–1 1.687 2.682 × 10–1 –3.800 × 10–3

a –3.383 2.987 7.000 × 10–1 –1.668 × 10–3

Holes p+–n k 9.504 × 10–1 6.157 × 10–1 1.786 × 10–1 –2.032 × 10–2

a 7.324 × 10–1 –2.458 × 10–1 3.817 × 10–2 –8.677 × 10–3

n+–p k 1.155 2.640 × 10–1 2.630 × 10–1 –2.802 × 10–2

a 8.519 × 10–1 –2.823 × 10–1 6.060 × 10–2 –1.147 × 10–2

Gradient k 1.647 2.876 × 10–1 4.498 × 10–1 –5.332 × 10–2

a 1.086 –3.801 × 10–1 9.534 × 10–2 –1.851 × 10–2

Generation current p+–n k –5.685 × 10–1 1.979 –2.829 × 10–1 –1.692 × 10–2

a 2.734 × 10–1 1.528 × 10–1 –8.412 × 10–2 6.964 × 10–3

n+–p k 7.411 × 10–1 5.283 × 10–1 7.316 × 10–4 5.472 × 10–4

a –2.268 × 10–1 1.753 × 10–1 2.615 × 10–2 –1.741 × 10–3

Gradient k 1.497 5.199 × 10–1 3.637 × 10–2 2.996 × 10–4

a 7.644 × 10–1 –4.244 × 10–1 1.223 × 10–1 –5.933 × 10–3
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Abstract—The luminescence of GaAs/AlGaAs multiple-quantum-well structures with different well widths,
containing A(+) centers, was studied to determine the dependence of the center binding energy on quantum-
well width. It is shown that the binding energy of the A(+) centers increases markedly with decreasing well
width, becoming ten times greater in 10-nm-wide wells than in the bulk material. The binding energy of
A(+) centers was found to depend on their concentration. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The investigation of positively charged acceptors,
the so-called A(+) centers, in GaAs/AlGaAs quantum
wells begin in [1–3]. The energy position and the Bohr
radius of the A(+) centers were established by measure-
ments of the Hall effect [1] and low-temperature hop-
ping transport over the A(+) band [2]. The binding
energy of A(+) centers in 15-nm-thick quantum wells
was found to be considerably higher than that for the
bulk material. A study of the luminescence properties
of A(+) centers was carried out [3]. It showed that the
luminescence line related to the A(+) centers is due to
the radiative transition of nonequilibrium electrons to
an A(+) center, a process similar to the radiative capture
of nonequilibrium electrons by a conventional acceptor
center. This permits one to use luminescence data for
determining the A(+)-center binding energy.

This communication reports on a luminescence
analysis of quantum-well structures with A(+) centers
for different well widths; it is aimed at the comprehen-
sive investigation of the dependence of the A(+)-center
binding energy on quantum-well width.

2. EXPERIMENTAL TECHNIQUE 
AND DATA PROCESSING

The samples were grown by MBE in an ÉP1203
setup on the singular (001) surface of semiinsulating
GaAs substrates. The structures were grown at a con-
stant substrate temperature of 580°C. The growth rates
for GaAs and Al0.35Ga0.65As layers were 0.2 and
0.3 nm/s, respectively. During growth, the structures
were selectively doped with beryllium to a bulk hole
concentration of 1017 cm–3 in GaAs. Each sample rep-
resented a set of ten GaAs quantum wells separated by
20-nm-thick AlGaAs barriers. The well width varied
from 7 to 18 nm. In addition, for better confinement of
the carriers in the quantum-well region, AlGaAs cap
layers, 100 and 250 nm thick, were grown on the sub-
1063-7826/03/3709- $24.00 © 21090
strate and surface sides, respectively. Stationary
A(+) centers in the quantum wells were produced by
so-called double selective doping [4] (simultaneous
doping of the quantum wells and the barriers). To do
this, a 2-nm-wide layer at the center of each well and a
3-nm-wide layer at the center of each intermediate bar-
rier were doped, whereas, in the barriers at the edges of
first and last wells, 1.5-nm-thick layers were doped.
Hall measurements of the bulk hole concentration in
GaAs:Be and Al0.35Ga0.65As:Be samples suggested that
this doping scheme provides approximately equal con-
centrations of impurity centers in the wells and the bar-
riers. This gives rise to occupation of the levels of
impurity centers in the wells by holes from the impurity
centers in the barriers, i.e., to the formation of the
A(+) centers. This method of quantum-well doping [5]
does not, however, exclude a certain probability of find-
ing some unoccupied A(0) centers.

An LGN-215 He–Ne laser was used for photolumi-
nescence excitation. The samples were directly
immersed in liquid helium. A pump light was injected
into a sample, and the luminescence signal was
extracted using a glass fiber providing a maximum
pump light intensity of about 10 mW/mm2. The sample
luminescence was analyzed by a DFS-12 spectrometer
interfaced to a nitrogen-vapor-cooled FÉU-62 photo-
multiplier. The spectra were taken in the photon-count-
ing mode.

A typical photoluminescence spectrum of the struc-
tures under study contained two peaks, one of them due
to the A(+)-center emission, and the other, to the recom-
bination of excitons bound to neutral acceptors. A free-
exciton peak may sometimes be observed. The ampli-
tudes of the first two peaks depend linearly on the pump
intensity. Both of these peaks are fairly broad, from
2−3 to 10 meV. The peak width increases with decreas-
ing quantum-well size, which can be affributed both to
the increasing relative fluctuation of the quantum-well
width and to the fact that the dependence of the binding
003 MAIK “Nauka/Interperiodica”
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energy on the position of the center in the well becomes
significant for narrow wells. This gives rise to the prob-
lem of correct peak discrimination in the cases when
the spacing between the peaks is comparable to their
halfwidth. To establish the correct position of the lumi-
nescence peaks due to A(+) centers and excitons, the
spectra were first filter-smoothed by a fast Fourier
transform. Following this procedure, the parameters of
the Gaussian peaks were refined by successive least-
squares iterations. Figure 1 illustrates this processing
by the example of the spectrum of a sample with
18-nm-wide quantum wells recorded at 24 K. We
readily see that the processing employed allows us to
determine of the peak positions with a high accuracy.

In narrow [3], 10- to 15-nm-wide wells, the energy
of the free-electron–A(+)-center transition is lower than
the luminescence energy of the bound exciton. The
binding energy of the A(+) center is higher because of
the stronger confining effect the well width exerts on
the A(+)-center wave function of the. The reverse is true
for a bulk material; specifically, the energy of the fran-
sition of a free electron to the A(+) center is higher than
that of bound-exciton luminescence. (The A(+)-center
binding energy is low.) Therefore, as the quantum-well
width increases, the spacing between these peaks
decreases, with the result that, in broad wells, the free-
electron–A(+)-center transition energy becomes greater
than the bound-exciton luminescence energy. To iden-
tify these peaks, the Gaussian unfolding procedure was
complemented by determining the temperature depen-
dence of the intensity of the corresponding peaks. This
method is based on the observation that a bound-exci-
ton peak disappears rapidly with increasing tempera-
ture because of the low binding energy between the
exciton and the neutral center, whereas the intensity of
the free-electron–A(+)-center radiative transitions
decreases weakly. The above reasoning is illustrated by
Fig. 2 for the cases of a “narrow” (Fig. 2a) and a “wide”
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Intensity, arb. units

E, eV
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3

1.5351.5251.515
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500
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300
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100

0

Fig. 1. Illustration of a spectral unfolding into Gaussian
constituents. The peaks are due to (1) A(+)-center recombi-
nation, (2) a bound exciton, and (3) a free exciton. 
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Fig. 2. Photoluminescence spectra of (a) sample F-335 with
a well width of 70 Å and (b) sample F-338 with a well width
of 180 Å, which were recorded at the specified tempera-
tures. BE and FE denote the bound, and free excitons,
respectively.
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Fig. 3. (1) Dependence of the A(+)-center binding energy on
quantum-well width and (2) data obtained for samples with
a higher A(+)-center concentration [3].



 

1092

        

IVANOV 

 

et al

 

.

                                                                     
(Fig. 2b) quantum well. We readily see that, while the
right-hand wing of the common peak disappears with
increasing temperature for “narrow” wells, for “broad”
wells, it is the left-hand wing that fades with increasing
temperature.

The binding energy of the A(+) center was found by
adding the energy difference between the A(+) and
bound-exciton peaks to the binding energy of the exci-
ton bound to a neutral acceptor, which is available in
the literature. The results are shown in Fig. 3. The bind-
ing energy of the A(+) centers derived from the lumi-
nescence measurements is seen to increase with
decreasing quantum-well width.

3. DISCUSSION 
The results obtained in this study can be summa-

rized as follows.
First, the binding energy in quantum wells of the

width of interest, which is determined by photolumi-
nescence, is indeed many times larger than the value
reported for the bulk GaAs material [6]. This fact,
described already in [1], is related to the large localiza-
tion length of the A(+) center, which is comparable to
the quantum-well width and experiences the strong
confining effect of the well.

Second, as the width of a well decreases, its confin-
ing effect on the A(+)-center wave function grows,
which increases the center binding energy. The local-
ization length of A(+) centers in a 15-nm-wide quantum
well was estimated to be 11 nm [2]. It is at these quan-
tum-well widths where the binding energy in for sam-
ples under study is observed to increase (Fig. 3).

Third, the dependence of the binding energy of A(+)
centers on their concentration, derived by the photolu-
minescence technique, may be considered established.
Figure 3 plots the measured binding energies [3] for
samples with a higher A(+)-center concentration,
(4−6) × 1017 cm–3. The binding energy of A(+) centers
determined for these samples from photoluminescence
measurements turned out to be higher than that for sam-
ples with a concentration of 1017 cm–3. The reasons for
the increase in the A(+)-center binding energy at higher
doping levels are not completely understood. This phe-
nomenon may be due to the potential fluctuations
(irregularity of the band edges) as a result of the
A(+)centers in a well being charged. It is also possible
that the increase in the A(+) binding energy at high con-
centrations of centers could be caused by the second
Hubbard band as a whole. Note that the volume con-
centration of A(+) centers of 1017 cm–3 chosen in this
study may not be low enough, so that the A(+) binding
energy will not depend on the concentration of these
centers. These issues require further study.
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Abstract—The longitudinal and transverse mobilities of electrons in a superlattice with doped quantum wells,
limited by scattering of the electrons at impurity ions, are calculated. The case of low temperatures and low
densities of charge carriers is considered. The Conwell–Weisskopf hypothesis of the minimum scattering angle
is used to solve the Boltzmann equation for a nondegenerate electron gas in the region of weak screening of the
Coulomb potential of impurity ions. The numerical calculations are performed for the symmetric superlattice
GaAs/Al0.36Ga0.64As with a period of 10 nm and an electron concentration of 1014 cm–3 at T = 20 K. © 2003
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is known, scattering of electrons and holes by
impurity ions at low temperatures is one of the main
scattering mechanisms not only for bulk semiconduc-
tors, but also for low-dimensional heterostructures
based on them. The effect of this scattering mechanism
on the electron mobility in individual quantum wells
(QWs) has been widely investigated [1–9]. Superlat-
tices (SLs) composed of QWs have been studied much
less [10, 11]. Most studies devoted to SLs are aimed at
investigating the electrical properties of a degenerate
electron gas that arises due to the selective doping of
the layers which serve as potential barriers in the struc-
tures considered (such structures are used to design
high-electron-mobility transistors (HEMTs)) [12].
Few, if any, studies are devoted to the analysis of the
transport properties of a nondegenerate electron gas in
SLs, which appears as a result of uniform doping or
doping of QWs. As is known, SLs composed of QWs
are used in fabrication of infrared photodetectors oper-
ating on intersubband transitions [13, 14]. It is difficult
to take into account the scattering by impurity ions in
terms of the Brooks–Herring theory because of weak
screening of the Coulomb potential of ions caused by
low concentrations of free charge carriers and their low
velocities. All these factors result in very large inte-
grated scattering cross sections, thus hindering numer-
ical calculations of the transport cross section, which
governs the relaxation time for the charge-carrier
momentum. In bulk semiconductors with an isotropic
parabolic spectrum, this problem is solved in terms of
the Conwell–Weisskopf hypothesis of the finite value
of the integrated scattering cross section, which is con-
trolled by the average distance between impurity ions.
For low-dimensional semiconductor structures, such as
1063-7826/03/3709- $24.00 © 1093
superlattices consisting of quantum wells, this problem
has not been considered yet.

In this study formulas, in terms of the Born approx-
imation for the scattering probability, are obtained with
the use of the Boltzmann equation and the components
of the relaxation-time tensor and the mobility of nonde-
generate electrons in the lower miniband are calculated
for the case of scattering by impurity ions in a symmet-
ric GaAs/Al0.36Ga0.64As SL with doped QWs. Calcula-
tions were performed for a sample with an electron con-
centration n = 1014 cm–3 and a superlattice period of
10 nm at T = 20 K. In solving the Boltzmann equation
and calculating the scattering probability, the Conwell–
Weisskopf approximation for the minimum scattering
angle and the Debye screening for the Coulomb poten-
tial of ions were taken into account. The effect of taking
into account the Conwell–Weisskopf approximation on
the calculated relaxation time and electron mobility is
analyzed.

2. BASIC FORMULAS

The calculation of the probability of scattering of
electrons by impurity ions in an SL with doped QWs
was performed in the Born approximation by the for-
mula

(1)

w k k',( )
2πe4Z2NI

"ε0
2ε2V

------------------------ Sn*Sn'W qn( )W qn'( )
n n', Nz/2–=

Nz/2

∑=

×
πa

d
--- n n'–( )sin

πa
d
--- n n'–( )

--------------------------------------δ E k'( ) E k( )–( ),
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where

k and k' are the wave vectors of the initial and final
states of an electron in the lower miniband; qn = k' – k +

ez; ez is the unit vector along the SL axis; –  <

n < ; Nz is the number of the SL periods, which is

assumed to be infinitely large; ∆ is the width of the
lower miniband; a and d are the width of a QW and the

period of the SL, respectively; eZ and NI = a /d are
the charge and the average concentration of impurity

ions in the SL, respectively;  is the concentration
of impurity ions in a QW; α is the Debye screening fac-
tor; ε is the static permittivity; and u0(z) is the periodic part
of the envelope of the Bloch function (z) at kz = 0. For-
mula (1) is obtained in the random-phase approxima-
tion for the case of uniform impurity distribution over a
QW, on the assumption that the permittivity is distrib-
uted uniformly over the SL and that the function (z)
depends weakly on kz.

The additional nonequilibrium term in the distribu-
tion function of electrons was calculated in the form

(2)

where Fi are the components of the strength of a con-
stant electric field, v(k) = ∇ kE/" is the velocity of an
electron, and f0(ε) is the equilibrium Fermi–Dirac func-
tion. By analogy with the solution to the linearized
Boltzmann equation for elastic scattering mechanisms
in the approximation of the parabolic dispersion rela-
tion for charge carriers, the function τi(k) will be
referred to in the usual way as the relaxation time. For
calculating these functions with the use of the linear-
ized Boltzmann equation, we derived the integral equa-
tions

(3)

(4)
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,=
where

(5)

is the total probability of scattering of an electron from
the state with the wave vector k per unit time. Using the
formula for the scattering probability (1) and disregard-
ing all the terms in the sum in formula (1), except for
n = n' = 0, we can represent Eqs. (3) and (4) in the form

(6)

(7)

where

(8)

(9)

is the transverse energy of the final state; x = cosϕ, ϕ is
the angle between k⊥  and ; θ = kzd; and Θ(E⊥ ) is the
theta function, which is nonzero and equal to unity at
positive values of the argument. After integration over x,
which leads to the analytical expressions (see Appen-
dix 1), formulas (6)–(8) are reduced to single integrals.
If, at a specified value of k, the integrated effective scat-
tering cross section  calculated with regard to the
screening of the Coulomb potential did not exceed the
quantity

the parameter β was assumed to be unity. According to
the Brooks–Herring theory, this value of β corresponds
to the possibility of scattering of an electron by an indi-
vidual impurity ion from the specified state at any value
of the impact parameter i.e., it corresponds to the
description in terms of the single-particle scattering
theory. If this condition is not satisfied, then according
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to the Conwell–Weisskopf theory, when integrating
over the angles in formulas (6)–(8) we have to take into
account the presence of the minimum impact parameter
or minimum scattering angle δ of the vector k with vec-
tor k'. This angle is determined from the condition for
the equality of the integrated effective cross section to
the maximum value

(10)

at

(11)

The joint solution of Eqs. (8) and (10) with consid-
eration of condition (11) makes it possible to determine
the parameter β as a function of the transverse energy
E⊥  and the parameter θ. In the case of bulk semiconduc-
tors with an isotropic parabolic energy spectrum of
electrons, the introduction of the minimum scattering
angle, according to formulas (10) and (11), into the
Brooks–Herring theory leads to the formula for the
dependence of the relaxation time on the energy E,
which can be referred to as the generalized Brooks–
Herring and Conwell–Weisskopf formula (see Appen-
dix 2):

(12)

where

(13)

Equations (6) and (7) are nonlinear integral equa-
tions with two variables E⊥  and θ. In the approximation
of quasi-two-dimensional electron gas (∆ ! k0T) and at
∆ = 0 in formulas (6)–(9), the integral equations trans-
form into equations with one variable θ, which para-
metrically depend on E⊥ . Equations (6) and (7) were
solved numerically by an iterative procedure. The solu-
tion to these equations obtained in terms of the quasi-
two-dimensional approximation by the difference
method [15] was used as a zero-order approximation.

The electron mobility was calculated by the formulas

(14)
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where

(15)

(16)

(17)

(18)

is the inverse longitudinal effective electron mass aver-
aged over energy.

3. NUMERICAL ANALYSIS

The relaxation time and the electron mobility
governed by scattering of electrons by impurity ions
were calculated for the symmetric composite
GaAs/Al0.36Ga0.64As superlattice with doped 5-nm-
wide quantum wells at T = 20 K. In the calculations, the
following parameters were used for GaAs and for the
AlxGa1 – xAs [16] alloy: m⊥  = m* = 0.066m0 and ε =
13.18. The width of the lower miniband ∆ = 7.1 meV,
which was calculated for the specified SL by the
method described in [17], significantly exceeds the
average value of the energy of nondegenerate electrons
with a concentration n = NI = 1014 cm–3 at a value of the
Fermi level equal to –5k0T. The results of calculating
the components of the relaxation-time tensor and the
mobility in the Brooks–Herring approximation (α ≠ 0,
β = 1; approximation 1); the Conwell–Weisskopf
approximation (α = 0, β < 1; approximation 2); and the
generalized Brooks–Herring and Conwell–Weisskopf
approximation (α ≠ 0, β ≤ 1; approximation 3) are listed
in the table. The values of the longitudinal mobility
listed were obtained at 〈m||〉  = 0.30m0. According to the
table, the calculated values of the transverse relaxation
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Average values of the components of the relaxation-time tensor and the mobilities of electrons in the superlattice

Approximation 〈τ ⊥ 〉 , ps 〈τ ||〉 , ps µ⊥ , m2 V–1 s–1 µ||, m
2 V–1 s–1 τGaAs, ps

1 13 30 34 17 13

2 15 36 40 21 15

3 15 38 41 22 16
time averaged over energy are close to the correspond-
ing values for bulk GaAs and depend weakly on the
approximation used. The averaged values of the longi-
tudinal relaxation time calculated in different approxi-
mations differ more significantly. As one might expect,
the calculation method based on the generalized
approximation yields the largest values of the relax-
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Fig. 1. Dispersion of the parameter β over the longitudinal
wave vector. The ratio E⊥ /k0T is (1) 0.5, (2) 1, (3) 2, and (4) 4.
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Fig. 2. Dispersion of the transverse relaxation time over the
longitudinal wave vector calculated in the approximations
(1) 1, (2) 2, and (3) 3, respectively (see table); (3') represents
the results of calculation using the quasi-two-dimensional
approximation.
ation time and mobility. We should note that, at the tem-
perature considered, the values of mobility governed by
scattering of electrons by impurity ions with the con-
centration noted are close to the corresponding values
governed by inelastic scattering at acoustic phonons in
an SL calculated by the procedure suggested in [18]:
µ⊥  = 50 m2/(V s) and µ|| = 13 m2/(V s).

Figure 1 shows the dispersion of the parameter β
over the longitudinal wave vector calculated in terms of
the generalized approximation for different values of
the transverse energy. It can be seen from Fig. 1 that a
noticeable dispersion of this parameter, as should be
expected, occurs at small values of the total energy
(the sum of longitudinal and transverse energies) of an
electron.

Figures 2 and 3 show, respectively, the dispersions
of the transverse relaxation time and the function χ||
over the longitudinal wave vector calculated by formu-
las (6) and (9) at E⊥  = k0T in approximations 1 (curves 1),
2 (curves 2), and 3 (curves 3). The variance of the func-
tions noted is nonmonotonic, which is due to the disper-
sion of the energy of longitudinal motion along kz. This
statement follows from the shape of the dependence of
the functions noted calculated in generalized approxi-
mation 3 using the quasi-two-dimensional approxima-
tion for the electron gas (curves 3').

The dispersions of the transverse and longitudinal
relaxation times over the energy of transverse motion
averaged over the longitudinal wave vector (see formu-
las (16)) are shown in Figs. 4 and 5, respectively. It fol-
lows from Fig. 4 that the dispersion of the transverse
relaxation time calculated in different approximations
is almost the same and close to the dispersion of the
relaxation time calculated by formula (12) for bulk
GaAs (Fig. 5, curve 4). For the longitudinal relaxation
time (Fig. 5), the dispersions calculated in different
approximations differ noticeably. In addition, accord-
ing to Fig. 5, a significant difference between the values
of the longitudinal relaxation time for the SL and for
bulk GaAs is also observed.

In accordance with formulas (6), (7), and (10), the

function (k), which is defined by formulas (5) and
(8) and represents the total probability of scattering of
an electron from the state with the wave vector k, plays
an important role in the calculations of the relaxation
time. The dispersion of this function over the longitudi-
nal wave vector at E⊥  = k0T, calculated in different
approximations, is shown in Fig. 6. According to Fig. 6,
the value of this function calculated in the Conwell–

τ0
1–
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Weisskopf and generalized approximations (curves 2
and 3, respectively) exceeds the corresponding value
calculated in the Brooks–Herring approximation (curve 1)
by an order of magnitude.

4. CONCLUSION

The analysis performed showed that the calculation
of the longitudinal and transverse relaxation times for
nondegenerate electron gas in a superlattice carried out
in the Conwell–Weisskopf approximation with allow-
ance made for weak screening of the Coulomb potential
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Fig. 3. Dispersion of the function χ|| over the longitudinal
wave vector calculated in the approximations (1) 1, (2) 2,
and (3) 3, respectively (see table); (3') represents the results of
calculation using the quasi-two-dimensional approximation.
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the energy of the transverse motion averaged over the lon-
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Fig. 2. (4) Represents the results of calculations for bulk
GaAs (12).
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of impurity atoms in the Debye approximation yields
results similar to those obtained in the Brooks–Herring
approximation. Notably, the average value of the trans-
verse relaxation time is similar to the corresponding
value for a bulk semiconductor in which a quantum
well is formed. This fact is related to the strong depen-
dence of the Fourier component of the Coulomb poten-
tial on the wave vector in the region of small wave vec-
tors in the case of weak Debye screening.

We should note that the results obtained are qualita-
tive in view of the following. The temperature consid-
ered is out of the temperature range where the Born
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Fig. 4. Dispersion of the transverse relaxation time over the
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dinal wave vector. Designations (1–3) are the same as in
Fig. 2.
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approximation may be applied with confidence to the
calculation of the scattering probability. At the same
time, the applicability of the Boltzmann equation is jus-
tified by small values of the impurity concentration. As
a result of an increase in temperature, accompanied by
enhanced scattering of electrons by phonons, the scat-
tering by impurity ions begins to play an important role
at higher concentrations of ions and electrons, which, in
turn, removes the problem of the applicability of the
Born approximation, as well as the problem of weak
screening of the Coulomb potential of impurity ions.

APPENDIX 1

The integrand in formula (6), which depends on x, has
a fairly simple form, which allows us to reduce the inte-
gral over x to the analytical expression

(A.1,1)

where

The integrals in formulas (7) and (8) can be trans-
formed similarly:

(A.1,2)

At β = 1 (the case of a finite scattering cross section
due to the screening of the Coulomb potential), the
right-hand side of formula (A.1,1) is simplified consid-
erably:

(A.1,3)

(A.1,4)

APPENDIX 2

As is known [19], in the Born approximation, the
probability of scattering of an electron at the screened

x xd
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potential of an impurity ion in a bulk semiconductor has
the form

(A.2,1)

In the case of an isotropic parabolic energy spec-
trum of electrons, the integrated effective scattering
cross section  calculated for an electron with the
energy E, with regard to (A.2,1) and the minimum scat-
tering angle δ, has the analytical form

(A.2,2)

where

The other designations are the same as in formula (12).
Formula (12) for the relaxation time is derived in the
ordinary way by calculating the transport effective
cross section σc(E, δ):

(A.2,3)

Here, by definition,

(A.2,4)

Assuming that (E, 0) >  and equating (A.2,2)

to , we obtain yields formula (13) for the parame-
ter γ > 0. In the opposite case, γ should be assumed as
zero, which corresponds to the case of δ = 0. In this
case, formula (12) transforms into the known Brooks–
Herring formula. With an electron concentration n  0,
the parameter η  ∞ and formulas (12) and (13)
transform into the known formulas of the Conwell–
Weisskopf theory [20] for the relaxation time and the
minimum scattering angle. Hence, the relaxation time
calculated by formula (12) is the longest relative to the
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relaxation time calculated by the Brooks–Herring and
Conwell–Weisskopf formulas.
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Abstract—The effective cross section for photoluminescence (PL) excitation and lifetime of erbium ions in an
excited state have been determined in Si:Er/Si/Si:Er/Si…/Si structures fabricated by sublimation molecular
beam epitaxy. The obtained results show that a considerable enhancement of PL intensity from erbium ions in
selectively doped silicon, compared with that doped uniformly, is not related to changes in the radiative lifetime,
effective cross section for excitation, or lifetime of erbium ions in the excited state. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Studies of photoluminescence (PL) in semiconduc-
tor structures doped with rare-earth elements are aimed
at designing new light emitters for optoelectronic appli-
cations. Numerous publications have been devoted to
the luminescence of Er ions in Si (see, e.g., [1–17]).
Topical problems here are the raising of the emission
intensity of Er ions and the excitation efficiency. Now-
adays, a high intensity of Er-ion PL at low temperatures
is obtained in Er-doped Si layers produced by molecu-
lar-beam epitaxy (MBE) [4–7]. Studies of structures
fabricated by sublimation MBE (SMBE) have shown
that in periodically doped structures, where the layers
of pure Si alternate with Er-doped Si (Si:Er) layers, the
intensity of Er-ion PL can be significantly raised in
comparison with uniformly doped structures [7, 13].
The PL intensity increase in these structures can be
attributed both to an increase in the concentration of
excited optically active centers and a decrease in the
radiative lifetime (τrad) of Er3+ ions as compared with
that in uniformly doped structures. This conclusion fol-
lows from the fact that the PL intensity is directly pro-
portional to the number of excited Er ions and inversely
proportional to τrad [3, 8]. No answer has been hitherto
obtained to the question of which of these factors is the
principal one. The parameters characterizing the effi-
ciency of the radiative energy conversion, namely the
effective cross-section of Er-ion PL excitation and the
effective lifetime of Er ions in the excited state, have
not been determined either.

The goal of the present study is the determination of
the effective cross-section of Er-ion PL excitation,
1063-7826/03/3709- $24.00 © 1100
kinetics of Er-ion PL decay in periodically doped Si:Er
structures, and the revealing of the most probable of the
above-listed sources that causes the PL intensity to rise
in periodically doped structures compared with uni-
formly doped ones.

2. EXPERIMENT

Epitaxial Si:Er/Si/Si:Er/…/Si structures were
SMBE-fabricated on (100) Si:B substrates of 10 Ω cm
resistivity [7]. Alternating Si:Er epitaxial layers with an
Er concentration of ~1018 cm–3 (according to SIMS data
for uniformly doped layers grown in similar conditions)
and of 4.5 nm thickness and undoped Si layers of 19 nm
thickness were formed by sublimation of, respectively,
polycrystalline Si:Er wafers and single-crystal Si
(1000 Ω cm resistivity) heated by electric current. The
substrate temperature was 570°C. A structure com-
prised 94 Si:Er/Si periods.

PL was excited at the temperature of 78 K with an
argon laser λ = 488 nm. An electromechanical modula-
tor with a switching time of <30 µs was used for the
amplitude modulation of radiation. The emission from
the structure surface was focused by a system of lenses
onto the entrance slit of a monochromator and detected
at its output with an uncooled InGaAs diode with a res-
olution of ∆λ = 3 nm in the λ = 1.0–1.65 µm range. In
the measurements of the PL decay kinetics, the charac-
teristic response time of the detector and the recording
system did not exceed 5 µs.
2003 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

Figure 1 shows the PL spectrum of a structure at a
temperature of 78 K. In the spectral range under study,
the spectrum contains only a single peak at λ ≈
1.54 µm, which is associated with radiative transitions
of electrons between the levels 4I13/2 (first excited state)
and 4I15/2 (ground state) of Er3+ ions split by a crystal
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Intensity, arb. units

λ, µm
1.51.41.31.21.11.0

1
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4

Fig. 1. The PL spectrum of a structure at 78 K.
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Fig. 2. The intensity of the λ = 1.538 µm PL peak at 78 K
vs. the flux F of photons from an argon laser penetrating
into the sample.
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field. The PL spectra of these samples were studied ear-
lier with a BOMEM DA3.36 Fourier spectrometer with
0.5 cm–1 resolution at 4.2 K (see [16], sample no. 64).
It was established that (i) the dominating center is the
well-known Er–oxygen complex (Er-01 center, with
the most intense transitions at 6507 and 6472 cm–1) and
(ii) that the so-called D1 lines, attributed to edge dislo-
cations and characterized by the temperature-depen-
dent spectral position [17] (by contrast to Er-related
lines), are absent.

With the intensity of exciting light rising, the PL
intensity increases and tends toward a constant value.
Figure 2 shows the experimental dependence of the Er
PL intensity at 78 K on the flux F of photons which are
emitted by the argon laser and penetrate into the sam-
ple. The value of F was determined with account taken
of the losses in the optical path and reflection from the
Si surface. The PL intensity dependence on F can be
described by the expression [8]

(1)

where σeff is the effective cross-section for PL excita-
tion; τ is the lifetime of Er ions in the excited state; and
A is a constant independent of σeff, τ, and F. For the
curve fitting the experimental data in Fig. 2, the value
of σeffτ, determined from (1), was ~6.8 × 10–19 cm2 s.

To independently determine the lifetime of Er ions
in the excited state and further calculate the value of
σeff, we studied the kinetics of PL decay. Figure 3
shows the PL intensity as a function of time t for an
argon laser emission power of 10 mW. The instant t = 0
corresponds to switching off of the sample irradiation
with the argon laser. As is known (see, e.g., [8, 9]), the

PL AσeffτF/ 1 σeffτF+( ),=

Intensity, arb. units

t, ms3210

0.01

0.1

Fig. 3. The PL intensity as a function of time after switching
off the sample irradiation with an argon laser of 10 mW
power.
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decay rate of the concentration  of excited Er ions
after switching off of the laser beam is described by

(2)

The solution to Eq. (2) has the form

(3)

where NEr is the initial concentration of excited Er ions.
Since the luminescence intensity is directly propor-
tional to , the time constant τd of the PL signal
decay after switching off the argon laser equals the life-
time of Er ions in the excited state. As seen in Fig. 3, the
kinetics of the luminescence decay is well described by
an exponential function with a single time constant.
Figure 4 shows the dependence of τd on the intensity of
the argon laser radiation. The value of τd is virtually
independent of the laser power in the range under
study; it equals ~1.14 ± 0.03 ms. This value is close to
the maximum lifetime (τmax ≈ 2 ms) of Er ions in the
excited state, which was observed in unselectively
doped Si at T = 15 K [10]. The maximum τ is usually
obtained at rather low temperatures; it varies within
~1–2 ms in different studies of uniformly doped Si
[10−12]. It is noteworthy that τ is virtually constant at
temperatures at which free carriers are frozen out (see,
e.g., [11]). Since all the hitherto studied effective mech-
anisms of nonradiative de-excitation of Er3+ ions in Si
presume a temperature-dependent τ, it is widely
believed that, in all probability, τmax ≈ τrad. The value of
τ obtained at T = 78 K in the present study differs from
τmax (T = 15 K) by less than a factor of 2 and is very

NEr*

dNEr* /dt NEr* /τ .–=

NEr* NEr* t/τ–( ),exp=

NEr*
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Fig. 4. The time constant of the Er-ion PL decay as a func-
tion of the Ar laser emission power P.
close to the decay time of the PL signal (1.3 ms at T =
78 K) [14] in SMBE-grown uniformly doped Si:Er epi-
taxial layers. At the same time, the PL intensity was
raised by nearly an order of magnitude owing to selec-
tive doping [7, 13]. The obtained result shows that the
reduction of the radiative lifetime of the Er3+ ion is not
the principal reason for the increase in the PL intensity
in periodically doped Si, compared with uniformly
doped material.

Based on the obtained σeffτ and τ values, we calcu-
lated σeff as ~0.6 × 10–15 cm2 at T = 78 K, an argon laser
emission power up to 20 mW, and a light beam cross-
section of 1.5 mm. The values in the literature of the
effective cross-section for Er3+ ion excitation in uni-
formly doped single-crystal Si layers determined for the
case of low temperatures and low excitation power P are
σeff = 3 × 10–15 cm–2 (T ≈ 15 K, P < 1 mW, light beam
diameter 1 mm) [10] and σeff = 5.2 × 10–15 cm2 (T ≈ 4 K,
P ≈ 10 µW) [11]. Taking into account the reduction of
the effective cross-section for excitation with an
increase of temperature and pumping power [10, 11],
we believe that the value of σeff in periodically doped
SMBE structures is close to that in uniformly doped
structures.

4. CONCLUSION

The effective cross-section for PL excitation and the
lifetime of Er ions in the excited state in periodic
Si:Er/Si/Si:Er/Si…/Si structures doped in SMBE-pro-
cess have been measured for the first time. The obtained
data show that a considerable increase in the Er-ion PL
intensity in periodically doped Si, in comparison with
uniformly doped Si, is not related to changes in the
radiative lifetime, effective cross section for excitation,
or lifetime of erbium ions in the excited state.
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Abstract—Metamorphic modulation-doped InGaAs/InAlAs heterostructures have been MBE-grown on GaAs
substrates. The optimization of low-temperature growth conditions for a graded-composition buffer layer made
it possible to reduce the amount of structural defects in the active layers of the structure. The electron mobility
in the 2D channel of metamorphic structures grown under optimum conditions (8100 cm2/V s at 300 K) notice-
ably exceeds the values achievable in strained InGaAs/AlGaAs heterostructures on GaAs substrates. © 2003
MAIK “Nauka/Interperiodica”.
Modulation-doped InGaAs/InAlAs heterostruc-
tures (MDHS) grown by epitaxy on InP substrates are
widely used in microelectronics in the fabrication of
low-noise high-speed transistors [1]. The advantage of
this system of materials over InGaAs/AlGaAs on GaAs
substrate is the possibility of using layers with a higher
In content (typically, ~50% for InP substrate in contrast
to ~20% for GaAs) and the resulting higher conduction
band offset at the channel–barrier heterointerface and
lower electron effective mass. These factors make it
possible to obtain in MDHS a higher density (>2 × 1012

instead of ~1 × 1012 cm–2) and mobility (>10000 instead
of ~6000 cm2/V s) of electrons in the 2D gas formed
near the heterointerface. However, significant draw-
backs of InP substrates as compared with GaAs, such as
smaller size of commercially available wafers, high fra-
gility, and high cost, hinder the manufacture of devices
based on InP substrates. This raises interest in so-called
metamorphic structures on GaAs substrates, where the
application of specific growth technology for the
In(Ga)AlAs buffer layer allows the transition from the
GaAs to the InP lattice constant in such a way that the
majority of dislocations do not propagate in the growth
direction, being confined to the transition layer [2–6].
At the same time, fabrication on GaAs substrates of
metamorphic structures with transport and structural
characteristics competitive with those of MDHS on InP
substrates is complicated by incomplete suppression of
dislocation threading to the active layers of the struc-
ture and emergence of a surface microprofile [5].

In the present study, we have optimized the growth
conditions for MDHS based on metamorphic
InAlAs/InGaAs/InAlAs structures on GaAs substrates,
so as to reduce the amount of defects and obtain a high
carrier mobility.
1063-7826/03/3709- $24.00 © 21104
The structures were grown in a Riber 32P MBE
machine. The growth process was monitored directly
during layer deposition by means of reflection high-
energy electron diffraction (RHEED). The composition
and structural perfection of layers were studied by
high-resolution X-ray diffraction. The density and
mobility of carriers were measured by the van der Pauw
method in a BioRad installation at temperatures of 77
and 300 K. The obtained structures were studied also
by scanning and transmission electron microscopy
(SEM and TEM) to determine the surface morphology
and the degree of relaxation of layers in a structure.

Due to significant lattice mismatch (~3.5%)
between InP and GaAs, the direct epitaxial growth of
comparatively thick structurally perfect layers with a
lattice constant coinciding with that of InP is impossi-
ble, because, in this situation, the relaxation of elastic
strains is accompanied by the formation of dislocations
threading across the entire thickness of the epitaxial
layer. As an example, Fig. 1a shows a cross-sectional
TEM image of an InGaAs layer (with an In content of
~30%) on GaAs. In this study, InAlAs with an In con-
tent varying linearly from 10 to 58% served as the
buffer layer. The structures under study comprise the
following set of layers: an InAlAs buffer layer of 0.9 µm
thickness is deposited onto a semi-insulating GaAs
substrate; then, an In0.52Al0.48As layer of 0.4 µm thick-
ness is deposited and a structure with 2D electron gas is
formed on this layer; the structure comprises an
In0.53Ga0.47As channel of 40 nm thickness, an
In0.52Al0.48As spacer (5 nm), a doped n-In0.52Al0.48As
barrier layer (10 nm), an In0.52Al0.48As subgate layer
(15 nm), and an n-In0.53Ga0.47As contact layer of 7 nm
thickness.
003 MAIK “Nauka/Interperiodica”



        

METAMORPHIC MODULATION-DOPED InAlAs/InGaAs/InAlAs HETEROSTRUCTURES 1105

                              
We have found that using a sufficiently low temper-
ature (≤400°C) during the deposition of the buffer layer
makes it possible to “confine” the majority of disloca-
tions to within the buffer layer and to prevent their
propagation into upper layers, which is clearly seen in
the cross-sectional TEM image (Fig. 1b). It is notewor-
thy that the morphology of the growing surface is to a
large extent dependent on the substrate temperature
during the deposition of the buffer layer. It was found
that when temperatures are too low, ~350°C, growth
occurs in the 3D mode, which is indicated by a spotty
RHEED pattern. However, the situation changes signif-
icantly when the temperature is raised to 400°C. Imme-
diately after the start of deposition of the graded buffer
layer, a (1 × 1) surface reconstruction is observed, but
the rods show markedly thickened parts indicating the
3D growth mode. During the low-temperature growth
of In0.52Al0.48As, the RHEED pattern changes; specifi-

200 nm(a)

(b) 300 nm

Fig. 1. Cross-sectional TEM images of structures on GaAs sub-
strates: (a) In0.3Al0.7As layer and (b) InAlAs/InGaAs/InAlAs
MDHS on GaAs substrate with a metamorphic graded
layer.
SEMICONDUCTORS      Vol. 37      No. 9      2003
cally, the thickened parts gradually disappear. During
subsequent growth and upon termination of growth for
raising the substrate temperature, a striped diffraction
pattern of (4 × 1) surface reconstruction is observed.

Thus, the use of optimal growth conditions allowed
us to both suppress the threading of dislocations and to
obtain atomic-smooth interfaces necessary for the
reduction of the scattering by the roughness of the het-
erointerface, which makes the carrier mobility in
2D electron gas higher. At the same time, the problem
of stacking fault formation in the course of the growth
of the buffer layer has not been completely resolved
(Fig. 2a). These defects arise due to high dislocation
density at the initial stage of growth; in contrast to dis-
locations by themselves, they are not confined to within
the buffer layer, but thread across the entire structure
thickness and form specific morphological features on

300 nm(a)

(b)
3 µm0000020 kV

Fig. 2. InAlAs/InGaAs/InAlAs MDHS with a metamorphic
graded layer on GaAs substrate: (a) cross-sectional TEM
image of a structure with a stacking fault and (b) SEM
image of the structure surface.
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the surface (Fig. 2b). The formation of this type of
defect can significantly affect the transport properties
of a structure by lowering the carrier mobility due to
additional scattering. The methods for suppressing this
type of defect remain poorly studied yet. As the first
step, we have investigated the influence of the pressure
of arsenic on the density of stacking faults in the struc-
ture. Under standard growth conditions, when the As
flux exceeds the total flux of Group III elements by a
factor of 2–4, the resulting surface is corrugated, with a
large amount of stacking faults formed (Fig. 2b). It was
established, however, that the surface becomes
smoother and the density of stacking faults decreases
when the As flux is reduced. The best result was
achieved under the deposition conditions where the As
flux was equal to the total flux of metals (Fig. 3). The
mobility and density of electrons in the optimized
structure were, respectively, 8100 cm2/V s and 1.2 ×
1012 cm–2 at 300 K. At 77 K, the mobility was
33100 cm2/V s. In a similar structure grown on InP sub-
strate without a buffer layer, the electron mobility was
11050 cm2/V s at an electron density of 1.9 × 1012 cm–2

at 300 K, and at 77 K the mobility was 51670 cm2/V s.

3 µm0000020 kV

Fig. 3. SEM image of the surface of
InAlAs/InGaAs/InAlAs MDHS grown on GaAs substrate
under optimized growth conditions.
Evidently, the larger number of defects in the structure
with a metamorphic buffer leads to lower carrier
mobility; however, despite this circumstance, the
obtained parameters exceed the values reached in
InGaAs/AlGaAs/GaAs structures.

The optimization of the design of the metamorphic
graded buffer in MDHS grown on GaAs substrates
allowed us to prevent dislocation propagation into the
active layers of a structure. The optimization of growth
conditions made it possible to suppress the formation of
stacking faults in these structures. This enabled us to
fabricate on GaAs substrates InAlAs/InGaAs/InAlAs
MDHS lattice-matched with InP, with electrical charac-
teristics (an electron mobility of 8100 cm2/V s, a den-
sity of 1.2 × 1012 cm–2 at 300 K) comparable with the
parameters of similar structures on InP substrates and
exceeding those for InGaAs/AlGaAs/GaAs structures. We
believe that further optimization of the design of metamor-
phic modulation-doped InAlAs/InGaAs/InAlAs hetero-
structures lattice-matched with InP will considerably
improve the transport properties of structures based on
GaAs substrates.

We are grateful to V.M. Busov for SEM and
M.V. Baidakova for XRD studies.
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Abstract—The distribution of charged centers N(w), quantum efficiency, and electroluminescence spectra of
blue and green light-emitting diodes (LED) based on InGaN/AlGaN/GaN p–n heterostructures were investi-
gated. Multiple InGaN/GaN quantum wells (QW) were modulation-doped with Si donors in GaN barriers.
Acceptor and donor concentrations near the p–n junction were determined by the heterodyne method of
dynamic capacitance to be about NA ≥ 1 × 1019 cm–3 @ ND ≥ 1 × 1018 cm–3. The N(w) functions exhibited max-
ima and minima with a period of 11–18 (±2–3 nm) nm. The energy diagram of the structures has been con-
structed. The shifts of spectral peaks with variation of current (J = 10–6–3 × 10–2 A) are smaller (13–12 meV
for blue and 20–50 meV for green LEDs) than the corresponding values for the diodes with undoped barriers
(up to 150 meV). This effect is due to the screening of piezoelectric fields in QWs by electrons. The dependence
of quantum efficiency on current correlates with the charge distribution and specific features in the current–volt-
age characteristics. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The mechanisms of radiative recombination in light-
emitting diodes (LEDs) based on InGaN/AlGaN/GaN
heterostructures with quantum wells (QW) are depen-
dent on strong electric fields in the structures. These
fields are due not only to the doping of both constitu-
ents of the p–n junction, but also to piezoelectric and
spontaneous polarization of the structure of hexagonal
crystals [1–3].

The direction of the electric field of polarization in
InGaN QWs is opposite to the field of the p–n junction
if the structures are grown by epitaxy on a surface with
Ga-polarity. This field separates electrons and holes in
QWs if the well width is comparable or exceeds the
exciton radius. In this case, the luminescence is depen-
dent on the quantum-confinement Stark effect; this
effect reduces the probability of radiative recombina-
tion [4–5]. The polarization field in GaN and AlGaN
barriers is parallel to the field of the p–n junction, so
that the total electric field in the structures reaches val-
ues of about 106 V cm–1. Such strong fields are respon-
sible for tunneling effects in heterostructures based on
GaN [6, 7].

1 This study was reported in part at the All-Russia Conference
“Nitrides of Gallium, Indium, and Aluminum: Structures and
Devices” (Moscow State University, November, 2001), MRS
Spring Meeting (San Francisco, USA, April 2002), and the Inter-
national Conference “Optics, Optoelectronics, and Technology,”
(Ul’yanovsk, Russia, June 2002).
1063-7826/03/3709- $24.00 © 21107
If the barriers in multiple quantum wells (MQW) are
doped with donors, electrons pass from donors to QWs.
They screen the surface charges at heterointerfaces, so
that the electric fields in the structures may decrease
substantially. The influence of the Stark effect
decreases; tunnel leakage currents are simultaneously
diminished. Thus, the quantum efficiency of emission
can be considerably raised in LEDs with modulation-
doped QWs, as shown by Gardner et al. [1].

The goal of the present study is the investigation
of mechanisms of radiative recombination in
InGaN/AlGaN/GaN p–n heterostructures with modu-
lation-doped MQWs. The experimental methods used
earlier in the study of GaN LEDs [6–11] were applied
in the study of LEDs fabricated by LumiLeds Lighting
Co. [1, 12, 13].

2. EXPERIMENTAL METHODS

Blue and green LEDs based on InxGa1 – xN/AlyGa1 – y/
GaN heterostructures grown by MOCVD on sapphire
substrates were studied. An n-GaN base layer was
doped with Si, ND ≈ (1–2) × 1018 cm–3. Four periods of
InxGa1 – xN QWs (2.5–3 nm) separated with GaN barri-
ers (12–14 nm) were grown on the base layer. The In
content was in the limits of x = 0.10–0.15 and x = 0.17–
0.22 for blue and green diodes, respectively. The barri-
ers were doped with Si donors, ND ≈ (1–1.5) × 1018 cm–3.
003 MAIK “Nauka/Interperiodica”
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A p-AlGaN layer of 50–80 nm thickness and a top GaN
layer were doped with Mg, NA ≈ (1–2) × 1019 cm–3. The
LEDs fabricated from these structures had an area S =
4.66 × 10–4 cm–2 and a plastic dome 5 mm in diameter.

We studied 40 LED samples; detailed data were
obtained for four samples of each series in the range of
currents J = 10–7–3 × 10–2 A at room temperature. The
procedure for measuring the luminescence spectra and
electrical properties of LEDs has been described else-
where [6–11]. The external quantum efficiency of emis-
sion ηe(J) and the power efficiency ηp(J) of the LEDs
were determined from measurements of the emission
power.

1.2

20
Width, nm

(a)

40 60 80

0.8

0.4 58 nm
14 nm15 nm

4

3
41 nm

11 nm 7 
nm

1.6

20 40 60 80

0.8

0.4 19 nm

2

1

11 nm

12 nm

13 nm
16.7 nm

51 nm

59 nm

(b)

1.2

ND, 1018 cm–3

14 nm

Fig. 1. The distribution of charged centers in the space
charge region. (a) For two blue LEDs; circles indicate the
w0 values at V = 0. Maximum concentration for diode no. 1

is ND = 1.5 × 1018 cm–3 at z = 65 nm, efficiency 8.7% at J =

0.5 mA; for diode no. 2 ND = 1.1 × 1018 cm–3 at z = 64 nm,
efficiency 6.4% at J = 2 mA. (b) For two green LEDs; cir-
cles indicate the w0 values at V = 0. Maximum concentra-

tion for diode no. 3 is ND = 1.3 × 1018 cm–3 at z = 36 nm,
efficiency 4.4% at J = 10 mA; for diode no. 4 ND = 9.3 ×
1017 cm–3 at z = 68 nm, efficiency 3.1% at J = 3 mA.
3. EXPERIMENTAL RESULTS
3.1. Distribution of Charged Centers in the Active 

Region of the Structures

The dependence of differential capacitance on volt-
age, C(V) = (dV/dQ), and the derivative of this depen-
dence (d2V/dQ2) were measured by the heterodyne
method of dynamic capacitance [8, 9]. The distribution
of charged centers N(w) and the space charge region
thickness w were calculated using the relations

(1)

The dielectric constant was taken to be ε = 9.0 in the
calculations. It is worth noting that only absolute values
of w and N, but not the character of N(w) distribution,
depend on ε and S.

Figures 1a and 1b show N(w) distributions for two
blue and two green LEDs. Clearly pronounced maxima
and minima of N(w) correspond to modulation doping
of MQWs with a period of 11–18 nm. The amplitude of
oscillations varied from sample to sample; it was higher
for larger Nmax(w) values. The values of the space
charge region width w0 at V = 0 are denoted in figures
and listed in the table (section I). A discussion of these
results with technologists [1, 13] has revealed that vari-
ations of N(w) distributions result from uncontrollable
growth conditions.

3.2. Current–Voltage Characteristics

Current–voltage (I–V) characteristics of blue and
green LEDs are shown in Figs. 2a and 2b. They exhibit
a portion corresponding to tunneling (leakage) current
at low voltages (V < V1 ≈ 1.9–2.1 V for blue and V <
V1 ≈ 1.6–1.9 V for green LEDs). With rising V, an expo-
nential increase of current in the range J = 0.1–10 mA
corresponds to the injection of minority carriers, i.e.,
holes, into the active region of a structure with MQWs.
In this range, the derivative of VJ = dV/d(lnJ) curves
equals VJ = 40–75 mV and VJ = 80–100 mV for blue
and green LEDs, respectively. The region of high volt-
ages V is affected by the series resistance Rs, which
depends on current J:

(2)

Minimum values of the “nonideality factor” m =
VJ(e/kT) for blue and green LEDs are listed in the table
(II). In the range of high currents, I–V characteristics
were also represented as power dependences:

(2a)

with the exponent ν between 1.5 and 3.5 (table, (II)).

3.3. Emission Power and Power Efficiency of LEDs

The dependence of power P and power efficiency
(ηp = P/JV) of LEDs on current was nonmonotonic,
with a maximum ηp = ηmax in the range J = 1–10 mA

w εε0S/ dV /dQ( ); N w( ) εε0S2( ) d2V /dQ2( ).= =

J J0 e V JRs J( )–( )[ ] / mkT( ).exp=

J A V V2–( )ν
,=
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LED parameters

No. Parameter
Blue Green

b067 b169 b093 b026 g029 g176 g188 g038

I w0(10–6), cm 1.26 2.07 2.1 2.85 2.85 1.35 2.55 1.68

Ni(1017), cm–3 2.43 1.11 2.8 3.45 1.4 6.22 2.0 4.0

ϕkn , V 1.33 0.906 0.816 0.66 0.49 0.87 0.704 1.05

II ν 1.5 3.0 2.0 1.8 2.5 2.3 3.5 2.8

m = dV/d(lnJ)(e/kT)(min) 1.7 1.9 1.7 3.0 4.1 3.8 2.8 3.3

Umin, V 2.0 2.4 2.45 2.5 2.1 2.8 2.2 2.2

ϕkJ , V 2.2 1.8 2.0 1.9 1.35 1.7 1.8 1.9

eϕk , (Fn – Fp), eV 3.07 3.08 2.92 3.32 3.22 3.45 3.00 3.31

III ηmax, % 4.8 10.5 8.8 6.5 2.9 4.4 5.9 4

(Jmax, mA) 3 3 0.5 2 2 10 2 3

η, % 4.4 8.9 6.1 5.4 2.4 4.4 4.4 3.7

(J = 10 mA)

IV "ωmax, eV (J = 20 mA) 2.784 2.678 2.655 2.618 2.421 2.413 2.380 2.349

∆"ωmax, meV
(J = 10–6 ⇒  2 × 10–2 A)

–2 –3 5 14 42 48 19 17

∆("ω)1/2, eV 0.13 0.11 0.12 0.12 0.13 0.15 0.14 0.14

E1, meV (J = 20 mA) –31 –35 –35 –35 –31 –40 –39 –39

E0, meV (J = 20 mA) 59 52 54 60 50 54 54 53
(Figs. 3a and 3b, table (III)). The values of ηmax are also
presented in Fig. 1 for comparison with N(w) distribu-
tions. It is necessary to note that high values of ηmax cor-
responded to heavier doping of the barriers and clearly
pronounced periodic variations in N(w). These values
exceed the ηmax values observed in LED structures with-
out modulation-doping [9–11] by nearly a factor of 2.

3.4. Luminescence Spectra of LEDs

Figures 4a and 4b show the electroluminescence
(EL) spectra of blue and green LEDs in a wide range of
dc currents. Similarly to previously studied LEDs with-
out modulation-doping [9–11], the spectra show expo-
nential falloff on both sides. The characteristic energy
of the high-energy fall is E1 = mkT of about 35 meV
(m ≈ 1.3). The characteristic energy on the low-energy
side, E0, was about 55 meV. The FWHM of spectra
were 115–120 and 135–140 meV for the blue and green
LEDs, respectively (Figs. 4a and 4b, table (IV)).

The shift of spectral peaks "ωmax to shorter wave-
lengths under varying current (J = 10–6–2 × 10–2 A) was
comparatively small: for diodes presented in Figs. 4a,
4b, it was 5 and 50 meV for blue and green LEDs,
respectively. These values are considerably less than in
the LEDs with undoped MQWs (up to 150 meV) stud-
ied earlier [9–11]. At high current, the spectra of blue
LEDs demonstrate a slight shift to longer wavelengths,
which is related to heating (table (IV)). As shown in
Fig. 4a for one of the blue LEDs, no long-wavelength
SEMICONDUCTORS      Vol. 37      No. 9      2003
spectral bands related to tunneling emission are
observed in the low-energy range; the signal is deter-
mined only by noise.

4. DISCUSSION

4.1. Distribution of Charged Centers 
in Heterostructures

Periodic variations of the distribution of charged
centers in modulation-doped heterostructures with
QWs were studied earlier for the case of GaAs/AlGaAs
structures [14, 15]. However, for nanometer-scale
InGaN/GaN structures (Fig. 1), these variations are
observed, as far as we know, for the first time. There-
fore, it is necessary to discuss the physical meaning and
the precision of the determination of coordinates in
Fig. 1. The thickness of the carrier depleted space-
charge region, w, can be determined from the measure-
ments of the dynamic capacitance to within the Debye
screening length:

(3)

where n0 is the electron density on the side of the more
lightly doped n-constituent of the p–n heterojunction.
In our case, LDn ≈ 2.5 nm. That is why the experiment
shows smooth N(w) curves with the period d = 12–15 nm
instead of steplike dependences associated with the
sharp doping profile of the barriers. The values of N(w),

LDn εε0 kT /e( )/en0[ ] 1/2,=
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i.e., the reduced concentration of charged impurities,
correspond to the donor concentration ND(z) on the
n-side of the junction to within the ratio of concentra-
tions on two sides of the p–n junction, ND/NA ≈ 0.1. This
means that ND(z) is higher than N(w) in Fig. 1, and the
distance z in MQWs is smaller than the abscissa w in
Fig. 1:

(4)

Taking into account the above considerations, we
conclude that the distribution of charges depends on the
specifics of growth conditions. The space-charge layer
thickness w0 (circles in Fig. 1) varied from sample to
sample in the limit from 40 to 60 nm. The higher the
N(w) value, the smaller its period. The experiments
described indicate that MQWs are located on the n-side
of the structure, and, under equilibrium conditions, they
are partially filled with electrons.

ND z( ) N w( ) 1 ND/NA+( );=

dz dw/ 1 ND/NA+( ).=

1
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5.0
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3
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10–1
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10–3
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Fig. 2. I–V characteristics of (a) blue and (b) two green
LEDs. Points in Fig. 2a represent the result of fitting to the
curves by Eq. (2), with the model parameters: VJ = mkT/e =
0.0398 V, J0 = 0.0104 A, Rs = 1.685 Ω, k = 4.113, φk = 2.668 V.
4.2. Energy Diagram

We now integrate the Poisson equation for the
potential Ψ,

with the N(w) distribution known from the experiment
and taking into account Eq. (4). The boundary condi-
tions are as follows: in the point z = w0, the potential Ψ
relative to the homogeneous n-region equals  =

−kT/e and the electric field  = –dΨ/dz =

−kT/e . The first integral yields the distribution of
field Ez from the point w0 (V = 0) to the point w1, where
ND(z) is negligible (Fig. 1), and the field equals

(5)

d2Ψ/dz2 e/εε0–( )ND z( ),=

ψn0

E z w0=( )

LDn

dΨ/dz( )w1
Ew1

– e/εε0–( ) ND
+ z( ) z.d

w1

w0 LDn+

∫= =

1
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10
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1010.10.01

Fig. 3. The power efficiency of LEDs as a function of cur-
rent for (a) two blue and (b) two green LEDs.
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The second integral yields the distribution of the
potential Ψ(z) in the same interval and the value of the
contact potential in the point w1 in the n-region, ϕkn
(table, (I)).

Due to the neutrality of the system as a whole, the
total charge of acceptors (from deep inside the p-region
to the doping boundary w2) equals the total donor
charge with the opposite sign. Therefore, the electric
induction vectors D = εE in points w1 and w2 must be
equal:

(6)

Rigorous calculations considering the difference in
ε values in different layers of the structure and polariza-
tion fields are beyond the scope of the present study; we
assumed that ε1 ≈ ε2.

The distribution of charged Mg acceptors, (z),
which is hardly controllable technologically, was not
determined in our experiments. Acceptors in the
p-region can be partly compensated by donors (the
donor concentration NDp ≈ (1–5) × 1017 cm–3). The Mg
level is comparatively deep (∆EA = 160 meV at NA ≈
1019 cm–3); and in theoretical calculations it is neces-
sary to take into consideration the incomplete ioniza-
tion, so that the density of holes in the p-region p0 ≈
(1−3) × 1017 cm–3. Under these assumptions, the first
integral of the Poisson equation from deep inside the
p-region to the point w2 yields the relation between ϕpk

and (dΨ/dz :

(7)

where p0 = Nvexp(–eΨ0/kT) and eΨ0 = Fp – Ev0 are the
density of holes and the Fermi level position in the
p-region, ΨA = ∆EA/kT, g = 4 is the degeneracy factor of
the acceptor level, and LDp = [2εε0(kT/e)/ep0]1/2 is the
screening length in the p-region. Calculations have
shown that the sum (ϕpk + ϕkn) is less than the contact
potential ϕk ≈ 3.0–3.3 eV determined from the NA and
ND concentrations on both sides of the junction and
from the I–V characteristics (see below). This implies
that, in the middle of the structure, there exists a neutral

ε2 dΨ/dz( )w2
ε2Ew2

–=

=  ε1Ew1
– +e/ε0( ) NA

– z( ) z.d

LDp–

w2

∫=
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)w2

dΨ
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compensated i-layer with a width wi = w2 – w1, in which
the equilibrium potential drop equals

(8)

Assuming that the potential varies linearly in the
i-layer, we can calculate the parameters of the energy
diagram of the structure, as was done in [9, 11]. In con-
trast to these studies, where MQWs were located in the
i-region, in our case they are on the border of the
n-region and the point w0 is fixed at a definite coordi-
nate in MQW. Figure 5 shows the thus-obtained dia-
gram for a blue LED.

The quantitative disagreement between the diagram
in Fig. 5 and the data presented in Fig. 1 and in the table
requires further analysis. If the potential drop in the
i-layer is calculated using the linear function

(9)
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Fig. 4. Spectra of LEDs: (a) blue no. 1 in the range of cur-
rents from 10 µA to 20 mA, and (b) green no. 3 in the range
of currents from 0.5 to 20 mA.
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where wi is taken from the experimental data, the result
is lower than that calculated from relation (8) by
approximately 1.2–1.6 V (see table, (II)).

4.3. Current–Voltage Characteristics

An analytical description of I–V characteristics must
take into account the presence of the i-layer and the
dependence of the series resistance on current. If the
i-layer resistance decreases at high currents, then some
part of the current can be described by the quadratic
dependence on voltage across this layer (see the theo-
ries of double injection [16]).

–8
0
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500 1000 1500 2000 2500 3000

w2 w1 w0

eϕk

–6

–4

–2

0 Ec

Ev
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AlGaN : Mg

InGaN/GaN : Si

GaN : Si
F

Fig. 5. Energy-band diagram of structures with modulation-
doped MQWs for a blue diode.
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101
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Fig. 6. A comparison of spectra with those yielded by the
model of recombination in 2D-structures with exponential
density-of-state tails. Points: fitting to spectra in terms of
the model [9, 11]; parameters: Emax = 2.652 ± 0.011 eV,
Eg = 2.6558 ± 0.0005 eV, E0 = 0.054 eV, E1 = mkT = 0.033 ±
0.0004 eV, ∆Fp = 0.0291 eV.
In this case, Eq. (2) for the empirical description of
I–V characteristics includes four independent fitting
parameters (VJ, Rs, k, and ϕkJ):

(10)

The parameter J1 describes the injection component
of current, and k the quadratic one. An example of
description by Eq. (9), which disregards tunneling leak-
age at small J, is shown in Fig. 2a. The physical mean-
ing of the parameter ϕkJ is the potential holes must
overcome to be injected into the active MQW layer; this
parameter and the combination of parameters ϕkJ are
mutually interdependent. The parameter –VJln(J1) is
considerably smaller than the contact potential ϕk (see
table, (II)) determined from the extrapolation of I–V
characteristics (Fig. 2a) to the voltage V – JRs(J) ≈ mkT.

4.4. LED Efficiency

As shown in [1–5], piezoelectric fields in
InGaN/GaN structures cause the spatial separation of
electrons and holes in QWs. Therefore, the doping of
barriers with donors and the screening of these fields by
electrons should enhance the probability of radiative
recombination in QWs. This is one of the reasons for
the observed enhancement of the efficiency ηP of the
LEDs under study as compared with the LEDs without
modulation-doping studied earlier.

A decrease in the total electric field in the barriers
reduces the probability of nonradiative tunneling cur-
rents. This factor also raises the quantum efficiency of
emission. It is important that the maximum of ηP at cur-
rents J = 1–10 mA (the density j = J/S ≈ 2–20 A/cm2)
demonstrates the possibility of raising the power of
LEDs at the same j by extending the area S.

4.5. Luminescence Spectra

The central result of the spectral studies is that the
shift of "ωmax peaks with current rising is smaller than
that observed in LEDs without MQW doping. This fact
confirms the screening of the fields of piezoelectric and
spontaneous polarization by electrons [1]. The shift of
"ωmax in [7–11] was related mainly to the screening of
fields by injected electrons.

The model of recombination in 2D-structures with
the density-of-state tails induced by the potential fluc-
tuations [7–11] describes the exponential fall of spec-
tra, but the spectra are narrower than predicted by the-
ory (Fig. 6). This difference demands further analysis
that takes into account the piezoelectric effects.

The lack of a spectral band related to tunneling
emission can be accounted for by the screening of
piezoelectric fields upon modulation-doping and by the
decrease in efficient electric fields in p–n heterostruc-
tures.

V V J J /J1( )ln kJ1/2 JRs ϕkJ .+ + +=
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5. CONCLUSIONS

(1) The heterodyne method of dynamic capacitance
yields information about the periodic distribution of
charge, N(w), in modulation-doped InGaN/GaN p–n
heterostructures with QWs. The doping of barriers in
MQWs with SiD in the range (1–2) × 1018 cm–3 corre-
lates with the enhancement of the LED efficiency.

(2) The calculation of the electric field and potential
distribution from N(w) shows that the active layer of a
MQW is localized at the n-border of the space charge
region. This indicates the presence of a compensated
i-layer in a p–i–n structure.

(3) To explain the I–V characteristics of LEDs, the
variation of the series resistance of structures due to
double injection of carriers into the i-layer must be
taken into account.

(4) The maximum power efficiency of LEDs at cur-
rents J = 1–10 mA (j = J/S ≈ 2–20 mA/cm2) demon-
strates the possibility of raising the power at the same j
by means of increasing S.

(5) The shifts of spectral peaks with varying current
in LEDs with modulation-doped MQWs are signifi-
cantly smaller than in undoped LEDs. This result indi-
cates that electrons coming from donors screen the
piezoelectric fields in QWs. This fact is important for
LED application in white-light emitters.
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Abstract—Phase, structural, and electrical properties of Au–Mo–TiBx–AuGe–GaAs multilayer contact sys-
tems, which are used in the process of formation of GaAs-based Gunn diodes, were investigated. The phase
composition and level of residual stresses were investigated by X-ray diffraction, the morphological specific
features of Au films were investigated by the AFM method, and current–voltage characteristics were investi-
gated in the region of a weak electric field. The investigations were carried out prior to and after rapid thermal
annealing in hydrogen at T = 400, 600, and 800°C for 60 s. It is shown that right up to the annealing temperature
T = 600°C, the buffer properties of TiBx are retained. The role of internal mechanical stresses in the degradation
of nonrectifying Au–Mo–TiBx–AuGe–GaAs contacts is established. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The formation of nonrectifying contacts is one of
the most important tasks in the development of semi-
conductor devices. For the fabrication of GaAs-based
Gunn diodes, the eutectic Au–Ge alloy metallized with
an Ni layer is widely used [1–8]. The Au–Ge alloy pro-
vides for the formation of nonrectifying contacts to
n-GaAs with a carrier density above 1013 cm–3. To
increase the durability of these nonrectifying contacts,
various procedures are used. These are the formation of
buffer metal layers, which prevent the diffusion of
metal from the upper metallization layer; the formation
of a single-crystal low-resistivity GaAs film between
the active layer and metal contact; and chemically sta-
ble antidiffusion layers based on nitrides and borides of
refractory metals. However, despite this, the problem of
degradation of multilayer contacts to the Gunn diodes
is as topical as before.

The main factors which cause the degradation of
multilayer contacts are the phase formation and mutual
atomic diffusion of contact components, as well as the
formation of inhomogeneous fields of strains at the
interface and in the thin near-contact layer. The phe-
nomena mentioned for the metal–GaAs contacts in a
certain temperature interval may be eliminated. This is
achieved by introducing layers of “pure” metals or
metallic compounds with high thermal stability and
chemical inactivity into the metallization composition.
Thus, it is possible to increase the thermal threshold of
degradation of contacts. These properties are precisely
those which are characteristic of Mo and TiBx.

The purpose of this study is to investigate the phase
and structural transformations under the effect of rapid
1063-7826/03/3709- $24.00 © 21114
thermal annealing (RTA) at the interface and in the met-
allization layer of nonrectifying Au–Mo–TiBx–AuGe–
GaAs contacts, and to investigate the effect of these
transformations on the contact resistance of the Gunn
diode. 

2. EXPERIMENTAL

Nonrectifying contacts were fabricated by magne-
tron sputtering after photonic cleaning of the (100) sur-
face of the SAG-1B epitaxial GaAs structure of the
n−n+–n++ type. The following films were sequentially
deposited on this structure: Au (180 nm), Ge (20 nm),
TiBx (100 nm), Mo (20 nm), and Au (300 nm). The cho-
sen Au/Ge weight ratios did not correspond to the AuGe
eutectics. The epitaxial structures had an n-GaAs active
layer 2–3 µm thick with a carrier density of (5–9) ×
1015 cm–3, a buffer n+-GaAs layer 5–8 µm thick with a
carrier density higher than 8 × 1017 cm–3, and a
n++-GaAs substrate 300–350 µm thick with a carrier
density higher than 2 × 1018 cm–3. After deposition of
metallization layer to form the nonrectifying contact,
the samples were annealed in hydrogen at T = 500°C
for 60 s. Such annealing activates the penetration of Ga
atoms into the AuGe layer and Ge atoms into the sur-
face GaAs region, thus forming n+-GaAs [9]. To inves-
tigate the thermal stability of thus formed nonrectifying
contacts, they were subjected to RTA in hydrogen for
60 s at temperatures Tann = 400, 600, and 800°C.

Prior to and after the RTA, the internal stresses, the
phase composition, and the surface profile were inves-
tigated for the test structures. Depending on the RTA
modes, the mesa resistance R and the forward-to-
003 MAIK “Nauka/Interperiodica”
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1 2 3

Fig. 1. Variation in the surface profile for the Au film on the Mo–TiBx–AuGe–GaAs structure due to rapid thermal annealing:

(1) initial sample; (2, 3) after annealing at 600 and 800°C, respectively. The image size is 5 × 5 × 0.3 µm3.
reverse current ratio α, as well as the contact resistivity
ρk, were measured for direct mesas of Gunn diodes with
a diameter of 35 µm.

The phase composition and the level of residual
stresses in the multilayer Au–Mo–TiBx–AuGe–GaAs
systems were investigated by the complex use of X-ray
diffraction, optical microscopy, and atomic-force
microscopy (AFM) of the surface.

The X-ray investigations of the phase composition
of the system of films were carried out using CuKα radi-
ation. The average stress in the surface GaAs layers was
estimated using the approximate formula

where E and ν are the Poisson and Young moduli for
GaAs; t is the GaAs thickness; and r is the radius of cur-
vature of the sample determined using a double-crystal
diffractometer (CuKα radiation).

To determine the variations in the surface profile of
Au films, which gives indirect information on the struc-
tural-phase variations in the surface metallization lay-
ers, a commercial NanoScope IIIa atomic-force micro-
scope was used. The measurements were carried out in
the mode of periodic contact with Si probes (Nanosen-
sors). The console length is 124 µm, the resonance fre-
quency is 330 kHz, and the nominal tip radius is ~5 nm.

3. RESULTS AND DISCUSSION

AFM investigations of the contacts prior to and after
annealing showed that the surface of the Au film prior
to annealing consisted of close-packed irregular-shaped
grains with the average dimensions of 140 nm and a
height as large as 92.61 nm (Fig. 1). The analysis of
X-ray diffraction patterns of the initial sample (Fig. 2,
X-ray diffraction pattern 1) showed the presence of Au
in the polycrystalline phase with the prevailing orienta-
tion of crystallites being in the 〈111〉  direction. In addi-
tion, an insignificant amount of AuGa2 was found.
Wide, albeit low, intensity peaks in the low-angle
region (15°–20°) point to the presence of quasi-amor-

σ Et
2r 1 ν–( )
----------------------,=
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phous TiBx and Mo phases. Annealing at 400°C caused
neither variation in the shape and size of surface grains
nor phase transformations of the metallization layer.

After annealing at 600°C, a sharp change of the Au
surface profile was observed. Most of the grains are
~200 nm in size; the size of some grains reaches
900 nm; the profile is substantially more nonuniform,
specifically, the height variance is 291.84 nm. In our
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Fig. 2. X-ray diffraction patterns of the Au–Mo–TiBx–
AuGe–GaAs system (1) prior to and (2) after annealing at
600 and (3) 800°C.
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Table 1.  Average stresses in the near-contact GaAs region in relation to the RTA conditions

Annealing
temperature, °C Initial 400 600 800

Stress, MPa –10.723–3.707 3.282 1.958 2.509
opinion, the Au film is recrystallized in this case. This
is confirmed by the close fit of reflection peaks to those
of polycrystalline Au in the X-ray diffraction pattern,
which points to the distortions of the prevailing crystal-
lite orientation (Fig. 2, X-ray diffraction pattern 2). It
should also be noted that, in this case, the layer of
quasi-amorphous Mo was recrystallized to the poly-
crystalline phase, whereas a crystalline TiBx phase was
not detected.

The surface of the Au film after annealing at 800°C
consists of smooth close-packed ellipsoid-shaped
grains of about 200 nm in size which are oriented in one
direction. In the background, inclusions of about
~1000 nm in size are observed. The crystalline struc-
ture of the film is destroyed (Fig. 2, X-ray diffraction
pattern 3), and the fraction of the AuGa2 phase consid-
erably increases, which points to the destruction of the
Au film and diffusion of Au atoms as far as to GaAs,
i.e., to the loss of antidiffusion properties by the TiBx
and Mo layers. This fact is consistent with the data of
study [9], where similar results are obtained using
X-ray photoelectron spectroscopy.

The phase transformations under consideration are
caused by the RTA. They are accompanied by varying
stresses in contact systems, which emerge during the
film deposition. The stresses before and after annealing
are listed in Table 1. It can be seen that the deformations
in the starting system are not only the largest, they also
change their sign within the sample. Annealing at 400
and 600°C causes a decrease in stresses, whereas a fur-
ther increase in the annealing temperature to 800°C
leads to an insignificant increase in these stresses. The
latter effect may be explained by making allowance for
the diffusion of the atoms of the upper Au layer into
GaAs and by the formation of a considerable amount of
new phases in the region of the heterointerface; these
phases comprise the concentrator of stresses. We note
also that similarly to study [9], after the RTA at Tann =
600 and 800°C, cracking of some samples was
observed.

It is known that the determination of the curvature of
the structure from the X-ray diffraction data yields only
an integral estimate of stresses (the depth of the infor-
mative layer ~10 µm). Application of the X-ray diffrac-
tion procedures, which should show the strain profile of
the structures investigated, is restricted by the small
width of the transition layer and the degree of its order-
ing (ranging from the amorphized to the ordered
states). However, the inhomogeneity of residual inter-
nal stresses in the metal–GaAs system is mainly con-
centrated at the interface, as a consequence of inter-
phase interactions, which manifest themselves to a
lesser degree during the fabrication of the samples and
to a greater degree during the RTA. Making allowance
for this, we made an attempt to estimate the distribution
of strain fields in a contact structure based on investiga-
tions of fresh cleaved surfaces, which were obtained as
a result of brittle fracture of the structures normal to the
interface, i.e., along the GaAs (110) plane.

The analysis of the optical microscopy data (Fig. 3)
showed a different character of the plastic relaxation on
the cleaved surfaces of the initial structures and struc-
tures which were subjected to the RTA. As can be seen
from Fig. 3a, the cleaved surface of the initial sample is
smooth, whereas, for all annealed samples, the terraces
with different densities are observed on the cleaved sur-
faces (Figs. 3b–3d). The smallest density of terraces is
characteristic of the structures subjected to the RTA at
400°C. With the annealing temperature increasing to
600°C, the density of terraces in the structure section
increases, which corresponds to the lowest level of
stresses (see Table 1). On the heterointerface side, the
direction of terraces is parallel to the 〈110〉  direction,
whereas at the depth of about 150 µm, they change their
direction to 〈111〉 . After the RTA at 800°C, damage to
the heterointerface is observed.

The emergence of terraces on the cleaved surfaces
of the annealed structures can be attributed to the relax-
ation with the generation of dislocations in the hetero-
interface region and their motion into the GaAs bulk.
The dislocation density increases with an increase in
temperature. We analyzed the latter circumstance in
study [10]. For a considerable dislocation density, their
propagation along the slip planes (111) is more energet-
ically favorable.

On the nanometer scale, the cleaved surface was
investigated using AFM. Since the surface GaAs layers
in the initial structures were compressed compared
with the sample bulk, the cleavage caused plastic relax-
ation. This manifested itself in the formation of a ridge
over the entire cleaved surface with the largest height of
600 nm and the width of about 570 nm (Fig. 4a). The
characteristic specific feature of the ridge is the forma-
tion of a clear boundary from the substrate side. As can
be seen from Table 1, after annealing at 600°C, the
average stresses are lowest. Correspondingly, the cleav-
age of the sample did not lead to a noticeable plastic
deformation of the cleavage (Fig. 4b). In contrast, since
annealing at 800°C leads to an increase in stresses, the
plastic relaxation during brittle cleavage causes the
emergence of an inhomogeneous surface with protru-
SEMICONDUCTORS      Vol. 37      No. 9      2003
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Film
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(d)

Fig. 3. Image of cleaved surfaces over the (100) plane of the Au–Mo–TiBx–AuGe–GaAs contact structures (the image was obtained
using an optical microscope): (a) initial sample; (b, c, and d) after annealing at 400, 600, and 800°C, respectively.
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Fig. 4. AFM image of the cleaved surfaces in the (110) plane of the Au–Mo–TiBx–AuGe–GaAs contact structures: (a) initial; (b) and
(c) annealed at 600 and 800°C, respectively. (1) The surface region of the substrate; (2) the deformation-free region of the substrate.
sions and depressions in the heterointerface region
(Fig. 4c). On average, the width of such a cleavage
inhomogeneity is ~2000 nm. The latter fact points to
the formation of fields of elastic strains in the region of
the metal–GaAs interface, whose propagation depth
into the substrate is nonuniform and considerably larger
than for initial samples.

The experimental data obtained on the structural
and phase composition of the heterointerface correlate
SEMICONDUCTORS      Vol. 37      No. 9      2003
with the measurements of ohmic resistance and contact
resistivity (ρk) of breadboard models of Gunn diodes,
which were fabricated in the form of direct mesas. The
results of measurements are given in Table 2.

It can be seen from Table 2 that the optimum tem-
perature for the formation of the ohmic contact corre-
sponds to the RTA at 500°C. In this case, the current–
voltage (I–V) characteristics of the contacts in the ini-
tial portion (the voltage range of 0–0.3 V) are linear and
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symmetric with a coefficient α ≈ 1.03–1.05. The ten-
dency of the I–V characteristic to deviate from linearity
is observed after the RTA at Tann = 600°C. The destruc-
tion of the contact, which is accompanied by an
increase in the ohmic resistance and resistivity by more
than an order of magnitude, follows after the RTA at
Tann = 800°C. However, the RTA at 400°C is evidently
insufficient to form a contact with the lowest resistance
and the linear I–V characteristic. The reason is that the
process is limited by the degree of completeness of
reactions between Au, Ge, and GaAs when the weight
ratios between Au and Ge do not correspond to the
eutectic composition.

4. CONCLUSION

It is shown that, after the RTA at temperatures up to
600°C, the antidiffusion TiBx layer retains its buffer
properties and a quasi-amorphous structure, which
ensures the linearity of the current–voltage characteris-
tic and nonrectifying properties of the contact. The
optimum temperature of formation of the nonrectifying
contact in the Au–Mo–TiBx–AuGe–GaAs system cor-
responds to the RTA at 500°C.

Table 2.  Effect of the RTA temperature on the resistance of
the diode structure (R) and the forward-to-reverse current
ratio (α) for the voltage U = 0.3 V

Tann, °C R, Ω ρk , Ω cm2 α

400 5.45 5.2 × 10–5 2.09

500 2.05 1.9 × 10–5 1.05

600 2.6 2.5 × 10–5 1.08

800 38 3.6 × 10–4 5.2
The RTA at 800°C leads to destruction of the lay-
ered structure of the contact and to an increase in the
inhomogeneity of the interface. This is indicated by an
increase in the content of the AuGa2 phase, the magni-
tude of internal stresses in the region of the heterointer-
face, and considerable deviation of the current–voltage
characteristic from linearity, as well as by an increase in
the contact resistivity by more than an order of magnitude.
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Abstract—A new method for the epitaxial formation of 1.3-µm injection lasers on GaAs substrates is reported.
A metamorphic heterostructure with an In content of about 20% is deposited onto an intermediate buffer layer
intended for mismatch strain relaxation. The laser active region is formed by quantum wells with a higher In
content (about 40%). Lasers with 100-µm-wide stripes demonstrate room-temperature lasing at 1.29 µm with
a minimum threshold current density of 3.3 kA cm2 (0.4 kA cm2 at T = 85 K). © 2003 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

In recent years, considerable attention has been
drawn to the design of heterostructures on GaAs sub-
strates emitting in the 1.3-µm spectral range for replac-
ing InP injection lasers in mediumrange fiber-optic
communication links. Passing to GaAs substrates could
enable the fabrication of uncooled stripe lasers with
distributed feedback and vertical cavity surface emit-
ting lasers (VCSELs) with standard GaAs–AlAs Bragg
reflectors for the 1.3- to 1.6-µm spectral range
employed in fiber-optic communication lines. Stripe
lasers for this spectral range, with self-arranged
In(Ga)As quantum dots (QDs) [1–3] or strained
InGaAsN QDs [4, 5] as the active region, were demon-
strated earlier. At the same time, to the authors’ knowl-
edge, the possibility of fabricating long-wavelength
QW lasers based on metamorphic heterostructures on
GaAs substrates has not been discussed in the litera-
ture, even though this approach is widely used in the
formation of transistor structures [6–8].

The present communication demonstrates that,
when special modes are used in the deposition of an
intermediate buffer layer, strain relaxation occurs pre-
dominantly via the formation of mismatch dislocations
localized near the interface. This allows the subsequent
growth of dislocation-free InGa(Al)As layers with an
In content of about 20% which form the laser structure.
When 8-nm-thick In0.4Ga0.6As QWs are inserted into
this metamorphic structure, they have sharp interfaces
and are elastically strained. As a result of the higher In
content in the QW and in the surrounding matrix, com-
pared with that in similar InGaAs/GaAs structures,
1.3-µm emission can be obtained from nitrogen-free
QWs. This makes it possible, on the one hand, to avoid
the use of untypically low temperatures during deposi-
1063-7826/03/3709- $24.00 © 21119
tion of the active region and, on the other hand, to use
high optical gains characteristic of QWs.

2. EXPERIMENTAL

The laser structure under study was MBE-grown on
a (100) n+-GaAs substrate in a Riber 32P setup with a
solid-state As source. An intermediate Si-doped
InGaAs buffer layer with an In content of about 20%
was deposited directly onto the GaAs surface. For the
buffer layer, the deposition temperature was 400°C;
subsequent layers were deposited at 500°C. Shallow-
mesa lasers with a stripe width of 100 µm were fabri-
cated on the grown structures. No coating was depos-
ited onto the cavity faces obtained by cleavage. Con-
tacts of n- and p-types were formed by the sputtering
and alloying (at 450°C) of AuGe/Ni/Au and
AuZn/Ni/Au metallic layers, respectively. The laser
characteristics were studied in the temperature range
85–290 K with driving current pulses of 0.2-µs dura-
tion. The signal was detected with a Ge photodiode.

The structure was studied by transmission electron
microscopy (TEM) in the cross-sectional mode on a
Philips EM 420 microscope with 100-kV acceleration
voltage. Cross-sectional samples were prepared by
standard technology, with a finishing treatment with
Ar+ ions in a Gatan DouMill600 installation.

3. RESULTS AND DISCUSSION

Generally, the relaxation of mismatch strains during
the deposition of an InGaAs intermediate buffer layer
on the GaAs surface is followed by the formation of
interfacial mismatch dislocations propagating along the
heterointerface between the buffer layer and the sub-
strate and threading dislocations aligned with the direc-
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Cross-sectional TEM micrographs of In0.2Ga0.8As
test layers deposited onto GaAs at temperatures of (a) 450
and (b) 500°C. Bright-field images obtained with (220)
reflection excited are shown.
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Fig. 2. (a) Band gap variation in the layers of a laser struc-
ture along the growth direction; (b) overall cross-sectional
SEM image of the laser structure. Digits denote: (1) the
n+-GaAs substrate, (2) the n+-InGaAs buffer layer, (3) the
n-InAlGaAs underlying emitter, (4) the n-InGaAs
waveguide layer, (5) the p-InAlGaAs top emitter, (6) the
n-InGaAs contact layer, and (7) the ohmic contact. (c) Dark-
field TEM micrograph of the active region obtained with
(200) reflection excited.
tion of epitaxial growth. For the concept of metamor-
phic growth to be applicable to light-emitting devices,
it is essential to minimize the density of dislocations
that can thread into the upper layers of the structure in
which the injected carriers recombine.

Figure 1 demonstrates the effect of the temperature
at which the buffer layer is deposited on the character
of the strain relaxation. It shows cross-sectional TEM
micrographs of test samples at the InGaAs/GaAs inter-
face. When the buffer layer is deposited at temperatures
of 450°C (Fig. 1 a) or lower, mostly mismatch disloca-
tions localized in the interfacial region are formed. In
this case, the density of threading dislocations does not
exceed 106 cm–2. By contrast, at higher temperatures of
buffer-layer deposition the density of threading disloca-
tions sharply increases, reaching 109 cm–2 for 500°C
(Fig. 1 b). Thus, deposition of the buffer layer at low
enough temperatures suppresses the threading of dislo-
cations to subsequent layers of a metamorphic laser
structure.

Figure 2a shows the band diagram of the laser struc-
ture under study. As the laser waveguide, we used an
undoped In0.2Ga0.8As layer of about 0.4 µm thickness
confined on both sides with 1.2-µm-thick
In0.2Al0.3Ga0.5As n- and p-type emitter layers doped
with 1018 cm–3 of Si or Be, respectively. Two
In0.4Ga0.6As QWs of 8-nm thickness were introduced in
the middle of the waveguide layer. The structure was
completed with a ~0.4-µm-thick In0.2Ga0.8As contact
layer Be-doped to a concentration of 1019 cm–3. Thus,
the design of the metamorphic laser structure is similar
to the typical design of a QW laser on GaAs substrate.
However, the use of an intermediate buffer makes it
possible to raise the In content by about 20% in all lay-
ers of the laser structure.

During epitaxial growth of metamorphic structures,
a frequently observed effect is the formation of micro-
scopic roughness and corrugation of the growing sur-
face [9]. The deposition of a metamorphic structure
(with the exception of a buffer layer) at 500°C sup-
presses this undesirable effect. As a result, a high pla-
narity of all the heterointerfaces is achieved, as seen in
a cross-sectional micrograph obtained by means of
scanning electron microscopy (SEM) of the laser struc-
ture (Fig. 2b).

The abrupt change in the In content at the interface
between the waveguide and QW is chosen so that emis-
sion at a wavelength of about 1.3 µm is obtained at
room temperature and the QW width does not exceed
the critical thickness of the pseudomorphic layer. Fig-
ure 2c shows the TEM image of the laser active region
(the waveguide and QWs). As is seen, 8 nm-thick
In0.4Ga0.6As layers embedded in the In0.2Ga0.8As matrix
have sharp interfaces (no transition to island growth
occurs), and the formation of dislocations is not
observed. Thus, the active region of the metamorphic
laser under study is constituted by elastically strained
SEMICONDUCTORS      Vol. 37      No. 9      2003



        

METAMORPHIC LASERS FOR 1.3-

 

µ

 

m SPECTRAL RANGE 1121

                                                        
QWs. It is necessary to note that no dislocations thread-
ing from the buffer layer are observed either.

Also noteworthy are the good electrical characteris-
tics of In0.2Al0.3Ga0.5As layers used as emitters in the
laser structure. In0.2Al0.3Ga0.5As is a direct-gap semi-
conductor, unlike, e.g., AlxGa1 – xAs (x > 40%); this
makes it possible to avoid a downward shift of the
donor level and the related decreasing of the free carrier
density. In particular, In0.2Al0.3Ga0.5As test layers doped
with Si at the level of 2.5 × 1018 atoms/cm3 demon-
strated a free electron density of (2.4–2.5) × 1018 cm–3

at room temperature. The mobility was 600–
700 cm2/(V s), which exceeds by nearly an order of
magnitude the typical mobility values in n-Al0.8Ga0.2As
layers used as emitters in 1.3-µm QD laser structures on
GaAs substrates. The cutoff voltage of the current–volt-
age characteristics of laser diodes was 0.9 V, which is in
good agreement with the expected energy of the optical
transition involving the ground state. This fact is indic-
ative of the absence of additional barriers to the injec-
tion of carriers within the metamorphic structure, e.g., on
the heterointerfaces between the buffer and underlying
emitter, or between the top emitter and contact layer.

Figure 3 shows room-temperature spectra of photo-
luminescence (PL) spectra from the surface of a part of
the laser structure etched in H2SO4 : H2O2 : H2O solu-
tion. With the etching time rising, it is possible to
observe successively the luminescence from the
In0.2Ga0.8As:Be contact layer (a line peak energy of
1.10 eV), the In0.2Al0.3Ga0.5As:Be emitter layer
(1.54 eV), the In0.4Ga0.6As QWs, and the In0.2Ga0.8As
waveguide (0.96 and 1.12 eV, respectively).

In stripe lasers 1.5 and 0.75 mm in length, room-
temperature lasing is obtained at a threshold current
density of 3.3 and 6 kA cm2, respectively, at wave-
lengths of 1294 and 1279 nm. The spectral position of
the line indicates that the generation is related to an
optical transition involving the ground state of a QW at
the In0.4Ga0.6As/In0.2Ga0.8As heterointerface for the
entire range of studied cavity lengths.

Figure 4 shows the temperature dependences of the
threshold current density and lasing wavelength
recorded from a laser of 1 mm length. The lasing spec-
trum recorded at 290 K is shown in the inset. At 290 K,
the threshold current density and the lasing wavelength
were 5.2 kA cm2 and 1286 nm, and, at 85 K, 420 A cm2

and 1209 nm, respectively. The long-wavelength tem-
perature shift of the generation line is 0.4 nm/K, which
is close to the value (0.45 nm/K) commonly observed
in QD lasers for the 1.3-µm spectral range. The temper-
ature dependence of the threshold current density is
described by characteristic temperatures T0 = 110 K in
the range 85–200 K and T0 = 65 K at 200–290 K. Fur-
ther study is necessary to account for the observed bend
of the temperature dependence at about 200 K. A plau-
sible cause for this may be the thermal population of the
matrix, which manifests itself in room-temperature PL
SEMICONDUCTORS      Vol. 37      No. 9      2003
spectra in the form of an extra peak at an energy of
about 1.12 eV (see Fig. 3).

At room temperature, In0.2Ga0.8As and
In0.2Al0.3Ga0.5As layers used as the waveguide and
emitters in the laser structure under study have the band
gaps of about 1.1 and 1.55 eV, respectively. Their com-
bination makes it possible to obtain a band gap offset at
the waveguide–emitter interface that is large enough to
prevent the leakage of injected carriers to emitter lay-
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ers. In this system of materials, the abrupt change in the
refractive index is close to that obtained in
GaAs/Al0.3Ga0.7As structures. Our study of 0.94- to
0.98-µm lasers [10] has shown that reasonable optical
confinement can also be achieved at a smaller contrast
between the waveguide and emitters (e.g.,
Al0.15Ga0.85As/Al0.3Ga0.7As). Thus, quaternary com-
pounds with a wider band gap, like In0.2Al0.15Ga0.65As
for instance, max be used in the waveguide of metamor-
phic lasers in the future. This will make it possible to
raise the localization energy of the ground state in QWs
relative to the waveguide to improve the temperature
stability of the threshold current density. The reduction
of the threshold current density at room temperature
due to further improvement of the structural perfection
of metamorphic heterostructures is also expected.

4. CONCLUSION

The concept of metamorphic growth opens the way
for obtaining lasing in the 1.3-µm spectral range at
room temperature in structures deposited onto GaAs
substrates, without using arrays of self-organized QDs
or nitrogen-containing QWs. The suggested approach
can, in principle, be used to extend the spectral range to
longer wavelengths. In particular, to obtain a 1.55-µm
wavelength, it is necessary to raise the In content by
approximately 15% both in QWs and in the matrix. In
this case, it is probably necessary to use a multistep
design of the intermediate buffer layer similar to the
one used in metamorphic GaAs transistor structures.
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Abstract—The influence of various factors controlling the recovery dynamics of the blocking property of sil-
icon carbide diodes is comparatively analyzed. It is shown that the mechanism related to the large ratio of elec-
tron and hole mobilities in SiC is dominant. This mechanism results in the effect of ultrafast (subnanosecond) cur-
rent break independently of the emitter efficiency asymmetry, which causes initial plasma inhomogeneity in the
high-resistivity base. This effect can be observed during the recovery of silicon carbide diodes with a p-type base,
while “soft” recovery is inherent only to diodes with an n-type base. © 2003 MAIK “Nauka/Interperiodica”.
Silicon carbide is one of the most promising materi-
als for developing the components of high-power elec-
tronics. In recent decades, SiC-based rectifier diodes
with p–n junctions [1] and Schottky barriers [2], bipolar
[3] and MOS (metal–oxide–semiconductor) transistors
[4], as well as thyristors [5], have been fabricated.
These devices, in many respects, are superior to silicon
analogues. Recently [6], a radically new field of SiC
diode applications was experimentally demonstrated,
i.e., fast current breakers, which can be employed in
oscillators of high-voltage nanosecond and subnano-
second pulses with an inductive energy storage device
[7]. The effect of ultrafast recovery of the blocking
property (referred to as “hard” recovery), required for
such an application, was observed only in diodes with a
p-type high-resistivity base, while diodes with an
n-type base were recovered “softly.” The authors of [6]
assumed that the major cause of these features of SiC
diode recovery is the abrupt (dozens of times) shorten-
ing of the lifetime of nonequilibrium charge carriers in
the thin (on the order of 0.1 µm) layer at the interface
between the high-resistivity base and the p+ emitter.1

According to [6], such a recombination layer gives rise
to initial asymmetry in the bipolar plasma distribution
in the diode base, which can also be caused by a signif-
icant decrease in the p+ emitter injection ratio. There-
fore, it was assumed that the mechanism of “hard”
recovery of SiC diodes with a p-type base is the same
as in the case of inversely recovering silicon diodes
(IRD) with an n-type base and a low-efficiency n+ emit-
ter [7]. However, in addition to this mechanism, the SiC

1 This assumption was based on the results of lifetime measure-
ments in SiC diodes using various methods. These results were
made consistent and explained assuming only the existence of
such a recombination layer [8].
1063-7826/03/3709- $24.00 © 1123
diode recovery dynamics can be affected by at least
three other factors.

One of these is the high (0.24 eV) ionization energy
of Al acceptor levels in SiC [9]. Therefore, the room-

temperature concentration of charged acceptors ( )
and holes (p) in the p+ emitter is tens and hundreds of
times lower than the total Al concentration NAl. For

example, at NAl = 1019 cm–3, we have  = 2.3 ×
1017 cm–3. At high current densities (1 kA/cm2 in the
experiments of [6]), such light doping also causes a
decrease in the p+ emitter injection ratio and “hard”
recovery, in the same way as in IRDs. Another factor is
the large ratio b of the electron µn and hole µp mobilities
(in 4H-SiC, b = 7.5 [9]), which was indicated as a cause
of “hard” recovery of silicon diodes with a p-type base
as early as in [10], it was also mentioned in [6]. Finally,
an important role can be played by the ratio between the
maximum reverse voltage Um and the “punch-through
voltage” Ud = qNd2/2ε, at which the space-charge
region (SCR) fills the entire high-resistivity base of
thickness d (here, q is the elementary charge, N is the
concentration of charged impurities in the base, and ε is
the semiconductor permittivity). This means that, if
Um > Ud, the entire nonequilibrium plasma will be
removed from the base at the diode voltage U ≤ Ud < Um,
after which an abrupt current break inevitably takes
place [10, 11].

It is obvious that the efficient design of various-pur-
pose silicon carbide diodes calls for a clear understand-
ing of the relative role of all four mechanisms control-
ling the dynamics of blocking property recovery, which
is currently lacking. This study is devoted to the solu-
tion of this problem.
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We analyzed the recovery processes by numerical
simulation of the dynamics of nonequilibrium elec-
tron–hole plasma in the diode structures with n- and
p-type bases, similar to those described in [6]. To com-
pare the roles of various factors, we considered six
types of structures of either conduction type, differing

in the ionized donor  or acceptor  concentrations
in the emitters, the presence or absence of recombina-
tion layers at the emitter–base interfaces, and base
thicknesses. The recombination layer parameters (the
thickness is 0.1 µm and the lifetime is 0.3 ns) were the
same as those in [8]. The doping profiles are shown in
Fig. 1; the basic electrical parameters are listed in the
table. The modes set by the external circuit were very
close to those in the experiments of [6]: the amplitude
and duration of a rectangular pulse of the forward cur-
rent were equal to 2 A and 500 ns, respectively. With a
structure area S = 2 × 10–3 cm2, these conditions
ensured a current density amplitude of 1 kA/cm2. The
reverse current at the stage of high reverse conductivity
was controlled by the power supply voltage U– = (50–
300) V, as well as by series and load resistors. The time
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Fig. 1. Distributions of ionized impurities (dotted curve),
electrons (solid curves), and holes (dashed curves) in the
(a) p-1- and (b) p-5-type diodes. The numbers at curves
indicate the time points (in nanoseconds) after reversals of
the diode current sign.
 of forward-to-reverse current switching (60 ns), the

lifetime in the base (100 ns), and the spurious series
inductance (20 nH) were selected to provide the best fit
between the calculated and experimental data for the
n-1 and p-2 structures (see table), for which the influ-
ence of all the above-mentioned factors on the recovery
dynamics was taken into account. The calculations
were carried out using the Issledovanie code [12]
adapted for simulating 4H-SiC-based devices [13].

Figures 1 and 2 show the calculated results, the anal-
ysis of which allows the following conclusions.

(i) The recovery kinetic characteristics calculated
for the p-1- and n-1-type diodes conform well to the
experimental results of [6].

(ii) Under the conditions corresponding to the
experiments of [6], all the diode types with a p-type
base are recovered “hard,” and diodes with an n-type
base (except for the n-6-type diode, see below) are
recovered “softly.” This was also valid for the p-4- and
n-4-type diodes, which did not contain a recombination
layer, and the hole concentration in the p+ emitter was
set equal to 1019 cm–3.

(iii) Introduction of a recombination layer near the
p+ emitter (the p-2- and n-2-type diodes) and a decrease
in its hole concentration to 2 × 1017 cm–3 (the p-3- and
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Fig. 2. Characteristics of the recovery kinetics of silicon
carbide diodes with (a) p- and (b) n-type bases, whose
parameters are listed in the table.
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Table

Structure
designation d, µm Na, d , cm–3 , cm–3 , cm–3

Recombination layer

near the p+ layer near the n+ layer

p-1 12 8 × 1014 1019 2 × 1017 Yes No

p-2 12 8 × 1014 1019 1019 Yes No

p-3 12 8 × 1014 1019 2 × 1017 No No

p-4 12 8 × 1014 1019 1019 No No

p-5 12 8 × 1014 1017 1019 No Yes

p-6 37.0 8 × 1014 1019 2 × 1017 Yes No

n-1 37 5 × 1014 1019 2 × 1017 Yes No

n-2 37 5 × 1014 1019 1019 Yes No

n-3 37.0 5 × 1014 1019 2 × 1017 No No

n-4 37 5 × 1014 1019 1019 No No

n-5 37 5 × 1014 1017 No Yes

n-6 12.0 5 × 1014 1019 2 × 1017 Yes No

Nd
+ Na

+

n-3-type diodes) reduce the extracted charge by
approximately three times. However, both methods for
decreasing the p+ emitter efficiency leave the recovery
dynamics the same as in the case of the high-efficiency
p+ emitter (the p-4- and n-4-type diodes).

(iv) Even the hard-to-realize “inversion” of effi-
ciency asymmetry of injection from the emitter junc-
tions (p-5- and n-5-type diodes) leaves the recovery
dynamics unchanged; although the density of nonequi-
librium plasma at the interface with the p+ emitter is
five to ten times higher than near the n+ emitter (see
Fig. 1) in these cases.

(v) An increase in the p-type base thickness to
37 µm (the p-6-type diode, for which the punch-
through voltage Ud was several times higher than the
highest reverse voltage Um) does not change the recov-
ery dynamics. However, this causes a decrease in the
current at which the “hard” recovery stage sets in.
A change in the ratio of Um and Ud in diodes with an
n-type base leads to a much different result: a decrease
in d to 12 µm (the n-6 diode) and an increase in Um to
values at which Ud < Um (curve n-5R in Fig. 2b; in this
calculation version, Um and the series resistance R were
simultaneously increased by a factor of 30 to keep the
previous current unchanged) give rise to the recovery
stage.

(vi) The “break time” estimated for all types of
diodes with a p-type base was found to be 0.5 ± 0.05 ns,
which conforms to the experiment of [6]. In the diodes
with a p-type base, the break time was about 3 ns because
of either the low current density at the break stage (the
n-6-type diode) or the large time constant for the barrier-
capacitance recharging of the diode (curve n-5R in
Fig. 2b).

The major factor controlling the recovery dynamics
is the large ratio b of electron µn and hole µp mobilities.
This circumstance is caused by the fact that the rate of
SEMICONDUCTORS      Vol. 37      No. 9      2003
plasma “extraction” by the reverse current is signifi-
cantly (by factors of b3 and b, respectively, before and
after recovery of the emitter junctions) higher from the
near-anode region than from the near-cathode one [10].
This phenomenon has also long been known in silicon
diodes with b = 3 [10]. However, in silicon carbide,
where b = 7.5, it is much more pronounced and domi-
nates in all diode types independently of asymmetry in
the emitter efficiency and the initially nonuniform dis-
tribution of plasma over the high-resistivity base.
Therefore, the qualitative pattern of plasma evolution
was identical in all cases under consideration. This is
evident in Fig. 1, which shows the distributions of the
electron and hole densities in the p-1- (a) and p-5-type
(b) diodes at various instants of time after current sign
reversal. We can see that the plasma-free base region
arises at the anode in both cases and, expanding with
time, reaches the cathode well before the cathode emit-
ter junction has time to be recovered. In this respect, the
silicon carbide diodes considered in this study and in
[6] differ drastically from high-voltage silicon diodes
[7, 10].

Finally, two important conclusions, which are
important for practical applications, follow from the
results obtained. The rectifier diodes, which should
exhibit as “soft” as possible recovery to prevent critical
overvoltages in circuits with inductances, should be
SiC-based with high-resistivity n-type bases. On the
contrary, diodes with high-resistivity p-type bases are
applicable to fast current breakers. In this case, there is
no need to form special doping profiles, preset different
recombination rates, or employ short forward pumping.
The dynamics of nonequilibrium plasma evolution
required for the efficient operation of current breakers
[7] takes place in the p-base almost always as a result of
high b.
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Abstract–Recently, ultraviolet photoelectronics emerged in response to the needs of medicine, biology, mili-
tary equipment, and the problem of the hole in the ozone layer. A specific feature of this field of photoelectronics
is the need to detect weak (albeit appreciably affecting vital human functions) signals against a background of
intense radiation in the visible and infrared regions of the spectrum. Ultraviolet electronics relies on Si-based
p–n structures and GaP-based Schottky barriers, p–n structures and Schottky barriers based on GaN and AlGaN
(“solar-blind,” i.e., solar-radiation-insensitive devices), SiC structures with potential barriers (high-temperature
devices), and ZnO- and ZnS-based photoresistors and Schottky diodes. In this review, the parameters of starting
wide-gap semiconductors are given, physical foundations for photoelectric conversion and the principles of for-
mation of ohmic contacts are described, characteristics of corresponding devices are given, and the envisaged
lines of further studies are outlined. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
At present, semiconductor-based photoelectric con-

verters are being actively developed worldwide for the
ultraviolet (UV) region of the spectrum; these convert-
ers are urgently required in the following fields of sci-
ence and technology:

(i) interference-tolerant UV location;
(ii) ecology (for example, for monitoring the size of

the hole in the ozone layer in the stratosphere);
(iii) biotechnology (synthesis of vitamins D2 and

D3); and
(iv) medicine (physiotherapy, autotransfusion of

blood, preventive treatment of catarrhal illness, and
protection from carcinogenic radiation);

Semiconductor-based photoelectric converters,
especially structures with a potential barrier, feature
high efficiency, low mass, and a small size; they are not
affected by a magnetic field, but provide higher reliabil-
ity compared to photoelectric tubes and can store
charge and integrate a detected signal.

The first problem encountered by producers of
semiconductor-based photoelectric converters was
related to the material science of wide-gap semicon-
ductors. UV photoelectronics originated in the 1960s
and was first based on silicon devices, since silicon was
already being produced on commercial level and
showed good performance as a material for solar cells.
At the same time, the high sensitivity of silicon photo-
detectors to visible (and, especially, infrared (IR)) radi-
ation necessitated the use of semiconductors with a
wider band gap. As a result, in the 1980s–1990s, GaP
became the most widely used material in this field; at
that time, GaP was used as a material for light-emitting
1063-7826/03/3709- $24.00 © 0999
diodes. However, the need for solar-blind photodetec-
tors (mainly, for detection of the rockets’ exhaust) gave
rise to a “nitride boom” over the last five to ten years;
i.e., wide-gap semiconductors, such as GaN, AlN, and
ternary compounds based on them, have been actively
studied and produced commercially. Scientific journals
and conferences devoted to nitrides and related semi-
conductors are often encountered. At present, an urgent
problem is the development of the technology for grow-
ing high-quality nitrides with parameters that are close
to the theoretical limit, since this would increase the
detectivity of devices.

The second important problem to be solved was
related to the development of photoelectric-converter
structures and to studying the mechanism of photoelec-
tric conversion in these structures. Photoresistors fea-
ture a high photosensitivity and can operate in the mul-
tiplication mode; however, photoresistors cannot oper-
ate in the photoelectric generator mode and feature a
nonlinear dependence of photocurrent on the flux den-
sity of radiation. Therefore, the development of photo-
detectors included mainly the production of structures
with potential barriers. These structures had a high
impedance, which allowed these structures to be used
in the focal plane of readout devices; in addition, they
can operate at high frequencies and are compatible with
integrated-circuit technology. Schottky diodes are
especially attractive for use in the UV region of the
spectrum, since short-wavelength radiation is absorbed
in the region with a high electric-field strength, which
substantially increases the response speed and quantum
efficiency. In this respect, an urgent task is the develop-
ment of a photoconversion theory that would make it
2003 MAIK “Nauka/Interperiodica”
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Table 1.  Classification of UV radiation [1, 2]

Spectral region λ, µm λ, eV The region of the most
profound effect λ, µm

Ultraviolet radiation 0.01–0.38 3.2–124

Near-UV radiation 0.20–0.38 3.2–6.2

Long-wavelength (UV–A) 0.315–0.38 3.2–3.9

Medium-wavelength (UV–B) 0.28–0.315 3.9–4.4

Short-wavelength (UV–C) 0.20–0.28 4.4–6.2

Far (vacuum) UV radiation 0.01–0.20 6.2–124

Near UV 0.3–0.4 3.1–4.1

Middle UV 0.2–0.3 4.1–6.2

Far UV 0.1–0.2 6.2–12.4

Extreme UV 0.01–0.1 12.4–124

Pigmentation-forming 0.3–0.66 1.9–4.1 0.36–0.44

Erythematous 0.28–0.31 4.0–4.4 0.2967

0.20–0.28 4.4–6.2 0.25

Vitamin-forming 0.249–0.315 3.93–4.98 0.29

Bactericidal 0.21–0.31 4.0–5.9 0.254

Carcinogenic 0.20–0.30 4.1–6.2

Burn-inducing <0.25 >5
possible to choose the optimal structure and technology
of the devices under consideration.

The third problem is related to the development of
selective and band-restricted solar-blind devices, and
devices for separate portions of the UV region of the
spectrum (erythematous, bactericidal, vitamin-form-
ing, and carcinogenic). The problem of solar-blind
devices is solved to a great extent on the basis of GaN–
AlN solid solutions, whereas the problem of selective
devices is only beginning to be considered.

The fourth problem concerns ohmic contacts to
wide-gap semiconductors. A number of metals and
combinations of these have been tested; as a result, low-
impedance contacts to heavily doped semiconductors
have been devised. However, a general theory of con-
tacts is still lacking, and the formation of a contact to a
lightly doped semiconductor remains an unresolved
issue. In addition, it is not clear which processes bring
about the irreversible transformation of a Schottky bar-
rier into an ohmic contact.

Finally, the fifth problem is related to the use of UV
detectors for monitoring the environment, in particular,
for studying the hole in the ozone layer; this field
includes drawing up maps for the UV climate in various
areas of the Earth, simulation of the processes occur-
ring in the course of ozone-layer destruction, and devel-
opment of methods for the restoration of the ozone
layer.
2. ULTRAVIOLET RADIATION

2.1. Classification

UV radiation occupies the spectral region in the
wavelength range λ = 0.01–0.38 µm (corresponding to
the photon-energy range hν = 3.2–124 eV) [1] and is
conventionally classified in the near and far (vacuum
UV) regions (Table 1) [1, 2].

2.2. Applications

During the 200 years that have elapsed since the dis-
covery of UV radiation, the following fields of UV
applications and UV detectors have emerged [2–11]:

(I) medicine (physiotherapy, autotransfusion of
blood, and irradiation of patients with solar light;

(II) agriculture (hotbed and hothouse technologies);
(III) biotechnology (synthesis of vitamins D2 and D3);
(IV) disinfection of water, air, cloths, instruments,

and food in the cases of long-term storage or epidemics;
(V) astronavigation and UV location (in addition to

infrared location);
(VI) astronomy (obtaining information about physical

processes in space objects that can emit UV radiation);
(VII) materials science (determination of substance

composition and electronic structure of elements);
(VIII) ecology (the problem of the ozone hole and

detection of contaminants in the environment);
(IX) nuclear physics and power engineering (detec-

tion of nuclear particles using scintillators); and
SEMICONDUCTORS      Vol. 37      No. 9      2003
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(X) defectoscopy, crime detection, and art history
(luminescent analysis based on the ability of substances
to luminesce when exposed to UV radiation).

Recently, much attention has been given to the effect
of UV radiation on humans, largely due to the problem
of the ozone hole and to the increasing number of can-
cer cases. The effect of UV radiation on a human is dif-
ferent for various UV wavelengths and can be classified
into the following several manifestations according to
specific overlapping wavelength regions (see Figs. 1, 2;
Table 1):

(i) pigmentation-inducing radiation gives rise to
melanin in the skin (tan);

(ii) erythematous (biologically active) radiation is
the most beneficial UV radiation for a human since it
fortifies the circulatory and immune systems;

(iii) vitamin-forming radiation is necessary for syn-
thesis of group-D vitamins by an organism;

(iv) bactericidal radiation can kill various bacteria
and viruses; and

(v) carcinogenic radiation leads to destruction of
DNA in human cells and gives rise to carcinoma.

2.3. The Problem of the Ozone Hole

Ozone (O3) is an allotropic modification of oxygen.
Ozone has a density of 1.62 relative to air, a melting
point of –192.7°C, and a boiling point of –112°C.
Ozone is formed from oxygen under exposure to UV
radiation with photon energies hν > 5.12 eV (λ <
0.242 µm):
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Fig. 1. Approximate solar-radiation spectrum in the UV
region (1) beyond the Earth’s atmosphere [9] and (2) at the
Earth’s surface at ocean level, at a Sun altitude of 45°, and
in clear cloudless weather [10]; curve (3) represents the
optical-absorption spectrum of ozone [7].
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The absorptance of light by gaseous ozone (Fig. 1)
in the visible region of the spectrum is very low
(<0.06 cm–1). However, in the UV spectral region at
λ = 0.2–0.3 µm (the Hartmann band), the absorption
coefficient can be as large as 150 cm–1; the highest
absorption [7] is at a wavelength of 0.2553 µm.

In the Earth’s atmosphere, the largest amount of
ozone (the ozone layer) is at altitudes of 10–50 km (the
stratosphere) with a peak at 20–25 km. The density of
air at these altitudes is very low; if we recalculate this
density for normal conditions (760 Torr, 0°C), we find
that the average thickness of the ozone layer is 2.5–3 mm
(this density ranges from ~2 mm at the equator to
~4 mm near the poles) [7]. The total content of ozone in
the stratosphere or in its separate portions is conven-
tionally expressed in so-called Dobson units (DU):
100 DU correspond to 1-mm thickness of pure ozone
layer if recalculated for normal conditions; thus, the
total amount of ozone in the stratosphere amounts to
250–300 DU on average.

The total ozone content in the stratosphere is gov-
erned by a balance between ozone formation, transport,
and destruction. Ozone destruction occurs according to
the Chapman cycle; i.e.,

However, the following catalytic cycle is more
important:
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Fig. 2. The spectrum of the relative effect of various types
of UV radiation [2–6, 11]: (1) pigmentation-forming,
(2) erythematous, (3) vitamin-forming, (4) bactericidal, and
(5) DNA-destroying.
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Here, the catalysts X can be represented, for example,
by the OH, H, NO, Cl, and Br radicals; the chlorine and
bromine radicals are most important [8, 12–14].

Natural loss of ozone occurs owing to the appear-
ance of Cl and Br atoms (from the CH3Cl and CH3Br
compounds) in the atmosphere as a result of biological
processes in oceans, decomposition of biomass, and
formation of sulfates in the course of volcanic eruptions
[15]. Artificial loss of ozone as a result of the appear-
ance of chlorides in the atmosphere due to anthropo-
genic factors is also important. The first source of ClOx
(beginning in the 1920s) was CCl4, which was widely
used as an industrial solvent [16]; since the 1930, chlo-
rofluorocarbons (Freons) have become the main ozone-
destructing agents). At present, the sources of chlorof-
luorocarbons are [17] air conditioners (19%), the pro-
duction of foam plastics and isolators (28%), refrigera-
tors (9%), solvents (12%), aerosols (5%), sterilizers
(4%), and other sources (22%).

As a result of natural and artificial processes, the
amount of ozone in the stratosphere has appreciably
decreased; it is noteworthy that the amount of ozone
[18–20]:

(I) decreases to a greater extent at high latitudes than
near equator;

Table 2.  Temporal variations in the total ozone content and
in the ozone-hole area over Antarctic (the area of the region
where the total ozone content <220 DU)

Year Total ozone
content, DU

The ozone-hole 
area, 106 km2

1978 220

1979 210 0.02

1980 195 0.47

1981 206 0.24

1982 182 3

1983 170 6.8

1984 154 9.33

1985 143 13.3

1986 159 9.90

1987 121 19.2

1988 179 8.19

1989 124 18.9

1990 126 17.7

1991 110 18.8

1992 121 21.2

1993 85 21.9

1994 90 24

Note: The measurements [20] were performed in different years in
the interval from September 15 to October 15 using the
TOMS/Meteor-3 satellites.
(II) varies with seasons; for example, the smallest
amount of ozone in the South Pole region is observed
from September to October; and

(III) decreases from year to year in all regions, espe-
cially at high latitudes; in ten years (from 1988 to
1998), the total content of ozone in the stratosphere
decreased by 5–8%.

A local decrease in ozone content in the stratosphere
is usually referred to as the ozone hole; this decrease
manifests itself, first, in a steady lowering in the total
content of ozone in autumn (for example, the total con-
tent of ozone in the region of the South Pole was lower
in 1987 than in 1979 by a factor of 2) and, second, in a
later onset of the maximal value for this same year. An
unprecedentedly low ozone content in the stratosphere
above Antarctic was detected in 1993 (85 DU instead
of the typical value of 220 DU in October, 1978)
(Table 2) [20].

The annual decrease in the total ozone content in the
stratosphere above the Arctic amounts to 1.2–2%; as a
result, the ozone content in the stratosphere above the
Arctic in 1985–1986 became lower than that in 1979–
1980 by 8–12% [8]. The total content of ozone at mid-
dle latitudes decreases to a lesser extent but steadily.
For example [21], the amount of ozone above Sapporo
(Japan, 43° N.L.) during the winter–spring season of
1992 decreased by 10–15% compared to that in 1985;
it is noteworthy that this decrease occurred mainly at an
altitude of ~24 km.

Recent satellite-based measurements revealed a
steady decrease in the total ozone content at middle lat-
itudes of the northern and southern hemispheres (by
~2–4% in a decade) and an absence of appreciable vari-
ations in the stratospheric ozone content in the tropics.
In the northern hemisphere, the largest losses of ozone
occurred at an altitude of 40 km (by 7.4 ± 2% over a
decade), an altitude of 20 km (by 5.1 ± 1.8% over a
decade), and at an altitude of 15 km (by 7.3 ± 4.6% over
a decade) [22].

The ozone layer prevents harmful UV solar radia-
tion with λ = 0.2–0.3 µm from reaching the Earth’s sur-
face; this radiation leads to the destruction of DNA and
to carcinomas. As a result of the decrease in the ozone
layer thickness, the flux density of UV radiation reach-
ing the Earth’s ground level has increased; this is espe-
cially true for the spectral UV region hazardous to
human health. For example, as the total ozone content
decreased from 280 to 240 DU at a rate of 0.12 DU per
diem, the flux density of biologically harmful UV radi-
ation (λ = 0.305–0.34 µm) increased at a rate of
0.13 mW/m2 per diem in Tibet at the sun altitude of 30°
[23]. Similar dependences were also observed in
Europe [24]. Measurements in Reykjavik, Brussels,
Garmisch-Partenkirchen, and Salonika at a zenith angle
of 63° showed that a decrease in the total ozone content
from ~360 to ~300 DU in 1990–1997 was the main
cause of a long-term increase in the flux density of radi-
ation at a wavelength of 0.305 µm by a factor of 1.7.
SEMICONDUCTORS      Vol. 37      No. 9      2003
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Epidemiological studies in the USA have shown
that the rate of cancer deaths increases nonlinearly and
appreciably as the ozone layer thickness decreases and
as the intensity of biologically hazardous UV radiation
increases. For example, as the total ozone content
decreased by ~5%, the number of cancer cases
increased by 11–13% [25]. If we do not make any
efforts to reduce the production of chlorofluorocarbons,
half of the ozone layer will be destroyed by 2075; as a
result, the number of cancer cases may increase to
154 million per year (compared with 9.5 million per
year at present), and the number of terminal cases may
increase to three million (instead of 0.1 million at
present) [17]. In this context, almost all countries
signed the Montreal Protocol in 1988, which required a
50% decrease in the production of chlorofluorocarbons
relative to the level in 1986 starting in July, 1988. The
London Protocol was signed by a majority of countries
in June, 1988; this protocol required a reduction in the
production of ozone-destroying compounds to 50% by
1995 and complete cessation by 2000 (by 2010 for
developing countries). It was assumed that either chlo-
rofluorocarbons would be replaced by fluorocarbons or
additions in the form of hydrogen molecules would be
introduced in these compounds in order to destroy the
latter in the low layers of the atmosphere. Such replace-
ment would increase the production cost by a factor of
2–3; however, this replacement would make it possible
to preserve the ozone layer. The above requirements
were reinforced at the international meetings in Copen-
hagen in 1992 and in Vienna in 1995 [26, 27], where it
was suggested to take steps to restore the ozone layer by
the middle of the twenty-first century.

3. SEMICONDUCTIVE MATERIALS 
FOR ULTRAVIOLET PHOTOELECTRIC 

CONVERSION

Semiconductive photoelectric converters are typi-
cally characterized by a number of parameters, the
most important of which are [28–30]

(i) the spectral range of photosensitivity ∆λ;
(ii) the quantum efficiency γ = (1 – R)η(1 – σ) or the

current responsivity SI = γ/hν;
(iii) the photosensitive surface area Seff;
(iv) the operating voltage Vop;
(v) the dark current Id and differential resistance at

zero voltage R0 = nkT/qI0;
(vi) the specific detectivity D* = (2G/hct)1/2;
(vii) the photosensitivity threshold (the noise-equiv-

alent power) NEP = ΦVn/Vp(∆f )1/2;
(viii) the response speed τ (or the operating cutoff

frequency fd);
(ix) the parameters’ temperature coefficients αT;
(x) the capacitance C;
(xi) the highest dissipated power Pmax; and
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(xii) the operation parameters (stability, ionizing-
radiation resistance, the highest admissible operating
voltage Vmax, the mass m, and the size).

Here, λ is the wavelength of incident radiation, R is
the coefficient of reflection of light from the structure
surface, η is the internal quantum yield, σ is the loss
factor, hν is the photon energy, n is the ideality factor,
k  is the Boltzmann constant, T is the temperature
(expressed in K), q is the elementary charge, I0 is the
saturation current, G is the generation rate of charge
carriers, h is Planck’s constant, c is the speed of light,
t  is the detector thickness, Φ is the incident-radiation
flux, Vp is the photoresponse voltage, Vn is the noise
voltage, f is frequency, and ∆f is the bandwidth.

We will consider the properties of starting semicon-
ductors taking into account the aforementioned param-
eters.

The long-wavelength limit of an ideal photoelec-
tric converter should correspond to the boundary
between the visible and UV regions of the spectrum
(λ = 0.38 µm); i.e., the absorption coefficient of light in
the starting semiconductor should be as small as possible
at λ > 0.38 µm and as large as possible at λ < 0.38 µm.

As a rule, the required spectral range can be attained
by one of the following three methods:

(i) the use of semiconductors with a band gap Eg,
which is close to 3.2 eV (these semiconductcors
include GaN, AlGaN, 6H-SiC, and 4H-SiC com-
pounds);

(ii) the use of indirect-band semiconductors with a
value of Eg which is much less than 3.2 eV but with a
threshold energy of direct transitions E0 which is close
to 3.2 eV (for example, GaP, for which Eg = 2.26 eV and
E0 = 2.8 eV); it is assumed that the absorption coeffi-
cient of light at hν < E0 is fairly small, whereas it should
be quite large at hν > E0; and

(iii) the use of high-quality commercial semicon-
ductors (such as Si) and the employment of correcting
UV filters.

The energy-band parameters and absorption coeffi-
cients for the main semiconductive materials are listed
in Table 3 [31–42].

The operating voltage of photodetectors in the pho-
todiode mode is limited by the breakdown voltage. The
breakdown voltage VBR in the case of avalanche multi-
plication for abrupt p–n junctions and Schottky barriers
[43] is approximately given by

for p–n junctions with a gradual (linear) distribution of
impurities in the space-charge region, the breakdown
voltage is expressed as

,

VBR V[ ] 60
Eg

1.1
------- 

 
3/2 N

10
16
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Table 3.  Energy-band parameters and absorption coefficients of the most important semiconducting materials at 300 K [31–42]

Semiconductor Si GaAs AlxGa1 – xAs,
x = 0.491

AlxGa1 – xAs,
x = 0.804 GaP GaN

Eg , eV 1.12 1.425 2.04 2.09 2.26 3.39
E0, eV 3.4 2.08 2.6 2.78
Photon

energy, eV Absorption coefficient, cm–1

2.4 1.465 × 104 9.0 × 104 4.997 × 104 8.7 × 104 8.6 × 104 3 × 102

2.6 2.381 × 104 1.42 × 105 7.7 × 104 2.742 × 104 2.94 × 104

2.8 4.65 × 104 2.81 × 105 1.22 × 105 5.812 × 104 3.342 × 104

3.0 8.173 × 104 5.92 × 105 2.08 × 105 1.07 × 105 6.826 × 104 2 × 103

3.2 2.043 × 105 7.42 × 105 4.34 × 105 1.75 × 105 1.093 × 105 6 × 103

3.4 9.32 × 105 7.15 × 105 6.62 × 105 3.07 × 105 1.96 × 105

3.6 1.09 × 106 7.17 × 105 7.36 × 105 5.70 × 105 4.99 × 105 1 × 105

3.8 1.225 × 106 7.35 × 105 7.48 × 105 7.75 × 105 9.86 × 105 1.25 × 105

4.0 1.454 × 106 7.78 × 105 7.88 × 105 8.59 × 105 8.80 × 105 1.25 × 105

4.2 1.974 × 106 8.81 × 105 8.71 × 105 9.30 × 105 8.78 × 105 1.4 × 105

4.4 2.383 × 106 1.143 × 106 1.048 × 106 1.065 × 106 9.32 × 105 1.6 × 105

4.6 2.181 × 106 1.478 × 106 1.467 × 106 1.458 × 106 1.106 × 106 1.7 × 105

4.8 1.936 × 106 1.834 × 106 1.897 × 106 1.831 × 106 1.506 × 106 1.8 × 105

5.0 1.806 × 106 2.070 × 106 1.919 × 106 1.907 × 106 1.840 × 106 2 × 105

5.2 1.767 × 106 1.836 × 106 1.780 × 106 1.831 × 106 2.198 × 106

5.4 1.842 × 106 1.685 × 106 1.666 × 106 1.699 × 106 2.129 × 106

5.6 1.82 × 106 1.598 × 106 1.57 × 105 1.584 × 106 1.871 × 106

5.8 1.79 × 106 1.543 × 106 1.512 × 106 1.505 × 106 1.724 × 106

6.0 1.769 × 106 1.503 × 106 1.771 × 106 1.465 × 106 1.635 × 106

Source [31] [31] [33] [33] [31] [38, 42]
Semiconductor AlN BN 4H-SiC 6H-SiC ZnSe ZnO

Eg , eV 6.2 4.5–5.5 3.23 3.0 2.7 3.46
E0, eV 8.5 5–6 5–6 3.46
Photon

energy, eV Absorption coefficient, cm–1

2.4 2
2.6 20
2.8 2 × 102

(2.65 eV)

3.0 15
3.2 16 3 × 102 4 × 102

3.4 1 × 102 1.1 × 103 3.8 × 104

3.6 5 × 102 1.5 × 103 2 × 104

3.8 1.4 × 103 2 × 103

4.0 5 × 102 4 × 103

4.2 2 × 103 6 × 103

4.4 4 × 103 1 × 104 104

4.6 5 × 103

4.8 6 × 103 3 × 104

5.0 7 × 103 6 × 104 5 × 104

5.2 8 × 103 7 × 104

5.4 1 × 104 8 × 104

5.6 2 × 104 1 × 105

5.8 4 × 104 1.5 × 105

6.0 5 × 104 5 × 105

6.2 1.5 × 105

Source [36] [35] [34] [32, 37] [39] [40]
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Table 4.  Main parameters of semiconductive materials [44–48]

Semiconductor Si GaAs AlAs GaP GaN AlN

Band gap, eV 1.12 1.425 2.17 2.26 3.39 6.1

Breakdown (critical) field, V/cm 3 × 105 4 × 105 6 × 105 1 × 106 5 × 106 (1.2–1.5) × 106

Thermal velocity, cm/s:

of electrons 2.4 × 107 4.4 × 107 2.3 × 107 2 × 107 2.6 × 107 1.85 × 107

of holes 1.65 × 107 1.8 × 107 1.3 × 107 1.3 × 107 9.4 × 106 0.41 × 107

Thermal conductivity, W/(cm K) 1.3 0.55 0.91 1.1 1.3 2.85

Melting point, °C 1412 1240 1740 1457 2500 2750

Dielectric constant:

static 11.7 12.9 10.06 11.1 8.9 8.5

high-frequency 10.89 8.16 9.11 5.35 4.6

Density, g/cm3 2.329 5.23 3.76 4.19 6.15 3.23

Semiconductor BN(b) 4H-SiC 6H-SiC C (diamond) ZnO ZnSe

Band gap, eV 4.5–5.5 3.23 3.0 5.5 3.46 2.7

Breakdown (critical) field, V/cm (1–6) × 106 (3–5) × 106 (3–5) × 106 106–107

Thermal velocity, cm/s:

of electrons 1.9 × 107 1.5 × 107 2.7 × 107

of holes 1.2 × 107 1.2 × 107

Thermal conductivity, W/(cm K) 7.4 3.7 4.9 6–20

Melting point, °C ~4000 2800 2800 4370 2300 1793

Dielectric constant:

static 5.1–6.8 9.66 9.66 5.7 8.7 9.1

high-frequency 4.2–4.5 6.52 6.52 3.7 6.3

Density, g/cm3 3.48 3.21 3.21 3.52 5.67 5.28
where Eg is the band gap in eV, N is the concentration
of uncompensated charge carriers in cm–3, and a is the
gradient of the charge-carrier concentration in the
space-charge layer in cm–4.

In Table 4, we list the main parameters of semicon-
ductive materials [44–48]; the dependences of the
breakdown voltage for abrupt junctions on the charge-
carrier concentration in the starting material are shown
in Fig. 3 [43, 47, 49, 50].

The concentration of majority charge carriers in a
semiconductor should be, on the one hand, sufficiently
high (to ensure a thin layer of the space charge) for
ensuring a high photosensitivity and a low series resis-
tance and, on the other hand, fairly low (a thick layer of
the space-charge region) in order to ensure a small dark
current, a small capacitance, and a high breakdown
voltage.

The structural quality of a semiconductor can be
determined to a high degree of accuracy from the values
of the charge-carrier mobility and the diffusion length
and lifetime of nonequilibrium charge carriers (Table 5
[44, 45, 51]) and from comparing these values with the-
oretical limits.
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The temperature dependences of the main parame-
ters of a photoelectric converter are related closely to
the dependence Eg = f(T) (for a starting semiconduc-
tor), which is commonly determined by the Varshni for-
mula [52]

where Eg and Eg(0) are the band gaps (in eV) at temper-
atures T and 0 K. The values of the band gap at 0 K
Eg(0) and the parameters αT, T0, and dEg/dT for various
semiconductors are listed in Table 6 [44–46, 52, 53].

4. THE MECHANISM OF PHOTOELECTRIC 
CONVERSION IN STRUCTURES BASED 

ON WIDE-GAP SEMICONDUCTORS

The total density of current J through a structure
with a potential barrier depends on the voltage V and
luminous flux Φ as

Eg Eg 0( ) αT
T2

T T0+
---------------,–=

J V Φ,( ) Jd V( ) Jph Φ( ),–=

Jph Φ( ) ηqSΦ,=
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where Jd is the dark-current density, Jph is the photocur-
rent density, η is the quantum efficiency, and S is the
active surface area.

4.1. Schottky Barriers

4.1.1. The energy-band diagram 

Schottky diodes (surface-barrier diodes) with a
metal–semiconductor (m–s) structure are widely used
as UV photoelectric converters; the reason is that short-
wavelength radiation is absorbed near the semiconductor
surface (in the space-charge layer) where there is a
strong electric field; as a result, surface recombination
does not affect profoundly the photoelectric conversion.

The height of an ideal (not having an intermediate
layer) Schottky barrier ϕB based on semiconductors with
a low density of surface states is controlled by the work
function for electrons leaving the metal Φm and by the
electron affinity of the semiconductor χs (Fig. 4); i.e.,

If a semiconductor has a high density of surface
states Ds concentrated at a level ϕ0 within the band gap
(as in GaAs) or in the conduction band (as in InAs) with
only half of these states occupied, it is then stated that
the Fermi level is pinned at the neutrality state ϕ0 at the
semiconductor surface. If the semiconductor has n-type
conductivity, the height of the Schottky barrier contain-

qϕB Φm χs n-type( ),–=

qϕB Eg Φm– χs p-type( ).+=

4H-SiC

GaN

GaP

6H-SiC

GaAs Si

4H-SiC
6H-SiC
GaN

104

103

102

101

100

1015 1016 1017 1018

Concentration, cm–3

Breakdown voltage, V

Fig. 3. Dependences of breakdown voltage for abrupt junc-
tions on the concentration of majority charge carriers in sev-
eral semiconductors at 300 K. Squares, circles, and trian-
gles correspond to experimental data for 6H-SiC [48],
4H-SiC [49], and GaN [47]; the straight lines represent the
results of theoretical calculations [43, 50]. Experimental
data for Si, GaAs, and GaP virtually coincide with theory.
ing an intermediate insulating layer with a thickness δ
is given by

where

.

Here, εs is the permittivity of the semiconductor.

qϕB γ Φm χs–( ) 1 γ–( ) Eg ϕ0–( ),+≈

γ
εs

εs qδDs+
-----------------------=

Evac

Pt

n-4H-SiC

EF
µ ≈ 0.1 eV
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Evac

qϕB = 1.45 eV

qVD = 1.35 eV
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EF

Φ
m

 ≈
 5

.5
 e
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χs = 4.05 eV

Eg = 3.23 eV

χs= 3.9 eV

Eg = 3.56 eV

qϕB = 2.31 eV

qVD = 2.24 eV

(a)
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Fig. 4. Energy diagrams of Schottky barriers for the n- and
p-type semiconductors by the example of (a) Pt–n-4H-SiC
and (b) Pd–p-Al0.06Ga0.94N. Evac is the vacuum level, EF is
the Fermi level, and Ec and Ev  are the conduction- and
valence-band edges.
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Table 5.  Largest attained experimental values of charge-carrier mobility and the diffusion length and lifetime of nonequilib-
rium charge carriers in semiconductors at T = 300 K [44, 45, 51]

Semiconductor GaAs GaP C (diamond) AlxGa1 – xAs GaN

Mobility, cm2 V–1 s–1:

electrons 8500 250 2200 –255 + 1160x – 720x2

(x > 0.45)
1245

holes 400 150 1800 370 – 970x + 740x2 350

Lifetime of nonequilibrium
charge carriers, s:

electrons 5 × 10–9 1 × 10–7 3 × 10–8 (x = 0.4)

holes 3 × 10–6 1 × 10–6 10–9 (x = 0.3)

Diffusion length, µm:

electrons 10 7

holes 30–50 20 3.5

Semiconductor AlN BN ZnO 4H-SiC 6H-SiC

Mobility, cm2 V–1 s–1:

electrons 300 200 2 (at 1018 cm–3) 900 400

holes 14 500 120 90

Lifetime of nonequilibrium
charge carriers, s:

electrons 10–9 10–9

holes 6 × 10–7 4.5 × 10–7

Diffusion length, µm:

electrons 1.5 1.0

holes 12 10

Table 6.  Values of the band gap at 0 K Eg(0) and the parameters αT, T0, and dEg/dT for various semiconductors [44–46, 52, 53]

Semiconductor Si GaAs AlAs GaP GaN AlN

Eg(0), eV 1.17 1.519 2.249 2.34 3.47 6.14

αT , eV/K 1.73 × 10–4 5.41 × 10–4 4.6 × 10–4 6.2 × 10–4 7.7 × 10–4 1.8 × 10–3

T0, K 636 204 204 460 600 1462

Semiconductor 4H-SiC 6H-SiC CdS ZnO ZnS ZnSe

Eg(0), eV 3.26 3.02 2.557

αT , eV/K 6.5 × 10–4 6.5 × 10–4 8.21 × 10–4

T0, K 1300 1200 450

dEg/dT, eV/K –2.9 × 10–4 –5.1 × 10–4 –4.5 × 10–4
The values of Φm [43, 54], χs [44, 45], Ds [43, 55, 56],
and tentative values of the height for a Schottky poten-
tial barrier qϕB [43, 57–70] are listed in Table 7.

4.1.2. The dark current

There are three main types of mechanisms for the
flow of dark current Id through Schottky barriers based
on wide-gap semiconductors with a high mobility of
majority charge carriers [71] (Table 8).
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(I) If the charge-carrier concentration is low (the
potential barrier is thick), the current flows owing to
thermal excitation of electrons and their transfer from
the semiconductor to the metal or vice versa (thermi-
onic emission). In this situation, the voltage depen-
dence of current is exponential and the slope of this
dependence on the semilog scale is equal to q/nkT,
where the ideality factor n should be equal to 1.01–1.05
if the effect of image forces on the potential-barrier
height is taken into account. The dependence I0/AT 2 =
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Table 7.  The electron work function for metals Φm [43, 54], electron affinity for semiconductors χs [44, 45], the surface-state
density for semiconductors Ds [43, 55, 56], and approximate heights of Schottky barriers qϕB

Semiconductor Si GaAs GaP CdS

Eg , eV 1.12 1.425 2.26 2.43
χs , eV 4.05 4.07 3.8 4.77
Ds , cm–2 eV–1 2.7 × 1013 12.5 × 1013 2.7 × 1013 1.6 × 1013

Metal Φm , eV
qϕB , eV

n p n p n p n

Mg 3.61 1.04
In 3.97
Ti 3.83–4.33 0.61 1.12 0.84
Al 4.18 0.72 0.58 0.80 1.07 0
Ag 4.42 0.78 0.54 0.88 0.63 1.20 0.56
W 4.55 0.45 0.80
Cr 4.4–4.6 0.61 0.50 1.06
Cu 4.59 0.58 0.46 0.82 1.20 0.50
Au 5.1–5.2 0.80 0.34 0.90 0.42 1.30 0.72 0.78

1.19 [57]
Ni 5.15–5.2 0.67 0.51 0.9 1.19 [57] 0.45

1.27
Pt 5.43–5.65 0.84 1.45 1.10

Semiconductor 4H-SiC 6H-SiC GaN (wurtzite) ZnSe ZnO ZnS

Eg , eV 3.23 3.0 3.39 2.7 3.46 3.60
χs , eV 4.05 4.07 4.1 4.09
Ds , cm–2 eV–1 ~1013 ~1013 (1–2) × 1011

(for SiO2–GaN) [56]

Metal Φm , eV
qϕB , eV

n n n p n n n

Mg 3.61 0.3 [58]
In 3.97 0.30 1.50
Ti 3.83–4.33 0.59 [54] 0.65 [59]
Al 4.18 0.3 (Si) 0.76 0.68 0.80

0.9–1.0 (C) [58]
Ag 4.42 0.8–1 (Si) 1.21 0.9 [60] 1.65

1.1–1.5 (C) [58]
Cr 4.4–4.6 1.5 [61] 0.53–0.58 [62]
Cu 4.59 1.15 [63] 1.35–1.41 [64] 1.10 0.45 1.75
Au 5.1–5.2 1.2–1.3 (C) 1.03 [59] 0.57 [59] 1.36 0.65 2.00

1.4–1.5 (Si) [58] 0.87–0.94 [59] 2.48 [65]
Pd 5.12–5.17 1.6 (C) 0.91 [54] 0.68 1.87

1.1–1.3 (Si) [58]
Ni 5.15–5.2 1.29 [66] 0.9–1 [67] 0.50 [59]

2.4 [68]
Pt 5.43–5.65 1.4–2.1 [69] 1–1.4 [69] 1.03 [54] 0.50 [59] 1.40 0.75 1.84

0.47 [70]

Note: In the case when the source is not specified, the data for qϕB are taken from [43]; in other cases, the data from [57–70] are used;
designations p and n refer to the conductivity type.
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Table 8.  Main mechanisms of current flow in Schottky barriers based on wide-gap semiconductors with high mobility of
majority charge carriers

Mechanism Condition
for realization

The form of I–V
characteristic

Special features of
the I–V characteristic

Thermionic emission kT > E00
If = A*ST 2exp exp  

= I0exp ,

If ∝  expV

 ∝  

Ir = A*ST 2exp

Field-enhanced
thermal emission

kT ≈ E00
If = I0exp , E0 = E00coth , 

E00 =  = 18.5 × 1015

Tunneling (field emission) kT < E00
If = I0exp If ∝  

Note: I0 is the saturation current, V is voltage, If is the forward current, Ir is the reverse current, A* is the effective Richardson constant, S
is the device area, ϕB is the potential-barrier height, N and m* are the concentration and effective mass of uncompensated charge
carriers, and ε0 and εs are the permittivities of the free space and semiconductor.

–qϕB

kT
------------- 

  qV
nkT
--------- 1– 

 

qV
nkT
--------- 1– 

 

I0

AT2
---------- 1

T
--- 

 exp

–qϕB

kT
------------- 

 

qV
E0
------- 

  E00

kT
-------- 

 

q"
2

------ 
  N

ε0εsm*
----------------- N

εsm*
------------

qV
E0
------- 

  B

N
--------exp
f(1/T) (the Richardson plot) should be linear on the
semilog scale, and the slope of this dependence should
be equal to qϕB/k.

(II) If the charge-carrier concentration in the semi-
conductor is very high (the potential barrier is fairly
thin), the current flows owing to tunneling through the
barrier over its entire height (field emission).

(III) If the charge-carrier concentration in the semi-
conductor is not sufficiently high for the charge carriers
to tunnel through the barrier over its entire height, the
current is caused by thermal excitation of charge carri-
ers and their tunneling through the barrier top (thermi-
onic-field emission).

Generally, under normal conditions and for typical
charge-carrier concentrations in GaAs, GaP, and GaN,
experimental data are consistent with the theory of ther-
mionic emission [57, 62, 72, 73].

4.1.3. Photocurrent

The photosensitivity of m–s structures is governed
by the following two processes (Table 9):
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(i) generation of electrons in the metal and their
transfer to the semiconductor at photon energies hν >
qϕB (the Fouler law) [74, 75]; and

(ii) generation of electron–hole pairs in the semi-
conductor and their separation by the space-charge field
at photon energies hν > Eg (the Gartner formula) [76].

The second process is much more efficient than the
first one; as a result, the long-wavelength cutoff of the
short-circuit photocurrent spectrum is typically close to
the band gap Eg in direct-gap semiconductors and to the
threshold energy of direct optical transitions E0 in indi-
rect-gap semiconductors.

At hν @ Eg, a decrease in the quantum efficiency of
photoelectric conversion is always observed as hν
increases. Several theories have been developed in
order to explain this falloff [77–85]. It was assumed by
Li et al. [77] that the falloff in the case of the Au–Si
structure was related to the motion of thermalized elec-
trons opposite to the electric field, their capture at the
semiconductor surface, and recombination with holes.
This falloff was attributed [78, 79] to the diffusion of
thermalized electrons from the semiconductor into the
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Table 9.  Main mechanisms of photocurrent flow in Schottky barriers

Mechanism Condition for realization Iph = f(V)

Emission from metal

qϕB < hν < Eg

Iph ∝  (hν – qϕB)2

Fundamental absorption
and charge-carrier separation

hν > Eg(E0)

Iph = –qηDΦ

Note: η is the internal quantum yield, D is the transmission coefficient, Φ is the flux density of incident photons, α is the optical-absorption
coefficient, W is the thickness of the space-charge layer, and Lp is the diffusion length of minority charge carriers (holes).

Iph

hνqϕB

Iph

hν
1 αW( )exp–

1 α Lp+
--------------------------------
metal. However, thermalized electrons can efficiently
surmount a potential barrier with a height no larger than
kT/q; the effective length at which the potential at the
surface varies by kT/q amounts to kT/qEm (Em is the
strongest electric field in the space-charge layer).
Therefore, only the photoelectrons that were generated
near the surface within a layer with a thickness of
kT/qEm can be pulled into the metal. This layer’s thickness
is typically much less than the light-absorption depth
(for example, this thickness is <10 nm for m–s structures
based on n-GaAs and n-GaP at N ≈ 1017 cm–3); as a
result, diffusion of thermalized electrons should not
bring about an appreciable decrease in photonductivity.
It has been assumed [80, 81] that the thermionic emis-
sion of electrons and holes into a metal governs the
short-wavelength falloff of the quantum efficiency. The
diffusion–drift approximation in the theory of thermi-
onic emission was used [82] to take into account the
recombination processes at the surface and derive the
dependence of the quantum efficiency of photoelectric
conversion γ on the absorption coefficient α, the thick-
ness of the space-charge layer W, and the diffusion
length of minority charge carriers (holes) Lp; i.e.,

,

where A and B are coefficients.
It was assumed in [83, 84] that a decrease in photo-

sensitivity was caused by the transport of hot photo-
electrons into the metal and by their cooling there, since
the thermalization-region thickness in the structures
based on III–V smiconductors was fairly large (~100 nm)
and was comparable to the light-absorption depth. It
was assumed by Konstantinov et al. [85] that the short-

γ A 1
α Lp

W
----------+ 

 
1–

B+=
wavelength falloff could be related to the formation of
electron–hole pairs, in which one of the charge carriers
had a negative effective mass and, thus, moved in the
direction opposite to the electric field and was excluded
from the process of photoelectric conversion. However,
experimental data are consistent with current theories
of photocarrier losses at hν ≈ Eg and hν * Eg and only
in very narrow ranges at hν @ Eg; it is noteworthy that
the latter region of photon energies is most important
for UV photometry.

It was assumed by Blank et al. [86] that the decrease
in the quantum efficiency at hν @ Eg was caused by the
formation of hot excitons in the space-charge layer. The
possibility of forming such excitons was theoretically
predicted as far back as in 1961 [87]; in the derived the-
ory [87], the reciprocal effective mass m* is given by

where km is the point corresponding to the narrowest
energy gap between the conduction and valence bands.
In the k space of the Brillouin zone in a number of
semiconductors (GaAs, GaP, and 4H-SiC), there are
regions where the E–k profiles of the conduction-band
bottom and the valence-band top are similar; it is note-
worthy that these regions are the most important for the
absorption of UV radiation. For example, such regions
for GaP are represented by the neighborhood of the
L point in the Brillouin zone with an energy gap of
~3.9 eV and the neighborhood of the X point with an
energy gap of ~4.8 eV; for 4H-SiC, such a region is
located between the γ and M points of the Brillouin
zone and corresponds to an energy gap of ~5 eV. A pho-
toelectron and a photohole generated in these regions

1
m*
------- 2

d2

d "k( )2
---------------- Ec k( )Ev k( )[ ] k km= ,=
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move in one direction with almost the same magnitudes
of velocities and, as a result of Coulomb interaction,
can form a hot exciton with a large effective mass and a
high binding energy (due to a small dispersion-relation
curvature). Such an exciton tightly binds an electron
and hole (preventing the contact field from separating
these particles in the space-charge layer), can reach the
metal or the quasi-neutral region, and eliminates the
photocarriers from further photoconversion.

Goldberg et al. [88, 89] studied the temperature
dependence of the quantum efficiency for Schottky
photodiodes; it was found that the quantum efficiency
increases with increasing temperature, which was
attributed to the capture of photocarriers by fluctuation-
related traps. It is assumed in the theory that imperfec-
tions, which inevitably exist in the surface region of a
semiconductor, can give rise to fluctuations in the pro-
files of the conduction-band bottom and the valence-
band top. In the absence of an electric field, such fluc-
tuations bring about localization of only a single type of
charge carrier (Figs. 5a, 5b). However, an electric field
of the space-charge layer transforms these fluctuations
into traps for both electrons and holes (Figs. 5c, 5d). An
electron and a hole captured by such a trap are found to
be localized in space and recombine with time as a
result of tunneling. A variation in temperature leads to
a change in the concentration of free thermalized pho-
tocarriers due to the capture of a fraction of these carri-
ers by fluctuation-related traps. As temperature
increases, the concentration of free thermalized photo-
carriers increases as a result of thermal dissociation of
electron–hole pairs captured by traps. Consequently,
the higher the temperature, the higher the quantum effi-
ciency of photoelectric conversion. This tendency holds
as long as the traps are not completely empty. The
quantum efficiency γ is equal to the product of proba-
bilities of a number of consecutive events: the entry of
photons into the semiconductor (1 – R); the generation
of an electron–hole pair η by a photon; the thermaliza-
tion of this pair in the space-charge layer (1 – δhot); and
the dissociation of an electron–hole pair in an electric
field (1 – δtherm) (R is the reflection coefficient, η is the
internal quantum yield, and δhot and δtherm are the loss
coefficients for the hot and thermalized photocarriers).
Thus,

The quantity δtherm depends only on the ratio
between the concentrations of the photocarriers cap-
tured by the traps nloc and the concentration of free pho-
tocarriers nf; i.e.,

Assuming that η = 1 and that the release of charge
carriers from the traps with an activation energy of ∆E
occurs according to the Boltzmann statistics

γ 1 R–( )η 1 δhot–( ) 1 δtherm–( ).=

δtherm

nloc

n f nloc+
-------------------.=

1 δtherm– ∆E/kT–( ),exp=
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we obtain

The approximation of experimental data using the
suggested theoretical dependence showed that the the-
ory of fluctuation-related traps for temperature depen-
dences of quantum efficiency is in good agreement with
experiment for photodetectors based on GaAs [89],
GaP [89], and 4H-SiC [90].

4.2. The p–n Structures

In contrast to the Schottky barriers, the potential-
barrier height in p–n junctions is larger and is close to
the semiconductor band gap Eg (Fig. 6).

The dependence of the dark current Id on the volt-
age V for an ideal p–n junction [43], in which case the
current is controlled by the diffusion and recombination
of charge carriers in the quasi-neutral bulk (the Shock-
ley theory), is given by

where I0 is the saturation current; n is the ideality factor;
S is the surface area; Dp and Lp and Dn and L are the dif-
fusion coefficients and diffusion lengths of holes in the
n-type region and electrons in the p-type region, respec-
tively; and pn0 and np0 are the equilibrium concentrations
of holes in the n-type region and electrons in the p-type
region, respectively. In this situation, the I–V depen-
dence is linear on the semilog scale with a slope of q/kT
(i.e., n = 1). However, if the current flows owing to
recombination in the space-charge layer, the depen-
dence of the dark current on the voltage V for a sym-

γ 1 R–( ) 1 δhot–( ) ∆E/kT–( ).exp=

Id Idif≡ I0
qV
nkT
--------- 

 exp 1–=

=  S
qDp pn0

Lp

------------------
qDnnp0

Ln

-----------------+ 
  qV

nkT
--------- 

 exp 1– ,

(a)

(b)

(c)

(d)

Ec

Ec

Ec

Ec

Ev

Ev

Ev

Ev

Fig. 5. Fluctuations of a semiconductor’s energy bands at
the surface in the (a, b) absence and (c, d) presence of an
electric field. Ec is the conduction-band bottom and Ev  is
the valence-band top.
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metric junction (according to the Sah–Noyce–Shockley
theory) is given by

where ni is the intrinsic concentration of charge carriers
in a semiconductor, W is the thickness of the space-
charge layer, Vd is the built-in potential, and τn0 is the
ultimate lifetime of electrons. In this situation, the slope
of the I–V characteristic plotted on the semilog scale is
equal to q/2kT (i.e., n = 2). In actual devices based on
wide-gap semiconductors, recombination in the space-
charge layer is observed at low voltages, whereas the
diffusion and recombination in the semiconductor bulk
are observed at high voltages [43, 91]. Between the por-

Id Irec≡ I0
qV
2kT
--------- 

 exp 1–=

≈
niWkT

2 Vd V–( )τn0
------------------------------- qV

2kT
--------- 

 exp 1– ,
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µ(n) ≈ 0.1 eV
Eg = 2.26 eV

µ(p) ≈ 0.1 eV
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χs = 3.80 eV
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µ(n) ≈ 0.1 eV

µ(p) ≈ 0.1 eV

Eg = 2.26 eV
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V

n-GaP
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Fig. 6. Energy diagrams of p–n junctions (a) without bias
and (b) under a reverse bias using the example of GaP. Evac
is the vacuum level, EF is the Fermi level, and Ec and Ev  are
the edges of the conduction and valence bands.
tions of I–V characteristics corresponding to n = 1 and
n = 2, the portions with fractional values of n were also
observed, which was attributed to recombination in the
space-charge layer via multicharged deep-level centers
[92, 93].

The contribution of each region of the p–n structure
(quasi-neutral n- and p-type regions and the space-
charge layer) is important in the photoelectric conver-
sion; i.e., we have

General expressions for the terms in this formula are
fairly complex; for example, they were reported in [94].
These expressions are appreciably simplified for an
asymmetric junction in which the light is absorbed
exclusively in the p-type region. If the ohmic contact is
located at a distance of several diffusion lengths from
the p–n junction, we obtain

where R is the reflection coefficient, α is the absorption
coefficient, λ is the radiation wavelength, and Lp is the
diffusion length of holes in the n-type region. If the dis-
tance d between the p–n junction and the ohmic contact
is smaller than Lp, we have

4.3. Noise

The noise properties of structures with a potential
barrier are governed by

(1) thermal (Johnson) noise arising as a result of
chaotic thermal motion of electrons (the corresponding
noise current is denoted by IJ);

(2) shot noise related to chaotic fluctuations of cur-
rent through the barrier (the corresponding noise cur-
rent is denoted by Is); and

(3) flicker (1/f) noise caused by chaotic variations in
the structure resistance (chaotic variations in the con-
centration and mobility of charge carriers); the corre-
sponding noise current is denoted by If.

The total noise current is expressed as

where ∆f is the system bandwidth, R0 is the shunting
resistance, I is the dark current, and k in the formula for
flicker noise is a coefficient that depends on a specific
material and on the geometrical parameters of the
diode.

The Johnson current is dominant in the structures
with small leakage currents, in particular, in the struc-
tures operating as photoelectric generators at high load
resistances.

η η n η p ηW .+ +=

η λ( ) 1 R–( )
α λ( )Lp

1 α λ( )Lp+
---------------------------,=

η λ( ) 1 R–( ) 1 α λ( )d–[ ]exp–{ } .=

IN
2 IJ

2 Is
2 I f

2 , IJ
2+ + 4kT∆f R0,= =

Is
2 2qI∆f , I f

2 kI∆f / f ,= =
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The shot noise is prevalent in large-area structures
which operate as photodiodes with large leakage cur-
rents; this noise is especially important when signals
with very small amplitudes are detected.

The flicker noise is dominant at very low frequen-
cies (lower than 1 kHz).

The photosensitivity threshold (the noise-equivalent
power, NEP) Φmax is the incident-light power equiva-
lent to the noise level of a device. The photosensitivity
threshold in the unit bandwidth

and the specific photosensitivity threshold

define the detectivity of a photodetector

and the specific detectivity of a photodetector

it is noteworthy that

where G is the generation rate and t is the detector
thickness.

The upper theoretical limit for D* at room temper-
ature [95] for the UV region of the spectrum is
~1017 W–1 Hz1/2 cm, whereas the experimental val-
ues of D* for the UV photoconverters are 1012–
1015 W–1 Hz1/2 cm. The value of D* increases as the
radiation wavelength and the photodetector’s quantum
efficiency increase and as the dark current decreases.

4.4. The Response Speed

The time constant of photodiodes with a p–n struc-
ture is controlled by the rms value of the time of charge
transport through the depletion region τc, the time of
diffusion of charge carriers from the location of their
generation to the space-charge layer τd, and the time
constant of the resistance–capacitance (RC) circuit
τRC; i.e.,

For conventional p–n junctions, we have

only for very shallow p–n junctions at high reverse-bias
voltages and with very large optical-absorption coeffi-
cients are the relations τRC > τd and τ ≈ τRC valid (W is
the space-charge layer thickness; v s is the so-called sat-
uration drift velocity for a specific semiconductor; ε0

NEP W Hz⋅ 1/2–[ ] Φ maxVn/V p f 1/2=

NEP* W Hz⋅ 1/2–  cm 1–⋅[ ] Φ maxVn/V p f 1/2S1/2=

D W 1–  Hz
1/2[ ] 1/NEP=

D* W 1–  Hz1/2 cm[ ] 1/NEP*;=

D* G1/2 2hct( ) 1/2–
,=

τ2 τc
2 τd

2 τRC
2 .+ +=

τc W /v s 1 ns,<=

τRC

SRT

2
---------

εsε0qN
Vop

----------------- τd and τ τ d;≈<=
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and εs are permittivities of the free space and semicon-
ductor, respectively; S is the surface area; N is the con-
centration of uncompensated charge carriers; and Vop is
the operating voltage).

For Schottky diodes, we invariably have τ ≈ τRC,
since the value of τc is very small and the diffusion is
insignificant; it is important that the resistance RT
depend on the series resistance Rs of the structure, dif-
ferential resistance Rd, and the load resistance RL as

where I is the direct current through the structure and I0
is the preexponential factor in the expression for the
I−V characteristic. With optimal geometric parameters,
the response time of Schottky diodes can be as short as
the energy-relaxation time for charge carriers (~10–9 s),
whereas the response time is close to the charge-carrier
lifetime (~10–7 s) for conventional p–n junctions.

4.5. Photoresistors

A photoresistor is a semiconductor device whose
electrical resistance decreases under exposure to light.
When a luminous flux is incident on a photoresistor, the
differential photosensitivity is defined as

The quantum efficiency γ and the voltage photosen-
sitivity SV are given by [94]

Here, Vop is the operating voltage; γ is the internal quan-
tum yield; R is the coefficient of reflection from the illu-
minated surface; α is the optical absorption coefficient;
Vs is the open-circuit voltage; Pλ = ΦShν is the
absorbed power of monochromatic light; n0 is the aver-
age concentration of charge carriers under thermal
equilibrium; τ is the lifetime of nonequilibrium charge
carriers; t, w, and l are the thickness, width, and length
of the photoresistor; and ∆σ is the change in the photo-
resistor conductivity as a result of exposure to light.

Photoresistors feature a very high photosensitivity
and can operate in the amplification mode; however, the
Iph–Φ characteristic of photoresistors is nonlinear and
they cannot operate without a bias voltage.

RT

Rd Rs RL+( )
Rd Rs RL+ +
------------------------------,=

Rd kT I I0+( )/q,=

SI

dIph

dΦ
---------

wtVop

q
--------------d∆σ

dΦ
----------.= =

γ η 1 R–( ) 1 α t( )exp–[ ]
1 R α t( )exp–

-------------------------------------------------------,=

SV

Vs

Pλ
------

Vopγλτ
lwthcn0
-------------------.= =
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5. OHMIC METAL–SEMICONDUCTOR 
CONTACTS

5.1. Formation of an Ohmic Contact

As is well known, a metal–semiconductor contact
can be either rectifying (of the barrier type) if the poten-
tial barrier between the metal and semiconductor is
impermeable for tunneling or ohmic if the potential
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Fig. 7. Energy diagrams of three types of ohmic contacts to
the n-type semiconductors: (a) there are no surface states in
the semiconductor’s band gap and Φm < χs (using the exam-
ple of Mg–n-GaN); (b) the surface region of the semicon-
ductor is heavily doped (using the example of Au–n-GaP);
and (c) a narrow-gap layer is grown on the starting material
(using the example of In–n-GaAs). Evac is the vacuum level,
EF is the Fermi level, and Ec and Ev  are the conduction- and
valence-band edges.

Eg = 2.26 eV
barrier is absent or is permeable for the tunneling of
electrons.

Typically, an ohmic contact is formed if (Fig. 7)

(I) there is no potential barrier between a metal and
semiconductor; i.e., a metal with an electron work func-
tion which is smaller than the electron affinity of the
semiconductor is chosen as the contact to an n-type
semiconductor with a low density of surface states in
the band gap (a contact of the first type);

(II) there is a potential barrier but it is thin (perme-
able for tunneling), which is attained by heavy doping
of the semiconductor’s surface region (a contact of the
second type); and

(III) there is a potential barrier but it is low and can
be easily overcome owing to thermionic emission,
which is most often attained by varying the semicon-
ductor’s chemical composition in the vicinity of the
contact, for example, by the formation of a narrow-gap
near-contact layer (a contact of the third type).

5.2. Contact Resistance

The main characteristic of an ohmic contact is its
resistance relative to the unit area. This resistance con-
sists of the following series components:

(i) the resistance of the near-contact region; and

(ii) the resistance related to penetration of electrons
through the barrier.

The resistance of the near-contact region consists of
the resistance of the heavily doped region and the resis-
tance of the n–n+ or p–p+ junctions. The resistance of
the heavily doped region is typically very low. For
example, the resistance of an n+-GaAs layer with an
electron concentration n+ = 1019 cm–3, a mobility of
~103 cm2/V s, and a thickness of ~1 µm is ~6 ×
10−8 Ω cm2. The resistance of an n–n+ junction is
inversely proportional to the electron concentration
[96, 97]; i.e.,

where LD is the Debye length for the n-type region,
Nc is the effective density of states in the conduction
band,  is the electron mobility in the n-type region,
N and N+ are the electron concentrations in the n- and
n+-type regions, and kB is the coefficient accounting for
the ratio between the electron concentration at the
Fermi level in the n+-type region and concentration N+.
The resistance under consideration makes a major con-
tribution to the resistance of the ohmic contact to GaAs
for N < 5 × 1017 cm–3.

According to Kupka and Anderson [98], an n–n+ junc-
tion can be treated as a Schottky diode without a poten-

R
n–n

+

LDNc

qµn*kBNN+
---------------------------,≈

µn*
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Table 10.  Mechanisms of current flow through an ohmic contact

Mechanism Reduced resistance Rc = f(T) Rc = f(N)

Thermionic emission
Rc = RcT ∝  exp

Tunneling RcT ∝  

exp

Temperature-independent
Rc ∝  exp

Note: k is the Boltzmann constant, T is temperature, A* is the effective Richardson constant, ϕB is the potential-barrier height, " is Planck’s
constant, N and m* are the concentration and effective mass of uncompensated charge carriers, and ε0 and εs are the permittivities
of the free space and semiconductor.

k
qA*T
-------------- 

  qϕB

kT
--------- 

 exp
1
T
--- 

 

εsε0m*2

"
----------------------

 
 
  ϕB

N1/2
---------- 

 

1

N
--------
tial barrier and with the thermionic mechanism of current
flow; the resistance of such a junction is given by

where A* is the effective Richardson constant, A* =
Am*/m0 (A = 120 A/cm2 K2); m*/m0 is the relative effec-
tive mass of the majority charge carriers; and µ is the
energy of the Fermi level located in the n-type region
and reckoned from the conduction-band bottom. If µ @
kT/q in a lightly doped semiconductor, we have

As a result, the resistance under consideration
amounts to ~10–7 Ω cm2 for GaAs at N = 1017–1019 cm–3.

We now consider the resistance related to overcom-
ing the potential barrier. There are two main mecha-
nisms of current flow through an ohmic contact; these
are thermionic emission and tunneling.

According to the theory of thermionic emission
[71], the specific contact resistance, which is equal to
Rc = dV/dJ at V  0, depends exponentially on the
reciprocal temperature (Table 10).

According to the theory of tunneling [71], the con-
tact resistance per unit area is given by

where T(E) is the probability for a charge carrier with
energy E to penetrate through the barrier with a height
which is lower than qϕB by ∆E. The contact resistance
Rc depends exponentially on N–1/2 and is virtually inde-
pendent of temperature [99]. The theoretical depen-
dence of the lowest attainable contact resistance on the
doping level of a semiconductor was reported in [98]
for the case of thermionic emission and in [100] for the
case of tunneling.
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The theoretical value of the resistance of a tunneling
contact to p-GaN was shown [101] to depend on the
crystallographic orientation of GaN when tunneling of
light and heavy holes was taken into account (see Fig. 8).

It is worth mentioning the ohmic contact to a hetero-
structure with a two-dimensional electron gas [102], for
example, to GaN/AlxGa1 – xN. In this case, the current
flowing from the semiconductor to the metal consists of
thermionic and tuneling currents through the structure
and the tunneling current caused by quantum wells; the
latter current is predominant. The probability of tunnel-
ing for electrons in the ith subband with an energy Ei is
given by

T Ei( )
qϕB qV– Ei EF–( )–

E00
--------------------------------------------------– 

 exp=

[0001]

[1010]

10–2

10–3

10–4

Specific contact resistance, Ω cm2

1017 1018 1019

Doping level, cm–3

Fig. 8. Theoretical resistance of an ohmic contact to p-GaN
with allowance made for tunneling of light and heavy holes
in relation to the concentration of uncompensated acceptors
for two crystallographic orientations of the GaN surface
[101].
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(EF is the Fermi level energy), and the contact resis-
tance is equal to

In particular, the contact resistance of Al/Ti/Ta–
n-GaN/AlxGa1 – xN structures with a two-dimensional
electron gas decreases with temperature almost by an
exponential law, from ~10–4 A at 77 K to ~10–6 A at
300 K.

We now consider the relevant experimental data.
The contacts of the first type (without a potential

barrier) are formed, for example, on ZnSe, where the
density of surface states is low. In particular, In or the
Ti/Pt/Au alloy (Φm = 4.3 eV) provide an ohmic contact
to n-ZnSe; in forming this contact, it is only necessary
to remove a possible intermediate layer, which is
attained by heat treatment at T > 200°C [103]. The
resistance of the In–n-ZnSe contact was lower than
10–3 Ω cm2 [104].

At the same time, in the case of p-ZnSe, there is no
metal with a work function larger than the sum of the
electron affinity and the band gap (Φm > χs + Eg); in
addition, it is impossible to form a tunneling-permeable
contact to the heavily doped surface region since the
highest attainable hole concentration in ZnSe does not
exceed ~5 × 1017 cm–3. Therefore, one has to form con-
tacts of a third type (with intermediate layer) by grow-
ing a graded-gap p-ZnSexTe1 – x layer on the p-ZnSe
surface and using HgSe (Φm = 6.1 eV) as a metallic
film. As a result, the HgSe–p-ZnSe barrier height of
0.55 eV [105] reduces to 0.4 eV after overgrowth of the
ZnSe0.8Te0.2 layer.

A similar situation is also observed in the case of an
ohmic contact to n-GaN. The Fermi level is hardly
pinned at all at the GaN surface [106, 107]; however,
conventional chemically stable metals have a work
function which exceeds the electron affinity for GaN
(χs = 4.1 eV). Therefore, the multicomponent contacts
based on Ti (Φm = 3.8–4.3 eV) and TixN (Φm = 3.74 eV)
are most frequently used. There are also no metals with
Φm > χs + Eg = 7.5 eV in the case of p-GaN; therefore,
either the compounds with a large work function are
used or a narrow-gap surface layer is formed [108]. For
example, several binary intermetallic phases which
reduce the potential barrier are formed when Au/Ni is
fused to GaN at 600°C [109]; at the same time, fusion
of Au/C/Ni makes it possible to additionally dope the
surface layer [110], since C acts as an acceptor. The
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Ru/Ni contact annealed in the O2 atmosphere can also
be used for p-GaN. The RuO2 compound lowers the
effective barrier height, whereas NiO acts as a barrier to
the diffusion of the released Ga and N atoms. Such a
contact features a high optical transmissivity (84.6%)
and a low resistance (4.5 × 10–5 Ω cm2) [111]. It was
noted [112] that the dependence of the Pd–p-GaN con-
tact resistance on the hole concentration is anomalous:
Rc = 8.9 × 10–2 Ω cm2 at n = 2.2 × 1017 cm–3 (which cor-
responds to the Mg concentration NMg = 4.5 × 1019 cm–3),
whereas Rc = 5.5 × 10–4 Ω cm2 at n = 2 × 1016 cm–3

(NMg = 1 × 1020 cm–3). The Ti/Al/Ni/Au or V/Al/Ni/Au
systems are conventionally used as contacts to AlxGa1 – xN
solid solutions [113]. The values of resistances of some
of the most widely used ohmic contacts to GaN are
listed in Table 11 [114–128].

The Group IV and III–V semiconductors (except for
nitrides and n-InAs) typically have a high concentration
of surface states that lie deep in the band gap, which
gives rise to a rigid pinning of the Fermi level at the sur-
face. Therefore, in order to form an ohmic contact to the
aforementioned semiconductors, one has to either
reduce the density of surface states or use the second or
third types of contacts.

When GaAs is treated in Na2S or (NH4)2S solutions,
the impurity O atoms near the surface are replaced with
S atoms which are retained owing to physical adsorp-
tion. The resulting released energy (<40 kJ/mol) is
lower than the energy released in the course of chemi-
cal adsorption (>100 kJ/mol); thus, the physical-
adsorption energy is not sufficient for the formation of
intrinsic defects which bring about pinning of the Fermi
level [129–132]. For example, the density of surface
states Ds in GaAs is typically higher than 1014 cm–2 eV–1;
this density of states is reduced to 2 × 1013 cm–2 eV–1

after treatment in (NH4)2S and to 1 × 1013 cm–2 eV–1

after treatment in (NH4)2Sx. An even lower density of
surface states in GaAs (7.6 × 1012 cm–2 eV–1) can be
obtained by growing a very thin (3.5 nm) n-GaAs:Be
layer (with an electron concentration n = 5 × 1016 cm–3)
on the surface [133]; in this situation, the Fermi level is
virtually not pinned at the GaAs surface.

Treatement of the GaN surface in (NH4)2Sx resulted in
the decrease of Ds from 1 × 1012 to 8.3 × 1010 cm–2 eV–1;
at the same time, the height of the Ni/Cu–n-GaN Schot-
tky barrier amounted to 1.099 eV, which is close to the
limiting height of a Schottky barrier (1.10 eV) [134].
Passivation of ohmic Ti/Al–n-GaN:Si (n = 3 × 1018 cm–3)
structures resulted in a decrease in the contact resis-
tance by about two orders of magnitude owing to the
oxide removal from the GaN surface and to the shift of
the Fermi level to the conduction-band bottom [135].

Passivation of 4H-SiC in NO and NH3 brought
about [136] a decrease in Ds from ~1013 to ~2 ×
1012 cm–2 eV–1.
SEMICONDUCTORS      Vol. 37      No. 9      2003
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Table 11.  Specific resistance of ohmic contacts to n- and p-GaN (114–128]

Metals Conductivity type Charge-carrier concen-
tration in GaN, cm–3

Contact resistance,
Ω cm2 Source

Ti/Al n 1017 8 × 10–6 [114]

n 1017 8 × 10–6 [115]

n 3.67 × 1018 8.63 × 10–6 [116]

Ti/Al/Ni/Au n 2 × 1017 1.19 × 10–7 [117]

n 4 × 1017 8.9 × 10–8

Ni/Si n 2 × 1017 1.6 × 10–3 [118]

Pd/Au p 3 × 1017 1 × 10–4 [119]

p 1018 1.5 × 10–6

Ti/Al p 6 × 1017 (2–6) × 10–3 [120]

Pt/Ru p (2–3) × 1017 2.2 × 10–6 [121]

Ni/In p 2 × 1017 (8–9) × 10–3 [122]

Ni/Pt/Au p 9.4 × 1016 2.1 × 10–2 [123]

Ni/Au p 2 × 1017 4 × 10–6 [124]

Pt/Ni p 1.7 × 1017 8 × 10–3 [125]

Ta/Ti p 7 × 1017 3 × 10–5 [126]

Ni/Cr/Au p 5 × 1017 1.6 × 10–2 [127]

Ni/Pd/Au p 4.5 × 10–6 [128]
An Al–n-GaAs ohmic contact with Rc = (1–3) ×
10–4 Ω cm2 was formed owing to a reduction in the den-
sity of surface states in GaAs (n = 1 × 1018 cm–3) [137]
as a result of treating the surface in H2S solutions; how-
ever, this method has not yet been widely recognized.

In the case of GaAs, contacts of the second type with
a heavily doped (to the level of 1020–1021 cm–3) surface
layer are typically used; this layer is formed owing to
interface chemical reactions, which include dissocia-
tion of GaAs and the growth of a new layer composed
of heavily doped GaAs [109]. For example, in the case
of fusion of the widely used Al/Ge/Ni contact, Ni
initially reacts with GaAs at T < 250°C and forms
NixGaAs; at T > 250°C, this phase decomposes with
the formation of NiGay and NiAsz. In addition, Ni also
reacts with Ge (so that NiGe is formed) and with Al (so
that NixAly is formed); in the course of cooling, an
n+-GaAs:Ge layer grows, with the electron concentra-
tion in this layer being as high as 1019–1020 cm–3.

In the case of the Ni/[Au + Ge(27%)]/Ni/Au–
n-GaAs contact, Ge first diffuses from the Au + Ge
alloy to the upper layer during heating, whereas Ni
reacts with GaAs and forms NixGaAs. At tempera-
tures of 375–400°C, Au reacts with Ga and forms the
β-AuGa phase, whereas Ge penetrates into NixGaAs
and replaces Ga. The contact acquires the
β-AuGa/NiAs:Ge/GaAs structure; as a result of cool-
ing, a new layer of heavily doped GaAs is formed
[138]. The resistance of these contacts to n-GaAs can
be as low as 3.6 × 10–6 Ω cm2 at n = 1 × 1016 cm–3

(according to [139]), 1 × 10–6 Ω cm2 at n = 2 × 1016 cm–3
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(according to [140]), 5 × 10–7 Ω cm2 at n = 1.5 ×
1017 cm–3 [141], and 4 × 10–7 Ω cm2 at n = 2.2 ×
1018 cm–3 [141]. As the technology improved, with each
passing decade the resistance of ohmic contacts to
GaAs was reduced by approximately an order of mag-
nitude [142]; notably, the specific resistance was
inversely proportional to the charge-carrier concentra-
tion [143].

The contacts of the third type with a graded-gap
layer and a low barrier have often been formed on GaAs
and GaP. For example, when the (W/Ni + In/Ni)–
n-GaAs contact is heated to ≈300°C, Ni interacts with
GaAs and forms Ni2GaAs, whereas In penetrates into
W and Ni2GaAs. An In0.6Ga0.4As layer is formed at a
temperature of ~700°C; this layer covers almost the
entire GaAs surface at ~900°C. Notably, the layer
under consideration has a much narrower band gap than
GaAs; in addition, the Fermi level in InAs is found to
be pinned within the conduction band. This circum-
stance brings about an appreciable decrease in ϕB and
Rc [144]. An InxGa1 – xP solid-solution layer is formed
between Pd and GaP after heating a Pd/In–n-GaP con-
tact to T = 600°C for 1 min. This layer reduces the
potential-barrier height [145]; as a result, Rc was found
to be lower than 10–4 Ω cm2 after cooling.

When the Ni–4H-SiC structure is heated to 900°C,
the Ni2Si compound is formed. This compound has a
work function for electrons which is larger than the
work function in Ni by 0.36 eV. In the course of heat-
ing, excess C atoms diffuse to the structure surface;
notably, VC vacancies act as donors [146].
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Table 12.  Mechanisms of current flow in ohmic contacts

Contact Charge-carrier
concentration, cm–3

The current-flow
mechanism

Potential-barrier 
height, eV References

Ti/Pt/Au–p-GaAs 4 × 1020 Tunneling 0.5 [147]

Pt/Ti–p-GaAs 5 × 1018–1 × 1019 Thermionic emission 0.068 [148]

Au/Zn/Ni–p-InP Thermionic emission 0–0.2 [149]

Pt/Ti–p-In0.53Ga0.47As 5 × 1018 Thermionic emission 0.13 [150]

Ti/Al/Ni/Au–n-GaN 1017–1018 Tunneling [117]

Ti/Ag–n-GaN 1.5 × 1017–1.7 × 1019 Tunneling 0.067 [151]

Pt–p-GaN 1.8 × 1017 Thermionic emission 0.53 [70]

1.0 × 1018 Tunneling 0.42

Pd/p-Al0.06Ga0.94N 3 × 1018 Thermionic emission 0.05 [152]

1.0 × 1019 Tunneling (T = 90–190 K) 0.05

Thermionic emission (T > 300 K)

NiSi2–n-6H-SiC 0.44 [153]

NiSi2–n-4H-SiC 0.3

Al/Ti/Ta–AlGaN Surface concentration 
1.7 × 1013 cm–2

Tunneling 0.42 [102]
5.3. Mechanism of Current Flow in an Ohmic Contact

Experimental dependences Rc = f(T) and Rc = f(N)
for ohmic contacts and comparison of these depen-
dences with theory make it possible to determine the
mechanism of current flow through the contacts under
consideration: thermionic emission and tunneling
(Table 12) [70, 102, 117, 147–153].

6. PHOTOELECTRIC CONVERTERS 
FOR THE ULTRAVIOLET REGION 

OF THE SPECTRUM

6.1. Photodetectors Based on Si

So far, silicon p–n photodetectors represent the most
widely used type of UV photoelectric converters [154–
158]. This circumstance is related first of all to the fact
that silicon is inexpensive and is produced commer-
cially by the industry; in addition, photodetectors based
on Si have advantages as solar cells.

Taking into account that the surface-recombination
rate in Si is high (v r ≈ 104 cm/s) and that this rate appre-
ciably affects the photoelectric-conversion quantum
efficiency of p–n structures, Si–SiO2 structures (v r ≈
1 cm/s) are used [159] or structures with a pulling field
(for example, as a result of nonuniform doping) are fab-
ricated in order to reduce v r.

Three main types of Si detectors were developed:
(I) with an inversion layer, (II) with a p+–n structure,
and (III) with an n–p structure. In the structures of
type I [160], a thin n-Si inversion layer is formed
between the p-Si substrate and oxide layer; correspond-
ing devices feature a narrow interval of linearity of the
Iph–Φ characteristic as a result of a high resistivity of
the inversion layer. In the structures of type II (p+–n)
[161] two junctions are formed in order to widen the
spectral range; one of these junctions is shallow
(~0.1 µm) and the other is deeper (~5 µm): an n-Si layer
is grown epitaxially on the p-Si substrate and double
diffusion of boron into this layer is then performed. The
corresponding devices were found to be insufficiently
stable as a result of uncontrolled boron diffusion from
the Si surface into the oxide layer. The n–p photodetec-
tors [162–164] feature the highest stability. These pho-
todetectors were produced by diffusion of As [162] or
P [164] into p-Si (with a resistivity of ρ = 100 Ω cm),
the formation of p+- and n+-type guard rings, and the
deposition of an antireflection coating with a thickness
of ~60 nm. The corresponding photodiodes featured a
current photosensitivity SI = 0.25 A/W at λ = 0.41 µm.

Diodes with an Si–SiO2 structure have the highest
efficiency in the UV spectral region [154, 165]; the
p−n structure fabricated using local epitaxy featured a
quantum efficiency γ = 0.86 and a dark-current density
Jd = 8 × 10–12–7 × 10–10 A/cm2.

Commercial Si photodiodes have a spectral photo-
sensitivity range of 0.2–1.1 µm (Fig. 9); the peak of
photosensitivity lies in the IR spectral region (0.8–
1.0 µm). The responsivity of these photodiodes can be
as high as 0.5 A/W at 0.8–1.0 µm and amounts to
0.1 A/W at 0.2–0.25 µm, the detectivity is D ≈
1015 W–1 Hz1/2 at the spectrum peak, the dark current
is Id ≈ 100 nA, and the optimal operating voltage Vop =
5–10 V.

At the same time, the p–n photodetectors based on
Si have two serious drawbacks. First, the photosensitiv-
ity of these photodetectors in the IR and visible regions
of the spectrum appreciably exceeds that in the UV
SEMICONDUCTORS      Vol. 37      No. 9      2003



SEMICONDUCTOR PHOTOELECTRIC CONVERTERS FOR THE ULTRAVIOLET REGION 1019
spectral region, which gives rise to large measurement
errors, since a typically small UV signal is measured
against the background of high-intensity visible or IR
radiation; in addition, glass-based UV optical filters
feature high transmission in the IR spectral region but
block the visible region of the spectrum. Second, deg-
radation is observed in Si-based p–n structures; this
degradation consists in a decrease in the quantum effi-
ciency by a factor of 2–3 as a result of continuous expo-
sure to UV radiation for ~0.5 h [166–169].

Degradation of PtSi–n-Si and Pt–Si Schottky barri-
ers was not observed [170, 171]; however, the photo-
sensitivity peak was in the IR spectral region (~0.7 µm),
as in the case of p–n structures.

Fabrication of MOS structures with a thin insulator
layer was reported [172–177]; these structures featured
γ = 0.2–0.4 [173, 174] and were used in charge-coupled
devices as UV detectors. 1024 × 1024 arrays of UV
detectors were fabricated [177]; these detectors fea-
tured γ = 0.177 in the spectral range of 0.124–0.52 µm.

Further investigations in the field of UV photoelec-
tric converters were aimed at using semiconductors
with a wider band gap, such as GaAs [178, 179] and InP
[180]. Photoresistors based on InP (Eg = 1.344 eV) fea-
tured a broad quantum-efficiency spectrum (0.2–1 µm)
with a peak (γ ≈ 0.65) in the IR region of the spectrum
(~0.9 µm) [180].

6.2. Photodetectors Based on GaP 
and Its Solid Solutions

Wilson and Lyall [181, 182] substantiated the
advantages of photoelectric converters based on
GaAs0.63P0.37 (Eg = 1.848 eV at 300 K) in comparison
with those based on Si. These advantages consist in a
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Fig. 9. The photosensitivity spectrum of a commercial Si-
based photoelectric converter with a p–n junction
[155−158]. T = 300 K.
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much lower sensitivity to IR radiation (the photosensi-
tivity range of 0.2–0.68 µm); a high differential resis-
tance at zero bias (~104 ΓΩ), which ensures a low noise
level; high stability; and good matching to optical fil-
ters. The current responsivity of the structures under
consideration is SI ≈ 0.2 A/W at the peak and SI = 0.02–
0.03 A/W at λ = 0.254 µm, with the temperature coef-
ficient of SI being equal to 5.8 × 10–4 K–1; the specific
detectivity is D* = 1014–1015 W–1 Hz1/2 cm.

The use of GaP in photoelectric converters operat-
ing in the UV region of the spectrum is based on the fact
that, although GaP has Eg = 2.27 eV (which is much
smaller than the energy of UV photons), GaP is an indi-
rect-gap semiconductor whose threshold energy for
direct optical transitions with high absorbance of light
is equal to E0 = 2.8 eV; this energy is quite close to the
low-energy edge of the UV spectral region. The operat-
ing spectral region of the Au–GaP Schottky photo-
diodes [157, 183–185] ranged from 0.2 to 0.55 µm
(Fig. 10), with a photosensitivity peak at ~0.4 µm. The
value of SI was as large as 0.12 A/W at the spectrum
peak and was equal to 0.03 A/W at λ = 0.254 µm. The
value of D* in these structures [184] was as large as
1013–1014 W–1 Hz1/2 cm, and the noise-equivalent power
was equal to NEP = 10–15–10–14 W Hz–1/2; when com-
bined with a measuring device, it was found that NEP =
(1–2) × 10–14 W Hz–1/2. The use of ITO (indium–tin
oxide) instead of Au [186] made it possible to enhance
the photosensitivity to 0.3–0.4 A/W.

In order to suppress the sensitivity to visible light,
GaP-based photodiodes are equipped with UV optical
filters; the use of a UFS-6 filter makes the radiation
spectrum close to that of solar UV radiation [187]. In
order to reduce the sensitivity to visible light, one can
use Au–AlxGa1 – xP–GaP structures [188, 189]; how-
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ever, the low stability of AlxGa1 – xP in atmospheric air
limits application of these structures. We note in addi-
tion that photodiodes with heterojunctions and ava-
lanche photodiodes in an AlGaAs–GaAs system have
been used to detect UV radiation in nuclear-particle
counters [190].

6.3. Photodetectors Based on Nitrides

Photodetectors based on nitride semiconductors are
promising for the UV region of the spectrum since
these are direct-gap materials with a band gap which is
close to the boundary between the visible and UV
regions of the spectrum; in addition, an AlN–GaN sys-
tem forms a continuous series of direct-gap solid solu-
tions, which make it possible to fabricate photodetec-
tors with a sharp long-wavelength photosensitivity fal-
loff, which can be located at practically any position in
the near-UV region of the spectrum.

The Schottky diodes based on Pd–n-GaN–n+-GaN
structures (n = 3 × 1016–1017 cm–3, n+ = 3 × 1018 cm–3)
featured a photosensitivity spectral range of 0.25–
0.37 µm; the value of SI = 0.18 A/W (γ ≈ 0.6) varied
only slightly in the entire spectral range (Fig. 11). The
major noise in the structures was that with the 1/f
dependence [191].

Fabrication of another type (metal–semiconductor–
metal, MSM)) of the structures was reported in [192–
194] (Fig. 12). The devices here featured the same
operating spectral region and SI = 0.17 A/W. The Ag–
GaN:H–Au sandwich-type Schottky diodes [195], in
which GaN:H was doped heavily with magnesium, fea-
tured a sharp cutoff of the photocurrent spectrum at λ =
0.36 µm (γ = 0.4, SI = 0.11 A/W at λ = 0.32 µm, and Id =
10–11 A at V = –1 V). As the reverse bias increases to
–5 V, the value of SI first increases appreciably and then
levels off [196]. Vertical and lateral GaN-based photo-
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Fig. 11. The photosensitivity spectrum of a Pd–n-GaN pho-
toelectric converter with a Schottky barrier [191]. T = 300 K.
detectors with Schottky barrier were fabricated [193,
194]; it was shown that photodetectors with a vertical
structure had a higher efficiency due to improved char-
acteristics of the rear ohmic contact and a higher detec-
tivity as a result of a lower level of 1/f noise; the latter
circumstance was due to a less significant influence of
dislocations on the charge-carrier transport.

The characteristics of photoelectric converters (in
particular, MSM structures) depend heavily on the
structural properties of the starting material and, conse-
quently, on the value of mismatch ∆a/a between the lat-
tice parameters of the substrate and the layer. Typically,
GaN layers are grown on sapphire (∆a/a = 16%) or SiC
(∆a/a = 3.2%); in addition, the LiGaO2 substrate shows
promise (∆a/a = 0.19%) [197]. It was noted recently
[198] that irradiation of finished Au–GaN structures
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with neutrons (at a dose of 1 × 1013 cm–2) reduces the
number of vacancies and improves the characteristics
of devices.

For a transparent metal in GaN-based Schottky
diodes, ITO can be used instead of Au, which, as in the
case of GaP, brings about an increase in the quantum
efficiency from 27 to ~40% [199].

The Schottky photodiodes based on n-GaN (n = 3 ×
1016 cm–3) and passivated with an SiO2 layer had a time
constant of 15 ns, determined by the RC circuit, and a
noise spectral density of 5 × 10–23 A2/Hz at a frequency
of 10 Hz; notably, internal current amplification was
observed under a forward bias [200]. This amplification
is caused by the fact that the surface states at the metal–
semiconductor interface can capture holes and thus
reduce the potential-barrier height qϕB (for example,
the value of qϕB in Ti/Pt–GaN structures decreased
from 1.08 to 0.75 eV as a result of illumination) [201].

The dark-current densities of the Schottky mesa
diodes based on Pd–n-GaN (n = 5 × 1017 cm–3) are very
low (Id = 2.1 × 10–8 A/cm2 at –2 V); the noise spectral
density at 1 Hz is 9 × 10–29 A2/Hz, with the noise power
varying with frequency f as 1/f [202].

GaN-based p–n structures were formed on n+-GaN
substrates (n+ = 1018 cm–3) by growing an n–-type layer
(n– = 1016 cm–3) and a p layer (p = 1018 cm–3) [203];
these structures featured SI = 0.11 A/W at the photosen-
sitivity peak (λ = 0.36 µm) and τ = 8.2 µs. The p–π–n
structures, in which compensated p-GaN was located
between the heavily doped p- and n-type layers, fea-
tured SI = 0.1 A/W at λ = 0.363 µm, Id = 2.7 µA at V =
–3 V, and NEP = 6.6 × 10–15 W Hz–1/2; the time constant
was controlled by the RC circuit [204].

The GaN-based avalanche p+–i–n+ photodiodes
with a multiplication factor larger than 25 and an effi-
ciency of 13% were fabricated [205, 206]. The leakage
currents of these avalanche diodes did not exceed 20 nA
at V = 0.9VBR; the temperature coefficient of the break-
down voltage VBR amounted to +0.2 V/K.

The GaN-based photoresistors feature an abrupt
long-wavelength falloff of photosensitivity and a very
high current responsivity. A responsivity as high as SI =
2000 A/W (according to [207]) or even SI = 3200 A/W
(according to [208]) at 5–15 V was attained; at λ =
0.254 µm, SI = 125 A/W at V = 25 V (according to
[209]) and SI = 30 A/W at V = 14 V (according to
[210]). Large values of SI are caused by modulation of
the bulk GaN resistivity as a result of the photoeffect in
the space-charge layer at the GaN surface and due to
variations in the thickness of this layer in the course of
charge-carrier generation [211, 212].

The GaN–AlN solid solutions are used in the fabri-
cation of solar-blind photodetectors, i.e., detectors
which are insensitive to all solar radiation reaching the
Earth’s surface (λ < 0.3 µm), and also detectors which
are insensitive to visible and IR radiation (λ < 0.38 µm)
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[213]; the latter are used to detect UV solar radiation in
space and at the Earth’s surface.

As the content of AlN in an AlxGa1 – xN solid solu-
tion increases, the long-wavelength photosensitivity
edge shifts to shorter wavelengths [214–220] (Fig. 13).
This edge corresponds to λ = 0.365 µm (at x = 0), λ =
0.32 µm (at x = 0.35), λ = 0.23 µm (at x = 0.75), and λ =
0.2 µm (at x = 1) [208, 214]. Typically, the photosensi-
tivity edge is very steep: as the wavelength λ increases
from 0.3 to 0.36 µm (at x = 0.36) [208] or from 0.285
to 0.35 µm (at x = 0.35) [215], the current responsivity
SI decreases by four orders of magnitude. In the UV
spectral region, the value of SI remains virtually con-
stant [216] and is equal to 0.025–0.3 A/W (at x = 0.22)
[217], 0.05 A/W at V = 0 V and 0.11 A/W at V = –5 V
(at λ = 0.232 µm) [216], 0.05 A/W (at λ = 0.257 µm)
[214], and 0.033 A/W (at λ = 0.275 µm) [218].

Theoretical analysis [219, 220] shows that the value
of SI in the AlxGa1 – xN–GaN structures increases as the
thickness of the solid-solution layer decreases from 4 to
1 µm (as a result of a decrease in the series resistance),
as the electron concentration in this layer increases
from 1 × 1015 to 1 × 1016 cm–3, and with decreasing AlN
content (x).

The specific detectivity D* of AlGaN-based Schot-
tky barrier detectors is typically in the range of 1.2 ×
109–2.3 × 1010 Hz1/2 W–1 cm; the time constant is lim-
ited by the RC circuit (14 ns at x = 0.22). The main
noise components in the forward-biased Al0.4Ga0.6N
Schottky diodes are the 1/f noise and the generation–
recombination noise. The noise spectral density [221]
increased with current I as I1.5 at low currents and as I2–2.5

at high currents.
Photodetectors based on the p–i–n structures [222]

had parameters which were close to those mentioned
above: the current responsivity was SI = 0.12 A/W at λ =
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0.364 µm and decreased by three orders of magnitude
at λ > 0.39 µm. Tarsa et al. [215] reported the fabrica-
tion of p–i–n photodiodes which could be illuminated
from both the upper-layer side (SI = 0.08 A/W at λ =
0.285 µm) and the substrate side (SI = 0.033 A/W at λ =
0.275 µm). For photodetectors based on p–i–n struc-
tures, D* = 4.85 × 1013 Hz1/2 W–1 cm (according to
[223]) and γ = 0.35 at λ = 0.28 µm (according to [224]).
For a p–i–n structure with an Al0.6Ga0.4N window, γ =
0.46 and D* = 2 × 1014 Hz1/2 W–1 cm [225]. Very low
reverse currents (1 × 10–10 A at –5 V) and large values
of D* (2.4 × 1014 Hz1/2 W–1 cm) were observed in
p-Al0.13Ga0.87N–n-GaN heterostructures; the main
noise at f < 1 kHz and V < 10 V was the 1/f noise and at
f > 1 kHz, it was the thermal and shot noise [226]. More
detailed data on solar-blind photodetectors based on
GaN and AlGaN p–n structures can be found in [227].

6.4. Photodetectors Based on SiC

Silicon carbide has a great number of polytypes; the
most important for UV photometry are the 6H-SiC and
4H-SiC polytypes with Eg = 3.0 and 3.23 eV, respec-
tively. The important advantages of SiC are the high
saturation velocity of electrons, absence of degradation
under high-power continuous UV irradiation, and
insensitivity of SiC photodiodes to visible and IR radi-
ation. The SiC-based devices can operate at high tem-
peratures (the high-temperature electronics) and at high
voltages and currents [228].

The photodetectors with a Cr–n-SiC Schottky bar-
rier [229], as well as commercial JECO-type photode-
tectors [230], feature a spectral photosensitivity range
of 0.2–0.4 µm with a peak at 0.275 µm, SI = 0.15 A/W,
Id < 10–12 A/cm2, and NEP = 10–13–10–14 W Hz–1/2 at λ =
0.25 µm. These devices can operate at high voltages
and temperatures. For example, the Au–n-6H-SiC pho-
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todiodes (n = 5 × 1016–1017 cm–3) can operate at temper-
atures as high as 573 K; the breakdown voltage VBR =
100–170 V at 300 K (the reverse current at V < VBR was
no higher than 10–10 A), and SI = 0.15 A/W (γ = 0.8)
[231] at λ = 0.215 µm. Comparison of Schottky photo-
diodes based on n-6H-SiC with those based on
p-6H-SiC [232] showed that a higher photosensitivity
can be attained in the latter photodiodes as a result of a
larger contact-potential difference and the fact that the
diffusion length for electrons is larger than that for
holes.

The photosensitivity limit of photodiodes corre-
sponded to 0.435 and 0.410 µm for the Schottky barri-
ers and p–n structures based 6H-SiC and 4H-SiC,
respectively. These structures were used for the detec-
tion of ozone [233], as detectors of nuclear particles
[234, 235], and as detectors of flames from gas turbines
and rockets [236].

The special features of the energy-band structure of
4H-SiC provide a unique opportunity to develop a
band-limited photodetector with a photosensitivity
range which virtually coincides with the spectrum of
bactericidal radiation: the spectral region of 0.24–0.3 µm
with a peak at 0.252 µm (γ = 0.3) [90] (Fig. 14).

The SiC-based photodetectors with p–n junctions
have parameters which are close to those of Schottky
diodes. For example, p–n structures [229] obtained by
diffusion of Al or B into n-SiC (n = 1018 cm–3) feature a
spectral photosensitivity range of 0.2–0.4 µm with SI =
0.15 A/W. Mesa structures including p-6H-SiC sub-
strate and the p-SiC (p = (5–8) × 1017 cm–3) and n+-SiC
(n+ = 5 × 1018–1 × 1019 cm–3) layers featured γ = 0.7–
0.85 (SI = 0.15–0.175 A/W at λ = 0.27 µm) [237]. The
dark-current density in the p–n structures based on
6H-SiC was 10–11 A/cm2 (at –1 V and 473 K); these
diodes operated successfully as UV photodetectors
[238, 239] at temperatures as high as 623 K.

Photodetectors based on n-4H-SiC with n = (3–5) ×
1015 cm–3 and a shallow (0.6 µm) p+–n junction formed
by ion-implantation doping [240] combine the advan-
tages both of p–n junctions and of Schottky diodes: at
photon energies of 3.5–4.25 eV, the efficiency of col-
lecting the minority charge carriers was close to 100%,
and the reverse currents at T = 500°C and V = –10 V
were no larger than 10–7 A.

6.5. Photodetectors Based on II–VI Semiconductors

The first II–VI semiconductor used for the fabrica-
tion of photodetectors was CdS (Eg = 2.43 eV); the
spectral range of CdS-based photoresistors was close to
the photosensitivity region of the human eye [241]. The
Schottky diodes based on Cu0.18S–CdS were used in the
UV region of the spectrum [242], although they are also
sensitive to visible light. As advances into the UV
region were made, II–VI compounds with wider band
gaps were used, in particular, ZnSe (Eg = 2.7 eV), ZnS
(Eg = 3.6 eV), and solid solutions based on ZnSe and
SEMICONDUCTORS      Vol. 37      No. 9      2003
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ZnS [243–247]. A ZnSe layer is easily grown on the
GaAs substrate and is used in the blue and UV
regions of the spectrum, mainly for the detection of
laser radiation. Photodetectors based on ZnS Schot-
tky barriers [247] featured a very steep falloff of
photosensitivity, SI = 0.1 A/W (at V = –3.5 V), and
D* = 1.4 × 1012 Hz1/2 W–1 cm.

The ZnMgBeSe-based photodetectors with Schot-
tky barriers featured SI = 0.17 A/W (at λ = 0.375 µm),
D* = 2 × 1012 Hz1/2 W–1 cm, and γ = 0.5 at λ = 0.315–
0.38 µm; the time constant (1.5 µs) was controlled by
the RC circuit of the structure [248]. For p–i–n struc-
tures [249], the value of SI was equal to 0.22 A/W at λ =
0.42 µm, was largest at λ = 0.45 µm, decreased by three
orders of magnitude at λ = 0.515 µm, and decreased by
four orders of magnitude at λ = 0.65 µm [250].

The ZnSe-based avalanche p+–n photodiodes fea-
ture a spectral photosensitivity range of 0.35–0.47 µm
[251]; as the voltage increases from 0 to 15 V, the value
of γ increases from 0.3 to 0.6, while the gain is as high
as 60.

The ZnSSe [252] and ZnSTe [253] solid solutions
were used to shift the long-wavelength photosensitivity
limit in the Schottky barriers. This limit corresponded
to λ = 0.37 µm (SI = 0.12 A/W) for ZnS0.8Se0.2 struc-
tures, λ = 0.34 µm (SI = 0.10 A/W) for ZnS0.95Te0.05
structures, and λ = 0.338 µm (SI = 0.15 A/W) for ZnS
structures; notably, the photosensitivity edge was more
abrupt in ZnSSe structures than in ZnSTe structures.
The value of SI increased with increasing temperature
[254].

Zinc oxide (ZnO) is a promising material for the UV
region of the spectrum (Eg = 3.46 eV). Zinc oxide is
radiation-resistant and is used in the fabrication of low-
threshold blue and UV lasers, which, owing to a high
exciton-binding energy (60 meV), can be coupled to

4
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Current responsivity, mA/W

0.30 0.32 0.34 0.36 0.38 0.40 0.42
Wavelength, µm

Fig. 15. The photosensitivity spectrum of an Au–ZnO pho-
toelectric converter with a Schottky barrier [256]. T = 300 K.
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ZnO-based photodetectors; ZnO is easily grown on
GaN substrates [255]. The Schottky barriers [256]
(Fig. 15) of MSM photodiodes [257] based on ZnO
were fabricated; Mg0.34Zn0.66O (Eg = 4.05 eV) was used
to fabricate solar-blind photoresistors (Fig. 16) [258].
These photoresistors had a current responsivity SI of
1200 A/W at λ = 0.308 µm and V = 5 V. The value of SI
was smaller at λ = 0.4 µm than at λ = 0.308 µm by four
orders of magnitude; the increase in voltage from 0.5 to
5 V increased SI by a factor of 6 (Fig. 16b). The build-
up and decay times for ZnO-based MSM structures
were as short as 8 ns.

Photoresistors based on layers of porous ZnO
obtained using magnetron sputtering featured a high sen-
sitivity in the UV region of the spectrum (0.365 µm); the
build-up and decay times were equal to ~800 ms. Deg-
radation of photoresistors was virtually absent [259].
The aforementioned layers can also be used as photo-
anodes in photochemical solar cells [260]. Photodetec-
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Fig. 16. (a) The photosensitivity spectrum of a
Mg0.34Zn0.66O photoresistor at a bias voltage of 5 V and
(b) the dependence of current photosensitivity on the bias
voltage at λ = 0.308 µm [258]. T = 300 K.
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tors with a ZnO(ITO)/a-Si:H(n)/c-Si(p)/Al structure
can be used as photodetectors of linearly polarized
light, with the ZnO (ITO) layers acting as antireflection
films [261].

6.6. Photodetectors Based on Diamond 
and Other Semiconductors

Diamond (Eg ≈ 5.5 eV, E0 ≈ 7.3 eV) is a semiconduc-
tor with the widest band gap among all known semicon-
ducting materials; however, diamond is only starting to
come into use. Diamond-based Schottky diodes [262]
feature a long-wavelength photosensitivity limit at about
0.22 µm, which virtually corresponds to the band gap
of diamond. These devices were solar-blind and were
used to detect vacuum UV radiation [263]. Diamond-
based photodetectors with a p–n structure [264, 265]
had a photosensitivity range of 0.12–0.6 µm. Diamond
was also used to fabricate photoresistors [266, 267]; the
photosensitivity of these photoresistors in the UV spec-
tral region (0.2 µm) was higher than in the visible
region of the spectrum by six orders of magnitude; the
dark current was lower than 0.1 nA. The diamond-
based Schottky diodes had a dark current of 10 pA and
a time constant of 20 µs [268]. The photosensitivity
spectra of a photoresistor and a Schottky photodiode
based on diamond film [268] are shown in Fig. 17.
A diamond film is typically formed by chemical vapor
deposition [269]. In order to suppress degradation pro-
cesses, the films are grown in a nitrogen-contaning
atmosphere with a nitrogen content of 10–15% [270].

Interest has recently been growing in amorphous
and polycrystalline semiconducting materials in rela-
tion to the development of thin-film field-effect transis-
tors and solar cells. At the same time, these materials
are coming into use in the UV region of the spectrum.
The devices based on a-Si:H feature a low production
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Fig. 17. Photosensitivity spectra (normalized) of photoelec-
tric converters based on diamond films: (1) a photoresistor
and (2) a Schottky photodiode [268]. T = 300 K.
cost and a large active area and are fabricated at rela-
tively low temperatures. The a-Si/a-SiC structures were
used as wide-gap windows to Si-based photodetectors
[271]. It was noted [272] that these structures could be
used as photodetectors of near and far UV radiation; the
p–i–n structures 5 × 5 cm2 in area featured a current
responsivity SI = 0.28 A/W at 0.365 µm. The
Pd/i-a-Si:H/n+-a-Si:H/Mo(Ni, Cr)/A2O3 structures were
used as photodetectors in the range from 0.2 to 0.5 µm
[273]. The p–i–n structures based on a-Si:H with a
semitransparent Ag layer featured SI ≈ 0.08 A/W in the
range from 0.3 to 0.4 µm; the photosensitivity was
lower at 0.45 µm by a factor of 2 [274]. Devices based
on a-Si [275] and on fluorite [276] were used as detec-
tors in the vacuum-UV spectral region. The use of
UV-radiation photodetectors based on amorphous
n-GaN for monitoring the ozone holes over Antartica
was reported [277].

In conclusion, we note that organic semiconductors
[278], semiconductive opal (Eg ≈ 5.5 eV) [279], LaCuOS
(Eg ≈ 3.1 eV) [280], and polymeric films [281] show
promise and are already coming into use as materials
for photoelectric converters. In particular, film-based
photodetectors have a spectral photosensitivity range
from 0.3 to 0.7 µm with SI = 0.16–0.17 A/W at 0.44–
0.48 µm.

7. SUMMARY AND THE LINES
OF FURTHER RESEARCH

Ultraviolet photoelectronics originated over the last
two decades in response to the needs of medicine, biol-
ogy, defence, and in relation to the problem of the
ozone hole. The special feature of UV photoelectronics
is its ability to detect weak (albeit profoundly affecting
vital human functions) UV signals against the back-
ground of high-intensity radiation in the visible and IR
regions of the spectrum.

At present, photoelectric converters are based on the
following structures:

(i) silicon p–n structures; these are widely used as
they are inexpensive and are produced commercially by
industry; however, photodetectors based on Si p–n
structures require complex systems of optical filters in
order to eliminate IR photosensitivity;

(ii) Schottky barriers based on GaP, which is an indi-
rect-gap semiconductor; as a result, the corresponding
photodetectors are sensitive only to blue and violet
radiation (in addition to UV radiation) and can be used
in combination with simple glass-based optical filters
to monitor UV solar radiation;

(iii) Schottky barriers and p–n structures based on
GaN and AlGaN; as a result of the wide band gap of
these direct-gap semiconductors, they are the principal
materials for modern photoelectronics of solar-blind
devices because, by varying the chemical composition
of AlGaN solid solution, one can easily shift the long-
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wavelength photosensitivity limit over almost the entire
near UV region of the spectrum; and

(iv) Schottky barriers and p–n structures based on
SiC; the corresponding devices are promising for high-
temperature photoelectronics and for the detection of
bactericidal radiation of the sun and UV lamps.

In addition, we are presently witnessing rapid
progress in the field of potentially promising p–n struc-
tures, photoresistors, and Schottky barriers based on
II−VI semiconductors (ZnO, ZnS, ZnSe, and so on) and
on polymeric films, which, in the future, may bring
about a revolution in device technology.

The largest values of the current responsivity pres-
ently attainable correspond to a quantum efficiency of
0.7–0.9, which virtually coincides with the theoretical
limit. The time constants of photodetectors (especially
those with Schottky barriers) are also close to the limit
governed by the RC circuit. At the same time, the spe-
cific detectivity of the best devices is at the level of
1013–1015 Hz1/2 W–1 cm, which is appreciably lower
than the theoretical limit (~1017 Hz1/2 W–1 cm); in order
to increase the detectivity, it is necessary to reduce the
dark current, which will eventually call for the
improvement of the quality of starting materials.

We now consider important lines of further research
in the field of UV photoelectric converters:

(I) the development of a general theory of photo-
electric conversion in structures that contain potential
barriers and are based on wide-gap semiconductors;

(II) optimization of the technology for wide-gap
semiconductors (GaN, AlN, SiC, ZnO) with the aim of
developing dislocation-free materials and materials
with a charge-carrier mobility and lifetime that are
close to theoretical limits (as has been already done for
Si, GaAs, and GaP); such progress will make it possible
to increase the detectivity of photodetectors;

(III) the development of selective and narrow-band
photodetectors for separate important portions of the
UV spectral region; i.e., solar-blind photodetectors
operating at elevated temperatures, photodetectors of
erythematous radiation, photodetectors of carcinogenic
radiation, and photodetectors of vitamin-forming radi-
ation; and

(IV) the development of small-sized measurement
devices (dosemeters, intensitometers) based on the
aforementioned photoelectric converters and the use of
these devices for UV monitoring throughout Russia
with the aim of determining the effect of UV radiation
on vital human functions.
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