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Studies of materials at low temperatures have had a
mendous impact upon the development of physics and
ence in general, and they played a significant role in
emergence and formulation of the quantum theory at the
ginning of the 20th century. The earliest attempts at prod
ing low temperatures in the laboratory relied on the cool
effect resulting from the dissolution of crystalline solids
water. This method was also employed by Sir Humph
Davy and Michael Faraday, who, in research started in 18
succeeded in liquefying a variety of gases and can thus
viewed as pioneers of cryogenic research. Studies of gas
low temperatures and the observation that their pressure
creases linearly with temperature led Kelvin in 1848 to
terpret temperature in terms of kinetic energy. He introdu
the concept of an absolute scale, where zero correspon
the temperature at which the constituent atoms and m
ecules lose all their kinetic energy.

A convenient path to cryogenic research was opened
in 1850s by the observation by Joule and Thompson
gases expanding adiabatically into vacuum have to overc
the weak attractive forces between their atoms or molecu
which results in their cooling. This method was used arou
1877 by Cailletet and Pictet to condense a number of h
to-liquefy gases, including oxygen, nitrogen, and carb
monoxide, work which in turn kindled the interest of Dew
in cryogenic research. Among his accomplishments, bes
invention of the familiar ‘‘Dewar flask’’ was the demonstra
tion that oxygen is paramagnetic; he also succeeded, in 1
in liquefying, and a year later, in solidifying hydrogen ga

An important step in further development of the fie
was the construction of the first cyclically operating refri
erators based on the Joule–Thompson effect, by Li
around 1895. This made possible the large-scale liquefac
of air with distilative separation of its components, a
greatly facilitated cryogenic research. Finally, helium w
liquefied in 1908 by Kamerlingh Onnes, who cooled it
liquid hydrogen below its inversion temperature prior to
adiabatic Joule–Thompson expansion.

The history of low-temperature physics is intimately i
tertwined with the history of rare gases. Lord Rayleig
while making accurate measurements of molecular weig
~he wanted to check Prout’s hypothesis that the atoms
various elements are built from hydrogen, and therefore h
weights that are integral multiples of that of the hydrog
atom! noted that nitrogen obtained from atmospheric air h
a different weight than that made chemically. The myst
was solved by Ramsay, who in 1894 was able to show
atmospheric nitrogen contains a new element, the rare
argon. Ironically, argon was not the first of the rare gase
be discovered. Some 25 years earlier Lockyer observed
ing a solar eclipse a strong yellow spectral line, which
could not attribute to any known element. Janssen then c
cluded that this line is due to a new chemical element, p
sumably present only on the sun, and suggested therefo
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name it helium. One year after the discovery of argon,
1895, Ramsay was able to isolate helium on earth by hea
the mineral cleveite, where it forms due to radioactive dec
of uranium. These first two members of the ‘‘inert’’ gas fam
ily were soon followed by neon, krypton, and xenon,
produced by fractionating liquefied air.

Interestingly, the realization of that rare gas solids a
other condensed gases may provide a suitable medium
spectroscopic studies followed very shortly after their d
covery. Vegard, at the university of Leiden, at that time, t
Mecca of low-temperature research, started back in the e
1920s a series of studies which would clearly fall into t
area which today is called matrix isolation. He investigat
luminescence from condensed gases irradiated by x ray
electrons, in the hope of gaining understanding of the ori
of the Aurora Borealis and other atmospheric and stra
spheric phenomena. Using this method, he was, for insta
the first one to observe theau

31 Xg
11 phosphorescence from

the lowest triplet state of molecular nitrogen, which is tod
known as the Vegard–Kaplan bands.

After essentially a gap of some thirty years, interest
spectroscopic studies of solid rare gases resurfaced in
early 1950s, which is when Pimentel coined the phrase ‘‘m
trix isolation’’ and when deliberate, systematic studies
species isolated in rare gas solids started. The major goa
matrix isolation studies at that time was the observation
characterization of highly reactive radicals and other reac
intermediates. Such species, which otherwise under nor
conditions have only a very ephemeral existence, could
stabilized in a rigid, inert solid and then studied at leisure
spectroscopic means. Over the next decade, hundreds o
radicals, molecular ions, clusters, and similar transient s
cies were generated, detected, and their molecular cons
and other properties determined in rare gas matrices.

Condensed rare gases are characterized by weak i
atomic interactions and are therefore usually found to pert
only weakly the isolated ‘‘guest’’ species of interest. Fu
thermore, the guest spectra in low-temperature solids are
variably greatly simplified, since in most cases the molecu
rotation is quenched, so that the entire rotational struct
collapses into a sharp zero-phonon line. Furthermore, at
temperatures typically only the vibrationless level of t
ground state of the guest is populated, so that the ‘‘
bands’’ and ‘‘sequence bands’’ that often clutter gas-ph
spectra are absent.

After an initial rapid development of the matrix isolatio
field, in the 1970s alternative techniques were developed
studies of transient species, which completely avoid the m
dium perturbations inherent in the condensed-phase t
nique. For instance, ions, clusters, or radicals could be p
duced in electric discharges, by photolysis, or by la
© 2000 American Institute of Physics
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vaporization, cooled to a few K by an adiabatic expansi
and investigated by laser spectroscopic techniques in the
phase. In addition to eliminating the medium perturbat
problem, such investigations also have the advantage of
viding the rotational information which is in general lost
the nonrotating matrix-isolated species, and for a while th
seemed to spell doom for the matrix isolation technique.

In spite of that, however, if judged by the number
publications and by the frequency of and attendance at c
ferences on low-temperature spectroscopy in solid matri
one finds that the technique is still very much alive and w
only the emphasis and goals of the matrix studies have
many instances changed. Very often, the perturbations
interactions of the guest with the solid host, which were
the early works viewed as bothersome drawbacks of
technique, now become the main object and emphasis o
study. A wide range of phenomena and elementary exc
tions specific to condensed samples, such as phonon
brons, excitons, and neutral or charged solute solvation
come available for study. The low temperatures and w
interatomic interactions in van der Waals solids tend to s
down the various relaxation processes, making them ac
sible to experimental study. The dynamics of many proces
are not obscured here by the much stronger forces prese
the more conventional solids, which makes them easie
study experimentally and model theoretically.

We have mentioned above that the early experime
studies in condensed rare gases originated in Leiden and
matrix isolation was developed by George Pimentel, in C
fornia. On the other hand, many key contributions towa
understanding of the spectroscopy and physical propertie
impurities and defects in solids originated in the countries
Eastern Europe, including, for instance, Ukraine, Russia,
tonia, and others. It is therefore perhaps appropriate that
collection of papers appears as a special issue ofLow Tem-
perature physics, a journal which was founded at the B
Verkin Institute for Low Temperature Physics and in whi
many of these early important contributions first appear
The contributions in this issue were selected to give what
hope is a fair cross section of the current activities in t
field and to demonstrate the breadth of its applications.

Most of the early matrix isolation studies employed a
sorption spectroscopy, predominantly in the infrared ran
to characterize the samples, but nowadays a much bro
repertory of investigation techniques has become availa
The samples can be studied over a wide range of wa
lengths both in absorption or emission, and they can be
cited by tunable or fixed-frequency lasers in the infrar
visible, or UV and by x rays or electrons. Using picoseco
or femtosecond laser techniques, many processes whos
namics could previously only be indirectly inferred fro
spectroscopic observations can now be investigated in
time, as exemplified in the contribution by Chergui. Sy
chrotron radiation is a particularly useful, widely tunab
photon source that is increasingly being applied for ma
studies, as exemplified by the nice EXAFS investigation
Roubin et al. or by the work of Kerinset al. on high-lying
states of Mg atoms in matrices.

The applications of matrices today extend over an
tremely wide range of different fields, ranging from sing
,
as

n
o-

y

n-
s,

l,
in
nd

e
he
a-
li-
e-
k

s-
es
t in
to

al
hat
i-
s
of
f
s-
is

d.
e
s

-
e,
er

le.
e-
x-
,

d
dy-

al
-

x
y

-

molecules and microscopic properties of solids to bulk pr
erties of solids, or investigation of reactions occurring
interstellar space. The matrix method is useful in static st
ies of defects and impurities and their effect upon the so
state properties, as well as in studies of dynamics on t
scales ranging from days to femtoseconds. It yields inform
tion about diffusion processes, chemical reactions,
charge localization and charge transfer. The informat
gained from these studies is useful in various fields, exte
ing from purely basic science to technologically importa
fields such as chemical catalysis, semiconductor technol
or laser physics.

Several of the papers included deal with the traditio
goal of matrix isolation—identification of new species—b
novel methods are now often employed for their efficie
generation, such as vaporization by lasers, which were
available to the early pioneers in the field. Here one co
name the papers by Andrewset al. or by Lammerset al.
Besides optical spectroscopy, EPR has also tradition
been a very useful technique, used to investigate open s
radicals and their reactions, as nicely demonstrated in
present issue by the manuscript by Misochkoet al. Another
infrared work exemplifying application to species of astr
physical or atmospheric interest is the infrared investigat
of the photolysis of ozone by Chaabouniet al.

While the traditional matrix materials were most com
monly argon or nitrogen, for a variety of reasons much
terest is currently shifting to other solids, for instance so
hydrogen or helium, and several of the manuscripts in t
issue deal with these hosts. In the first place, in these v
light, so-called ‘‘quantum’’ hosts the zero-point motion
not negligible compared with the lattice constants and se
rations of the host atoms, and consequently a variety
‘‘quantum effects’’ not present in the conventional solids c
be observed and studied. In this issue the papers by Gan
et al., Kiselevet al., and Galtsovet al. deal with such quan-
tum solids. An additional advantage, particularly in the ca
of parahydrogen, are the very sharp, high-resolution spe
which can often be observed. In this collection, for instan
the papers by Miki and Momose or by Tam and Fajardo ta
advantage of this fact. The possibilities of producing ‘‘hig
energy-density’’ materials and, for example, increasing
specific impulse of rocket fuels by stabilizing atoms and
active intermediates in solid hydrogen have also been wid
discussed and increase the interest in solid hydrogen or
terium, and the study by Danilychev and coworkers is r
evant in this context.

The specific nature of the trapping site, its symmet
geometry, and its effects upon the guest properties and s
troscopy are most often quite unknown, and several of
contributions selected, for instance the works by Rou
et al. or Lorenzet al., explore this question. Conversely, th
spectra of an atomic or molecular guest whose spectrosc
is well known in the gas phase may be greatly affected by
host when isolated in a condensed matrix. In this way
guest atom or molecule may be used as a ‘‘spy,’’ yieldi
information, for instance, about the changes in the trapp
site size and local symmetry and thus about the struct
changes and phase transitions occurring in the host solid
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trix, as nicely demonstrated here in the paper by Minen
et al.

Inclusion of even very minor concentrations of impu
ties can often have a profound effect upon the optical, str
tural, and thermodynamic properties of solids, and this to
and the detailed understanding of such effects are of
importance in many technologically important areas, such
the semiconductor industry, solid-state lasers, and many
ers. Rare gases, with their relatively simple structure, prov
a very suitable medium for investigating these effects. S
applications are exemplified by the thermal conductiv
measurements of matrices doped with a rotating impur
such as methane in the article by Dudkinet al., or by the
sound propagation study by Kiselevet al., and also by study
Freimanet al. on the effect of oxygen impurities upon th
thermal and magnetic properties of cryocrystals can be m
tioned in this context.

Besides being a very convenient systems for solid-s
theoretical modeling, the rare gases themselves have m
potentially very useful characteristics. For example, their
tical properties and, in particular, their transparence, exte
ing from the far infrared into the vacuum ultraviolet rang
besides enhancing their usefulness as a medium for spe
scopic matrix isolation studies, potentially also makes the
suitable material for solid-state lasers, in particular, for
far-ultraviolet region. This consideration makes the questi
of optical gain, stimulated emission, and lasing in rare
solids, as investigated, for instance, in the contribution
Chabbiet al., particularly interesting.

One of the drawbacks of the early matrix studies w
due to the fact that most methods of generating trans
species are not selective, but one typically obtains a com
mixture of products, among which the individual carrie
have to be subsequently identified, for instance by a serie
laborious isotopic substitution experiments. This probl
o
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can be solved if the product of interest is mass-selected p
to deposition into the matrix. While such deposition of ma
selected species at sufficient yields and concentrations
spectroscopic characterization represents a nontrivial tas
the last few years several groups have made consider
advances in this field, and in this issue the papers by F
et al.and by Lorenzet al.describe experiments in this direc
tion.

While rare gases were chosen as suitable mat
isolation ‘‘solvents’’ for their chemical inertness, it is now
well known that they are not really inert, but under suitab
conditions display a relatively rich chemistry. Since the ea
days in Pimentel’s laboratory, rare gas matrices have a
proved to be a convenient reactive medium for the prod
tion, stabilization, and identification of rare gas compoun
In the last few years there has been a resurgence of act
in this field, and a wealth of novel rare gas compounds
recently been described, with the paper Lundellet al. exem-
plifying this nice work.

As already noted above, the current range of activities
matrix isolation is quite broad, in fact, so broad that a sin
special issue cannot do it justice. Even the selection of top
and techniques represented here is far from exhaustive
spite of these limitations and shortcomings, we hope that
issue will demonstrate that even seventy-five years afte
earliest beginnings, and some fifty years after its rebirth
Pimentel’s laboratory, matrix isolation remains a very use
versatile technique, with a wide scope of applications. M
likely it will also easily survive the next fifty years and mo
of its current practitioners as well, and that future generati
of chemists and physicists will, like George Pimentel alwa
used to recommend, try to ‘‘keep it cool.’’

V. E. Bondybey and E. V. Savchen
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Medium effects on the spectroscopy and intramolecular energy redistribution of C 60

in cryogenic matrices
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We review some of our works on the absorption, excitation and emission spectra of C60

embedded in rare gas matrices while stressing the role of the environment. The gas phase resonant
two-photon ionization spectrum of C60 is reanalysed in the light of our previous work and
the energy of the lowest three excited singlet states is determined with precision. In matrices, the
visible absorption bands are red-shifted by an amount ranging from;30 cm21 in Ne
matrices to;330 cm21 in Xe matrices. The observed reversal of state ordering of the lowest
two singlets states~T1g andT2g! between Ne and Ar matrices~in emission! and in Ne
matrices, between the absorption and emission spectra, is attributed to different Stokes shifts of
the T1g andT2g states and to the small energy splitting~;50 cm21! between them.
Finally, a detailed picture of the intramolecular energy redistribution processes is obtained thanks
to a combination of picosecond fluorescence experiments and femtosecond pump–probe
transient absorption experiments. The intramolecular relaxation processes among the pure
electronic levels of the lowest three singlet states are found to be strongly medium
dependent. Medium effects are manifest even on the very short time scale of the internal
conversion in the singlet vibronic manifold. ©2000 American Institute of Physics.
@S1063-777X~00!00209-7#
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1. INTRODUCTION

Ever since the large-scale production of fullerenes, th
has been a tremendous upsurge of studies concerning
because of their potential applications in different fields. F
example, the idea to encapsulate atoms or molecule
fullerenes, i.e., to make endofullerenes, is attractive beca
of the remarkable properties such systems should exhibit
far attempts to produce endofullerenes have all been b
on ‘‘brute force’’ methods—high-intensity laser excitation
metal-coated graphite,1 high-temperature ovens2 or high-
velocity collisions between fullerene ions and a target ga3

None of these methods is selective and efficient. A selec
approach would be to use lasers. This, however, requ
knowledge of the energetics and the energy redistribu
processes in these molecules. These data are also of im
tance in other applications such as optical limiting or the
of fullerenes as saturable absorbers in ultrafast optics.4–6

According to theory,7,8 the lowest three electronic ex
cited singlet states of C60 are theT1g , T2g , andGg states,
whose transitions with theAg state are dipole-forbidden
However, these transitions may be vibronically induced
nontotally symmetric modes as a result of Herzberg–Te
~H–T! and Jahn–Teller~J–T! couplings. The detailed de
scription of these modes and their calculations has ma
been done by Negri and co-workers.7–11 This raises an addi
tional interesting aspect to fullerenes, which is the possibi
of combining the experimental data with these high qua
quantum-chemical calculations.7–11 As such, C60 and C70 ap-
pear as ideal test systems for improving and refining
quantum chemical calculations of large polyatomic syste
6321063-777X/2000/26(9–10)/9/$20.00
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The ideal situation for determining the energetics wou
be to study fullerenes in the gas phase. however such stu
are impossible due to the high temperatures needed to va
ize fullerenes and to the resulting hot-band contributio
which arise. Therefore, most of the spectroscopic studie
on fullerenes have mainly been carried out in orga
solvents,12,13 in low-temperature organic matrices14–16and in
the pure solids.17,18 In all these media the relatively stron
interaction of the molecule with the environment leads to
broadening of bands, strong site effects, and shifts of
energy levels, which make a clearcut assignment of the s
troscopy difficult. Despite this, the first attempt to presen
complete assignment of the C60 absorption spectrum from
the visible to the UV was made by Leachet al.12 on the basis
of data recorded in hexane solvents. In organic Shpol
matrices sharp spectra were reported, but the large distr
tion of sites has made a clearcut assignment of ba
difficult.14–16 Another approach is to use molecular beam
which would allow one to have cold, noninteracting mo
ecules, but surprisingly, to our knowledge there has o
been one such study, in the early days of research
fullerenes.19 The authors reported on the two-photon res
nance enhanced multiphoton ionization of C60 and C70 in the
600 nm and 400 nm regions, but no assignment was p
posed for the rich structures therein contained. An alterna
approach is to embed the fullerenes in rare gas matrices.
matrix-isolation technique offers a number of advantages

1! The media are cold~typically ,10 K!, so that hot-
band contributions are suppressed, rotation is hindered,
thus the density of occupied states is lowered.

2! The media are chemically inert, so that the fullere
© 2000 American Institute of Physics
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molecules interact weakly with them. In the lightest, N
matrix one should in principle approach the frozen gas ph
situation.

3! The rare gas matrix offers a ‘‘physical’’ environme
which is ideal for investigating the coupling of the impuri
optical transitions to the lattice.

The first study on C60 in Ar matrices was undertaken b
Gasynaet al.,20 who reported absorption and MCD spectr
Over the past four years, we have undertaken a system
spectroscopic study of C60 and C70 in rare gas matrices.21–24

More recently, we have also looked at their energy redis
bution process.25,26 Another very promising approach con
sists in embedding C60 in He nano-droplets.27 This yields
absorption~excitation! spectra with richer details than in rar
gas matrices, which makes a complete assignment more
ficult.

In this contribution, we will review our work on the
spectroscopy of C60 using the matrix-isolation method wit
an emphasis on medium effects. We will concentrate, h
ever, on new aspects deriving from either as-yet unpublis
results or a revised interpretation of already published d
The experimental set-ups and procedures have already
described in Refs. 21–24 and will not be repeated here.

In Sec. 2 we will mainly discuss the absorption spectr
of C60 in the visible region. In Sec. 3 we will present an
discuss the steady-state fluorescence spectrum of C60 in Ne
and Ar matrices. This will be completed in Sec. 4 by t
time-resolved fluorescence spectroscopy. Section 5 d
with the phosphorescence, and Sec. 6 concerns the co
sions.

2. ABSORPTION SPECTROSCOPY

Figure 1 compares the resonant two-photon ionizat
spectrum of C60 in molecular beams from Ref. 19 with ou
excitation and absorption spectra in Ne matrices. The spe
exhibit the same spectroscopic features, except for a red
and a broadening of the bands in going from the gas phas
Ne matrices. The same holds for the spectra recorde
heavier matrices~not shown here!. In addition, the close re
semblance between excitation and absorption spectra
gests that all the absorbing levels lead to fluorescence
the same quantum efficiency. The broadening of the band
mainly due to inhomogeneous broadening~the resolution
was;1 cm21 in these spectra!. The red shift increases from
Ne to Xe as shown in Table I~the shifts are averages of thos
measured on the main bands in Fig. 1!.

In Ref. 22 the fluorescence spectrum of C60 in Ar and Ne
matrices was precisely assigned, thanks to the high-qu
calculations of the vibronic modes and their oscilla
strengths in the Jahn–Teller and Herzberg–Teller couplin
The mirror image which we obtained between the excitat
spectrum and the fluorescence spectrum in Ar matrices
lowed us also to assign the excitation spectrum. Howeve

TABLE I. Gas-to-matrix shifts measured on the main bands in the vis
absorption spectrum of C60 in rare gas matrices.

Rare gas Neon Argon Krypton Xenon

DE, cm21 3565 160610 230620 330630
,
se

.
tic

i-

if-

-
d

a.
en

als
lu-

n

tra
ift
to
in

g-
th
is

ity
r
s.
n
l-
it

was noted that in using a common, purely electronic ori
for all the excitation bands, the frequencies of the vibro
modes associated to theGg electronic state were shifted b
;60 cm21 to lower energies than their value in the fluore
cence spectrum. We recall that these values were in rem
able accord with the calculated values.22 Given that such a
change of mode frequencies between ground and exc
state is unlikely~but not ruled out!, we proposed that theGg

state should lie;60 cm21 above theT1g andT2g states. The
hypothesis of aGg state lying;50–100 cm21 higher than
the T1g andT2g states had already been proposed by Ne
et al.9 In their case, the assignment of the gas phase spec
considered only modes associated with theT1g and Gg

states. More recently, an energy splitting of;100 cm21 be-
tween these states was independently found in tempera
dependent studies of the C60 fluorescence in low-temperatur
decalin/cyclohexane matrices.16

We can now be more precise as, knowing exactly
mode frequencies from the fluorescence spectra and thei
signment to theT1g , T2g andGg states,22 we can trace back
the electronic origin of these three states in the gas ph
spectrum and the matrix data. The analysis of the gas ph
spectrum is given in Table II, and the attribution of bands
shown in Fig. 1. The gas phase energies of the electro
origin obtained from such a procedure imply that theT1g

state is the lowest, with an energy of 15632 cm21, T2g is the
next one above, at 15681610 cm21, andGg is the third, with
an energy 15738610 cm21. The uncertainty is due to the
dispersion of mode frequencies and the pinpointing of en

e

FIG. 1. Comparison the gas phase resonant two-photon ionization spec
of C60 from Ref. 18~a! with the absorption~b! and excitation~c! spectra of
C60 in Ne matrices at 4 K.
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gies in the published gas phase spectrum. In the case o
lowest state and since only one vibronic band can be
signed to it~Fig. 1!, we could not give error bars. Howeve
in line with Refs. 9 and 16, we find that theT1g2Gg split-
ting is indeed;100 cm21.

The region of the electronic origin in Ne matrices
shown in Fig. 2. Recently, much less noisy contours of
threshold region were obtained for C60 in Hen nano-
droplets,27 which confirm our results in Fig. 2. The strikin
feature of this threshold region, as compared to the high
lying vibronically induced bands, is that the latter are sha
and typically represent zero-phonon lines with no detecta
phonon sideband. On the other hand, the threshold reg
consists of broad structureless features suggestive of a
nificant electron–phonon coupling for these transitions. F

TABLE II. Band wavelengths and energies of the phase resonant t
photon ionization spectrum of C60 from Ref. 19. The assignments are bas
on the matrix data of Refs. 21 and 22.

FIG. 2. Threshold region~purely electronic origin! of the visible absorption
of C60 in Ne matrices.
the
s-

e

r-
p
le
on
ig-
r-thermore, as the pure electronic transitions are dipo
forbidden, they must be dynamically induced by t
participation of nonototally symetric modes of the cage. T
absence of a zero-phonon line for the threshold region
the fact that the bands therein are broad, implies a signific
structural rearrangement prior to emission, accompanied
an absorption–emission Stokes shift. In Ref. 21 we repo
a Stokes shift of;30 cm21 in Ne matrices and;50 cm21 in
Ar matrices, measuring it from the maximum of the abso
tion threshold to the maximum of the emission origin.

The resemblance between the gas and the matrix da
Fig. 1 shows that the different environments do not affect
oscillator strengths of the different vibronically induced tra
sitions in absorption. In the next Section, we will see that t
is not the case for the fluorescence.

3. FLUORESCENCE SPECTRA

Figure 3 shows the experimental and simulated fluor

o-

FIG. 3. Fluorescence spectrum of C60 in Ne matrices as a function of fre
quency shift from origin in the 0 to 1600 cm21 region~a!; simulation of the
fluorescence spectrum based on computed oscillator strengths~Ref. 22!. The
contribution of theT1g , T2g , and Gg symmetry characters states to th
emission is 36, 56, and 8%, respectively~b!; same as~a! but for Ar ~c!; same
as~b! but the contribution of theT1g , T2g , andGg symmetry characters to
the emission is 50, 25, and 25%, respectively~d!.
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cence spectra of C60 in Ne and Ar matrices which were a
ready presented and discussed in detail in Ref. 22, along
the assignment of bands. This assignment was based o
fact that only one single electronic origin appears in
spectra and that the mode frequencies for all three low
lying electronic states inferred from this origin are in rema
able agreement with the calculated ones. Since the fluo
cence spectrum contains vibronically induced transitio
which are characteristic of the lowest three electronic sta
the S1 state responsible for the emission has to be a stat
mixedT1g , T2g , andGg character. From the simulated spe
tra, the weighting based on intensities wasT1g :T2g :Gg

536%:56%:8% in Nematrices and 50%:25%:25% in A
matrices.22

The near-mirror image between excitation and fluor
cence spectra in Ar matrices suggests that the three s
responsible for the absorption~see above! may also appear in
emission with the same oscillator strengths and relative
tensities as in absorption. Yet, aside from being unlikely, t
idea is ruled out on the fact that, as mentioned above,
emission spectra clearly show one single electronic orig
i.e., it stems from only one single emitting state. This is a
confirmed by the time-resolved picosecond fluoresce
measurements as we will see in Sec. 4. Therefore, e
though it helped us assign the excitation~absorption! spec-
trum in Ref. 22, the resemblance between emission and
citation spectra in Ar matrices is, we believe, fortuitou
Coming back to the differences between the Ne and Ar em
sion spectra, it is remarkable to note how dramatic is
effect of such supposedly ‘‘weakly interacting’’ media. In
deed, the weighting of intensities implies that the domin
character of theS1 emitting state switches fromT1g in Ar
matrices toT2g in Ne matrices, whereas the absorption sp
tra indicate that theT1g state is the lowest-lying state~Sec.
2!. This points to a reversal of state ordering in going fro
Ar to Ne and in going from absorption to emission. The s
possibility for this to happen is by different absorption
emission Stokes shifts of theT1g and T2g states in the two
matrices. As mentioned in the previous Section, the pu
electronic transitions at the origin are characterized by m
tiphonon bands implying a sizeable Stokes shift, wh
brings the energy of the state to lower values. If, for a rea
that still needs to be clarified, the Stokes shift is stronge
Ne for theT2g state as compared to that of theT1g state, then
theT2g state may end up at an energy slightly lower than
energy of the C60 state, which would explain the reversal
state ordering between the two matrices and between abs
tion and emission.

The origin of the different mixing ratios between th
three lowest purely electronic states may be due to one
combination of the following factors:

— in going from one matrix to the other, there is
differential shift of ;100 cm21 ~see Table I! which will
modify the resonance conditions between the lowest th
singlet states and the nearby triplet state manifold. T
might give rise to singlet–triplet couplings which can alt
the singlet–singlet mixing among theS1 to S3 states. How-
ever, if this were the case, then an intersystem crossing f
S2 or S3 to theTn states could take place, a hypothesis tha
ith
the
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excluded on the basis of the time-resolved data presente
Sec. 4;

— mixing by static symmetry effects: even if we hav
no idea of the local symmetry of the trapping site, it is cle
that it changes in going from Ne to Ar. Indeed, a simp
estimate based on Lennard-Jones radii of C60 and rare gas
atoms shows that 18 Ne atoms and 12 to 13 Ar atoms
needed to cover the surface of C60. This means that there i
a lowering of symmetry in going from the gas phase~I h

group symmetry for C60! to Ne to Ar matrices. The lower the
symmetry, the higher the likelihood of inducing state mi
ings;

— mixing by dynamical symmetry effects: as was me
tioned in Sec. 2 in order to lift the forbidden character of t
purely electronic transitions, nontotally symmetric modes
the cage have to be involved. Likewise, nontotally symm
ric modes~havinggeradecharacter! can mix the lowest three
singlet states with each other and give rise to a mixed ch
acter of theS1 state, particularly in view of the small energ
gaps between them, typically of one phonon energy.

4. TIME RESOLVED FLUORESCENCE SPECTRA

In order to identify the intramolecular relaxation pat
ways leading to the lowest singlet emission and, from the
to the population of triplet states, we carried out picoseco
fluorescence measurements in Ne and Ar matrices. The
scription of the apparatus is given in Ref. 25 along with
detailed presentation of the results. Here, we emphasize
medium effects in the light of the above.

Figure 4 shows typical results in the case of C60 in Ar
matrices and represents a set of time-gated fluoresc
spectra along with a spectrum recorded under steady s
conditions~Fig. 4e! as discussed in Sec. 3. In Fig. 4e, t
high-frequency region of the spectrum is dominated by
group of bands around 14750 cm21, which are due to the
hu(3), hu(4), andgu(3) modes of the molecules~all have
frequencies around 700 cm21!,22 characteristic of theGg

emitting character. On the other hand, the bands at;14040
cm21 and ;13800 cm21 are due to thet1u(4) and t1u(4)
1hg(1) modes, typical of theT1g emitting character. Fi-
nally, the band at;13900 cm21 is due to thehu(7) mode,
which is to more than 80% due to theT2g emitting character.
If we now consider the time-gated fluorescence spectra~Fig.
4a–4d!, one can see that the spectrum at 30 ps~Fig. 4a!
exhibits a series of broad features of almost equal intens
in the 14800–13900 cm21 region. This means that compare
to the steady-state spectrum, the bands at frequen
.14100 cm21 ~most being characteristic of theGg emitting
character! are significantly enhanced as compared to th
due to theT1g andT2g emitting characters. In addition, th
bands characteristic of the latter two are also of compara
intensity ~compare, e.g., the 13900 cm21 band with the
14040 cm21 band!. However, the situation changes rapidl
as already at 90 ps~Fig. 4a! the bands characteristic o
T1g /T2g dominate the spectrum, while all the bands tend
sharpen and by;200 ps the spectrum reproduces most of
features of the steady-state spectrum. A line narrowing a
occurs, which corresponds to a change of linewidth by
factor of 2 between 30 and 150 ps.
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This description of the time-gated fluorescence spe
shows that the bands associated with theGg and theT1g /T2g

characters exhibit nonidentical behaviors in the short-ti
domain~;200 ps!. This is better visualized by plotting th
time-resolved fluorescence decay curves at given emis
wavelengths~i.e., looking at a band or group of bands!.
Time-resolved fluorescence decay curves of C60 in Ar matri-
ces are given in Fig. 5, for selected fluorescence bands
longing to each emitting character. The structure at v
early times~most visible in Fig. 5c! is due to the scattere
laser light and the response of the detection system
checked by recording the time profile of the emitted light
a position where no emission band occurs~e.g., at;15400
cm21!. It can be seen that the fluorescence associated to
Gg character~Fig. 5a! is characterized by a biexponenti
decay, with a short component having a decay constan
;70 ps and a long one with a decay constant of;1500 ps.
On the other hand, the fluorescence bands associated t
T2g andT1g emitting character~Fig. 5b and 5c! show a short
rise followed by a long decay. The rising component ha
time constant of;70 ps, while the long decay compone
has a time constant of;1500 ps also. In the case of N
matrices, we observe a similar behavior except that the t
constants are different. The time constants, given by a

FIG. 4. Time-gated fluorescence spectra of C60 in Ar matrices at differentt,
ps: 30~a!, 90 ~b!, 150 ~c!, 210 ~d! and under steady-state conditions~e!.
ra

e
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with a biexponential function, are given in Table III for bot
matrices. It is clear that the decay times of the long com
nent are identical for all vibronic bands attributed to the th
different emitting characters. Therefore, the hypothesis o
single emittingS1 state which consists of a mixedT1g , T2g ,
andGg character is further confirmed. On the other hand,
short-time behavior suggests the existence of a short-li
transient fluorescence of a dominantGg character that feeds
the S1 fluorescence. This point is discussed further below

In summary, our results show that:
a! all emission bands exhibit the same decay rate

;0.9 ns in Ne and;1.5 ns in Ar, indicating that only one
emitting S1 state, of mixedT1g , T2g , andGg character, is
responsible for the steady-state fluorescence spectra;

b! in the 30–100 ps time domain, the fluorescence ba
belonging to theGg emitting character are enhanced in N
and Ar, relative to later times. However, in Ne, they rema
weaker than the bands belonging to theT2g andT1g emitting
characters, while in Ar at 30 ps, they are equally as stro

c! the observations in b! are corroborated by the time
resolved fluorescence spectra of the various bands. In Ne
Ar matrices, the bands belonging to theGg emitting charac-

FIG. 5. Time-resolved fluorescence decay of the fluorescence bands o60

in Ar matrices belonging to the different emitting characters:hu(4) of the
Gg character~a!; t1u(4) of the T1g character~b!, and hu(1) of the T2g

character~c!.
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TABLE III. Time constants of the different components of the time-resolved fluorescence spectra of C60 in neon and argon matrices.t1 represents a decay
time in the case of theGg emitting character, and a rise time in the case of theT1g /T2g emitting characters.
ng

e
;
es
es

the
orp-

sion
-
ra-
ter are characterized by a short decaying component havi
time constant;170640 ps for Ne and;70620 ps in Ar
~Table III!. Those belonging to theT1g and T2g emitting
characters exhibit, on the other hand, a rising compon
having a similar time constant in the respective matrices

d! there is a significant narrowing of the spectral lin
within the first 100 ps or so, but the linewidths become
sentially constant beyond;200 ps in Ne and;90 ps in Ar.
a

nt

-

The ultrafast relaxation from the initially excited stateSn

to the S3 level has in the meantime been measured in
femtosecond domain using pump–probe transient abs
tion. It was found to occur in;500 fs in Ar matrices.26 The
similarity between the absorption and excitation spectra~Fig.
1! clearly suggests that this process is an internal conver
~IC! involving only the excited singlet vibronic states. How
ever, differences between Ne and Ar matrices for this ult
of new
FIG. 6. Overview of low-resolution emission spectra of C60 in Ne, Ar, Kr and Xe. Note the broadening of the fluorescence bands and the appearance
bands on the red side of the spectrum, in going to heavier matrices.
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FIG. 7. High-resolution (Dl52 Å) phosphorescence spectrum of the 780–950 nm region of C60 in Xe matrices (lexc5500 nm), plotted as a function of the
frequency shift from the first band at 786.5 nm. The top assignments are those of the 786.5 nm progression~site I in Table IV! and the bottom assignment
are those of the 792.5 nm progression~site II in Table IV!.
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fast IC relaxation process have been found and are b
investigated in more detail at present.28 Coming back to the
relaxation processes between the lowest three singlet st
the time-resolved data were discussed in Ref. 25, where
assumed that theS3 state, of a predominantGg character,
relaxes to the nearly degenerateS1 /S2 states, having pre
dominantT2g andT1g characters. The latter depends on t
matrix, as discussed in the preceding paragraph. We assu
the S3 state to lie;50 cm21 above theS2 /S1 state on the
basis of the absorption data only; however, in line with t
above discussion~see Sec. 2!, a value of;100 cm21 would
be more realistic. Nevertheless, the quantitative details of
relaxation process are not important. What is crucial her
that, in line with the discussion in Sec. 3, static crystal-fie
effects and/or nontotally symmetric modes of the cage n
to be involved in order to couple theGg state with theT1g

andT2g states. Consistent with the steady-state fluoresce
data, the time-resolved data confirm that such effects
stronger in Ar than in Ne matrices, probably because of
lower local cage symmetry in Ar.

On the basis of our picosecond fluorescence data and
preliminary femtosecond transient absorption measureme
we may already draw a general picture of the ultrafast
tramolecular energy redistribution. Following excitation
the Sn state ~or group of states! by the UV pump pulse,
intramolecularSn2S3 relaxation occurs on an ultrafast tim
scale of a few hundred femtoseconds. This is a remarka
short time scale for the dissipation of over 1 eV of energy
internal conversion. We stress once more that in this pict
ng

es,
e

ed

e

e
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d

ce
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e

ur
ts,
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ly
y
e,

coupling of the singlet vibronic levels with resonant levels
the triplet manifold or the ground state is excluded. In t
first case, the intersystem crossing time of about 1 ns for
S1 state shows that it is a very inefficient process to comp
with IC. In the second case, the Franck–Condon over
integrals of the singlet vibronic levels with the ground sta
vibrational levels should be negligibly small.7–11 Finally,
such processes are state selective, and the similarity betw
the absorption and excitation spectra~Fig. 1! rules out such a
selectivity. FromS3 , the population decays toS2 /S1 in tens
of picoseconds, as it is mediated only by lattice phono
From S1 , intersystem crossing then occurs on the time sc
of 1 ns. Note, however, that even in this case, we also s
medium dependence~Table III!, which should, in our opin-
ion, be due to resonance conditions ofS1 with the triplet
levels and/or to the changing dominant symmetry chara
of S1 . Internal conversion within the triplet manifold shou
again proceed on an ultrafast time scale followed by a ten
ms radiative decay to the ground state25 ~see Sec. 5!.

5. PHOSPHORESCENCE SPECTRA

In going to heavier matrices, such as Kr or Xe, the m
dium effects become more striking. The singlet emiss
bands broaden significantly and tend to decrease in inten
at the expense of new emission bands on the red side, as
in Fig. 6. These new emission bands are phosphoresc
bands which are attributed to the triplet states of C60. A
detailed discussion and assignment was presented in Re
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in the case of Xe matrices. We found that site effects
dramatic in such media, resulting in energy differences
;100 cm21 between trapping sites. Furthermore, these s
are stable against annealing up to 50 K, and lifetimes of;15
ms are measured in both.

A detailed analysis of the phosphorescence spectra in
matrices was carried out, which is presented in Fig. 7 an
Table IV. The spectrum shows two groups of bands belo
ing to different sites. If we consider the progression with
origin at 786.5 nm which is due to the main site and on
basis of the mode frequencies determined from the fluo
cence spectra of C60 in Ne and Ar matrices,22 we can assign
all the peaks to H–T modes ofgu , hu , t1u , or t2u symmetry,
in addition to the dominant J–Thg(1) mode, and to combi-
nation modes with the latter. With theT1g symmetry of the
spin–orbit operator, all these modes can vibronically indu
phosphorescence from any of the lowest three triplet st
3T1g , 3T2g , and3Gg , to the1Ag ground state. According to
Negri et al.6 and László et al.29 the lowest triplet state is the
3T2g state, whereas the3T1g and3Gg states lie about 0.3 eV
and 0.6 eV higher in energy, respectively. This assignm
of the lowest triplet state seems to allow a consistent in
pretation of the triplet–triplet absorption spectra.30 In our
phosphorescence spectra, the absence ofau modes~expected
for the 3T1g state! and of gg modes~expected for the3Gg

state! support the assignment of the lowest triplet state
3T2g .

The energy ordering of the triplet states asT2g ,T1g ,Gg

is in line with the ordering of singlet states in the emissi
spectrum in Ne matrices, but differs from that observed
Ar. It also differs from the ordering observed in the abso
tion spectra of the singlet states~Sec. 2!. In the case of C70 in
Ne matrices, for which we could clearly separate the diff
ent origins of the lowest singlet electronic states, we
served that the ordering of state symmetries betweenS1 and
S2 ~separated by;260 cm21! was the same in absorptio
and in emission.23 Furthermore, the energy splittings b
tween theS1 andS2 states and ordering of states was fou
to be the same for the lowest two triplet states,T1 andT2 .
Therefore in C60 either the ordering of the triplet state
differs from that of the singlet states, as suggested
theory,28,29 or, as discussed in Sec. 3 for the singlet state
would seem that the lowest triplet state also undergo a re
sal of state ordering. The reversal in the case of C60 in rare
gas matrices is probably due to the small energy splitt
between the lowest electronic states~;50 cm21!, which is of
the order of the absorption–emission Stokes shift they
dergo.

It is interesting to note that contrary to fluorescen
phosphorescence is dominated by the Jahn–Tellerhg(1)
mode while, all the other J–T or H–T bands are weaker b
least one order of magnitude. This suggests that a coup
mediated by these modes is probably very weak due to
fact that the surfaces associated to them are strongly sh
with respect to the equilibrium position of the3T2g surface.

6. CONCLUSIONS

In this contribution, we have reviewed our results on t
spectroscopy and intramolecular energy relaxation proce
of C60 in rare gas matrices, while presenting new data a
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revising or improving some of our previous interpretation
Emphasis has been put on medium effects, which turn ou

TABLE IV. Wavelengths, frequencies and frequency shifts from the ori
of the bands belonging to the 786.5 nm progression~Fig. 7, Site I!, and to
the 792.5 nm progression~Fig. 7, Site II!, together with the assignment an
frequencies from Ref. 22.
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be important both in the static and the time-re-solved d
This, in itself, is quite remarkable given the size of C60 and
its large number of degrees of freedom.

In particular, we have confirmed our previous assig
ments22 of the splitting between the lowest three sing
states in absorption and proposed a precise value for
purely electronic origins in the gas phase. In fluorescen
we have discussed the drastic differences between the
and Ar data and, in particular, the change in dominant em
ting character fromT1g in Ar to T2g in Ne, as well as a
similar change between the absorption and the fluoresc
data. This was reconciled by assuming different Stokes sh
for the two states, which bringT2g at an energy lower than
T1g before emission. A similar situation could occur for th
phosphorescence transition to account for the dominant3T2g

character of the phosphorescence data in Xe matrices.
note however that theory predicts it as the lowest triplet st
Both the static and time-resolved fluorescence data indi
strong mixing between the lowest three singlet states
agreement with their small energy differences. The tim
resolved data confirm the nearly degenerate character o
S1 andS2 states, while theS3 state stands slightly higher~in
the gas phase we inferred anS12S3 splitting of ;100
cm21!. In the free molecule, the purely electronicT1g , T2g ,
andGg levels cannot undergo mixing. Such mixings are
duced in the matrix either by static or dynamic crystal-fie
effects which break theI h symmetry of the molecule. The
ultrafast internal conversion process in the singlet state m
fold is a remarkable process which deserves further atten
and work toward this aim is in progress.
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The observed features of the attenuation of ultrasound in Im–He samples created after the
introduction of impurity particles (D2,N2, Ne, Kr) in a volume of helium II show that a porous
substance consisting of a loosely interconnected continuous network is created. It is
formed by impurity particles encapsulated in solidified helium. The propagation of ordinary
sound in these porous samples is similar to the fast sound mode in light aerogels. The temperature
dependence of the attenuation for different Im–He samples is investigated. It is established
that the character of the attenuation in D2–He samples is considerably different from that in
heavier Im–He solids (Im5N2, Ne, Kr). Analysis of the attenuation leads to the conclusion
that Im–He samples have a wide distribution of pores, from 8 nm to 800 nm. The study of
ultrasound in helium in Im–He samples near thel point shows the presence of broadening
in the attenuation peak as compared with bulk liquid helium. The suppression ofTc is very small,
< 0.2 mK. © 2000 American Institute of Physics.@S1063-777X~00!00309-1#
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1. INTRODUCTION

The investigation of neutral atoms and clusters in liqu
and solid helium is a rapidly developing research field.1–4

Much progress has been achieved in studies of the spe
characteristics of single atoms or molecules trapped in
trices of solid helium or dissolved in liquid helium, from
which information about the structure of the helium su
rounding these impurities was found.

The impurities can be divided into two classes accord
to the sign of chemical potential inside the helium matr
Particles with a positive potential tend to form bubble
while atoms with a negative potential create snowba
In the latter case, after introducing the impurity particles in
liquid helium, we can produce stable impurity–heliu
~Im–He! clusters, which make it possible to create mac
scopic Im–He samples consisting of impurity atoms isola
in liquid or solid helium. At first these systems were obtain
by injecting atoms and molecules such as nitrogen, de
rium, neon and krypton5–7 into superfluid helium. These
metastable systems are of fundamental interest. For exam
there is the possibility of observing collective effects caus
by the interaction of stabilized impurity particles in heliu
and also the opportunity to create new materials with h
energy density stored in them.8 A very high relative concen-
tration of nitrogen atoms in solidified helium (N:He54%)
has already been achieved by injecting the products o
nitrogen–helium discharge into a volume of superflu
helium.6,9 For this case, the density of the chemical ene
stored in these samples (;53103 J/gm) is close to that o
the best chemical explosive materials. Another interes
aspect of Im–He systems is the possibility of chemical re
tions in a solid matrix when the state of the low-temperat
matrix is mostly determined by zero-point motion.10–12 In-
vestigations of atoms and molecules of hydrogen isoto
stabilized in superfluid helium have revealed tunneling re
tions resulting in the exchange of hydrogen and deuter
6411063-777X/2000/26(9–10)/8/$20.00
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atoms between the atomic state and the bound molec
state.5

Investigations of macroscopic solid samples formed
injecting impurities into superfluid helium have opened t
possibility for the creation of metastable solid phases b
from coalescing clusters of solid helium surrounding the i
purity particles. Later it was shown that the centers of
these clusters might consist of either single impurity partic
or small clusters of impurities.13,14 At the same time the
structure of these Im–He solids is not fully determined. R
cently x-ray spectroscopy showed that the impurities~sur-
rounded by a few layers of solid helium! formed porous
structures in superfluid helium.15 The characteristic size
of the constituent building blocks of this porous material
6 nm. The density of impurity particles can be as high
1020atoms/cm3 ~with a volume fraction; 0.5%!.

We briefly summarize the present state of knowled
regarding the Im–He solids. The preponderance of evide
suggests that macroscopic samples of the Im–He solid p
are built from aggregations of small Im–He clusters. Furth
more, we believe that these aggregates form extremely
rous solids into which liquid helium can easily penetra
They consist of a loosely connected continuous network
impurities or clusters of impurities, each of which is su
rounded by one or two layers of solidified helium. Therefo
we have a unique opportunity to investigate the propertie
superfluid helium in porous structures formed by partic
with a well-known potential of interaction with helium.

A great deal of effort has recently been dedicated to
investigation of superfluid helium in porous materials. W
cite here a recent review article describing the specific f
tures of helium in various porous structures.16 The impor-
tance of these studies is now discussed. Superfluidity of
lium in restricted geometries has been the object of m
theoretical and experimental interest in recent years. Hel
has long provided a testing ground for theories of phase t
sitions. Bulk helium exhibits three-dimensional~3D! critical
© 2000 American Institute of Physics
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behavior near lambda transitions, while helium films on fl
substrates are 2D, with a vortex-inhibiting transition of t
Kosterlitz–Thouless type.17 When helium is adsorbed in
porous medium either as a film or completely filling th
pores, its behavior may be changed in a number of wa
Finite size effects might shift or even smear out the ph
transition, the multiply-connected substrate geometry m
change the effective dimensionality, or disorder induced
the porous material may change the nature of the transit
The superfluid densityrs near the lambda point vanishe
according to the power law

rs~ t !5rs0utuz, ~1!

where t is a reduced temperature~t5(T2Tc)/Tc , with the
transition temperatureTc!. The superfluid-density exponentz
is found to be 0.6705 for bulk helium,18 for helium in Vycor
glass,19 and for helium in porous gold.20 For a particular
aerogel it is significantly larger—0.81.19 For aerogels of dif-
ferent porosity it varies from 0.71 to 0.81.21 At the same
time, the superfluid transition temperature is suppres
down to 1.955 K in Vycor. For porous gold~which contains
larger pores! Tc52.16916531025 K, and for aerogels of
different porosity the suppression is very small:Tc

5(2.1698563)31025 ~in 95% aerogel!, Tc5(2.171761)
31025 ~in 99.5% aerogel!.21 In the light of these previous
studies, the problem of investigating the critical behavior
helium near the lambda point in the new class of poro
material discussed here arises quite naturally. There are
perimental difficulties in combining the method of prepari
impurity–helium solids with precise heat capacity or to
sional oscillator techniques. On the other hand, ultraso
velocity and attenuation measurements22,23 can be easily ap-
plied to investigate superfluid helium in Im–He solids. T
sound velocity in porous media can provide informati
about the superfluid density as well as the density and ela
properties of the solid matrix. The sound attenuation refle
the dissipation in the system, and its frequency depende
is related to the characteristic pore size.24 Also, if the sound
speed in a ‘‘dry’’ sample~a sample with the liquid helium
removed! could be measured, we could then determine
effective density of the Im–He solid. This turns to be e
tremely difficult and has not as yet been accomplished.

The motion of a fluid in a porous medium during acou
tic measurements depends on the pore size and the fl
properties. In liquid4He the viscous penetration depth is

dvisc5~2h/vrn!1/2, ~2!

where h is the viscosity of4He, rn is the density of the
normal component, andv is the frequency of ultrasound. A
low sound frequencies,dvisc is bigger than the pore size, s
the entire normal component is viscously locked to the so
matrix. Therefore the main effect of the fluid is to change
effective density of the porous medium. At high frequenci
only a thin surface layer is dragged along with the solid. T
effective density of the porous material then is much smal
and the sound is strongly attenuated by the viscous losse
the surface layer. To use sound for probing the structure
porous material, one should varydvisc over as large a rang
as possible. Superfluid helium gives us this unique oppo
nity. Between 1.0 and 2.17 K the normal fluid density fra
t
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tion varies from zero to one, causingdvisc to change by an
order of magnitude from 1500 nm to 100 nm for 5 MH
sound. Biot created a basic theoretical framework for sou
propagation in porous materials.25,26 He considered the flow
of the viscous fluid under an oscillatory pressure gradien
elastic porous solids. In the low-frequency regime his the
predicted that the attenuation changes as24

a}rn
2v2/h. ~3!

For high-frequency sound, the corresponding attenuation

a}Ahrnv. ~4!

In this paper we report results of ultrasound measu
ments of the velocity and attenuation of longitudinal wav
in helium-filled porous Im–He solids. Some of the resu
have been published in our previous paper.27 It was found
that the speed of sound in this material is close to that of fi
sound in bulk liquid helium and decreases more rapidly w
temperature than does the latter, similar to the behavior
served in aerogel.28 There was no clear explanation, how
ever, for the way the attenuation of ultrasound changes w
temperature in helium-filled Im–He solids. Here we pres
the results of more-detailed investigations of the speed
attenuation of sound, particularly near the lambda point. O
goal of this work was to check a possibleTc suppression. We
also performed the measurements at different frequencie~1,
3, 5 MHz! to help us to understand the mechanism of atte
ation. Moreover we investigated the stability of differe
Im–He samples between 1 and 4.2 K.

2. EXPERIMENTAL METHOD

2.1. Preparation of porous impurity-helium solids

The technique for creating impurity-helium solids in
volume of He II was similar to that developed by the Che
nogolovka group.6,29 A gas jet of helium containing a sma
fraction ~0.5–1%! of impurity atoms or molecules impinge
on superfluid helium contained in a small Dewar beaker
ting in the main helium glass Dewar. The helium vapor pr
sure in the Dewar was maintained at 1–5 Torr by a h
speed rotary pump. The gas entered through a quartz c
lary of diameter about 0.7 mm, near the end of which wa
region containing a high power rf~60 MHz! discharge for
dissociation of molecules. In this series of experiments m
of the Im–He samples were created by introducing into He
a gas jet not subjected to the action of the rf discharge. W
there was no need to dissociate molecules we use
stainless-steel capillary with inner diameter of 1.6 nm s
rounded by a vacuum jacket with a heater at the bottom e
As in all of our previous setups, the diameter of the hole
the end of the capillary was 0.7 mm. The nozzle of the c
illary was located 2 cm above the surface of the superfl
helium in the small quartz Dewar mentioned above, wh
acted as the collection beaker. To prevent the freezing
impurities in the nozzle we heated the end of the capillary
an annular heater (R;10V). In order to keep the level o
helium in the beaker constant, a continuously operating fo
tain pump was used. When the gas mixture jet impinged
the surface, a macroscopic snowflake-like semitranspa
material was created. This fell down through the liquid a
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then congealed, forming a porous impurity–helium solid b
tween the transducers of the ultrasound cell. The center
the transducers were; 5 cm below the level of helium in the
beaker. For more effective collection of the sample in
cell we used a quartz funnel with two side plates which w
placed between the end plates of the cell. On some o
sions, in order to compress the sample at low temperat
we used a small Teflon cylinder which could be moved
and down. We could monitor the presence of the sampl
the cell and its homogeneity visually through slits on t
sides of the glass Dewars. In these experiments the imp
ties used were Kr, Ne, and molecular D2 and/or N2. Gas
mixtures of Im:He51:100 were used to dilute the impurit
particles and therefore prevent them from congealing as
passed from the source to the surface of the liquid heliu
The total flux of the gas mixtures was (4 – 6
31019particles/s. Samples with a visible volume betwe
1.2 and 1.7 cm3 were usually used.

2.2. Ultrasound cell

In our experiments were used two different ultrasou
cells. In the first cell twox-cut gold plated quartz transduce
~5 MHz fundamental! were used.27 The crystals were 1 cm in
diameter. Each of these was pushed against the parallel w
of the cell by two springs, one of which served as a cen
electrode. The ground was provided by the brass body of
cell. The path length was determined at room tempera
with a micrometer, with a correction being made for t
contraction upon cooling. The value for the path length u
in the experiments was (1.57260.005) cm. In our second
cell we used two LiNbO3 transducers with fundamental fre
quency; 1 MHz ~Fig. 1!. The odd harmonics were als
used~3 and 5 MHz!. The transducers were 1.3 cm in diam
eter. Otherwise the design of the second cell was simila
the first one except that the distance between transducers
(1.47060.005) cm.

2.3. Spectrometer

The ultrasonic measurements were made using a ho
dyne phase-sensitive spectrometer~Fig. 2!. A continuously
operating oscillator was gated to provide a transmitted pu
of 4–12 msec. The amplitude of the input signal could
varied from 1 to 100 V at the resonant frequency or at
odd harmonics of the transmitting crystal. The ultraso
pulse was received by the second crystal, amplified, and
in two parts, one of which was used to directly measure
attenuation by recording the amplitude of the signal on
TEK460 digital oscilloscope. The second part was split ag
in two parts to obtain the 0° and 90° components,A0° and
A90° . They were used to determine the phasew of the signal:

tan~w!5A0° /A90° . ~5!

Once the initial speed of sound was measured at the temp
ture T0 from the pulse transit timet0 , changes in velocity
were calculated from the phase of the received signal:

Dv5 l S t01
w~T!2w~T0!

v D 21

, ~6!
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where l is the length of the cell. With typical sample
changes in velocity of a few parts per million could be r
solved. A second oscilloscope was used to display the sig
on a longer time scale. It registered up to 12 echoes of
signal in the first cell but only 3 echoes in the second on

2.4. Thermometry

For the temperature measurements a calibrated L
Shore germanium resistor was used. The thermometer
located inside the base of the cell just outside the path of
ultrasonic pulses, so that the effect of the temperature dif
ence between the thermometer site and the sound pa

FIG. 1. Experimental cell:1—atomic and molecular source;2—impurity-
helium jet;3—surface of liquid helium;4—quartz Dewar;5—quartz funnel;
6—impurity-helium solid;7—ultrasound cell;8—germanium thermometer

FIG. 2. Ultrasound spectrometer:1—HP8656B signal generator
2—MATEC310 gated amplifier;3, 6—step attenuators~0–100 dB!;
4—ENI325LA power amplifier ~150 dB!; 5—ultrasound cell;
7—amplification stage~170 dB!; 8, 9—power splitters;10—hybrid power
splitter;11, 12—mixers;13, 14—low pass filters;15, 16—PAR160 box car
integrators;17, 18—multimeters;19—computer;20—TEK TDS460 oscil-
loscope for peak-peak and time of flight measurement.
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minimized. After the lowest temperature~1.0–1.1 K! was
achieved through pumping by both the rotary pump an
Roots blower, the initial speed of sound was measured
the next stage, by closing the pumping line down, the te
perature was allowed to increase by;1024 K/s. Near the
lambda point the rate was decreased to about 1026 K/s. Dur-
ing the warmup, the fountain pump was constantly supply
helium into the Dewar beaker up to the lambda point. Af
the superfluid transition, the warmup rate increased
1024 K/s, but boiling in the inner Dewar did not occur.

3. EXPERIMENTAL RESULTS

Figure 3 shows the results of 5 MHz ultrasound me
surements~in the first cell! at T51.1– 2.2 K in different Im -
He solids (Im5D2, Ne, Kr) just after preparation. Here an
in later figures we show for comparison the velocity a
attenuation of sound in bulk helium which were measured
each experiment before accumulating the sample. The
tenuation of sound in the presence of Im–He samples~for
such heavy impurities as Ne and Kr! is larger than in bulk
helium at low temperatures and increases rapidly with te
perature, after which it reaches a plateau, and at thel point it
goes through a maximum. Whereas heavy Im–He sam
all have similar characteristic features, the D2–He solid be-
haves quite differently. In the latter case, we do not obse
any measurable effect on the speed of sound, and the at

FIG. 3. The velocity~a! and attenuation~b! of 4.96 MHz sound in liquid
helium: in bulk ~s!, in D2–He solid ~n!, in Ne–He solid~h!, in Kr–He
solid ~d!. V0 is the ultrasound velocity at initial temperature for these m
surements,T51.362 K.
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ation has a behavior similar to that of bulk liquid helium
although slightly~;1 dB/cm! higher. The samples produce
with heavy impurities are much denser than the ones with
D2 impurity. In the case of the heavy impurities, investig
tions become impossible above temperatures in the neigh
hood of 1.4 K because of an extremely high attenuation.
could have increased the signal by decreasing the dista
between the transducers, but the method of collecting
sample did not allow us to do that. Therefore, in a series
experiments we introduced pulses with very large~up to 100
V! values of the input amplitude. From an analysis of t
attenuation in different Im–He samples it became clear t
D2-~heavy Im!-He samples are, in fact, the most suitab
ones for investigations of the mechanisms of attenuation,
cause they have a relatively small attenuation. In this w
we compare three samples: N2–He, D2–He and mixed
D2–N2–He. We investigated the stability of these samp
and also the frequency dependence of ultrasound attenua
Measurements were performed between 1.0 K and 4.2
with special attention to the region near thel point. Figure 4
shows the characteristic temperature dependence of th
tenuation for these three samples. The behavior of the att
ation in the D2–N2–He solid repeats that of the D2–He solid
and bulk helium up toT;1.75 K. On warming up further, it
becomes closer to the behavior of the N2–He solid, i.e., the
attenuation increases and then reaches a plateau.

3.1. Stability of the structure of Im–He solids

In this section we discuss the factors affecting the str
tural stability of Im–He samples. Changes in the struct
should lead to changes in the attenuation of ultrasound. E
lier it was discovered that compression of the samples res
in an increased attenuation.27 In this series of experiments w
show the impact of a warmup from 1.0 K to 2.2–4.2 K o
the structure of our samples. Figure 5 presents the resul
ultrasound measurements for the three samples mentio
above as they were warmed up in the temperature ran
below or aboveTl . We can see that as the sample w
heated up toTmax,Tl and then cooled again, there was n
change in attenuation, and therefore the structure did
change. CrossingTl always led to the small transformation

-

FIG. 4. The attenuation of 5 MHz ultrasound in liquid helium: in bulk~s!,
in D2–He solid~n!, in D2–N2–He solid~prepared without discharge~h!,
with discharge~j!!, in N2–He solid~d!.
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in the structure, registered by a slight increase of sound
tenuation. The attenuation preserved its characteristic
tures, nevertheless.

Figure 6 shows the attenuation of ultrasound in liqu
helium filled D2–N2–He solid during warmup from 1 K to
4.2 K. It was found that a sudden drop in attenuation ta
place at 3.4–3.5 K, which is attributed to the change of str
ture of this solid. Below this temperature, the sample oc
pied the whole cell, but atT;3.5 K a significant compres
sion of the solid by a factor of 12 was observed. This is
first observation of a spontaneous macroscopic chang
structure of an Im–He sample in liquid helium. For N2–He
without D2, these changes were not observed.

3.2. Frequency dependence of the sound attenuation

Figure 7 presents the frequency dependence of the
tenuation of ultrasound in the N2–He sample. Decreasing th
frequency leads to a lower attenuation and also shifts
point where the attenuation levels off to a plateau to hig
temperatures. Figure 8 shows the measured frequency de
dence of the attenuation in a D2–N2–He sample at 3 and 5
MHz. It significantly differs from the frequency dependen

FIG. 5. The attenuation of ultrasound in liquid helium: in bulk~s!, in
D2–He solid@after preparation of solid~n!, after crossingl-point and cool-
ing down~m!#, D2–N2–He solid prepared with discharge@after preparation
~d!, after crossingl-point and cooling down~j!, after warming up to 2.1 K
and cooling down~h!#.

FIG. 6. The attenuation of 3.16 MHz ultrasound in liquid helium: in bu
~s!, D2–N2–He solid~j!.
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observed in heavy Im–He samples~like N2–He!. For the first
time, for the D2–N2–He solid, we detected a steady an
steep monotonic increase in the attenuation up to thel point
without the occurrence of a plateau for 5 MHz sound. T
might be explained by the purely high-frequency behavior
the attenuation in this sample. For the 3 MHz attenuation
observed only a slow linear increase in the same tempera
range.

3.3. The behavior of the sound attenuation and the speed
of sound near Tc .

The results of measurements near thel point for N2–He
solids are shown in Fig. 9. Different symbols represent d
ferent samples. The maxima of the attenuation near thl
point for N2–He samples are much broader than for liqu
helium, making the precise determination of the position
the maxima impossible. We can conclude from this data t
there is no significant shift of thel point for helium-filled
porous N2–He solids.

Figure 10 shows the attenuation of ultrasound~only 5
MHz data are presented! in the mixed D2–N2–He solids. The
width of the attenuation peak near thel point is only slightly
broader than that for pure helium. That makes it possible
determine a more precise position of the center of the pea

FIG. 7. The attenuation of ultrasound in liquid helium: in bulk~s!, in
N2–He solid at 3.16 MHz~j!, at 5.33 MHz~h!.

FIG. 8. The attenuation of ultrasound in liquid helium: in bulk~s!, in
D2–N2–He solid at 3.16 MHz~h!, at 5.33 MHz~j!.
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appears that the shift of peak with respect to bulk helium
; 0.2 mK, but at the same time the reproducibility of t
measurements of the sound attenuation maximum in liq
helium from run to run is about; 0.1 mK. Therefore, based
on these experiments we can say that if the shift does exi
is less than or on the order of 0.2 mK. Note that Fig.
reflects the fact that the attenuation peak in bulk helium
;0.8 mK below thel point.30

4. DISCUSSION

4.1. Velocity of sound in Im–He solids

Before performing this series of experiments, it was i
possible to predict the characteristics of sound propagatio
Im–He samples created by introducing impurities into sup
fluid helium. According to the existing model, these Im–H
solids represent metastable phases formed by coales
Im–He clusters, in which helium is solidified as a result
large attractive van der Waals interactions between hel
atoms and a central impurity particle. Therefore, under c
ditions of compact packing of these clusters one would
pect an increase in elastic modulus for this material and

FIG. 9. The behavior of attenuation of 4.96 MHz sound in liquid heliu
nearl-point: in bulk ~s!, in different N2–He solids~n, h, j!. For N2–He
solids the attenuation is shifted by 0, 5 and 10 dBm/cm, corresponding

FIG. 10. The behavior of attenuation of ultrasound in liquid helium n
l-point: in bulk ~s!, in different D2–N2–He solids~n, m!. For D2–N2–He
solids the attenuation is shifted by 5 and 10 dBm/cm, correspondingly.
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an increase of the speed of sound with respect to pure
liquid helium. Discovery of this effect was one of the fir
goals of this experiment. However, we were not able to p
duce samples for which we could detect an increase in
speed of sound, although we used our standard method
creation of Im–He solids.6,7 On the contrary, we observed
lower speed of sound than in superfluid helium. The o
exception were D2–He samples, for which the sound velo
ity was the same as in helium to great precision. The
served decrease in the speed of sound can be explaine
the creation of a porous structure of solid helium around
impurity particles. This is also supported by the fact that
behavior of the speed of sound resembles the fast so
mode in porous aerogel.28 This mode is intermediate be
tween first and fourth sound. Here the normal componen
locked in a very compliant solid matrix, so that the liqu
and the aerogel fibers move together under mechanical
thermal gradients. McKeenaet al.28 developed a theory ex
plaining the behavior of sound modes in aerogel, taking i
account the coupling between the normal component and
aerogel and its elasticity. The same features are observe
Im–He samples.

4.2. Attenuation of sound in Im–He solids

As we pointed out before, the behavior of the attenuat
of sound in different heavy Im–He solids has the same ch
acteristic features. We observe the transition from the plat
with a small attenuation to the plateau with a bigger o
which ends with a maximum at thel point. This can be
explained by the structure of this porous material, which
characterized by a wide distribution of pore sizes. Amo
these pores there are large channels in which the behavi
the helium is close to bulk helium. The existence of the
pores is realistic, especially if we take into account t
method of collecting Im–He solids. This is a highly nonequ
librium process in which the impurity particles cooled by t
helium vapor enter the superfluid helium, where they st
together after random collisions with each other. So in t
process, as the model of aggregation of the small parti
into clusters predicts,31 highly ramified fractal structures ar
created.

The accumulation of Im–He sample is characterized
the existence of a convective flow of helium, which mov
parts of the created condensate from the location where
impurity particles first hit the surface of the helium to th
bottom and to the walls of the cell. Later these small pie
of porous material stick together to form the Im–He sol
They do not coalesce homogeneously, however. There
macroscopic voids might be created between them, wh
can lead to the formation of large channels in the final c
densate. We should notice that this Im–He solid preserve
form unless removed from the helium. Then it compres
by 60%.9

Qualitatively the behavior of sound attenuation
samples with this structure can be explained as follows:
the lowest temperatures the normal component of helium
locked to the solid matrix, and the attenuation is sm
Warming leads to a decrease of the viscous penetration d
dvisc, so that, when it is comparable to the pore sizeR of our
solid, the decoupling of a portion of the normal fluid occu

.
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Therefore sound attenuation caused by the friction of
layers of normal fluid as they become unlocked from
solid matrix starts to increase rapidly. Let us call the te
perature at which this occurs,T1 . Continuous warmup lead
to decoupling of helium in a greater number of pores. W
defineT2 as the temperature at which the sound propag
only in the large channels. There the helium is almost l
bulk helium and does not feel the effect of the walls.
addition, sound can propagate through the smallest p
formed at the earliest stage of the creation of the sample.
helium in these pores is still locked to the solid matrix, a
attenuation is low and almost independent of temperat
This resembles the behavior of attenuation in bulk superfl
helium.

By calculating the viscous penetration depths forT1 and
T2 we can find the corresponding pore size (dvisc5R). These
results, inferred from Figs. 3a and 4, are shown in Tabl
Samples produced by injecting heavy impurities in superfl
helium are characterized by the presence of pores of la
size—from 150 nm to 820 nm. On the other hand,
D2–N2–He sample has smaller pores—100 nm to 140 nm
should be pointed out that from the analysis of the lowe
temperature part of the attenuation we can estimate only
pores of larger size, for which a large attenuation is o
served. Information about the smallest pores is much ha
to obtain, because afterT2 , sound propagates not onl
through them but also through the large channels.

This model is supported by investigation of sound
tenuation in the same sample but at different frequenc
Figure 7 shows that a decrease in frequency leads to a
crease of attenuation. AlsoT2 shifts to the higher tempera
ture. For both frequenciesdvisc~T251.48 K at 5 MHz! is
equal todvisc ~T251.6 K at 3 MHz!, which has a value of
240 nm.

Im–He samples formed in our experiments have a v
ety of different volume ratios between the porous part a
the large channels. Compressing these samples leads
decrease in the volume of the large channels, which in t
increases the attenuation, as was detected in the prev
experiments.27 The comparison of attenuation in freshly pr
pared samples and in those recycled aboveTl showed that
crossing thel transition always gives a somewhat larger
tenuation, caused by compactification of the Im–He sol
A much larger effect was observed in the D2–N2–He sample
during warmup to 3.4–3.5 K, where a sudden drop in atte
ation was observed. In addition, it was seen visually that
sample volume changed from 1.7 cm3 to 0.14 cm3. We did
not observe a similar effect in N2–He samples. Hence thi
change of attenuation is ascribed to the collapse of the
rous structure formed by deuterium molecules. It seems a

TABLE I. Values of T1 and T2 ~see text! for different Im-He solids and
corresponding pore sizes.

Sample T1 , K R1 , nm T2 , K R2 , nm

Kr–He 1.20 530 1.56 210
Ne–He 1.35 320 1.73 150
N2–He 1.10 860 1.58 210

D2–N2–He 1.75 140 2.05 110
D2–He 2.05 110
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a similar effect was detected in the work of Gordonet al.,32

where a significant decrease of the concentration of de
rium atoms contained in a D2–Ne–He sample was registere
during warmup from 1.8 K to 4.2 K.

Analysis of sound propagation in Im-He solids show
that a distribution of the channels in superfluid helium
present, including very large channels, in which the heli
behavior is close to that of bulk helium. Although the spe
and attenuation of sound did not reveal any substantial s
pression ofTc in N2–He samples, we discovered a ve
small shift in D2–N2–He samples, on the order of 0.2 mK
which is similar to that in a very light aerogel. In addition,
small broadening of the attenuation peak was detected for
N2–He solid near thel point. The width of these peaks give
us information about the smallest pores in the samples.
ing Josephson’s relation33 for helium in the channels o
Im–He solids, namely

j~ t !5j0utu2z5
kBTcm

2

\2rs~ t !
, ~7!

we can find the correlation length at the temperature wh
the broadening of the attenuation peak starts. At this te
peratureT, the superfluidity in the pores~where the pore
radiusR5j(T)! starts breaking up. In Eq.~7! m, kB , and\
are the mass of a helium atom, Boltzman’s constant,
Planck’s constant, respectively. From Fig. 7 we can say
the onset of broadening of the attenuation peak is aT
;2.1 K, which gives the characteristic size of the pores fr
the argument above asR;8 nm. This is reasonably close t
(662) nm, the size of the clusters from which our Im-H
solids are built.15

Under certain favorable circumstances we were able
produce samples without any of the large channels, an
that case we did not observe the plateau in the tempera
dependence of the attenuation~see Fig. 8!. This idea was
checked by plotting the attenuation divided by (rnvh)1/2 as
shown in Fig. 11. The constant straight line aboveT
;1.6 K describes the high-frequency behavior of helium
this particular porous sample, which implies that the ene
loss is occurring on the entire surface in a thin layer of thic
nessdvisc. At a lower frequency this behavior starts at
higher temperature because the viscous penetration leng

FIG. 11. Temperature dependence of ultrasound attenuation for 5.43
~h! and 3.16 MHz~d!.
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larger. If we compare the temperatures at which the grap
Fig. 11 levels off to a straight line, we get the same value
dvisc;180 nm for 3 and 5 MHz ultrasound.

5. SUMMARY

Im–He solids have opened up a variety of intrigui
possibilities for experimental investigations of the quant
properties of helium, as well as for studying atoms, m
ecules and small clusters stabilized in solidified heliu
These studies provide a new perspective for matrix isola
in solidified helium. The big advantage of the Im–He soli
is that a large variety of atoms or molecules can be use
build the ‘‘backbone’’ of the Im–He samples. It also appea
that, depending on the preparation conditions, samples
different nanostructures can be prepared. To understand
properties of the Im–He samples it is necessary to determ
their microscopic structure.

In this work investigations of the velocity and attenu
tion of ultrasound were used to study the characteristics
Im–He samples formed by introducing different impuriti
in the volume of superfluid helium. For helium in Im–H
samples the speed of sound is a little smaller than in b
helium, and its temperature dependence is close to the
sound mode in light aerogel.28 The character of the attenua
tion of ultrasound in helium in Im–He samples is differe
from that in other porous materials like Vycor, porous go
and aerogel. The temperature dependence of ultrasoun
tenuation in D2–He samples is close to that in bulk helium
whereas it is considerably different from the attenuation
heavy Im–He samples. This allows us to grow mixed soli
such as D2–N2–He, in which the attenuation can be reg
lated by the content of the gasous mixture. For these mi
samples we produced and investigated the most ‘‘perfe
porous solids, which do not contain large channels of b
helium.

From the analysis of attenuation of ultrasound in Im–
samples, we conclude that they have a wide distribution
pore sizes between 8 nm and 800 nm, as well as large c
nels in which the behavior of helium is close to that of bu
liquid helium.

We investigated the behavior of the velocity and atte
ation of ultrasound in Im–He samples near thel point,
where a broadening of thel peak is observed. The broade
ing increases with increasing sample density. A small shif
the transition temperature~;0.2 mK! was observed for
D2–N2–He samples.

For a better understanding of the microscopic struct
of Im–He samples, a study of low-angle x-ray scatter
might be very helpful. The similarity between the behav
of ultrasound in Im–He samples and in aerogel suggests
possibility of a fractal structure for Im–He solids. For studi
of the critical behavior of helium in Im–He samples, inve
tigations of second sound~low-frequency sound! are the
most appealing. We believe that this will allow the observ
tion of a slow sound mode similar to the one observed
aerogel28 and also the determination of the critical expone
for different Im–He solids.

We would like to thank NASA for its support throug
Grant NAG 8-1445. We also wish to thank Drew Gelle
in
f

-
.
n

to
s
th
the
ne

of

lk
st

,
at-

n
,

d
’’
k

f
n-

-

f

e
g
r
he

-

-
n
t

John Beamish, Jeevak Parpia, and John Reppy for very
ful suggestions and discussions.

*E-mail: khmel@ccmr.cornell.edu

1B. Tabbert, H. Gunter, and G. zu Putlits, J. Low Temp. Phys.109, 653
~1997!.

2J. P. Toennies, and A. F. Vilesov, Annu. Rev. Phys. Chem.49, 1 ~1998!.
3S. I. Kanorsky and A. Weis, Adv. At., Mol., Opt. Phys.38, 87 ~1998!.
4E. B. Gordon and A. F. Shestakov, Fiz. Nizk. Temp.26, 5 ~2000! @Low
Temp. Phys.26, 1 ~2000!#.

5E. B. Gordon, A. A. Pelmenev, O. F. Pugachev, and V. V. Khmelen
JETP Lett.37, 282 ~1983!.

6E. B. Gordon, V. V. Khmelenko, E. A. Popov, A. A. Pelmenev, and O.
Pugachev, Chem. Phys. Lett.155, 301 ~1989!.

7E. B. Gordon, V. V. Khmelenko, A. A. Pelmenev, E. A. Popov, O.
Pugachev, and A. F. Shestakov, Chem. Phys.170, 411 ~1993!.

8B. Palaszewski, L. S. Ianovski, and Patrick Carrik, J. Propul. Power14,
641 ~1998!.

9R. E. Boltnev, E. B. Gordon, I. N. Krushinskaya, A. A. Pelmenev, E.
Popov, O. F. Pugachev, and V. V. Khmelenko, Fiz. Nizk. Temp.18, 819
~1992! @Sov. J. Low Temp. Phys.18, 576 ~1992!#.

10R. E. Boltnev, E. B. Gordon, V. V. Khmelenko, I. N. Krushinskaya, M. V
Martynenko, A. A. Pelmenev, E. A. Popov, and A. F. Shestakov, Ch
Phys.189, 367 ~1994!.

11R. E. Boltnev, E. B. Gordon, I. N. Krushinskaya, M. V. Martynenk
A. A. Pelmenev, E. A. Popov, V. V. Khmelenko, and A. F. Shestako
Fiz. Nizk. Temp.23, 753 ~1997! @Low Temp. Phys.23, 567 ~1997!#.

12R. E. Boltnev, I. N. Krushinskaya, A. A. Pelmenev, D. Yu. Stolyarov, a
V. V. Khmelenko, Chem. Phys. Lett.305, 217 ~1999!.

13R. E. Boltnev, E. B. Gordon, V. V. Khmelenko, M. V. Martynenko, A. A
Pelmenev, E. A. Popov, and A. F. Shestakov, J. Chim. Phys.~France! 92,
362 ~1995!.

14L. P. Mezhov-Deglin and A. M. Kokotin, JETP Lett.70, 11 ~1999!.
15V. Kiryukhin, B. Keimer, R. E. Boltnev, V. V. Khmelenko, and E. B

Gordon, Phys. Rev. Lett.79, 1774~1997!.
16J. D. Reppy, J. Low Temp. Phys.87, 205 ~1992!.
17J. M. Kosterlitz and D. J. Thouless, J. Phys. C6, 1131~1973!.
18L. S. Goldner, N. Mulders, and G. Ahlers, J. Low Temp. Phys.93, 131

~1993!.
19M. H. W. Chan, K. I. Blum, S. Q. Murphy, G. K. S. Wong, and J. D

Reppy, Phys. Rev. Lett.61, 1950~1988!.
20J. Yoon and M. H. W. Chan, Phys. Rev. Lett.78, 4801~1997!.
21J. Yoon, D. Sergatskov, J. Ma, N. Mulders, and M. H. W. Chan, Ph

Rev. Lett.80, 1461~1998!.
22K. L. Warner and J. R. Beamish, Phys. Rev. B36, 5698~1987!.
23N. Mulders and J. R. Beamish, Phys. Rev. Lett.62, 438 ~1989!.
24K. Warner and J. R. Beamish, Phys. Rev. B50, 15896~1994!.
25M. A. Biot, J. Acoust. Soc. Am.28, 168 ~1956!.
26M. A. Biot, J. Acoust. Soc. Am.28, 179 ~1956!.
27S. I. Kiselev, V. V. Khmelenko, D. A. Gelleret al., J. Low Temp. Phys.

119, 357 ~2000!.
28M. J. McKenna, T. Slawecki, and J. D. Maynard, Phys. Rev. Lett.66,

1878 ~1991!.
29E. B. Gordon, L. P. Mezhov-Deglin, O. F. Pugachev, and V.

Khmelenko, Cryogenics9, 555 ~1976!.
30C. E. Chase, Phys. Fluids1, 3 ~1958!.
31P. Meakin, Annu. Rev. Phys. Chem.39, 237 ~1988!.
32E. B. Gordon, A. A. Pelmenev, O. F. Pugachev, and V. V. Khmelen

Fiz. Nizk. Temp. 11, 563 ~1985! @Sov. J. Low Temp. Phys.11, 307
~1985!#.

33B. D. Josephson, Phys. Lett.21, 608 ~1966!.

This article was published in English in the original Russian journal. Rep
duced here with stylistic changes by the Translation Consultant.



LOW TEMPERATURE PHYSICS VOLUME 26, NUMBERS 9–10 SEPTEMBER–OCTOBER 2000
Properties of solid 3He inclusions embedded in a crystalline 4He matrix at ultralow
temperatures
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and A. Rybalko
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A study is made of the kinetic properties of the quantum systems formed in dilute solid mixtures
of 3He in 4He at ultralow temperatures as a result of the first-order phase transition known
as phase separation. The system is a crystalline matrix of almost pure4He in which small solid
inclusions of almost pure3He are embedded. Data on the inclusion growth kinetics, which
is governed by diffusion processes in the matrix, are obtained using precise pressure measurements
at constant volume. It is shown that impuriton quantum diffusion is the main process
causing the inclusion growth atT.100 mK. At lower temperatures a strong suppression of
quantum diffusion is discovered. This suppression can be associated with the elastic strains induced
by the large difference in molar volume between the matrix and inclusions. The magnetic
relaxation processes in such two-phase crystals are also investigated using a pulsed NMR
technique. The spin–lattice and spin–spin relaxation in the inclusions are found to be
practically independent of temperature. This can be described by exchange processes associated
with the 3He tunneling motion. The values of the relaxation times are in good agreement
with the corresponding times for pure bulk3He. In contrast with the case of pure solid3He, the
exchange plateau region extends down to lower temperatures. The nuclear magnetic
relaxation in the matrix can be described by the Torrey model, which is based on3He–4He
tunneling exchange. The concentration dependence of the relaxation times coincides with that
observed for homogeneous dilute mixtures of3He in 4He. © 2000 American Institute of
Physics.@S1063-777X~00!00409-6#
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1. INTRODUCTION

Helium isotopes and their solid mixtures are the m
typical examples of the not numerous but very interesting~in
their scientific aspect! class of substances called quantu
crystals~QCs!. The influence of the zero-point motions o
the atoms on the properties of QCs is a characteristic fea
of these objects which becomes decisive at rather low t
peratures.

The zero-point motions are manifested especially
pressively in the behavior of impurities and defects ins
QCs. As has been shown by Andreev and Lifshits,1 the point
defects in this case delocalize and turn into quasiparti
~QPs!, which can move inside the crystal almost freely. Th
gives rise to the quantum diffusion~QD! phenomenon,
which is characterized by a very unusual nature of the di
sive motion. The diffusion coefficient~DC! is either indepen-
dent of temperature, if the motion of the QPs is restricted
their mutual collisions, or even rises with cooling, if th
interaction with phonons plays the main role. Such regul
ties have been reliably established for3He impurities in hcp
4He crystals~see, for example, Ref. 2! using NMR measure-
ments of spin diffusion~SD!. The main parameters chara
terizing the QD of impurity QPs in this system were al
found.

However, a number of peculiarities of the diffusive m
tion could not be studied in the SD measurements. In p
ticular, the regularities of mutual mass diffusion realized
6491063-777X/2000/26(9–10)/4/$20.00
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the presence of a finite concentration gradient still rem
unclear. In this case, one would expect a significant cha
in the role of mutual QP collisions, which may be effectiv
only in proportion to theU-process probability. In ordinary
classic crystals the self-diffusion coefficient is usually me
sured using the radioactive isotope technique, which can
be implemented in solid helium. Nonetheless, its gene
idea~measurement of the penetration rate of an impurity i
a matrix! can be used even in this case. Using the known
values for solid helium, one can estimate the distance
which the impurity would penetrate for a reasonable durat
of the experiment. For a duration of several hours (;104 s)
this distance is about 1022 cm for mixtures with a3He
concentration of 1022– 1023, where the DC is
1029– 1028 cm2/s. Measurement of the impurity concentr
tion distribution in a helium crystal at such distances is
rather complicated problem. NMR tomography, for examp
allows one to measure only DCs.1027 cm2/s.3,4

From this point of view the study of another peculi
phenomenon in QCs, the so-called isotopic phase separa
at low temperatures, is very promising. As has been es
lished in experiment,5 homogeneous mixtures of the heliu
isotopes separate into two phases below 0.38 K. If the in
mixture is dilute enough, a system consisting of isotopic i
purity inclusions in a matrix of the other isotope is formed
T→0. Such a system is rather convenient for investigat
mass diffusion in helium crystals. Experiments6 have given
© 2000 American Institute of Physics
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an inclusion size of about 1024 cm at low temperatures
Therefore, the distance between inclusions at an initial c
centration of 1022 is about 1023 cm. A change in tempera
ture of the phase-separated mixtures causes a change i
equilibrium concentration in both the matrix and inclusio
formed, so it is accompanied by diffusive mass transfer
accordance with the estimate given above, the diffus
paths are such that characteristic times of variations in
concentration are about 102– 103 s, well acceptable for mea
surement. It should be noted that in this case one can d
mine in situ the DC of 4He, which cannot be measured b
the NMR method at all and on which reliable data are n
lacking.

The system under consideration is also interesting fr
the standpoint of clearing up another poorly known aspec
QD, namely the diffusive motion under conditions of
stressed state of the sample. The point is that a phase w
molar volume significantly different from that of the matr
appears upon phase separation. As a result, strains arise
the inclusions and may influence the diffusive mobility
QPs. The influence of strains on diffusion has not been
equately studied in the classic case. Besides, an additi
mechanism involving the energy level shift between nei
boring lattice sites appears in QCs. This leads to a decr
of the probability of tunneling, a breakdown of the cohere
motion of QPs, and a corresponding decrease of DC.

The quantum nature of helium crystals is clearly ma
fested in their magnetic properties, too. The large amplit
of the helium atom zero-point motion gives rise to a stro
exchange interaction, which causes a tunneling atom mo
and may change the magnetic relaxation processes.
problem has been investigated in detail only in monoph
crystals, namely solid3He and homogeneous3He–4He
mixtures.7–9 As to the above mentioned two-phase cryst
consisting of3He inclusions in a4He matrix, such investiga
tions have just started.6,10The matrix of almost pure4He may
significantly after the nuclear magnetic relaxation at ultral
temperatures. On the one hand, being chemically inac
and nonmagnetic, the matrix excludes the familiar w
mechanisms of relaxation. On the other hand, the transi
region between the hcp matrix and the bcc inclusions is s
posed to contain a great number of defects, which may
collectors for magnetic excitations of the Zeeman reservo7

We present experimental data both on the phase separ
kinetics of solid3He–4He mixtures and the correspondin
diffusion processes and on the magnetic properties of s
3He inclusions in4He matrix in a millikelvin temperature
region.

2. FORMATION KINETICS OF 3He–4He MIXTURE TWO-
PHASE CRYSTAL AND FEATURES OF 3He IMPURITY MASS
DIFFUSION

The phase separation kinetics of solid3He–4He mixtures
was studied by precise pressure measurements at a con
volume. The method is based on the excess molar volumeVE

emerging during the phase separation of the two-compo
mixtures, and for solid helium isotopes it is11

VE50.4x~12x!@cm3/mol#, ~1!

wherex is the concentration of the mixture.
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As the experiments were carried out at a constant v
ume, the phase transition produces a change in pressureDP,
which is proportional toVE and, for small concentrations, t
the change in the concentrationDx.

The cell is a flat cylinder 9 mm in diameter and 1.5 m
in height, described in detail in Ref. 12. Samples with
initial 3He concentrationx0 of '2.05% were grown using
the capillary blocking technique. The annealing of the cr
tals was carried out for a day at a temperature close to
melting curve. The sample temperature was cycled m
times in the two-phase region after annealing. As a resul
this procedure, the crystal quality was improved, namely,
phase separation time constant became reproducible an
crystal pressure decreased.13 The measurements were mad
in a temperature range of 50–300 mK for a molar volume
20.27 cm3/mol, corresponding to a pressure of 35.99 bar
the phase separation temperatureTps .

The phase separation was initiated by the step-by-s
cooling of the solid3He–4He mixture belowTps , followed
by a long temperature stabilization. The equilibrium press
in the crystal established by the exponential law

P~ t !5Pf2~Pf2Pi !exp~2t/t!, ~2!

wheret is the characteristic time governing the kinetics
phase separation after cooling byDT;Pi is the initial pres-
sure in the sample, andPf is the final equilibrium pressure
for the given temperature.

Figure 1 shows the time dependence of the relat
change in pressure on a logarithmic scale for each coo
step. According to~1!, the slope of the lines corresponds
the time constantt. As is clearly evident from Fig. 1, the
characteristic times of phase separation decrease with
perature~lines 1–4!, but they start to increase~lines 5–7!
below some temperature~'110 mK!. The time constantst
determined in such a way can be associated with the ef
tive diffusion coefficient, which provides a3He atom transfer
to the new phase inclusions. The average size of the3He
inclusions was measured most reliably by the confined
fusion NMR technique6 and is about 4.5mm.

The relation betweenDeff and t was found by solving
the corresponding diffusion problem.14 It is worthwhile to
compare the estimated values of the mass diffusion co

FIG. 1. The time dependence of the relative change in pressure for a sa
with a molar volume of 20.27 cm3/mol on a logarithmic scale. Solid lines
are fits to~2! for different final temperatures, mK: 151~1!; 136 ~2!; 121 ~3!;
105 ~4!; 96 ~5!; 80.3 ~6!; 61.6 ~7!.
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cient with the self-diffusion coefficient of impuritonsDs ,
measured earlier in NMR experiments for solid3He–4He
mixtures of the same concentration by the spin-ec
method.15 In Fig. 2 we present the ratio ofDeff /Ds as a func-
tion of temperature~concentration!. As the measurement
were carried out along the phase separation curve, a mu
conformity between temperature and concentration ta
place. One can see thatDeff and Ds practically coincide at
high temperatures. This means, that the quantum diffus
under such conditions is the main mechanism which p
vides the3He inclusion growth in the4He matrix. However,
as the temperature goes down,Deff becomes much less tha
Ds , and the difference is more than two orders of magnitu
at the lowest temperatures. As follows from Fig. 2, the i
puriton quantum diffusion from the matrix to the inclusio
is strongly suppressed in the low-temperature region.
most probable reason for this effect is the influence on
fusion of the elastic fields that appear in the matrix dur
nucleation and growth of new phase inclusions with a mo
volume much higher than that of the matrix. Under su
conditions the diffusion flux density can be written
follows:16

j 52
Dx

w S ¹x

x
1

¹U

kT D , ~3!

wherew is the atomic volume,¹x is the concentration gra
dient, and¹U is the potential gradient characterizing th
inhomogeneous stress field. A significant decrease of m
transfer may take place at low temperatures on the cond
that ¹x and ¹U have opposite directions and comparab
values. The elastic force gradient appearing during the s
3He inclusion growth in the4He matrix can strongly influ-
ence the QD, slowing it down through either the action o
direct force or an energy level shift of neighboring latti
sites.

Thus the3He mass transfer in the system formed duri
phase separation and consisting of3He inclusions in a solid

FIG. 2. The ratioDeff /Ds vs temperature~concentration! for a crystal with a
molar volume of 20.27 cm3/mol.
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4He matrix differs significantly from that in a homogeneo
mixture. Further experimental and theoretical work is need
to explain the facts described.

3. MAGNETIC RELAXATION IN A PHASE SEPARATED
DILUTE 3He–4He MIXTURE

Cylindrical samples of solid3He–4He mixtures, 4 mm in
diameter and 20 mm long, were grown from an initial ga
eous mixture containing 3.18%3He by the capillary blocking
method in an experimental cell17 cooled with a nuclear de
magnetization refrigerator. After annealing for a day near
melting temperature, the molar volume of the samples w
(20.360.05)cm3/mol. The 250 kHz pulsed NMR spectrom
eter was used to measure the spin-lattice (T1) and spin-spin
(T2) relaxation times and spin diffusion coefficientDs .

The difference between spin-lattice relaxation times
the matrix, with a low3He concentration,T1

d , and in the
concentrated dispersed phase,T1

c , made it possible to sepa
rate the NMR signals from the two phases after phase s
ration. Consequently, the spin-lattice and spin-spin rel
ation times were measured in both the matrix and inclusi
of concentrated3He.

The temperature dependences ofT1 andT2 are shown in
Fig. 3. The timesT1

c and T2
c for the concentrated phase in

clusions are seen to be practically independent of temp
ture. This allows us to propose that in this case the m
relaxation mechanism is connected with the Zeeman–tun
interaction. This is supported by the coincidence of our
perimentalT1

c value of 200 ms with the theoretical resul
given in Ref. 7. As in this experiment the Larmor frequen
is much less than the tunneling exchange frequencyvE ,
the timesT1 and T2 in solid 3He almost coincide in the
‘‘exchange plateau’’ region and are given as follows:7

~T1
c!21'~T2

c!21'
10

3 S p

2 D 1/2M2

vE
, ~4!

whereM2 is the second Van Vleck moment.
Besides, the values obtained forT1

c are equal to the
known values for bulk solid3He in the ‘‘exchange plateau’
region under the same conditions.7 The main difference is
that the exchange plateau for solid bulk3He exists at tem-

FIG. 3. Temperature dependence of the spin–lattice~j –T1
d , m –T1

c! and
spin–spin~h –T2

d , n –T2
c! relaxation times.
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peratures above 0.25 K, but at lower temperatures a s
increase ofT1 occurs. This increase is due to a weakening
the bond between the exchange reservoir and the lattice.
bond in bulk samples is provided by both vacancion a
impuriton relaxation mechanisms.7 Meanwhile, temperature
independence ofT1

c for the 3He inclusions in the4He matrix
obtains over the temperature region in question down to
mK.

The disagreement may be due to the small inclus
sizes and a considerable amount of4He in the inclusions, at
least nearTps . However, the mechanism that provides t
strong bond between the exchange reservoir and the la
under such conditions is unclear.

As is clearly evident from Fig. 3,T2
c is temperature in-

dependent in the region 50–200 mK and equals (0
60.02) s. The temperature independence ofT2

c and its coin-
cidence with both the experimental values7 of T2 for bulk
pure 3He and the calculations according to~4! allows us to
suppose that the spin-spin relaxation mechanism is de
mined by the3He–4He tunneling exchange frequency, ind
pendent of temperature. Nevertheless, theT2

c time tends to
decrease down to 0.15 s below;50 mK ~see Fig. 3!.

The decrease ofT2 is usually considered as being due
a reduction inDs .18 Our measurements show thatDs is (7
6231028)cm2/s in the inclusions down to 1.5 mK. Thi
value of Ds is close to that for pure bulk3He of the same
density.7

As expected, in the hcp matrix both the spin-spin rela
ation timeT2

d andT1
d depend on temperature in proportion

the 3He concentration change, which is determined by
phase separation diagram.

The concentration dependences ofT1 andT2 are shown
in Fig. 4 alongside the well-known experimental data
homogeneous solid3He–4He mixtures under the same co
ditions. All the experimental data can be explained solely
a dependence which conforms with the Torrey nuclear re
ation model.19 This implies that the main mechanism
spin–spin and spin–lattice relaxation is due to the3He–4He
tunneling exchange.

Thus all the data obtained in this study~T1 , T2 , andDs!
testify to the similarity of the properties of separated pha
and those of bulk solid helium. The reasons for the extend
of the T1 ‘‘exchange plateau’’ to ultralow temperatures a
the decrease inT2 at T,50 mK are unclear.

*E-mail: maidanov@ilt.kharkov.ua
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Observation of the high-resolution infrared absorption spectrum of CO 2 molecules
isolated in solid parahydrogen
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We report the observation of high-resolution~0.008 cm21! infrared absorption spectra of CO2

molecules isolated in solid parahydrogen (pH2) matrices atT52.4 to 4.8 K. Several
extremely sharp~0.01 to 0.04 cm21 full-width-at-half-maximum! absorption features appear in
the 2343.5 to 2345 cm21 region. We assign the three strongest peaks to thev3 mode of
isolated CO2 molecules. The spectra are consistent with trapping of the CO2 molecules in three
distinct double-substitutional sites in hcp and fcc regions of thepH2 solid. We offer
several hypotheses as to the origins of the numerous weaker absorption features. ©2000
American Institute of Physics.@S1063-777X~00!00509-0#
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1. INTRODUCTION

This manuscript is a status report on our continuing
fort to observe and analyze vibrational spectra of molecu
dopants isolated in cryogenic solid parahydrogen (pH2)
hosts. As detailed below, our investigation of the mic
scopic structures and dynamics underlying many of th
spectra is at a preliminary stage. Despite this, we believe
experimental observations themselves merit being repo
at this time. We hope that these new high-resolution data
stimulate interest in the rigorous testing of theoretical mod
of vibrational spectroscopy of impurities in condens
phases.

The suitability of solidpH2 as a host for high-resolution
(Dv/v;1026) vibrational spectroscopy was discovered
Oka and co-workers1–5 and was further investigated b
Shida, Momose, and co-workers6–10and by Winnewisser and
co-workers.11–14 The favorable properties of solidpH2

contributing to this phenomenon have been discussed
detail.2,3,9 Here we note simply that solidpH2 is very ‘‘for-
giving’’ of highly nonequilibrium sample preparation tech
niques such as direct gas-to-solid condensation. Struc
defects in such samples may be less numerous, and/or h
smaller influence on dopant vibrational spectra, than in ot
vapor deposited cryogenic van der Waals solids tradition
employed as hosts for matrix isolation spectroscopy~MIS!.

Our work on solidpH2 is supported by the U.S. Ai
Force’s High Energy Density Matter~HEDM! program;15

our project’s ultimate objective is to demonstrate practi
energy storage in cryogenic solids for use as advan
chemical rocket propellants. Thus our attention is focused
the problems of~a! trapping large concentrations of isolate
energetic dopants,~b! scaling-up sample quantities beyon
the thin films typically encountered in MIS studies,~c! rig-
orously characterizing the chemical identities, concen
tions, and trapping site structures of the incorporated e
getic species, and~d! evaluating the thermal and chemic
stabilities of these prototypical ‘‘cryosolid’’ propellants
6531063-777X/2000/26(9–10)/8/$20.00
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These last two tasks motivate our interest in the spectrosc
of dopants in solidpH2.

Our new ‘‘rapid vapor deposition’’ technique produce
easily doped, millimeters-thickpH2 solids of remarkable op-
tical clarity.16,17 The compatibility of this method with mos
MIS dopant trapping schemes enables the isolation in s
pH2 of a wide variety of previously inaccessible chemic
species. The excellent transparency of rapid vapor depos
samples is unusual forpH2 solids produced by vapor depo
sition onto a substrate-in-vacuum18 and enables their charac
terization by optical methods.

Our early work on doped cryogenic hydrogen solids e
ployed medium-resolution ultraviolet/visible and infrare
~IR! diagnostics.19–21 However, we recently added a high
resolution IR capability and were repaid by the observat
of very sharp ~;0.01 cm21 full-width-at-half-maximum,
FWHM! vibrational absorption features for dopants in rap
vapor deposited samples. Moreover, high-resolution IR sp
tra of several~presumably! simple molecular dopants in soli
pH2 exhibit amazingly rich structure. Not only are the vibr
tional transition energies often more precisely defined th
for the same dopants in rare gas solid~RGS! hosts, but such
spectra also typically include a larger number of distin
well-resolved features. The increased precision and comp
ity of these spectral measurements may require extraordi
efforts for their complete assignment, but the reward sho
be a deeper and more quantitative understanding of do
trapping site structures and vibrational dynamics in so
pH2 than has been achieved to date by MIS in RGS hos

We are in the process of surveying high-resolution
absorption spectra for a variety of dopants in solidpH2. A
substantial database of such spectra should help to deter
which physical effects dominate the vibrational spectrosco
of different classes of dopants in solidpH2. For example, the
spectra of CH4 /pH2 solids,6,7,9,10,22 a case in which the
spherical-top dopant fits easily into a single-substitutio
trapping site, accordingly show line spacings and inte
sity progressions commensurate with slightly hinder
rotors.6,22–27Structurally, the spectra demonstrate that in
© 2000 American Institute of Physics
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prepared rapid vapor depositedpH2 solids some of the CH4
molecules are initially trapped in face-centered cubic~fcc!
regions, and that these regions convert irreversibly to h
agonal close-packed~hcp! upon annealing.22 The polariza-
tion dependences of the CH4 /pH2 transitions further indicate
that annealing also results in improved alignment of the
crystallites’c-axis orientations with the deposition substra
surface normal.22 Dynamically, all the CH4 /pH2 spectra can
be rigorously assigned by considering the rotationa
vibrational dynamics of CH4 at the center of static externa
fields havingD3h ~Ref. 6! and Oh ~Ref. 22! symmetries.
Thus a satisfactory explanation of these transition ener
does not require consideration of constrained rotation
translational coupling~RTC! in a rigid trapping site28–31 or
of more general RTC interactions within a dynamic trapp
site structure.32–37 These lessons learned from the CH4 /pH2

studies provide an excellent starting point for the assignm
of our recently observed highly structured CO/pH2 spectra,38

another case in which the dopant molecule should fit rea
into a single substitutional vacancy.

In stark contrast, we find that spectra of many larg
species, such as lower symmetry polyatomic molecules,
hydrogen- or van der Waals-bonded clusters of smaller d
ant molecules, show no evidence of overall rotation. We
lieve end-over-end rotation is inhibited by strong anisotro
interactions within the lower symmetry multi-substitution
trapping sites required to accommodate such large spe
Thus, these larger species likely exist in the ‘‘librationa
limit, oscillating around certain equilibrium orientations in
stead of rotating as a unit.23 Yet, despite such strong dopant
host interactions, many of these larger dopant systems
hibit even sharper vibrational absorptions than tho
observed for smaller dopants trapped in highly symmetr
single substitutional sites! A satisfactory analysis of t
spectra of these larger librating systems must deal with
additional complication of simultaneously considering bo
inherent and trapping-site-induced spectral features.

Before attempting such analyses, we turn first to a s
pler model system of a linear triatomic molecule such as C2

in solid pH2. Our IR spectra of CO2 /pH2 samples show
complicated patterns of sharp lines which do not appea
match a rotational dynamics~vide infra!, and so may be
comparable in this respect to the larger dopants. Howe
the gas-phase vibrational transitions of CO2 are very well
known; thus, any peculiar features in spectra of CO2 /pH2

are immediately attributable to either dopant–dopant inte
tions or to interactions with thepH2 host. We think the
CO2 /pH2 system will prove to be an excellent arena f
evaluating the various elements of the RTC models in
limit of strongly hindered rotation.

In what follows we describe briefly our experiment
methods and present our preliminary high-resolution IR
sorption data for the CO2 /pH2 system. We will show that
the strongest absorption features are due to isolated2
molecules and not to (CO2)n clusters. We discuss thes
monomer spectra in terms of candidate trapping site st
tures, and the corresponding rotational vs librational dyna
ics of the trapped molecules. We will give a list of hypot
eses about the possible origins of the numerous we
absorption features but will attempt no quantitative appli
x-
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tion of crystal-field or RTC models at this time. We end th
manuscript with a summary, and list some of our immedi
plans for future experimental and theoretical work to test
proposed hypotheses.

2. EXPERIMENTAL

Our experimental apparatus and sample prepara
techniques have been described in detail before.16,17,21Doped
pH2 solids are prepared by rapid vapor deposition of p
cooledpH2 gas and room temperature CO2 gas onto a BaF2
substrate cooled toT'2 K in a liquid helium (lHe) bath
cryostat. We operate the ortho/para hydrogen converter a
K, yielding a flow of pre-cooledpH2 containing'0.01%
residual orthohydrogen (oH2! impurities.17 ThepH2 flow im-
pinges upon the substrate at a 45° angle; during a depos
the pressure of uncondensedpH2 gas remains below
;1024 Torr. The CO2 dopant is metered into the depositio
cryostat from a separate gas handling manifold; the dop
inlet is situated at an angle of 45° from the substrate surf
normal, at 90° to thepH2 source. Individual sample prepa
ration details are given below in the figure captions.

We record IR absorption spectra of our CO2 /pH2

samples across the 800 to 7800 cm21 range at a resolution o
0.008 cm21; the main optical axis is parallel to the substra
normal. The Fourier transform IR spectrometer~Bruker
IFS120HR! is equipped with a glowbar source, a KBr beam
splitter, and a liquid nitrogen cooled HgCdTe detector.
accommodate the IR diagnostic, the entire optical path
enclosed within a 0.5 m3 polycarbonate box purged with
constant flow of dry N2 gas.

3. RESULTS

Figure 1 shows thev3
12C16O2 region of absorption spec

tra from three different as-depositedpH2 solids containing
CO2 concentrations ranging from;0.01 ppm up to 1.2 ppm
The concentrations are estimated as described previou21

using a value of 550 km/mol for thev3 CO2 integrated ab-
sorption coefficient.39 The peaks labeleda, b, andg domi-
nate all three spectra, but show minor sample-to-sam
variations in relative intensities. Not shown are t
v3

13C16O2 and v3
16O12C18O regions of the spectrum de

picted in trace~1c!, in which similar features, also matrix
shifted by'25 cm21 from the gas-phase vibrational ban
origins,40,41 appear for each natural abundance isotopom
The observed peak positions and linewidths are summar
in Table I.

Figure 2 shows the effects of repeated temperature
cling on the v3

12C16O2 band of the 1.2 ppm CO2 /pH2

sample depicted in trace~1c!. The most pronounced chang
observed during the initial warming fromT52.4 to 4.8 K is
the strong irreversible decrease in the intensity of theg peak
at 2344.64 cm21; the same behavior is observed for the oth
CO2 isotopomers, as well. We also note the simultane
growth of thea8 peak at 2343.91 cm21, the weakening and
sharpening of thea line, the strengthening and broadening
the b peak, and the appearance of a'0.5 cm21 broad ab-
sorption lump near 2344.6 cm21. Trace~2c! shows that upon
re-cooling toT52.4 K thea anda8 peaks weaken, a newa9
line appears at 2343.98 cm21 together with other weake
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features in the 2343.6 to 2343.9 cm21 region, theb feature
strengthens and broadens further, and the 2344.6 cm21 lump
broadens and/or diminishes. Repeating the tempera
cycle, traces~2d! and ~2e!, shows the largely reversible na
ture of these changes. As reported in Table I, the broade
of the v3

12C16O2 b feature upon annealing is largely due
the appearance of a shoulder on the red side of the m
peak; thev3

16O12C18O b feature actually splits completel
into two sharp, well-resolved peaks separated by'0.02
cm21.

Figure 3 shows the 2345 to 2350 cm21 region of the
same spectra as depicted in Fig. 2. Several sharp new p
appear upon temperature cycling, most notably those n
2345.25, 2345.37, 2346.67, and 2347.25 cm21.

4. DISCUSSION

4.1. Isolation of CO 2 molecules

We assign thea, b, andg features to isolated CO2 mol-
ecules as opposed to (CO2)n clusters due to:~1! the extreme
dilutions of the samples,~2! the lack of any systematic con
centration dependence, and~3! the absence~for as-deposited
CO2 /pH2 solids! of any other absorption features outside
narrow'1 cm21 window. Assessing the validity of this las
point requires a brief review of the literature on (CO2)n clus-
ters.

FIG. 1. IR absorption spectra of three as-depositedpH2 solids atT52.4 K
containing different concentrations of natural isotopic abundance C2.
Trace~1a! is for a 13 ppm CO/pH2 sample containing;0.01 ppm CO2 as
an unintentional impurity; sample thickness is 2.7 mm. Trace~1b! is for an
8 ppm HCl/pH2 sample containing'0.04 ppm CO2 as an unintentional
impurity; sample thickness is 3.0 mm. Trace~1c! is for a 1.2 ppm CO2 /pH2

sample that is 1.4 mm thick. The inverted triangles at the top of the fig
indicate the positions of several gas phase ro-vibrational lines for thev3

mode of12C16O2 ~Ref. 40!. Trace~1a! has been rescaled by a multiplicativ
factor of 4; all the traces have been displaced vertically for ease of pre
tation.
re

ng

in

aks
ar

The gas-phase vibrational band origin for the localiz
asymmetric stretch mode of ‘‘slipped parallel’’ CO2 dimers
is observed42 to be shifted by11.63 cm21 relative to the
monomerv3

12C16O2 band origin at 2349.14 cm21; theoreti-
cal calculations43–45 predict shifts of between 0 and12
cm21, depending on the dimer geometry. The cyclicC3h

symmetry CO2 trimer band origin is shifted by12.58 cm21

~Ref. 46! and the noncyclicC2 symmetry CO2 trimer shows
two bands with origins shifted by25.85 cm21 and 13.58
cm21 ~Ref. 47!, all shifts again referenced to the gas-pha
monomerv3 band origin. Larger gas-phase (CO2)n clusters48

and ultrafine particles49 show broad absorptions across t
2340 to 2380 cm21 range. The absorption maximum in pur
crystalline, natural isotopic abundance solid CO2 occurs at
2344.8 cm21, but solid samples prepared by different met
ods can show absorptions anywhere between 2330 and
cm21 ~Refs. 50–53!.

Matrix isolation studies involving generalX–CO2 com-
plexes are far too numerous to list here exhaustively.54–56

The IR absorption spectrum of a 1 ppm CO2/N2 solid care-
fully prepared from the melt shows a single sharp line with
width of '0.007 cm21 at T511 K, which is assigned to
librating CO2 molecules isolated in single-substitution
sites.57 All other previously reportedv3 region spectra of
solely CO2 doped rare gas,58–62deuterium,63,64andpH2 ~Ref.
65! matrices show multiple absorption features spanning
to 10 cm21 range. These features are preparation-, conc
tration-, and annealing-dependent, and are assigned to2
molecules in multiple trapping sites, and/or to aggrega
(CO2)n species. Most directly relevant to this discussion a
the spectra of (CO2)n clusters in solidpH2, which show a
complicated pattern of peaks throughout the 2345 to 2
cm21 region.65

Finally, the absence of additional features in traces~1a!
and~1b!, for which the CO2 is actually an unintentional im-
purity in samples containing;10 ppm of other dopants, fur
ther supports the argument for negligible dopant aggrega
under the present sample preparation conditions. Not sh
are spectra from other experiments at higher HCl concen
tions whichdo show absorption features in the 2346 to 23
cm21 region attributable to (HCl)m(CO2)n complexes.66

These 2 to 5 cm21 blue shifts from the matrix isolated mono
mer absorptions are in line with the12 cm21 shift reported
in previous HCl/CO2/Ar studies.67,68 Thus, clustering during
deposition to form (CO2)n should be even less important fo
the more dilute 1.2 ppm CO2 sample depicted in trace~1c!.

We thus conclude with confidence that thea, b, andg
features are due to isolated CO2 molecules. The appearanc
of all detectable absorption features in as-deposited sam
within a narrow'1 cm21 region, especially traces~1c! and
~3a!, further suggests that even these weaker features
also be due to isolated CO2 molecules. The new weak fea
tures which appear only upon annealing, especially th
with significant shifts from the band center, may be due
(CO2)n clusters. We will discuss these possibilities further
the following sections.

4.2. CO2 molecule trapping site „s…

We attribute the appearance of~at least! three separate
absorption peaks for monomeric CO2 to trapping of CO2

e

n-
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TABLE I. Peak positions~cm21! and widths~FWHM, rounded to nearest 0.005 cm21!, and assignments for the main IR absorptions in CO2 /pH2.
The labelsa, b, andg refer to the three largest peaks observed in as-deposited samples; the labelsa8 anda9 refer to two additional strong features
that appear betweena andb upon temperature cycling. The ‘‘as-deposited’’ spectra are taken atT52.4 K, the ‘‘annealing’’ spectra atT54.8 K, and
the ‘‘annealed’’ spectra upon re-cooling toT52.4 K. The gas-phase vibrational band origins,v0 , are estimated from data in Ref. 40.

w-weak, signal/noise;1; n.o.—not observed, signal/noise,1;*—shoulder at 2344.372 cm21
.
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molecules in multiple trapping sites. Each distinct trapp
site by definition corresponds to a different time-averag
structure of dopant and host molecules and so, in princi
can generate a distinct pattern of gas-to-matrix spectral s
for the dopant vibrational transitions. For purposes of t
discussion, we can ascribe the formation of multiple trapp
sites during the highly nonequilibrium sample depositi
process to~1! imperfections in the underlying host cryst
structure, and/or~2! mismatches in the ‘‘sizes’’ of host an
guest molecules.

As mentioned in the Introduction, the microscopic stru
ture of our rapid vapor depositedpH2 solids is far from that
of the perfect, single hcp crystals that can be produced
slowly freezing liquidpH2 ~Ref. 69!. The hcp~...ABABAB...!
and fcc ~...ABCABCABC...! structures are only two of the
infinite number of densest close-packed structures that
be produced by stacking of close-packed~‘‘basal’’ ! planes.
Patterns with longer repeat units~polytypism!, non-periodic
structures such as twin and stacking faults, and even ran
stacked close-packed structures are also possible.70

Fortunately, the combination of IR and Raman spectr
copies of pure solidpH2 reveals the symmetries of the site
occupied by thepH2 molecules.71–74 We have not detected
any vacancy defects in as-deposited undopedpH2 solids, and
we have further shown that these samples are not am
phous; rather, they appear to the densest close-packed s
g
d
e,
fts
s
g

-

y

an

m

-

r-
lids

made up of separate hcp and fcc regions.16,22,74The introduc-
tion of up to;1000 ppm concentrations of dopants like CH4

and CO, which are nearly the same ‘‘size’’ as apH2 mol-
ecule in the van der Waals sense, does not significantly af
the pH2 structure. Thus, trapping of such dopants in sing
substitutional vacancies results in the formation of two d
tinct classes of trapping sites: ofD3h symmetry in hcp re-
gions, andOh symmetry in fcc regions. The experiment
CH4 /pH2 and CO2 /pH2 spectra are all consistent with th
relatively simple picture.22,38

However, if our spectroscopic diagnostics are only s
sitive to interactions with nearest neighborpH2 molecules,
then we would necessarily detectonly two pH2 environments
for anyarbitrary stacking pattern of basal planes, i.e., sites
layers (BI ) embedded in regions of local hcp stackin
(XABI AX, ‘‘hcp-like’’ !, or local fcc stacking~XABI CX,
‘‘fcc-like’’ !. Dopants substituted into hcp-like sites wou
experience external fields of very nearlyD3h symmetry,
while those in fcc-like sites would exist in nearly octahed
environments. Depending on the particulars of the dopa
pH2 interactions, the distinction between, for examp
‘‘hcp-like’’ and ‘‘true hcp’’ may be undetectable in a give
spectroscopic experiment.

In the case of CO2 as the dopant, the situation is furthe
complicated by the larger size of CO2 relative to thepH2

host. Figure 4 shows this size discrepancy in a se
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quantitative manner, with the CO2 molecule depicted in
single-, double-, and triple-substitutional vacancies in ba
planes of sphericalpH2 molecules. Overlap between molec
lar outlines indicates repulsive interactions, whereas in
vening space indicates attractive interactions.

The pH2 molecules are drawn as circles with diamete
representing the 3.8 Å nearest-neighbor separation in s
pH2 at lHe temperatures.69 We use the nearest-neighb
separation, instead of the minimum separation for
pH2–pH2 interaction potential, to include the effects
quantum zero-point motion on the structure of solidpH2,
which would be absent in a simple potential energy minim
zation. We were unable to find an angle-depend
CO2–pH2 interaction potential in the literature, so we r
sorted to a recently calculated CO2–He potential instead.75

Since the minima of the~spherically averaged! He–He,
H2–H2, and He–H2 potentials occur at separations of: 2.9
Å,76 3.4 Å,69 and 3.4 Å,77 respectively, we expect only mino
differences between the length scales of the CO2–pH2 and
CO2–He potentials. Subtracting the 1.9 Å effective radius
the pH2 molecules from the angle-dependent minimum
the CO2–He potential produces the outline of the CO2 mol-
ecule. The ‘‘dip’’ in towards the central C atom indicates t
presence of an attractive well, and correctly reflects the
perimentally determined T-shaped global minimum CO2–He
geometry.78

FIG. 2. Annealing behavior of the 1.2 ppm CO2 /pH2 sample described in
Fig. 1. Trace~2a! is an expanded view of the as-deposited spectrum p
sented above in trace~1c!. The temperature sequence is:~2a! T52.4 K, ~2b!
T54.8 K, ~2c! T52.4 K, ~2d! T54.8 K, and~2e! T52.4 K. The labelsa8
anda9 denote two new features that grow in during annealing.
al

r-

s
lid

e
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Judging from the drawings in Fig. 4, we consider it u
likely, but not impossible, for a CO2 molecule to occupy a
single-substitutional vacancy in solidpH2. A relaxed trap-
ping site structure would require considerable distortion
the surroundingpH2 molecules away from their original lat
tice positions, leading to numerous smaller repuls
pH2–pH2 interactions. On the other hand, the double-sub
tutional site readily accommodates a CO2 molecule, and the
triple-substitutional site appears perhaps overly spacious

We can most easily explain our observation of thr
main peaks in the spectra of as-deposited CO2 /pH2 solids by
trapping of CO2 molecules in three distinct double-subs
tutional vacancies. In each case the CO2 molecules should
exist as strongly hindered librators and not as rotors.
comparison with the recent CO2/N2 experiments,57 we would
expect a single sharp line as the main signature for e
trapping site. There is only one type of double-substitutio
site in an fcc solid, while there are two different ways
removing two adjacent host molecules in an hcp solid. Th
are designated ‘‘in-plane’’~ip! if both host molecules are
removed from the same basal plane, and ‘‘out-of-plan
~oop! otherwise.79

Based on their annealing behaviors, we assign the th
major lines to CO2 molecules trapped in double
substitutional sites as follows: thea line to the oop-hcp site,

FIG. 3. Continuation of the spectra presented in Fig. 2.

FIG. 4. Hypothetical trapping sites for CO2 molecules in solidpH2 based on
single-, double-, and triple-substitutional vacancies in close-packed pl
of pH2 molecules.
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theb line to the ip-hcp site, and theg line to the fcc site. The
virtual disappearance of theg line upon annealing matche
our previous experience with irreversible loss of fcc regio
during annealing. We attribute thea line decrease andb line
increase upon annealing to the improved alignment of
hcp crystallitec-axis directions with the substrate surfa
normal. Since our IR beam propagates parallel to this sa
direction, CO2 molecules oriented perpendicular to the s
face normal will exhibit better alignment of theirv3 mode
transition dipoles with the electric field of the IR beam.

We exclude trapping of CO2 molecules in triple-
substitutional sites because such molecules should exis
slightly hindered rotors. Since the rotational constant of C2

is only '0.4 cm21, several rotational levels would be pop
lated at the temperatures employed in these experiments
see no evidence in the spectra for the evenly spaced ab
tion lines expected for rotational transitions from such leve
We note that our results do not absolutely exclude the p
sibility of trapping of CO2 molecules in single-substitutiona
sites. In analogy to the argument made previously for
double-substitutional sites, one can conceive of two type
relaxed single-substitutional sites in hcppH2 which differ in
the orientation of the trapped CO2 molecule with respect to
the hcpc axis.

One final point of comparison is the absorption lin
widths expected for the single vs double-substitutional tr
ping sites. In the first case, both ends of the CO2 molecule
would experience strong repulsive interactions with
nearest-neighborpH2 molecules, suggesting the likelihood o
strong coupling between the CO2 v3 asymmetrical stretching
mode and thepH2 solid. For the double-substitutional sit
especially if the center of mass of the CO2 molecule is
strongly localized near the center of the trapping site,
ends of the CO2 molecule should experience much weak
attractive interactions with thosepH2 nearest neighbors
aligned with the molecular axis. In this case, we would e
pect very weak coupling of thev3 mode with thepH2 solid,
and correspondingly narrow absorption lines.

4.3. Weak absorption features

We turn finally to the origins of the numerous weak
absorption features in the CO2 /pH2 spectra. Ultimately, suc
cessful quantitative modeling of these features should y
the best insights into the CO2 trapping site structures an
librational dynamics, as well as the more general lessons
hope will help us interpret the spectra of larger non-rotat
dopant systems. At present, however, we can only offer
qualitative speculations in the form of a list of hypotheses
be examined in the future.

The same multiple trapping site argument used abov
explain thea, b, and g peaks can be extended to includ
some or all of the peaks observed in the 2343.5 to 2345 c21

region in as-deposited CO2 /pH2 samples. In place o
double-substitutional sites in hcp and fcc regions we sub
tute the concepts of hcp-like and fcc-like trapping sites d
cussed above. In contrast to the CH4 /pH2 case, for which we
found no such distinction, for CO2 /pH2 subtle differences in
final relaxed trapping site structures due to non-near
neighbor interactions might induce the;10% differences in
gas-to-matrix shifts required to account for these min
s

e

e
-

as

e
rp-
.
s-

e
of

-

e

e
r

-

ld

e
g
ur
o

to

ti-
-

t-

r

peaks. The irreversible changes observed upon annea
would thus correspond to the disappearance of some of t
metastable trapping site structures. The logical extreme
this model, in which each and every line corresponds to
absorption of CO2 molecules in a particular trapping site
raises the interesting notion of inhomogeneities as discr
countable entities; challenging the traditional ‘‘continuou
depiction of inhomogeneous broadening.

The extreme dilution of our samples weighs against
tributing the weak features in the 2343.5 to 2345 cm21 re-
gion to long-range interactions between CO2 molecules. Vi-
brational shifts due to resonant interactions between C2

molecules die off with increasing separation asR23 ~Ref.
46!; their absolute magnitudes fall below;0.1 cm21 for
separations greater than'20 Å. At a concentration of 1 ppm
in solid pH2, the number density of CO2 molecules is only
2.631016cm23; for a random distribution the mean separ
tion between closest CO2 molecules is'200 Å. Further-
more, denoting the distribution of separations between c
est CO2 molecules asf (R)dR, then from the peak value nea
R5200 Å,f (R) tends towards zero asR2 for decreasing
separations. Thus, very few of the CO2 molecules will be
close enough to communicate in this manner. An intrigu
mechanism in which dopants interact via the strain fie
they induce in the surrounding host lattice has been propo
to explain sharp features in IR absorption spectra of SF6/Ar
matrices.80 In fact, the spectra reported in that study bea
passing resemblance to our CO2 /pH2 spectra. However, we
find it difficult to accept that such a mechanism could op
ate over the;100 matrix host diameters intervening betwe
CO2 dopants in our 1 ppm samples.

The models proposed so far in this section cannot
plain the observedreversibletemperature-dependent chang
to the spectra. Several of the weaker features appear to o
nate from thermally populated initial states. On the oth
hand, thea9 line appears to originate from a very easi
thermally depopulated initial state; we estimate that
height of thea9 peak decreases'50-fold upon warming
from T52.4 to 4.8 K. Since the lowest-lying vibrational sta
of a gas-phase CO2 molecule is thev2 bending mode at 667
cm21, these thermally populated states must involve inter
tions with thepH2 solid, although we can as yet offer n
specifics as to the libration–translation dynamics involve

Another possibility is the aggregation ofoH2 impurities
around the CO2 molecules. Assuming complete equilibratio
in our ortho/para converter17 at T515 K, the residualoH2

concentration is'100 ppm. Actually, assuming natural iso
topic abundance, thepH2 solids should also contain'300
ppm HD molecules, but HD molecules are immobilized
the solid atlHe temperatures. On the other hand, theJ51
‘‘ortho’’ excitations are mobile by a process known a
‘‘quantum diffusion,’’ i.e., the conversion of adjacen
oH2–pH2 pairs intopH2–oH2 pairs.69,73,81,82Any J51 ex-
citation that diffuses into the vicinity of a trapped CO2 mol-
ecule would localize to form anoH2–CO2 pair bound to-
gether via the electric quadrupole–quadrupole~EQQ!
interaction. Based on previously published HD/oH2 /pH2

and D2 /oH2 /pH2 spectra,4,5 this same EQQ interaction
should be capable of producing complex features over a;1
cm21 region of the CO2 spectrum. In this picture, the revers
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ible temperature-dependent spectral changes could be a
uted to absorptions involving different ‘‘orientational’’ state
of the oH2 molecules, rather than the libration–translati
dynamics of the CO2 molecules.

Given the present data, we can only note in passing
the weak features in the 2345 to 2348 cm21 region ~Fig. 3!,
which grow in upon annealing, show blue shifts relative
thea andb peaks, consistent with clustering of a small fra
tion of the CO2 molecules to form CO2 dimers and trimers.

5. CONCLUSIONS AND FUTURE DIRECTIONS

We have reported high-resolution IR absorption spec
of CO2 molecules isolated in rapid vapor depositedpH2 sol-
ids. The absence of a regularly spaced progression of line
taken as evidence that the CO2 molecules cannot rotate, an
instead exist as strongly hindered librators. The three m
absorption features are assigned to CO2 molecules trapped in
double-substitutional sites in hcp and fcc regions of the
deposited solids. Numerous weaker spectral features rem
unexplained. Reversible temperature-dependent intens
demonstrate that some of these weaker transitions origi
from low-lying thermally populated states. Some of the 2
5 cm21 blue-shifted weak features observed upon annea
of the samples may be due to small (CO2)n clusters.

We are preparing to perform a new series of experime
on CO2 /pH2 samples, including the use of isotopically su
stituted CO2 molecules. Breaking the inversion symmetry
the CO2 molecule by trapping the16O12C18O isotopomer will
alter the nature of the allowed librational states. Trapp
gradually increasing concentrations of CO2 molecules should
permit the identification of spectral features due to dim
and larger clusters. Manipulating the residualoH2 concentra-
tion by varying the ortho/para converter temperature sho
clarify the importance ofoH2–CO2 clustering.

We expect that quantum simulation techniques will
very valuable in elucidating the trapping site structures a
librational dynamics of the CO2 /pH2 system, as demon
strated previously for O2 doped hydrogen solids.83–86

We thank the authors of Refs. 57 and 65 for advan
copies of their manuscripts. We thank the referee for po
ing out a serious error in our original discussion of the te
perature dependence of thea9 peak.
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Rovibrational transitions and nuclear spin conversion of methane in parahydrogen
crystals
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Solid parahydrogen is an excellent matrix for matrix-isolation spectroscopy because of its high
spectral resolution. Here we describe the rovibrational structure and nuclear spin
conversion of CH4 embedded in parahydrogen crystals studied by infrared absorption spectroscopy.
The vibration–rotation absorptions of CH4 exhibit time-dependent intensity changes at 4.8
K. These changes are interpreted to be a result of theI 51→I 52 nuclear spin conversion that
accompanies theJ51→J50 rotational relaxation. The half-lifetime of the upperJ51
rotational state is unchanged by the addition of up to 2% orthohydrogen molecules but decreases
with more than 10% orthohydrogen molecules. The increase of the decay rate at higher
orthohydrogen concentration indicates that the magnetic field gradient across CH4 due to the
orthohydrogen molecules mixes the nuclear spin states, which accelerates the conversion. ©2000
American Institute of Physics.@S1063-777X~00!00609-5#
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1. INTRODUCTION

Matrix isolation spectroscopy at cryogenic temperatu
has grown to be a methodology for a variety of applicatio
in the field of molecular spectroscopy. Its application to t
study of unstable molecules has piloted gas-ph
spectroscopy.1 Not only unstable but also stable molecules
cryogenic matrices have been the subject of studies for
derstanding physics and chemistry in the condensed pha2

In the early works by Lewis in the 1940s, organic m
lecular solids were used as the isolation matrices.3 Rare gas
matrices, which were introduced by Pimentel and
co-workers,4 have been widely used in recent studies beca
of their chemically inert property and weak perturbation
The interaction from the environment, however, is not sm
due to the proximity of surrounding atoms and molecul
which makes the spectral linewidths of matrix-isolated s
cies broader than those in the gas phase. The typical
width of vibrational transitions in rare gas matrices is on
order of 0.1–1 cm21. The spectra in the condensed pha
must contain much important information, such as interm
lecular interactions and hindered motion of molecules un
perturbation of the surrounding electrostatic potentials. U
fortunately, the broadening of the spectra wipes out mos
the fine spectral structures containing such information.

Recently, it was found that the spectra of molecules
parahydrogen crystals are surprisingly sharp, as was initi
noted by Oka and his co-workers.5–7 They studied parahy
drogen crystals using high-resolution infrared and Ram
spectroscopy and showed that not only the parahydroge
self but also isotopic impurities such as orthohydrogen
deuterated hydrogen in parahydrogen crystals exhibit sh
absorption features.8,9 The sharpest transition so far observ
is the absorption of deuterated hydrogen, whose width
only 4 MHz ~full width at half maximum, FWHM!.8 The
width is almost two orders of magnitude narrower than t
of Doppler-limited gas phase spectra.
6611063-777X/2000/26(9–10)/8/$20.00
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The sharp linewidth indicates that parahydrogen crys
are a promising medium for high-resolution matrix isolati
spectroscopy.7,10 Following the work of the group in Chi-
cago, the authors’ group in Kyoto11 and Fajardo’s group a
Edwards Air Force Base12,13 have independently initiated
high-resolution spectroscopic studies of atoms and molec
embedded in parahydrogen crystals. We showed that mo
the spectral widths of molecules in parahydrogen crystals
sharper than 0.01 cm21 at low temperatures.14 The spectral
resolution of 0.01 cm21 is high enough to discuss intermo
lecular interactions and molecular motions in the conden
phase in great detail.11

In a series of papers we have extensively stud
rotation–vibration transitions of methane molecules emb
ded in parahydrogen crystals by high-resolution infrared
sorption spectroscopy.14–19 The analysis of observed spect
reveals that the rotational energy levels of the methan
fully quantized, having the rotational quantum numberJ as a
good quantum number. Here, we again discuss methane
ecules in parahydrogen crystals, but we focus on the nuc
spin conversion of methane.

In the case of CH4, the four equivalent protons can b
coupled into three nuclear spin states,I 50, 1, and 2. The
Pauli principle requires that only certain nuclear spin wa
functions couple with any particular electron–vibration
rotation wave-functions.20,21 As a result, theJ50 rotational
state is associated with theI 52 nuclear spin quintet stat
and theJ51 state is theI 51 triplet state, while theJ52
state is coupled with both theI 51 triplet state and the
I 50 singlet state. Even if the temperature is lowered su
ciently, the equilibrium distribution cannot be achieved b
cause conversion among the different nuclear spin state
forbidden.22 Only weak nuclear spin–nuclear spin magne
interaction and spin–rotation interaction may cause the c
version among different nuclear spin states in the
phase.23–25 In condensed phases, evidence for the tripletI
© 2000 American Institute of Physics
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51)→quintet (I 52) transition in solid methane has been o
served by proton magnetic resonance spectroscopy.26–34The
transition of methane in solid argon and krypton has b
observed by infrared spectroscopy.35,36A conversion time of
about 100 min has been reported in these condensed ph
which is still a slow process compared with other rela
ations.

In a previous paper16 we briefly reported the fact that th
J51 rotational level is populated in spite of the null Bolt
mann factor at the observed temperature, and that the p
lation of theJ51 rotational level decreases with time, whic
can be attributed to a relaxation of rotational energy acco
panying a nuclear spin conversion. The present article
sents additional data and arguments to support the view
the existence of impurity orthohydrogen in parahydrog
crystal increases the conversion rate.

In Sec. 2 we briefly describe the properties of para
drogen crystals to demonstrate the usefulness of parahy
gen matrices for isolation spectroscopy. Experimental det
are given in Sec. 3. In Sec. 4, infrared absorption spectr
CH4 embedded in parahydrogen crystals and their analy
are briefly overviewed. Analysis and discussion on
nuclear spin conversion are given in Sec. 5.

2. PARAHYDROGEN MATRIX

There are two kinds of hydrogen molecules existing
nature: para- and orthohydrogen. The parahydrogen mol
ecule possesses a nuclear spin angular momentum ofI 50,
while for orthohydrogenI 51. Because the total wave func
tion of H2 has to be antisymmetric with respect to the p
mutation of hydrogen atoms, parahydrogen in its grou
electronic state is associated with the rotational states of e
quantum numbers, while orthohydrogen is associated w
odd numbers. Since the interconversion betweenI 50 and
I 51 nuclear spin states is very slow in the absence of
external magnetic field, the parahydrogen and orthohydro
can be considered to be different molecules under nor
conditions. Since the rotational constants of hydrogen m
ecules is as large as 60 cm21 ~Ref. 37!, the para- and ortho
hydrogen occupy rotational quantum numbers ofJ50 and
J51, respectively, at liquid He temperatures. Herein,
termspara- andorthohydrogenare used to signify hydroge
molecules withJ50 andJ51, respectively.

Since parahydrogen, with the rotational quantum num
J50, has no permanent electric moments of any order,
consider the molecule to be spherical, like rare gas ato
Due to the spherical nature of parahydrogen, the crysta
parahydrogen provides a homogeneous environment f
guest molecule. On the other hand, orthohydrogen, with
rotational quantum numberJ51, has a permanent quadru
pole moment.38 Thus the interaction influenced by orthoh
drogen is stronger than that by parahydrogen. From the s
troscopic point of view, the existence of orthohydrogen
the crystal causes additional broadening due to the qua
polar interaction.8 Therefore, it is desired that the concentr
tion of orthohydrogen be as low as possible. The concen
tion of orthohydrogen can be reduced to less than 0.05%
using an ortho–para converter11,13 operated at 13.8 K.

The crystal structure of pure parahydrogen is a comp
hexagonal close-packed~hcp!, as has been proved spectr
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scopically.6 The lattice constant of solid hydrogen~3.78 Å! is
considerably larger than that of Ne~3.16 Å!. The large lattice
constant of hydrogen results from large zero-point lattice
bration due to the small mass of H2. The large lattice con-
stant of parahydrogen provides more free space for a g
molecule as compared with other matrices.

The importance of parahydrogen as the matrix for inf
red spectroscopy was first proposed by Okaet al.7,10 and has
been proved by the authors’ group11,16 and Fajardo’s
group.12,13 Independently, Miyazakiet al. found that the
parahydrogen matrix is useful for ESR spectroscopy beca
parahydrogen does not have any magnetic moments w
cause a broadening of ESR linewidths.39

Visible and UV spectroscopy of atoms in solid hydrog
has been conducted by Fajardoet al. They have studied the
reactive dynamics of dopants in solid hydrogen with the
timate aim of finding high-performance rocket propellants40

Infrared studies of rovibrational transitions of molecul
isolated in parahydrogen crystals have been developed by
authors’ group and Fajardo’s group, independently. Te
niques for making parahydrogen crystals in two groups
different. In Kyoto, we made the crystals in an enclosed c
as is described in the next section.11,16 In the Edwards Air
Force Base research, Fajardo developed a technique to
transparent crystals on a cold surface in an open vacu
Due to the relatively high vapor pressure of H2 even at liquid
He temperatures,41 the standard deposition technique whi
is usually employed for isolation spectroscopy of rare g
matrices can not be applied straightforwardly. Fajardo fou
a condition for growing completely transparent crystals
millimeter thickness by controlling the deposition rate a
the temperature of the substrate.13 On the other hand, ou
enclosed cell technique allows us to grow crystals at a hig
temperature, which maintains the equilibrium between
and solid phases without encountering the problem of vap
ization of samples.

The two methods have their own advantages and dis
vantages. The advantage of growing the crystal in an
closed cell is that the crystal structure surrounding the gu
molecules becomes completely hcp.16 Therefore the fine
structure of the observed spectra in an enclosed cell ca
treated by a quantitative analysis of the molecular interac
and molecular motions in the condensed phase based on
principles. Crystals grown by Fajardo’s deposition techniq
are found to be a mixture of hcp and fcc structures.19 The
different environment surrounding embedded molecu
causes extra transitions, which makes the quantitative an
sis of the spectra more difficult. On the other hand, one
dope any molecules in solid hydrogen by the deposition te
nique, while a very limited number of molecules can be is
lated by our enclosed cell technique.

3. EXPERIMENTS

Parahydrogen crystals were grown in a cylindrical co
per cell with both ends enclosed by BaF2 windows with in-
dium gaskets. Pure parahydrogen gas containing less
0.05% orthohydrogen was obtained by passing high pu
~.99.9995%! normal hydrogen gas through an ortho–pa
converter at 14 K. A detail of the converter is given in
previous review article.11 About 10 ppm of methane wa
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mixed with the converted hydrogen gas at room temperat
Concentrations of orthohydrogen higher than 0.05% w
controlled by adding normal hydrogen to the converted pa
hydrogen gas. Then, the mixed gas was continuously in
duced into the copper cell installed under the cold surfac
a standard Dewar-type liquid He cryostat. The tempera
of the cell was kept at 8 K during the crystal growth, which
takes about 2 hours. The typical flow rate of the gas was
cm3/min. The crystal, which was completely transparent, w
grown from the copper wall toward the inside. The crys
thus grown is a completely hexagonal close-packed st
ture, as is proved by the stimulated Raman gain spectrosc
of the Q1(0) transition6 and infrared absorption of methan
in the crystal.16,19 The c axis of the crystal is along the di
rection of crystal growth.

Infrared absorption spectra were observed by a Fou
transform infrared~FTIR! spectrometer~Nicolet Magna 750!
with a resolution of 0.25 cm21. A globar source, KBr beam
splitter, and a liquid-N2-cooled HgCdTe~MCT! detector
were used for recordings. All the measurements were don
4.8 K.

In an experiment to determine the concentration dep
dence of orthohydrogen impurity on the conversion rate,
thohydrogen molecules were added to the premixed ga
concentrations of 0.05, 0.2, 2, 10, 20, 30, and 75% wh
maintaining the concentration of CH4. The conversion rate
was followed by observing the relative intensities of t
FTIR absorption of the lines arising from different nucle
spin states. Several spectra were recorded for each sa
intermittently at reasonably separated times. One record
took about 10 minutes. During the interval of the recordin
the globar source was turned off in order to avoid convers
due to photoexcitation by the globar light.

4. OBSERVED SPECTRA AND ROVIBRATIONAL ENERGY
LEVELS OF METHANE

Since the intermolecular distance of solid hydrogen
3.78 Å is significantly larger than the van der Waals diame
of methane at about 3.24 Å, methane molecules can ro
almost freely in para-hydrogen crystals.42 In previous papers
we have shown that the rotational quantum numberJ of the
methane is still a good quantum number in parahydro
crystals and that the effective rotational constant is only 1
smaller than that in free space.15,16,18

Figure 1 shows an FTIR spectrum of then3 band of
methane in a parahydrogen crystal. The orthohydrogen c
centration is 0.05%. The large splitting, of about 9 cm21, is
assigned to the rotational branches of methane; the tra
tions at around 3008 cm21 are assigned toP(1), those at
around 3017 cm21 to Q(1), those at around 3025 cm21 to
R(0), and those at higher than 3031 cm21 to R(1). The
small splittings of 0.5 cm21 appearing in each rotationa
branch are due to theM quantum number of methane, whic
is the projection of the rotational quantum numberJ along
the crystal axis. The splitting of theM-sublevels is caused b
the crystal field of solid parahydrogen.

All the transitions appearing in Fig. 1 can be quanti
tively interpreted by assuming that methane occupies a
stitutional site of the hcp crystal structure of solid hydroge
and the methane, havingTd symmetry, rotates freely unde
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the crystal field ofD3h symmetry. In this case, the first an
isotropic crystal field potential is found to be

V~V!5«3c

1

2
@D2,3

~3!~V!2D22,3
~3! ~V!

1D2,23
~3! ~V!2D22,23

~3! ~V!#

5«3c

A6

4
@22 cos 2x cosu cos 3w

1sin 2x~11cos2 u!sin 3w#sinu ~1!

whereV[(x,u,w) is the Euler angle of methane relative
the crystal axis, andDm,n

( l ) (V) is Wigner’s rotation matrix.43

The definition of the Euler angles and of Wigner’s rotati
matrix is the same as employed by Hougen.44 The symbol
«3c is a crystal-field parameter to be determined by analy
of the observed spectra. Equation~1! can be easily derived
with the use of the extended group theory.15,45

The interaction potentialV(V) in Eq. ~1! causes the
splittings of degenerateM-sublevels of the spherical rotor i
the free space. The rotational energy levels in the gro
vibrational state can be calculated as the eigenvalues of
matrix of HamiltonianH5B9J21V(V) whereJ is the rota-
tional angular momentum operator, andB9 is the rotational
constant of the ground state. The rotational levels in the
ply degenerate excited vibrational states can be obtaine
taking into account the Coriolis interaction in addition to t
rotational Hamiltonian. In a previous paper, we have de
mined molecular constants of methane and the crystal fi
parameter,«3c , by the least-squares fitting of the observ
transition wave numbers with the use of the crystal-field p
tential given in Eq.~1!.16 Refer to our previous papers for
complete analysis.15,16

It should be noted that all the observed absorption lin
can be assigned to the rotational branches, and thus the
called rotationless transition46,47 is absent in our spectrum
Rotationless transition have been observed in the cas
water isolated in rare gas matrices.46,47 Recently, it was ob-
served that H2O in solid parahydrogen also exhibits a rot
tionless transition.48 The presence of rotationless transitio
were interpreted as indicating that the molecules are firm
trapped in interstitial sites of the lattice. The absence of
rotationless transition in the case of methane in parahyd

FIG. 1. Infrared absorption spectrum of then3 transition of CH4 embedded
in a parahydrogen crystal. The orthohydrogen concentration is 0.05%.
spectral resolution is 0.25 cm21.
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gen crystals confirms that methane occupies a substituti
site of the crystal, but not any interstitial sites.

Figure 2 represents a time-dependent change of spe
structure for then3 transition ~spectra of crystals with the
ortho concentration of 0.05% and 10%, respectively!. The
solid line is the spectrum observed immediately after
growth of the crystal, while the dotted line is the spectru
observed 2 hours after crystal growth. It is clearly seen t
all the absorptions except those at around 3025 cm21 become
weak after a few hours, while the absorptions around 3
cm21 become strong.

In Table I the observed integrated intensities of theR(0)
andQ(1) transitions at various times are given for the cry
tals with orthohydrogen concentrations of 0.05, 0.2, 2.0,
20, 30, and 75%, respectively. Note that the time when
finished making the crystal was taken as the origin of ti
(t50) given in the second column. It is observed that
integrated intensity of theR(0) transition increases with
time, while that of theQ(1) transition decreases. The tim
dependent absorption changes are due to the nuclear
conversion of methane. In the next section we discuss
conversion in detail.

5. NUCLEAR SPIN CONVERSION

It is convenient to review the salient features of t
nuclear spin modification of the methane molecule. T
Pauli principle requires the total wave-function of molecu
to be antisymmetric with respect to the permutation of a
identical nuclei. It follows the fact that only certain nucle
spin wave function couples with any particular electro
vibration–rotation wave functions. The symmetry of the r

FIG. 2. Temporal behavior of then3 transition of CH4 in para-hydrogen
crystals with orthohydrogen concentration of 0.05%~a! and 10%~b!. The
solid line is the spectrum observed just after crystal growth. The dotted
is the spectrum observed 2 hours after crystal growth. The sharp spike
due to the absorption of moisture in the air.
al
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tational wave function of a CH4 molecule is connected to the
symmetry of the nuclear spin wave function by the requi
ment that the total wave function be antisymmetric with r

e
are

TABLE I. Time-dependent absorption intensities of CH4 in parahydrogen
crystals.

a The time when we finished making the crystals was taken as the origi
time (t50).

b Integrated intensity of allM-sublevels of each transition.
c The value ofI @R(0)#12.9I @Q(1)#, which is supposed to be a constan
irrespective of time after the crystal growth~see text!. The absolute value
of the sum varies depending on the concentration of CH4 in crystals.

d The mole fraction ofJ50 methane, defined in Eq.~2!.
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spect to the interchange of any two protons. It was fu
discussed by Wilson20 that the requirement is met if bot
rotation and spin wave functions belong to the same re
sentation in the pure rotational tetrahedral~T! point group.
The two I 50 states

1221/2@2uaabb&12ubbaa&2uabab&2ubaab&

2uabba&21baba&],

421/2@ uabab&1ubaba&2uabba&2ubaab&]

belong to the irreducible representationE, the nine I 51
states

421/2@ uaaab&2uaaba&1uabaa&2ubaaa&],

221/2@ uabab&2ubaba&],

421/2@ ubbba&2ubbab&1ubabb&2uabbb&],

421/2@ uaaab&2uaaba&2uabaa&1ubaaa&],

221/2@ uabba&2ubaab&],

421/2@ ubbba&2ubbab&2ubabb&1uabbb&],

421/2@ uaaab&1uaaba&2uabaa&2ubaaa&],

221/2@ uaabb&2ubbaa&],

421/2@ ubbba&1ubbab&2ubabb&2uabbb&]

belong to the irreducible representationF, and the fiveI
52 states

uaaaa&,

421/2@ uaaab&1uaaba&1uabaa&1ubaaa&],

621/2@ uaabb&1ubbaa&1uabab&1ubaba&

1ubaab&1uabba],

421/2@ ubbba&1ubbab&1ubabb&1uabbb&],

ubbbb&

belong to the irreducible representationA. Therefore, theJ
50 rotational state having theA representation inT is com-
bined with I 52 (A) spin states, theJ51 rotational states
having theF representation are combined withI 51 (F) spin
states, and theJ52 rotational states having theE and F
representations are combined withI 50 (E) and I 51 (F)
spin states, respectively.

The same coupling between rotation and nuclear s
wave functions is required also for a CH4 molecule in a
crystal, since the symmetry of space does not affect on
symmetry of the permutation of nuclei within a molecule.
Table II, the representation of the rotational wave funct
and the coupled nuclear spin state are listed forJ50, 1, and
2 levels of the ground vibrational state. The first, second,
third columns show the total rotational angular momentumJ,
the representation of the rotational wave function in the
tended groupG,15 and the total nuclear spin angular mome
tum I, respectively. TheJ50 rotational state is combine
with I 52 spin states, theJ51 rotational states are combine
with I 51 spin states, and theJ52 rotational states are com
bined with eitherI 50 or I 51 spin states. The fourth colum
shows the statistical weight of each level.20
e-

in

e

n

d

-
-

The fifth column of Table II shows the energies of th
ground vibrational state of CH4 in parahydrogen crystals
calculated using the previously determined parametersB
54.793 cm21 and«3c5225.8 cm21. Together with the sta-
tistical weight in the fourth column, the population of eac
state at any temperature can be calculated. The equilibr
distribution at 4.8 K with and without the nuclear spin co
version is given in the sixth and seventh columns of Table
Without the nuclear spin modification, the equilibrium Bol
zmann distribution of the ground rotational levels at 4.8
has to be 0.89, 0.08, and 0.03 for theJ50 level, J51, M
51 level, andJ51, M50 level, respectively. However, a
is seen in Fig. 1, the spectral intensity ofP(1), Q(1), and
R(1), all of which are transitions from theJ51 levels, are
apparently stronger than the intensity predicted from
equilibrium distribution given in the seventh column i
Table II. This indicates that there is an appreciable popu
tion of theJ51 levels just after the crystal growth, contrar
to the 4.8 K Boltzmann distribution. The non-Boltzmann di
tribution is due to the nuclear spin modification.

It should be noted that no absorption from theJ52 ro-
tational states was observed at any time, as is seen in Fi
although the lowest rotational state coupled with theI 50
nuclear spin state is theJ52 state. There has to be an ap
preciable population in theJ52 levels just after the cooling

TABLE II. Energies and Boltzmann distribution of the vibrational groun
state of CH4 in parahydrogen crystals.

a Representation of the rotational wave function in the extended gr

G58D3h8 ^ 8G248 ~See Ref. 15!.
b Calculated with the molecular parameters obtained in Ref. 15.
c Population of each rotational level at 4.8 K if the nuclear spin convers
is completely forbidden. The ratio of theA, F, andE nuclear spin states is
assumed to be 5:9:2 at room temperature.22

d Population of each rotational level at 4.8 K without the nuclear spin mo
fication.
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of the temperature of CH4, as is seen in Table II,22 but we
have never observed transitions from theJ52 levels. The
absence of theJ52 population may be explained by fa
relaxation from theJ52 levels toJ51. TheJ52 rotational
state is coupled not only with theI 50 nuclear spin state bu
also with theI 51 nuclear spin states. Due to the proximi
between theI 50 and I 51 in the J52 level, the nuclear
spin–rotation interaction could yield mixing between theI
50 and I 51 nuclear spin states, which results in the fa
relaxation from theJ52 to J51 rotational states. The relax
ation might be too fast to observe on our experimental ti
scale. In the following, we consider only the conversion fro
the J51 levels toJ50.

In order to discuss the nuclear spin conversion proc
quantitatively, we define the mole fraction of theJ50 state
as

c~ t !5@J50# t /~@J50# t1@J51# t! ~2!

where @J50# t represents the concentration ofJ50 mol-
ecules at timet. The mole fraction is related to the integrate
absorption intensities as

c~ t !5I @R~0!# t /~ I @R~0!# t1AI@Q~1!# t! ~3!

whereI @R(0)# t andI @Q(1)# t are the integrated intensities o
the R(0) andQ(1) transitions, respectively, andA is a con-
stant which is equal to the ratio of the transition probabilit
of R(0) andQ(1). Although we do not know the transitio
probability exactly, we can estimate it by the fact that t
sum of @J50# t1@J51# t , which is proportional to
I @R(0)# t1AI@Q(1)# t , should be constant at all times. W
found that the value ofA52.9 gives approximately constan
values ofI @R(0)# t1AI@Q(1)# t as is seen in the fifth column
of Table I. We therefore assume here that theR(0) transition
is 2.9 times stronger than theQ(1) transition for then3

mode of CH4 in parahydrogen crystals. With the assumpti
of A52.9, the mole fraction at any given time is obtained
shown in the last column of Table I.

The change of the mole fraction with time is plotted
Fig. 3 for different orthohydrogen concentrations. If we tre
the time-dependent change of the methane absorption sp
with first-order kinetics, the time dependence of the m
fraction c(t) may be written as

c~ t !5@c~0!2c~`!#exp~2kt!1c~`!, ~4!

where k is the sum of theJ51→J50 rate and theJ51
←J50 rate. In Fig. 3 the best-fit functions of the form
Eq. ~4! are also drawn for each concentration. Here the va
of c(`)50.89, given in Table II as the equilibrium distribu
tion, was assumed for the samples with low orthohydrog
concentration~<10%!. For higher orthohydrogen concentr
tion ~>10%!, we treated thec(`) as a parameter of th
fitting.49 The conversion ratek defined in Eq.~4! obtained
from the least-squares fitting method are plotted in Fig. 4
a function of the orthohydrogen concentration.

The first-order kinetics in Eq.~4! gives acceptable agree
ment with all the experimental time dependence, as is see
Fig. 3. This indicates that the simple first-order kinetics
appropriate for the nuclear spin conversion of methane
parahydrogen crystals.
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It is seen in Figs. 3 and 4 that the conversion rate
unchanged by the addition of up to 2% orthohydrogen
increases with more than 10% orthohydrogen. The fact
the conversion rate increases with increasing orthohydro
concentration indicates that the nuclear spin conversio
enhanced in the presence of orthohydrogen molecules. S
the orthohydrogen has a magnetic moment,38 the magnetic
field from the orthohydrogen enforces the forbidden spin
laxation fromI 51 to I 52.

In order to obtain a qualitative picture of the effect
orthohydrogen concentration on the spin conversion rate,
necessary to know the number and distances of orthohy
gen molecules from a methane molecule. Here we appr
mate the number of orthohydrogen molecules on the assu
tion of a homogeneous distribution of orthohydrogen a
methane molecules in the crystal. If we assume that the c

FIG. 4. Dependence of the conversion rate upon orthohydrogen conce
tion. To obtain the conversion rate, the first-order kinetics of Eq.~4! was
assumed.

FIG. 3. The time-dependent behavior ofJ50 methane molecules at variou
orthohydrogen concentrations. The solid lines are the theoretical curve
Eq. ~4!.
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tal is a hexagonal close-packed structure whose nea
neighbor distance is 3.783 Å, it is roughly obtained that
average distances between methane and orthohydrogen
ecules are 9.8 Å, 7.2 Å, and 6.2 Å for concentrations of 1
and 5%, respectively. On the other hand, one orthohydro
molecule always exists next to methane in the case of
and two or more orthohydrogen molecules exist next
methane for more than 16%.

The fact that the conversion rate is unchanged below
indicates that the magnetic field of orthohydrogen is o
effective when the orthohydrogen is next to methane. T
basic interaction which causes nuclear spin conversion is
intermolecular magnetic dipole–dipole interaction betwe
protons, which has been discussed by Wigner for the cas
gas phase H2 spin conversion,50 by Motizuki and Nagamiya
for H2 spin conversion in solid hydrogen51, and by Nijman
and Berlinsky for CH4 conversion in solid methane.52 The
distance dependence of the conversion rate in the conde
phase caused by the intermolecular magnetic dipole–di
interaction has been found to beR28 or higher.51,52 There-
fore, it is reasonable to consider that the conversion by
thohydrogen is applicable only for nearest neighbors in
case. Consequently, we can conclude that the increase o
conversion rate of above 10% orthohydrogen is caused
the magnetic dipole–dipole interaction between methane
the nearest-neighbor orthohydrogen molecule~s!, while the
conversion at lower concentrations is caused by other me
nisms.

The mechanisms of the conversion at lower orthohyd
gen concentrations are not yet clear. One possibility is
conversion caused by a strong paramagnetic impurity of2

molecules. Evidently, trace O2 could not be eliminated in ou
sample. We guess that the concentration of O2 molecules in
our crystal is 1028 or less. In order to clarify the role of O2
impurity, the oxygen concentration dependence of the c
version rate has to be observed. However, we would like
note that the observed conversion rate of 331023 min21 at
low orthohydrogen concentration is one-half of the conv
sion rate of CH4 in solid Ar matrix which is 6
31023 min21 ~Ref. 36!. The observed 631023 min21 rate
has been interpreted as due to the spin–spin interac
within the molecule.36 Therefore, we believe that the conve
sion rate of 331023 min21 in solid parahydrogen is likely to
be caused by mechanisms other than an impurity of O2 mol-
ecules.

The data presented in this article are still prelimina
Further experiments are indispensable for a quantitative
cussion on the mechanisms of the nuclear spin conversio
CH4. Since the rotational energy levels of methane in pa
hydrogen crystals are completely determined, we will be a
to discuss not only the basic mechanisms of the convers
but also more finer details such as rotationalM-sublevel de-
pendence of the conversion. Since the parahydrogen cr
has been characterized much better than any other cry
the observed nuclear spin conversion may play a prim
role for a deeper understanding of the nuclear spin con
sion processes in the condensed phase.

The research herein was supported in part by the Gra
in-Aid for Scientific Research of the Ministry of Educatio
Science, Culture, and Sports of Japan.
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A. V. Danilychev and V. A. Apkarian*

Department of Chemistry, University of California, Irvine, California 92697-2025

H. Kajihara, S. Tanaka, and S. Koda

Department of Chemical System Engineering, Faculty of Engineering, the University of Tokyo,
Hongo 7-3-1, Bunkyo-ku, Tokyo 113, Japan
~Submitted June 8, 2000!
Fiz. Nizk. Temp.26, 909–917~September–October 2000!

Atomic oxygen is photogenerated in solid D2 by 193 nm irradiation of samples initially doped
with molecular oxygen. The atoms are detected by laser-induced fluorescence at the
O(1S→1D) transition, which occurs at 559 nm, with a fluorescence lifetime of 230ms. The
absorption leading to this emission is indirect, attributed to O2(X):O(3P) pairs. Complementary
studies are carried in solid D2 co-doped with Xe and O2, in which, in addition to ionic
XeO centers, the atomic O(1S→1D) transition with a radiative lifetime of 50ms is observed.
The photogeneration of the atomic centers and the stability of the atomic and molecular
emissions are sensitive to sample preparation and thermal and irradiation histories. In annealed
solids at temperatures below 6.5 K the atomic emission does not bleach, implying that
the vertically prepared O(1D) atoms undergo intersystem crossing to form O(3P) rather than
react with D2. The barrier to insertion on the O(1D)1D2 potential energy surface in
solid D2 is explained as a many-body polarization effect. The recombination of O(3P) atoms
can be initiated thermally and can be monitored by their thermoluminescence at the
molecular O2(A8→X) transition. The thermal onset of recombination varies between 5.5 K and
9 K, depending on the sample preparation method. In all cases, the thermally induced
recombination is catastrophic, accompanied by thermal runaway, pressure burst, and material
loss. This is interpreted as an indication that the process is initiated by self-diffusion of
the host, consistent with the notion that atomic O centers stabilize the host lattice. ©2000
American Institute of Physics.@S1063-777X~00!00709-X#
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1. INTRODUCTION

Oxygen-doped solid hydrogen and its isotopes prov
an opportunity for the study of photophysics and -chemis
in quantum hosts. In addition to fundamental motivatio
solid hydrogen doped with atomic oxygen is a prototype o
mono-propellant, which, with optimized dopant concent
tion, could have a significantly enhanced specific impu
over the standard liquid oxygen/hydrogen mix presently u
as rocket fuel.1 The present study was motivated by the a
sence of the rudimentary data required to assess the pos
ity of this concept.2 Our experimental studies show the st
bility of atomic oxygen with respect to diffusion, and, mo
significantly, we uncover the non-reactivity of both groun
state and electronically excited atomic oxygen with the2
host. Reports of these findings have appeared as confer
proceedings3 and in a thesis.4 Here, we collect some of the
more important observations, which have served as the b
for theoretical analyses that have already been publishe5,6

The experimental plan is based on our prior studies
atomic and molecular oxygen in rare gas solids.7–9 The
in situ photogeneration of atomic oxygen, by ArF laser irr
diation of O2-doped solid hydrogen at 193 nm, is the pr
posed starting point. Note that, although this radiation p
vides an energy 1.3 eV in excess of the dissociation limi
the molecule, the strong cage effect in rare gas solids
vents dissociation of the molecule, and the recombin
6691063-777X/2000/26(9–10)/7/$20.00
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emission over the various electronic states that correlate
O(3P)1O(3P) is observed.10,11 Due to the light mass and
week forces in the hydrogen quantum solid, we would exp
significantly reduced stopping power of the host. Whether2

will undergo facile photodissociation under 193 nm irrad
tion in solid hydrogen is the first question of interest. Qu
clearly, in addition to the different kinematics of quantu
versus classical solids, now reactive channels for the for
tion of OH and H2O are open to the photodissociation of O2.
The laser induced fluorescence~LIF! probes used in our ex
periments give no evidence as to the presence of these
tive channels; we only detect molecular and atomic oxyg
and in both cases only a fraction of the population is d
tected. We have previously reported on the spectroscop
molecular O2 isolated in solid hydrogen and deuterium.12 We
rely on the orbitally forbiddenA8(3Du)2X(3Sg

2) transition,
known as the Herzberg III band,13 as the laser-induced fluo
rescence probe of the isolated molecules. This transi
gains its intensity by matrix-induced mixing between O2(A8)
and the nearby repulsive O2(3P) state. Based on the sym
metry requirements for the mixing, we have argued that o
molecules isolated in fcc sites and oriented along the@111#
axis of the unit cell are observable. Only a fraction of t
molecules are observable in solid D2, and none are detect
able in solid H2, although the presence of the isolated m
ecules could be verified there by thermal cycling of sol
© 2000 American Institute of Physics
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over-coated with a film of Xe. It was inferred that in solid H2

the guest O2 molecules are exclusively isolated in hcp site
This consideration is the main reason for carrying out
present studies in solid D2, in which metastable fcc sites ca
be produced via thermal cycling. In rare gas solids b
atomic and molecular oxygen can be monitored throu
fluorescence induced by laser irradiation at 193 nm. T
same applies in solid D2, although, as will be argued, thi
non-resonant probe is also limited to detection of spe
sites. Nevertheless, the availability of a method of monit
ing O atoms, via its O(1S→1D) emission, allows verification
of its photogeneration and permits drawing direct conc
sions with regard to chemical stability and thermally induc
recombination. As will be discussed, we find the concep
an atomic impurity diffusing through the solid lattice to b
misguided. The more surprising result is the absence
chemistry on the O(1D)1H2 potential energy surface, whic
in gas phase binary collisions would lead to formation
OH1H ~Ref. 14!, but in the presence of a third body shou
form H2O. According to the most refined potential ener
surfaces the gas phase reaction is barrier-free.15 To ensure
that the solid state observations of non-reactivity were no
peculiarity of the special sites probed, we carry out meas
ments in solid D2 co-doped with O2 and Xe, in which Xe acts
as a sensitive detector of atomic oxygen in its various e
tronic states.16 These studies more definitively confirm th
chemical stability of O(1D) in solid D2. This unexpected
result could not be rationalized in molecular dynamics c
culations using refined, non-additive, but covalent p
potentials.6 However, the more recent theoretical treatme
using the diatomics-in-molecules approach, which takes
account the ionicity of interactions, succeeds in providin
rationale for the many-body origin of the reaction barrier17

Here we provide the experimental data that has insp
these theoretical developments.

2. EXPERIMENTAL

We prepare the doped films by spray-deposition of p
mixed gaseous samples on an oxygen-free copper subs
mounted on the cryotip of a He flow-cryostat~see schematic
in Fig. 1!. The cryostat is contained in an all-stainless-ste
ultrahigh-vacuum shroud fitted with metal-sealed MgF2 and
sapphire windows. A silicon diode of60.05 K accuracy
~Lakeshore Cryotronics! mounted on the back of the copp
substrate, is used for temperature measurements. The sh
is evacuated with a turbomolecular pump to a base pres
below 1028 Torr at room temperature. The samples are
posited at temperatures ranging from 3.8 K to 5.5 K, w
film growth rates ranging from 1.6mm/min to 3.6mm/min.
The sample thickness is measured during deposition
monitoring interference fringes from a reflected He: Ne las
Typical film thicknesses vary from 50 to 100mm. The films
are transparent to the eye.

Emission from the sample is recorded using either
optical multichannel analyzer~Princeton Applied Researc
OMA3! equipped with a 0.25-m polychromator, or using
photomultiplier~Hamamatsu R-666! after dispersing the ra
diation through a 0.75-m monochromator~Spex!. A
digitizing/averaging scope~Tektronics 2430! is used to
record transients, which are then transferred to a pers
.
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computer for further data analysis. The same compute
also interfaced to the temperature sensor/controller and
time delay generator used to synchronize the lasers.

As excitation source, the doubled output of an excim
pumped dye laser and/or the direct output of an ArF la
operating at 193 nm is used. In many of the experiments
two lasers are synchronized to correlate resonantly indu
fluorescence from the molecules with the 193-nm-induc
chemistry and fluorescence of atomic and molecular oxyg

3. RESULTS

3.1. O2-doped solid D 2

The majority of experiments were performed in oxyge
doped solid deuterium samples with a gas mix composit
of 1:500. Excitation of O2 /D2 samples at 193 nm leads t
emission on both molecular O2(A83Du→X3Sg) and atomic
O(1S→1D) transitions, as shown in Fig. 2a. The fluore
cence lifetime of the molecular emission is 5.4ms, while that
of the atomic emission at 559 nm is 230ms ~measured at 4
K!. In addition to this LIF scheme, the photogeneration of
atoms can be verified through their thermoluminesce
~TL!. The thermally driven recombination of atoms, O(3P)
1O(3P), produces the sameA8→X spectrum, as shown in
Fig. 2b. The same emission spectrum is obtained thro
resonantA8←X excitation of the molecule, as previous
described in some detail.12 Note that the fluorescence yiel
of the resonant excitation depends on structural change
the solid, since it probes only a sub-ensemble of molecule
fcc sites. Also, the 193-nm-induced molecular emission
contingent upon cage-induced recombination of the ato
and is therefore not a direct probe of the molecular conc
tration. Further, the excitation resonance responsible for
193-nm-induced atomic emission is not clear. We can es
lish that the atomic emission arises from a broad structu
less absorption. This is illustrated in Fig. 3 and contras

FIG. 1. Experimental setup. The He flow cryostat is adapted for simu
neous monitoring of fluorescence induced by the 193 nm laser and
doubled dye laser from the same interrogation volume. The temperatu
the cryotip is monitored with a Si diode, the output of which is read out
the computer, along with the fluorescence and thermoluminescence
The He:Ne laser is used to monitor thickness of the growing film; otherw
the films are invisible to the eye.
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with the sharp molecular resonances in the same spe
range. A search for direct access of the emitting atomic st
via the forbidden1S←3P transition near 297 nm, failed
Thus, the 193 nm probe of the O atoms is also indirect a
as will be shown below, not a quantitative probe of the at
concentration in the solid.

FIG. 2. Laser induced fluorescence~a! and thermoluminescence~b! from O2

doped D2 solids irradiated at 193 nm. The atomic O(1S→1D) emission, at
559 nm, appears in the laser induced fluorescence spectrum in~a!.

FIG. 3. Excitation profile of the atomic O(1S→1D) emission. In the inset,
the excitation spectrum for the molecular O2(A8→X) emission is shown.
ral
e,

d,

To correlate the thermal and irradiation histories of t
atomic and molecular fluorescence, we simultaneously m
tor LIF from the 193 nm laser and the doubled dye laser. T
latter is tuned to the molecularA8(v858)←X(v950) reso-
nance at 249.33 nm, the lasers are delayed by 1 ms rela
to each other, and the fluorescence is gate-detected to d
guish the various contributions. Figures 4 and 5 illustr
typical histories in ‘‘quench’’-condensed samples, prepa
by slow deposition at 3.8 K, the lowest temperature of
cryostat. The data illustrate that:

a! In the freshly deposited samples, at 3.9 K, 193 n
irradiation does not cause a measurable change in eithe
resonantly induced O2 emission~Fig. 4!, or in the 193 nm
induced atomic and molecular emissions~Fig. 5!.

b! Upon warming the sample to 5.5 K with continue
irradiation, a sudden, tenfold growth in the 193-nm-induc
molecular and atomic emissions are observed. This is acc
panied by a sudden 90% loss of the resonantly induced
lecular emission. This sudden transition suggests gross s
tural change in the lattice. With continued irradiation, t
193-nm-induced emission decays in time, while the re
nantly induced emission does not recover. Clearly, the2

molecules probed by the two different lasers belong to t
different ensembles. The 193-nm-induced the emission
tensity remains constant decay is verified to be laser aid
by noting that when the irradiation is interrupted. The lev
to which the emission decays is temperature depend
When the temperature is lowered to 4 K, the emissions s
side to pre-warmup level.

c! The resonantly induced molecular emission does
respond when the warm-up cycle is repeated~Fig. 4!. The
193-nm-induced molecular emission repeats its beha
~Fig. 5b!, and the atomic emission does not fully regener
in subsequent cycles~Fig. 5a!.

d! Note the thermal runaway at 5.3 K, as evidenced
the temperature spikes in Fig. 5c. They repeat at the s

FIG. 4. Thermal and irradiation histories of molecular laser induced fl
rescence in a quench-condensed solid. The sample, 0.2% O2 in solid D2, was
deposited at 3.8 K. The temperature is varied during irradiation, and
history is indicated in~a!. The flat regions centered at 200 and 700 pulses
the 249 nm laser correspond to periods where the laser beams were blo
off.



te
re
s

y
to
h
m

in
a

te
ar
i

d

n
e

ed
d

ha
e

ul
y,

la
Th
cu
in
re

be
h

e of
be-
t 9

at

-
the
.
O

in
ds

-
nd
e
are
act
at
O

nce
the
-
ic

lly
ia-

th

e
f

672 Low Temp. Phys. 26 (9–10), September–October 2000 Danilychev et al.
temperature and are clearly independent of the atom con
of the solid. This behavior is consistent with the known
versible, hysteretic phase transition of quench-conden
solid deuterium.18 The initial 90% drop in the resonantl
induced molecular fluorescence can therefore be unders
as due to an fcc-to-hcp phase transition in crystallites. T
transition evidently generates sites in which the 193-n
induced O2 fluorescence is observed.

A substantively different behavior is observed
samples deposited at higher temperature, between 4.5 K
5.5 K. An example is shown in Fig. 6 for a sample deposi
at 5 K, annealed at 9 K, then slowly cooled to 4.4 K to st
the radiation process. A correlated growth of both atom
and molecular fluorescence is observed upon 193 nm irra
tion at 4.4 K. As the temperature is increased to 6 K with
continued irradiation, both atomic and molecular emissio
grow. As long as the temperature is held constant, th
emissions remain stable at this level.

In principle, glow curves obtained by a programm
temperature ramp should enable the characterization of
fusion and recombination kinetics of atoms. This method
previously been implemented successfully for atomic oxyg
in rare gas solids.8 We have failed to obtain any meaningf
glow curves in solid D2. The recombination occurs suddenl
leading to a flash that lasts only;10 ms. The flash is always
accompanied by a temperature and pressure surge, simi
the laser-induced fluorescence spikes shown in Fig. 5.
temperature at which the catastrophic recombination oc
depends on the gross sample morphology, determ
mainly by sample deposition conditions. In samples prepa
by slow deposition at 3.8 K, the recombination occurs
tween 5.5 K and 7.5 K. In samples deposited at somew

FIG. 5. Thermal and irradiation histories of 193-nm-induced atomic~a! and
molecular~b! fluorescence in the quench-condensed solid~0.2% O2 in solid
D2!. The thermal runaway spike is associated with gross change in
morphology due to phase transition of islands in the solid~c!.
nt
-
ed

od
e
-

nd
d
t
c
ia-

s
se

if-
s
n

r to
e
rs
ed
d
-
at

higher temperatures, 4.5 K–55 K, and at a deposition rat
;3 mm/min, the recombination occurs at a temperature
tween 7 K and 9 K. In samples which are pre-annealed a
K, then cooled to 4 K and irradiated, the TL is observed
temperatures as high as 11 K.

3.2. N2O-doped solid N 2 and neat solid O 2

Extensive 193 nm irradiation of N2O doped solid
N2~M/R51:1000) and neat solid O2 did not produce any
detectable emission from atomic O. Given the fact that N2O
dissociates readily in solid N2 ~Ref. 19!, the absence of 193
nm-induced O atom emission supports the notion that
atomic LIF observed in solid D2 arises from special centers
The absence of 193-nm-induced atomic emission in solid2

establishes that the observed emission in solid D2 is not from
clusters of O2.

3.3. Solid D 2 co-doped with O 2 and Xe

To avoid the uncertainty of LIF detection of O atoms
solid D2, we carried out a set of studies in ternary soli
prepared at a mole ratio of1:5:500O2:Xe:D2. After depos-
iting the samples at 5 K, the O2 excitation spectra were in
vestigated with the doubled dye laser. The excitation a
emission spectra of O2 are identical to those obtained in th
absence of Xe, indicating that only isolated molecules
interrogated in both cases. This is consistent with the f
that theA8→X emission is quenched by Xe. Excitation
193 nm immediately produced a bright emission from Xe
centers, as illustrated in Fig. 7. The molecular fluoresce
induced at 193 nm, which was the dominant feature in
O2 /D2 samples~see Fig. 2! is practically absent in the spec
trum of Fig. 7. The spectrum now consists entirely of atom
emissions. In the time-integrated spectrum, the O(1S→1D)
emission can clearly be identified. While the peak is virtua
unshifted at 559 nm, the effect of Xe is to reduce the rad
tive lifetime to 50ms ~230 ms in D2!. Thus, it may be more

e

FIG. 6. Thermal~a! and irradiation~b! history of an O2:D2 sample depos-
ited at 5 K and annealed at 9 K prior to irradiation. The data points are th
193-nm-induced fluorescence from O and O2 as a function of the number o
laser pulses.
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appropriate to assign this transition to XeO(21S→11S)
~Ref. 20!. In addition, a vibrational progression centered
530 nm and a broad band at 590 nm are observed. Bot
these emissions have lifetimes of (13065) ns. Accordingly,
they can be separated from the atomic emission by g
detection, as shown in Fig. 7b. With the help of the Xe–
potential energy curves illustrated in Fig. 8, the nature
these emissions can be identified with some confidenc21

Given that the vibrational progression and the band at
nm have the same lifetime, they are likely to originate fro

FIG. 7. Fluorescence spectrum obtained with 193 nm irradiation of solid2

co-doped with O2 and Xe~O2:Xe:D251:5:500!. The spectrum~a! is obtained
with time integration, the spectrum~b! is obtained with a 100 ns gate. Al
features in the spectrum~b! have the same lifetime of (13065) ns, while
the atomic oxygen emission~a! has a lifetime of 50ms.

FIG. 8. The gas phase XeO potentials and the required placement o
upper emitting state~dashed line! in the fluorescence spectrum of Fig. 7
Note that a double minimum is implied to arise from the mixing betwe
31S and 21S potentials.
t
of

ed

f
.
0

the same upper state. Given their short radiative lifetim
they can be confidently assigned to the Xe1O2→XeO
charge transfer transitions. Given that only the XeO(11S)
state, which correlates with O(1D)1Xe(1S0), is deep
enough to sustain the vibrational progression, the transi
can safely be assigned to Xe1O2(31S)→XeO(11S). This
would then suggest that the broad emission at 590 nm is
to Xe1O2(31S)→XeO(1P). In both cases the termina
state of the transition correlates with O(1D)1Xe(1S0). The
vibrational progression seen here is quite similar to that
served for XeO in solid Ar,22 and the numbering is simply
taken from there.

We monitored the 193-nm-induced fluorescence of
atomic centers as the samples were warmed up. The emis
stays nearly constant up to 12 K, and permanently decay
D2 starts to evaporate. These samples do not show signifi
TL, presumably because O2(A8) is quenched by Xe. All re-
combination must occur at Xe sites as the D2 evaporates.

4. DISCUSSION

4.1. The non-reactivity of O „

1D…

The interpretation of the experiments in O2 /Xe/D2 is the
most direct with regard to the chemical stability of atom
oxygen in its various electronic states in solid D2. The ob-
servation of the molecular resonant excitation immediat
after deposition establishes the presence of isolated m
ecules. Subsequent irradiation at 193 nm generates the O
XeO emissions without a trace of the molecular spectru
We may conclude that O2 can be photodissociated in soli
D2 by 193 nm irradiation. Despite the excess energy of
eV, the impulsively generated O(3P) atoms survive in the D2
host. The absence of any 193-nm-induced recombinant
lecular fluorescence is a good indication that the cage is
effective in solid D2.

The O atoms scavenged by Xe are interrogated via
XeO charge transfer transitions, which can be assigned w
some confidence. They invariably terminate on the O(1D)
1Xe potential energy surface. We can be sure that the O
pair is surrounded by D2, since in Xe clusters the XeO emis
sions occur at 740 and 370 nm.7 The fact that the XeO tran
sitions do not bleach with extended irradiation, establis
that the photogenerated O(1D) atoms do not react with the
host.

It would seem that the proximity of Xe atoms is suffi
cient to generate a barrier toward the O(1D)11D2 reaction.
This barrier cannot be due to the binding between O(1D) and
Xe, since, at least in the 559 nm transition, which is re
shifted from the gas phase value of 557.7 nm, the transi
must terminate on the flat part of the interaction potent
The perturbation that may be ascribed to Xe is the chang
transition dipole of the atomic1S→1D emission, evidenced
by the shortening of the radiative lifetime to 50ms. The
origin of this perturbation is well understood to be due to t
ionicity of the XeO(21S), which is derived by mixing with
the Xe1O2(31S) charge transfer state. Indeed, to rational
the observed emission spectra of the charge transfer st
we must conclude that due to solvation in the polariza
medium, the Xe1O2(31S) and XeO(21S) potentials are
strongly mixed. The situation is quite similar to that of Xe

he
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in solid Ar ~which has polarizability similar to that of H2!,
for which we had suggested the creation of a double m
mum due to the crossing of the solvated Xe1O2(31S) and
XeO(21S) potentials.7 This is shown schematically in Fig. 8
Note that the double minimum can arise by mixing betwe
the charge transfer and covalent state, rather than the cre
of an actual crossing which would require the lowering
the Xe1O2(31S) state by;1.5 eV.21 The fact that the ra-
diative lifetime of the transition is 130 ns is sufficient
identify the nature of the transition as that of charge trans
and therefore the upper state as Xe1O2. Why would this
prevent chemistry on the terminal O(1D)1D2 surface? We
surmise that the partial charge in Xed1Od2 prevents the for-
mation of the O–H bond, which can only proceed by dev
oping positive charge on the targeted hydrogen molecule
effect, the partial charge transfer on the Xe1O(1D) can be
thought to create a polarization barrier. This is the essenc
the theoretical analysis of O-doped solid H2 which we con-
sider next.17

Consider the O(1S→1D) transition in D2 in the absence
of Xe. Independent of the excitation channel, since this em
sion does not bleach, we have to conclude that atomic o
gen in all of its electronic states, and in particular in its1D
state, does not react with the host. This, at first, seem
odds with the well-established fact that the O(1D)1H2 sur-
face does not contain a reaction barrier. The diatomics
molecules~DIM ! calculations of Kunz, in which O~H2)n is
considered with the explicit inclusion of the ionic manifo
of states for the cluster, show the many-body nature of
barrier.17 The picture is as follows: The O(1D) – H2 interac-
tion gains its binding character due to its ionicity. When
the middle of an octahedral array of H2 molecules, the cen
tral O atom can mix with the charge transfer states of
neighbors. The insertion coordinate, however, requires
localization of charge on one hydrogen molecule to reach
ionicity of the O–H bond in itsH–O–Htransition state. The
barrier arises as the energy of localization of the excited s
charge density, from the 12 nearest neighbors to one m
ecule. The charge distribution in the excited state is mirro
by the polarization on the1D surface. In effect, the polariza
tion barrier centers the O atom in the cubic site and preve
the reaction. In the absence of the many, there is no bar
To our knowledge, this is the most direct demonstration o
many-body-potential control of chemical dynamics.

4.2. Nonresonant excitation mechanism: O 2„X…:O„

3P…

centers

Although 193-nm-excitation is used to follow both
and O2 in solid D2, the mechanism of this excitation is ind
rect, preventing quantitative determinations of impurity co
centrations and photodissociation yields. The excitat
spectrum in Fig. 3 indicates that the atoms are acces
through a broad band that cannot be ascribed to the isol
atom but rather to an M–O adduct, similar to the cha
transfer states of Xe–O. Similarly, the observation that
193-nm-induced molecular emission grows with irradiati
time, as seen in Fig. 6, clearly indicates that we are
simply interrogating the molecular concentration. The clo
correlation of the thermal and irradiation histories of 19
nm-induced O and O2 emissions suggests a common orig
i-
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The most consistent assignment that can be offered is
the absorption is due O2(X):O(3P) pairs, distinct from
ozone. Since both O and O2 are present in the sample, O3 can
be formed. However, the excitation wavelengths used,
nm-255 nm, do not have the requisite energy to prod
O(1S) from the ground state of ozone, and cannot theref
explain the LIF signal over the O(1S→1D) transition. The
main dissociation channel of ozone in this excitation rang
the production of O(1D).19 As in the case of N2O and O3

isolated in rare gas solids, we expect that ozone would
dergo facile photodissociation in solid D2. Even though the
magnitude is difficult to obtain with confidence,ab initio
calculations invariably show an angle dependent poten
barrier to formation of O3 from O2(X):O(3P).23,24 A con-
tinuous excitation spectrum, starting near 250 nm, can t
be ascribed to absorption over the dense manifold of in
molecular O22O potentials, from which branching to
O21O(1S) and to O2(A8)1O is to be expected.

The above consideration complicates the interpreta
of the 193-nm-driven photodissociation yields of O2 in solid
D2. The samples containing Xe indicate facile dissociati
accompanied by migration of O atoms to reach the Xe si
In the absence of Xe we cannot establish photodissocia
probabilities or, equivalently, the caging efficiency of th
host, since the observed atomic and molecular densities
entirely be attributed to special centers. Indeed, in sam
where LIF from the atomic centers is nearly absent, a str
thermoluminescence is observed upon warm-up, indica
that only a fraction of the O atoms are spectroscopica
detected. Nevertheless, it is clear that chemistry, namely
mation of H2O, is not a significant channel in the dissoci
tive excitation of O2.

4.3. Thermally induced recombination

The thermally induced recombination of oxygen atom
in solid D2 differs fundamentally from what is observed
the classical rare gas solids. There, it is always possibl
ramp up the temperature at a rate at which the glow cu
can be measured, to extract the diffusion kinetics of impu
ties in the solid. This is not possible in the solid hydroge
Instead of a glow curve, we obtain a sudden flash, accom
nied by an uncontrollable thermal runaway and press
surge. In effect, the host diffuses around the impurities. T
theoretical analysis of O-doped solid hydrogens gives a u
ful perspective.6 Due to the deeper guest–host potential, h
drogen molecules are significantly more localized near
impurity site. In fact, a linear increase in the density of t
solid is predicted as a function of concentration of O atom
In effect, the O atoms are coated with a layer of hydrog
which is less mobile than the bulk. It would therefore
difficult to imagine the coated impurity diffusing while th
host retains its integrity as a solid. The experimental obs
vation is rationalized as the fusion of O centers in a so
undergoing gross structural change due to self-diffusion
the host, with the recombination energy of the guests serv
as positive feedback for the thermal runaway.
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5. CONCLUSIONS

Atomic oxygen can be photogeneratedin situ in solid D2

by photodissociation of molecular oxygen. The atomic c
ters in such a solid are stable, both chemically and ph
cally. The non-reactivity of O(1D) with the host is particu-
larly striking, and rationalized to result from a polarizatio
barrier of strictly many-body origin.17 In pre-annealed
samples, the atomically doped solids have been shown t
stable up toT511 K. Indeed, in earlier simulations it ha
been argued that atomic oxygen stabilizes the host lattice
increases its density.6 This is indirectly verified in the
present, study by recognizing that O atoms recombine o
after the host loses its integrity as a solid. Thus this exp
atory study seems to resolve some of the more rudimen
issues with regard to the consideration of oxygen-do
solid hydrogen as a propellant. In this regard, the exp
ments do not provide a reliable estimate of the concentra
of atomic centers or the achievable doping levels, consid
ations crucial to assess specific impulse.

The spectroscopy, photodynamics, and photophysic
impurities in solid hydrogens raise many fascinating qu
tions. A more quantitative study of the very system we ha
described, for example by combining IR and visible me
ods, would be quite useful. The present studies remain qu
tative with regard to several important questions. With
gard to the caging ability of the solid, based on the O2:Xe:D2

experiments, we believe it to be small. Based on the ther
and irradiation histories of fluorescence we have postula
the presence of O2(X):O(3P) pairs that do not form ozone
Infrared studies could nicely resolve this issue. More gen
ally, solid hydrogen could be used as an ideal nonperturb
medium of weak forces to investigate intermolecular pot
tial energy surfaces.25 Finally, in the present study the effec
of ortho- and parahydrogen have been completely neglec
They need not be invoked to explain any of the observatio
and it is believed that due to the paramagnetic nature of
impurities, at the concentrations of impurities used, the s
host is entirely in the ground spin state.
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Structure characteristics of methane-doped solid normal hydrogen
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Structure studies of the quantum crystal of solid normal hydrogen doped with methane and
deuteromethane are carried out by powder x-ray diffraction within the temperature range 5 to
12 K. The concentration of the dopants in the gas mixtures used for sample preparation
by quench condensing is varied from 0.5% to 5%. It is established that the equilibrium solubility
of both methanes is substantially below the lower fraction indicated. The abnormally high
apparent extra volumes per impurity may be ascribed to van der Waals complexes formed
around isolated dopant particles. ©2000 American Institute of Physics.
@S1063-777X~00!00809-4#
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INTRODUCTION

Recently, solid hydrogen with the lowest possible co
centration of the orthomodification has been suggested1 as a
promising material for matrix isolation. Optical spectra
molecules embedded in solid hydrogen allow investigat
of rather intimate quantum-crystal effects in the dynamics
these matrix-isolated molecules. There is also another in
esting aspect, namely, the possibility of looking into so
properties of the hydrogen matrix itself, in particular, into t
response of the nearest-neighbor environment to the in
duction of a single molecular impurity. Additional interest
these solid-state issues comes from the fact that solid hy
gen is a quantum crystal, and all the solid-state renormal
tions should take account of this circumstance. The rec
work of Momose and co-workers2–4 on the infrared spectra
of the methanes CH4 and CD4, matrix isolated in parahydro
gen, provides a good basis for a detailed study of the ab
effects. In particular, they fitted their spectra within the rig
lattice approach and extracted the values of the crystal fi
parameters and the renormalized rotational constants.
complete understanding of the effects observed, a few is
still need theoretical consideration and comparison with
relevant experiment. First, quantum-crystal renormalizat
of the parameters~and, possibly, of the form! of the noncen-
tral interaction potential of the methane molecule with
matrix environment. Second, calculation of the displa
ments of nearest neighbors within Nosanow’s5 or more
advanced6,7 approaches. These displacements are impor
for the evaluation of the crystal field parameters, also to
renormalized in a quasistatic approximation for a soft latti
which constitutes the third issue. Such evaluations, kno
for classical systems,8 require reconsideration for the case
quantum crystals. Finally, one more problem is the eval
tion of the dynamic renormalization of the rotational co
stant of a single matrix-isolated methane molecule. For
classical case such a procedure is known.9 The difficulty of
this program is aggravated by the fact that good energy
faces for the interaction between CH4 and H2 are at presen
unavailable.

It is obvious that, however precise, the optical data g
6761063-777X/2000/26(9–10)/4/$20.00
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information on the rotational spectrum of the matrix-isolat
molecule but do not tell directly about the actual geometry
the relaxed lattice around the impurity, which can be inferr
from the known or assumed potentials. In this respect, st
ture studies, in which some independent conclusions ab
the response of the surrounding lattice can be drawn direc
may be treated as complementary to optical measureme
This was our main motivation of the work reported here.

An additional motivation of this structure study was
see whether the methane molecule in solid hydrogen exh
the effect of abnormal excess volume, which is well obse
able, for example, in the Ne–H2 system10,11 and cannot be
observed in some other dilute hydrogen-based solid m
tures.12 The strong effect of even weak doping with neo
was attributed to the formation of van der Waals comple
Ne~H2)n . From optical and x-ray studies at high pressu
and room temperature13 it follows that then-H2–CH4 system
exhibits numerous stoichiometric compositions in the so
We thought that some related effects might be felt at l
temperatures in molar volumes as a function of the impu
concentration.

EXPERIMENTAL

Experiments were carried out on a DRON-3M powd
x-ray diffractometer equipped with a liquid helium cryosta
The diffractometer control and the data collection and p
cessing were automated. The samples were prepared
quench condensing gas mixtures of known composition o
flat copper substrate at a temperature close to 5 K. Norma
we obtained polycrystalline samples about 0.1 mm thick w
grain sizes 102421025 mm. Condensation of every batc
resulted in a heating of the substrate by 3 to 4 K. The pu
of the gases used for sample preparation were: normal
drogen 99.999%, methane and deuteromethane 99.99%.
error in the impurity concentration measured by means of
P–V–T method did not exceed 5% of the rated impur
fraction. The concentration ranges studied are 0.5% to
for CH4 and 1% to 5% for CD4. The temperature ranges a
from 5 K to the melting points of the hydrogen matrice
© 2000 American Institute of Physics
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FIG. 1. X-ray powder diffraction patterns fromn-H210.5%CH4 solid mixtures at the temperatures indicated. The most intense methane line~cubic 111! is
well discernible. The arrows indicate Bragg reflections. Traces are shifted vertically to avoid overcrowding. The intensity counts are in arbitraryunits but
which are the same for all traces.
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Temperature stabilization and measurement were perfor
to within 60.05 K. The lattice parameters were determin
to within 60.02%.

RESULTS AND DISCUSSION

Typical diffraction patterns for the region of smaller di
fraction angles, where the most intense reflections from
solid mixturesn-H210.5%CH4 andn-H211%CD4 were ob-
served, are reproduced in Figs. 1 and 2. Both plots incl
patterns from as-prepared samples at 5 K and from the same
samples warmed up to and kept for 30 minutes at 12
Figure 2 also shows a diffraction pattern taken after
cooldown to 5 K following the above annealing. The patter
from both systems exhibit a very strong~002! texture with
the hexagonal close-packed layers ofn-H2 being predomi-
nantly parallel to the substrate plane. The presence of m
ane impurities serves as a factor that stabilizes the tex
obtained during quenching. The texture did not undergo
ticeable changes when the crystals were warmed up to
melting temperatures and subsequently cooled down~see
Fig. 2!. Similar textures were observed previously when p
n-H2 or p-H2 samples were also quench condensed on c
substrates at liquid helium temperature.14,15But unlike doped
crystals, warming up polycrystalline pure hydrogen samp
to a few tenths of a kelvin belowTm usually resulted in an
enhanced texture, viz., presumably due to recrystallizat
the crystals exhibited single-crystal features: the reflec
~002! grew in intensity by orders of magnitude, and the oth
lines disappeared. Subsequent cooldown did not change
patterns obtained at higher temperatures.
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Even for methane and deuteromethane fractions ab
1% and lower, the diffraction patterns display the bright
~111! line of the respective fcc lattices of both CH4 and CD4

~see Figs. 1 and 2!; this line grew in intensity as the dopan
fraction was increased.

Heating of the samples entailed a noticeable shift of
visible reflections to smaller diffraction angles, which
caused by thermal expansion. When subsequently co
down back to 5 K the positions of the lines were restore
~see Fig. 2! completely, as inferred from the calculated la
tice parameters before and after warmup. It should be a
added that the linewidths did not change after thermocycli
Such behavior implies that the methane molecules have
been redistributed during the procedure.

Owing to the considerable molar volume difference b
tween then-H2 matrix ~22.83 cm3/mol!14 and CH4 ~30.27
cm3/mol!16 or CD4 ~29.37 cm3/mol!,17 formation of the solid
mixtures should be accompanied by substantial lattice dis
tions around the impurities, which in turn must entail broad
and weaker diffraction lines. In our experiments the refle
tions belonging to the matrix are narrow~0.2° to 0.4°!, com-
parable with those in pure normal hydrogen. This findin
together with the fact that we see reflections from a metha
rich phase, gives us grounds to conclude that the equilibr
solubility of the methanes in solid hydrogen is extreme
low.

The molar volumes of the normal hydrogen matr
doped with the light and heavy methane isotopes are plo
in Figs. 3a and 3b. One can see that within the entire c
centration range studied, starting with fractions as low
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FIG. 2. X-ray powder diffraction patterns fromn-H211%CD4 solid mixtures at the temperatures indicated. The pattern with the thick downward arrow
the same sample cooled down to 5 K after a warmup to 12 K. Other notations are as in Fig. 1.
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0.5% of CH4 and 1% of CD4, the molar volume of the matrix
is virtually concentration independent. A similar indepe
dence holds for higher temperatures, 1 or 2 K below the
melting point ofn-H2. This result is in line with the conclu
sion formulated above that the equilibrium solubility
methane molecules in hydrogen is very low, at a level of f
tens of ppm.

Notwithstanding the low solubility, the effect of this mo
lecular impurity on the lattice parameters of the matrix
abnormally strong, just as in the case of neon. Introduc
of a small amount of methane results in an increase of
molar volume of the matrix by 1.3%. If these solid solutio
were ideal, the dissolution of 1% methane would have
creased the volume of the matrix by 0.3%~for deuterometh-
ane the figure is 0.28%!. If we assume that half of the dopan
-

n
e

-

is in dispersed form, we would obtain for the reduced ex
volume per impurity,@V(x)2V0#/(xV0), a very large value
of around 5.261.8. We think that the effect observed in th
normal hydrogen matrix might be, at least in part, due to v
der Waals complexes formed around the methane impuri
as has been assumed for the presumably similar effec
neon-doped normal hydrogen.8

We note that the introduction of methane molecules i
the hydrogen lattice entails an effect on the measured m
volume of the matrix, which is comparable to that due
thermal expansion over the entire range of existence of
solid phase (DV/V51.4%)16 or due to conversion (DV/V
51.04%).17 This must lead to noticeable changes in t
thermodynamic and structural characteristics of hydroge
methane alloys. As to the latter, we found that the admixt
purity
FIG. 3. The molar volumes ofn-H2–CH4 ~a! andn-H2–CD4 ~b! alloys versus the methane concentration as calculated form the patterns at 5 K. The im
concentrations correspond to their content in the gas mixtures from which the polycrystal samples were prepared.
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of methane leads not only to larger molar volumes but te
to change thec/a ratio closer to its ideal value of 1.633. A
5 K the lattice parameters of the 1% CH4 in H2 mixture are:
a53.791 Å; c56.176 Å; c/a51.630; V523.12 cm3/mol.
These values are close to those found for parahydroge15

Deuteromethane produces a similar effect.
In conclusion, powder x-ray studies of the lattice para

eters of solid normal hydrogen doped with CH4 and CD4 at
fractions down to 0.5% have shown that the equilibriu
solubility of both methanes is very low. An abnormal
strong effect of methane impurities on the molar volume
the normal hydrogen matrix has been documented. The
fect is tentatively ascribed to a specific quantum-crystal
sponse of the lattice to the formation of van der Waals co
plexes around the methane impurities.

*E-mail: strzhemechny@ilt.kharkov.ua
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Formation and characterization of neutral krypton and xenon hydrides
in low-temperature matrices

J. Lundell, L. Khriachtchev, M. Pettersson, and M. Räsänen*
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A family of rare-gas-containing hydrides HXY~where X5Kr or Xe, and Y is an electronegative
fragment! is described. These molecules are experimentally prepared in low-temperature
matrices by photodissociation of a hydrogen-containing HY precursor and thermal mobilization
of the photodetached hydrogen atoms. The neutral HXY molecules are formed in a
concerted reaction H1Y→HXY. Experimental evidence for the formation of these species is
essentially based on strong infrared absorption bands that appear after annealing of the
photolyzed matrices and are assigned to the H-X stretch of the HXY molecules. Computationally,
the formation of these HXY molecules decreases the H-X distance by a factor of>2 from
its van der Waals value, which emphasizes their true chemical bonding, possessing both covalent
and ionic contributions. The estimated dissociation energies vary from 0.4 to 1.4 eV and
hold promise for forthcoming observation of these molecules in the gas phase. The experiments
with the HXY molecules widen our knowledge on solid-state photolysis dynamics of
hydrogen-containing species. In particular, the photolysis of small HY hydrides in solid Xe
seems to be a quite local process, and the accompanying losses of H atoms play a minor role.
© 2000 American Institute of Physics.@S1063-777X~00!00909-9#
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INTRODUCTION

The rare gas atoms have generally been regarded as
due to their stable electronic structure lacking chemical b
formation capabilities. However, back in 1933 Pauling su
gested, based on consideration of the ionic radii of differ
elements, that xenon and krypton were capable of neu
chemical compounds especially with fluorine.1 It took three
decades before Bartlett was able to make the first rare
compound.2 This molecule constituted an ionic Xe1@PtF6#

2

crystal, which was later shown3 to consist most probably of a
mixture of XeF1PtF6

2 and XeF1PtF11
2 . Simultaneously with

Bartlett’s discovery, Hoppe and coworkers4 were able to iso-
late XeF2, and slightly thereafter Claassenet al.5 prepared
XeF4. These pioneering findings stimulated enthusiastic
search on rare-gas-containing molecules, and several x
compounds, in which Xe was bound to fluorine or oxyge
were reported and reviewed extensively later on.6–16 The
theory of Xe binding has been authoritatively discussed
Coulson.17

Neutral-xenon chemistry has been enriched constan
and several xenon-containing species of similar ionic na
to those of Bartlett’s first report have been characterized.
first Xe–N bond was found in FXeN~SO2F!2 by LeBlond and
DesMarteau,18 and many similar but more complex com
pounds have been characterized since then.19–26 Neutral
FXeCF3 and Xe~CF3!2 have been discussed in th
literature,27–29but neither of them has been spectroscopica
characterized. A stable Xe–C bonded molecule, fluorop
nylxenon ~II ! fluoroborate (@C6H5Xe#@B~C6H5!3F#) was re-
ported in 1989,30 and a number of organoxenonium com
pounds have been prepared.31,32 The latest molecule to join
the family of organic Xe compounds is C6H5XeF2

1BF4
2, re-
6801063-777X/2000/26(9–10)/11/$20.00
ert
d
-
t
al

as

-
on
,

y

y,
re
e

y
e-

ported in early 2000 by Frohn and coworkers.33 The chem-
istry of fluorine-containing rare gas compounds has been
cently thoroughly reviewed by Holloway and Hope.34 The
chemistry of krypton is much more sparse than that of X
The first Kr bonds were found in fluorine-containing com
pounds KrF2 ~Refs. 35–37! and KrF4 ~Ref. 38! in analogy to
xenon. In addition, krypton is known to bind with nitroge
and oxygen, and these studies have been pioneered b
Schrobilgen group.39–42 Besides the neutral Xe- and Kr
containing compounds, a large number of ionic rare gas s
cies have been predicted and found, and the reader is enc
aged to look, for example, in Refs. 43–47.

The first characterization of KrF2 and KrF4 especially
took advantage of the low-temperature matrix-isolation te
nique, which was originally developed to study unstab
molecules and reaction intermediates.48–50 The substance to
be studied is deposited in large dilution with inert gases o
cold surface or generated photochemicallyin situ from a pre-
cursor molecule already deposited. The solid rare gas e
ronment is regarded as inert towards chemical bond for
tion and the cage effect is employed to isolate the chem
system under study. Further examples of rare-gas-contai
molecules are, for example, XeCl2 ~Ref. 51!, XeClF ~Refs.
37, 52!, and FXeBF2 ~Ref. 53!.

Evidently the formation of such molecules makes t
inertness of the solid rare gases questionable, and, ind
recent reviews of photochemical processes in lo
temperature matrices underline the interaction between
lecular species with the environment upon irradiation.54,55

These interactions and their consequences on dynamics
chemistry will be discussed in this review, and we will d
scribe the solid-state synthesis of several HKrY and HX
© 2000 American Institute of Physics
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(Y5an electronegative fragment) rare-gas-containing m
ecules in low-temperature matrices. It should be emphas
that these molecules are not van der Waals complexes
truly chemically bound species with very characteristic
brational spectra. The HKrY and HXeY molecules are p
pared from a suitable hydrogen-containing precursor~HY!,
which is photodecomposed, producing a hydrogen atom
an electronegative fragment~Y!. After preparation of the
neutral photoproducts, hydrogen atoms are mobilized th
mally. The neutral HKrY and HXeY molecules are the
formed in a concerted reaction H1Kr/Xe1Y→→HXeY/
HKrY. Quantum chemical calculations are combined w
the experimental results to aid the interpretation and un
standing of the structure, spectral characteristics, energe
and bonding of these new molecules. The formation of
HKrY and HXeY molecules involves motion of hydroge
atoms, and the extent of photo and thermally activa
chemical processes highlights the basic concept of fragm
mobilization in the solid rare gas lattice. Studies of the f
mation of HXY molecules at various precursor concent
tions and at different extents of photodissociation indic
strongly that the primary photolysis of HY molecules is
very local event. We shall show that the analysis involvi
the novel compounds can shed light on the solid-state
namics regarding particularly the mobility of H atoms. Th
review is essentially based on experimental and comp
tional research on the reactivity of rare gases carried ma
out at the Laboratory of Physical Chemistry, Univers
of Helsinki during 1995–1999,56–69 and all the experimen
tally observed molecules included in this review are sho
in Fig. 1.

COMPUTER EXPERIMENTS ON HXeY AND HKrY
MOLECULES

All the HXY ~X5Xe or Kr! molecules have been pre
pared in solid rare gases and there does not exist experim
tal data on their geometries and charge distributions. F
the computational point of view the rare-gas-containing m

FIG. 1. The known neutral HKrY and HXeY molecules.
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ecules are challenging. The large number of electrons q
rapidly prohibit the use of extensive quantum chemi
methods by increasing the computational task beyond
current computer capabilities. As a useful approach, effec
core potentials~ECPs! are used, which reduces the numb
of electrons taken into account in the calculations. Ma
possible ECPs are available and usually 8 or 18 electrons
included in the valence shell, and the core is substituted
an effective potential resembling the behavior of the inn
electrons. This approach has been taken in all the studie
HXeY and HKrY molecules discussed below, and compu
tional data of the experimentally observed HXeY and HK
molecules are collected in Table I.

Calculated structures and energetics. The first computa-
tional studies of HXeY and HKrY molecules employe
second-order perturbation theory and small basis
~MP2/LANL1DZ!.53,54These calculations are very econom
and fast, and for the equilibrium structures they are surp
ingly adequate. Up to now our experience of these calcu
tions on the HXeY and HKrY molecules shows that they a
able to predict the existence of the molecule. This fact
evidenced, for example, by halogen-containing HKrY m
ecules. The calculations predict that HKrCl should exist b
that HKrBr and HKrI are not stable. Indeed, this correspon
to experimental observations: only HKrCl has been isola
in low-temperature matrices,56 but not HKrBr or HKrI de-
spite extensive attempts. These low-level MP2/LANL1D
calculations give reasonable bond distances and vibrati
frequencies. On the other hand, they predict the HXY m
ecules to be higher in energy than the neutral atomic dis
ciation limit. For higher-level calculations this is reversed,
was pointed out by Runeberg and coworkers based on t
high-levelab initio calculations on HXeH.70,71 This work is
the best and most extensive computation on HXeH, and
authors studied its structural and vibrational properties
well as the energetics by various computational meth
from the perturbation theory~MPn! to the state-of-the-ar
coupled cluster~CCSD~T!! and multireference configuratio
interaction~MR-CI! calculations. The study showed that in
creasing the level of correlation requires also a larger
flexible basis set to achieve chemically reliable results
HXeH. For this molecule, practical methods like MP2 with
standard basis set including multiple polarization and diffu
functions predict a Xe-H bond distance of ca. 1.86 Å. T
most extensive CCSD~T! calculations by Runeberget al.70,71

estimate the Xe–H bond in HXeH to be around 1.95 Å.
must be noted here that this value is much shorter than
Xe–H van der Waals minimum being 3.8 Å.72

For all known Xe-containing hydrides the MP2 calcul
tions estimate a Xe–H bond between 1.66 and 1.86 Å,
longest Xe–H bond being found for HXeH. It can be not
that the calculated parameters follow a general trend.
H–Xe bond length decreases with increasing partial posi
charge on the xenon. The positive charge residing on xe
is largest~10.88! for the HXeNC molecule, correspondin
to the shortest Xe–H bond length~1.659 Å!. For deeper
bound HXeY molecules the contribution of~HXe!1 in-
creases, and the HX bond length approaches the value o
XeH1 cation, for which computations at the same level p
dict a bond distance of 1.596 Å. The reason for this is
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TABLE I. Computational properties of different HXeY and HKrY compounds at the MP2 level.a!

a!For Xe and Kr 18-VE ECP and for I 17-VE ECP were used, while all other atoms are described by 6 – 31111G(2d,2p) basis set.
b!The calculated Xe–S–Hangle is 91°.
c!The calculated angles are H–Xe–O 177° and Xe–O–H109°.
d!The calculated angles H–Xe–N, Xe–N–C and N–C–O are178°, 125°, and 178°, respectively.
e!Electron affinity, fromHandbook of Chemistry and Physics, CRC Press, Boca Raton, 72nd ed.~1991!.
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larger ionic contribution~HXe!1Y2 in the molecule, and this
is discussed in more details below. Similarly for the Kr co
pounds the increasing charge separation approaches K1

for which the calculated bond distance is 1.382 Å. It is a
worth noting that all these molecules have very large dip
moments due to the extensive charge separation.

The HXY molecules observed experimentally up to no
are shown in Fig. 1. HXeH is the smallest and simplest of
family of rare gas hydrides, but HKrH does not exist eith
computationally or experimentally. One of the hydrogens
these species can be substituted with an electronegative
ment to form a linear HXY molecule, where Y is a halog
or a pseudohalogen like CN. A second group of rare-g
containing hydrides is obtained from bent hydrogen conta
ing precursors, and the rare gas atom is inserted into the
bond. Such molecules characterized so far are: HXeO
HXeSH, and HXeNCO. The HXeSH molecule is the fir
example of a Xe–S bond60 with a Xe–S–Hangle of around
91°, which is very similar to the angle of H2S. Moreover, the
calculated S–H bond distance of 1.334 Å is very close to
experimental S–H bond in H2S, being 1.336 Å.73 Similarly,
the HXeOH and HXeNCO molecules follow closely th
structure of their precursors, i.e., water and HNCO. It a
pears that the rare gas atom inserted into a covalent H
bond has a negligible effect on the rest of the molecule. T
observation opens up interesting possibilities that can be
tested by computational methods. The success with Xe in
tion into the O–H bond of water prompted us also to test t
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idea on larger systems. Computations on formic acid indic
that the HCOOXeH molecule is stable, and the HCOO gro
is only slightly perturbed from its structure in the HCOO
monomer.74 This idea can be extended to other carboxy
acids and amino acids, which all behave similarly to form
acid. The largest molecule tested was aspartic a
(HOOCCH2CHNH2COOH), where the most prominent in
sertion of Xe into the side chain of the molecule was not
This result suggests that in principle Xe can bind metasta
to amino acids, which are building blocks for proteins.
this respect it is important to note that it has been sugge
that anesthetic substances bind directly to proteins, but
no definitive evidence of the location of the binding sit
exists.75 Since Xe is known to have an anesthetic effect,
insertion of Xe into a covalent O–H bond might have
impact on understanding its anesthetic mechanism.

It should be noted that computationally the HXeY a
HKrY molecules are practically linear with respect to th
H–Xe–Y bond. For HXeOH the deviation from linearity i
about 3°, and for the carboxylic and amino acids deviatio
up to 5° have been reported.74 For the nitrogen bound Xe
compound HXeNCO a few degrees tilt in the H–Xe–N bo
is found.68 For FXeOSO2F also the F–Xe–O angle was pre
viously reported to be 177.5°~Ref. 76!, bearing some simi-
larity to the H–Xe–O and H–Xe–N groups in the HXe
molecules. In principle, a simple explanation for this can
found from the three-center four-electron model applied
FXeF17 and HXeH.70,71 The highest occupied (sg) orbital is
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centered around the terminal H and F atoms in HXeH a
FXeF, respectively. This molecular orbital is nonbondi
and is occupied by two electrons. In HXeH, the lowest
bital (sg) is formed from the 5p orbital of xenon and thes
orbitals of the hydrogens. This molecular orbital posses
two additional electrons and is responsible for the cova
bonding. A similar simple linear model should be valid al
for other HXY molecules if the others orbitals are replaced
by the proper orbital of the Y fragment. The tilt in the line
bond indicates small external perturbations in the bond
induced by the rest of the molecule.

A model of bonding. Even though the equilibrium struc
ture of the HXeY and HKrY molecules are qualitatively r
produced also with the modest computational approac
compared to the state-of-the-art approaches, the energet
the rare-gas-containing molecules is more challenging.
origin of the bonding can be understood on the basis o
model in which both neutral~HXY ! and ionic (HX1Y2)
bonds contribute. The idea of the ion pair was origina
applied on HXe1Cl2 by Last and George based on sem
empirical DIIS calculations.77 It is informative to discuss the
main factors affecting the stability of the HXY molecules.
principle the HXY molecules have a strongly ionic nature
the equilibrium structure, which is evident from the part
charges in Table I. This equilibrium structure corresponds
an ion pair dissociation limit HX11Y2. However, when the
HXY molecule is stretched along the molecular axis t
ionic adiabatic potential surface is crossed by a repuls
surface corresponding to the neutral fragments H1X1Y.
The dissociation limit of the HXY molecules corresponds
the neutral fragments due to the avoided crossing betw
the neutral and ionic potential surfaces. Therefore the ion
tion potential~IP! of X, electron affinity~EA! of Y, and the
dissociation energy (De) of XH1 determine the energetic
between the neutral and ionic limits. A low ionization pote
tial of X and a large electron affinity of Y are favorable
the formation of HXY. TheDe values of XeH1 and KrH1

are about 4.05 and 4.8 eV, respectively.78–81 The closer the
ionic surface lies to the neutral surface, the larger is
expected interaction between the two surfaces and the fu
from the HXY minimum is the avoided crossing. Altogethe
there is a rather subtle balance between the different fac
affecting the energetics of HXY compounds, and their pro
erties depend strongly on Y. One factor is the electron af
ity of the Y fragment~shown in Table I! and also the effec-
tive size of Y. A small Y2 could be thought intuitively to
stabilize HXY more than a larger one because it can
proach closer to the HX1 fragment, hence producing a larg
Coulombic stabilization. This consideration indicates that
lighter rare gases, especially argon, could form similar HA
molecules. However, the ionization potential of Ar is larg
~15.759 eV! than that of Kr and Xe, and ArH1 is less stable
~3.87 eV! than KrH1 and XeH1 ~Ref. 82!. Nevertheless,
based on the simple arguments discussed above argon
combine with an extremely electronegative fragment to fo
a new HArY molecule. Indeed, computationally both HAr
and HArF have been characterized.56 CCSD~T!/6-31G(d,p)
calculations predict HArF to be the more strongly bound
these two molecules, with a binding energy of 0.2 eV.56

In terms of resonance structures, HXY should be
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scribed as a resonance hybrid between several possible s
tures, the most important being HX1Y2. The other impor-
tant structures are neutralH–X–Y and ionic H2X1Y. The
ionic structures tend to stabilize the compound and the n
tral structure destabilizes it. Recently the bonding nature
HXY molecules has been studied by topological analysis
the Electron Localization Function~ELF!, in which three dif-
ferent resonance structures were considered: H1XY2,
HX1Y2, and HX2Y1 ~Ref. 83!. For HXeCl and HKrCl the
second structure has the largest weight, about 60%. For
first structure the approximate weight is about 20%, and
remaining 20% resides on the structure with the posit
charge localized on the halogen. It was therefore conclu
that the positive charge is mainly localized on the rare
atom, and that the H–X bond is mostly covalent in nature
was concluded about the interaction between the rare
atom and the halogen that this binding is mostly of a
called unshared-electron type, i.e., the interaction is ma
ionic but with a nonnegligible fraction of a covalent chara
ter. This conclusion is in agreement with the simple mo
derived above, where both neutral and ionic potential s
faces contribute to the HXY molecule.

The H–X bond distance reflects directly the fraction
the ionic contribution in the molecule. The computationa
strongest HXY molecule among the experimentally obser
ones is HXeCN, which has a dissociation energy of 1
eV59 with respect to the dissociation limit H1Xe1CN.
CISD ~configuration interaction with single and double exc
tations! calculations on HXeCl estimate the binding ener
to be 0.9 eV, and the first excited state was found to inclu
a minimum in accordance with the curve crossing. The fi
excited state was calculated to be bound by 2.0 eV and
almost 5 eV above the ground state for the X1S1 equilib-
rium structure.84 In general, computationally the ground-sta
HXY molecules are bound by 0.4–1.4 eV.

Vibrational properties. The agreement of the calculate
and experimental vibrational frequencies reflect the
equacy of the potential energy surface for the given theo
ical approach. As noted above, the equilibrium structures
reasonably well reproduced already at modest computati
levels, and therefore the vibrational frequencies are a
qualitatively correct. However, the HXY molecules are re
tively weakly bound, and the potential energy surface n
the dissociation limit cannot be described accurately with
extensive basis sets and electron correlation. For HXeH
MP2 calculation gives the following frequencies: symmet
stretch at 1559 cm21, antisymmetric stretch at 1385 cm21,
and bending at 876 cm21. Increasing the electron correlatio
to CCSD~T! decreases both the symmetric and the antisy
metric stretches to 1279 and 1216 cm21, respectively.70,71

Also, the CCSD~T! calculations predict the bending mode
773 cm21. Recently we studied the effect of anharmonic
for HXeH at the MP2 level, and found that both the antisy
metric stretch and the bending modes are much more
monic than the symmetric stretch.85 These results are col
lected in Table II and compared with the harmonic MP2 a
CCSD~T! results. The symmetric stretch, which correspon
to the lowest energy path for dissociation of the molecules
predicted to decrease by about 100 cm21 from its harmonic
value.
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TABLE II. Comparison of calculated and measured vibrational frequencies of some HXeY compounds. The numbers in the parentheses a
intensitiesa! ~in km•mol21!.

a!Calculated using dipole moments obtained from SCF wavefunctions.
b!Calculated from then11n3 combination band observed at 2003 cm21.
c!Calculated from then11n3 combination band observed at 1322 cm21.
d!HXeO out-of-plane bend.
e!Xe–OH stretch.
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The anharmonic vibrational calculations are based on
ab initio calculated points on the potential energy surfa
which allows us to estimate the wave numbers of the co
binations and overtones. For example, an experimentally
served band at 2003 cm21 belongs to HXeH, but no conclu
sive assignments for this mode could be given. T
anharmonic MP2 calculations predict the combination ba
of the symmetric and antisymmetric stretchings to have
nificant intensity, and we can assign the 2003 cm21 band
accordingly. This gives us an indirect measure of the
inactive symmetric stretch, which should be about 840 cm21.
The derived wave number is much lower than predicted
any computational methods using the harmonic approac
calculate the vibrational frequencies.

The X–H stretching motion is an essential part of t
vibrational calculation of the HXY molecules. For mo
strongly bound HXY molecules the MP2 vibrational calc
lations become better, but HXeH~as well as HXeSH! repre-
sents a borderline case and requires more-sophisticated
putational approaches. In the course of our work, we h
found that even the moderate MP2 calculations give reas
able qualitative results not only for the structures, cha
separation, and vibrational frequencies but also for the h
intensities of the X–H stretching absorptions. The calcula
e
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intensities for the Xe–H stretch in various molecules a
shown also in Table II. For the strongly bound molecu
like HXeCl and HXeBr, the MP2 calculations are goo
enough to reproduce the correct molecular properties
PES characteristics. Even though the computational vib
tional frequencies are generally overestimated, the syst
atic trend among the present HXY molecules is correc
predicted. When a HXY molecule is strongly bound, t
Xe–H bond distance is shorter, and this is reflected as a
shift of the X–H stretching vibration. This is in accord wit
the experimental Xe–H wave numbers, which shift to high
values from the most weakly bound HXeSH to the mo
strongly bound HXeNC, as shown in Fig. 2, where the e
perimentally observed Xe–H stretching wave numbers
plotted against the calculated harmonic values. For comp
son, the XeH1 vibrational frequency in the gas phase h
been reported at 2270 cm21 ~Ref. 78!.

EXPERIMENTAL RESULTS

Formation ofHKrY and HXeY molecules. The starting
point for solid-state synthesis of the HXY molecules is
choose a hydrogen-containing precursor like H2O, H2S, hy-
drogen halides, HNCO, etc. The precursor molecule~HY! is
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diluted with excess of krypton or xenon, and the mixture
trapped on a cold surface of an IR-transparent window. I
important that the precursor be as monomeric as poss
since precursor aggregation complicates the photochemi
as has been shown, for example, in the case of hydro
halides.86 In order to promote the isolated precursor to
dissociative state, various light sources can be used. For
drogen halides simple UV lamps are suitable, since the
sociation energies of these molecules are around 4 eV.87 Ad-
ditionally in the preparation of HXY molecules, excime
lasers~248, 193, and 157 nm! and tunable~down to 225 nm!
radiation of an optical parametric oscillator have been us
The main objective of the photodecomposition process i
separate the H and Y fragment of the HY precursor. T
extent of the mobility of the fragments during the prima
photolysis, especially of the hot H atoms, will be addres
below.

Upon photolysis, neutral fragments H and Y are loc
ized in a rare gas matrix. For example, in the cases of HI
HBr the presence of I and Br atoms is clearly evidenced
their spin–orbit (2P1/2←2P3/2) absorptions at around 760
and 3600 cm21, respectively.61 Both the H atoms and Y frag
ments are stable below the mobilization temperature
hydrogen atoms ~30–50 K!. In very dilute matrices
(M/A ratio.1000), it is possible to convert a major part
the precursor to H atoms and neutral Y fragments. In m
concentrated matrices, other processes like clusterization
photoinduced reactions of hydrogen atoms produce m
complicated products as well as hydrogen molecules.61,88

The second step in the solid-state synthesis of HXY m
ecules is annealing of the photolyzed matrix to the po
where the H atoms start to diffuse. Several separate exp
ments have shown that the diffusion occurs at around 30
40 K in solid Kr and Xe.59,88–93The diffusing H atoms even
tually find a rare gas atom which has a fragment Y as a n
neighbor, and the three fragments H, Y, and X react form
the HXY molecule. Reaction of two hydrogen atoms with
Xe atom between them produce HXeH. In the case of kr
ton, this last reaction has not been observed to occur,
also computationally the HKrH molecule is unstable. Mo
importantly, in solid Xe the HXeY and HXeH molecule
seem to be the major trapping sites for H atoms and Y fr
ments in solid rare gases after mobilization of hydrog
atoms.65

FIG. 2. Comparison of calculated~MP2! and experimental Xe–H stretchin
values for HXY molecules.
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A valuable observation was made concerning the form
tion of the HXeNCO molecule in HNCO photolysis in soli
Xe.68 The rare gas molecule was observed to form not o
in the annealing but also directly in the photolysis of HNC
The kinetics of HXeNCO was followed during 193 nm ph
tolysis, and the HXeNCO molecule rises rapidly, reache
maximum, and decreases eventually completely due to
own photodecomposition. The experiment was perform
photolyzing HNCO using different wavelengths~225, 240,
250, 266 nm!, but the formation of HXeNCO was observe
to occur only under 193 nm irradiation. The maximum co
centration of HXeNCO produced during photolysis was
timated to be about 0.4% from the initial concentration of t
precursor HNCO. There are different alternatives for t
mechanism of formation of HXeNCO: HXeNCO can b
formed directly from HNCO/Xe in a photoisomerization pr
cess, or it can be formed from a hydrogen atom loosing
kinetic energy in the immediate vicinity of the NCO frag
ment. Nevertheless, once formed, the subsequent phot
composition of HXeNCO provides much more kinetic e
ergy to the H atom than the direct dissociation of the HNC
precursor at the same irradiation wavelength. Finally,
should be noted that HXeNCO can be decomposed by
nm irradiation, and it produces HNCO and H1NCO with a
branching ratio of 70%/30%68.

In general, the HXY molecules are easily detected by
spectroscopy due to the extremely intensive X–H stretch
absorptions,56–60,62–64,68and the position of the stretchin
band is very characteristic for each Y. In addition to t
Xe–H absorption bands, other bands like combinatio
overtones, and fundamental bands characteristic of th
residue in the HXY molecules have been observed, and t
are collected in Tables II and III, including the frequenci
for the deuterated species also. A striking example of
sensitivity of thev~Xe–H! absorption on the properties o
the Y fragment is found by comparing the two isomers
HXeCN. For the lowest-energy isomer HXeCN thev~Xe–H!
absorption is at 1624 cm21 and it shifts by1227 cm21 to
1851 cm21 for the higher energy species HXeNC.59 In fact,
this also measures the anisotropy of the CN fragment.

Several vibrational overtones and combinations ha
been reported for the HXY molecules~see Table II!. For
HXeI and HXeBr both the bending and the Xe–H stretchi
overtones show measurable intensities arising from an
monic effects. The most striking effect is the enhanced
tensity of the bending overtones compared with the fun
mental bands for HXeBr and HXeI. For HXeCl, the bendi
overtone is predicted by anharmonic MP2 calculations to
of low intensity, and indeed, this vibration has not been o
served experimentally. For the Xe–H stretching vibrations
HXeBr and HXeI, the first overtones are computationa
rather weak compared with the fundamental modes, but t
are still intensive enough to be observed experimentally.

The overtones of HXeI have played an important role
resolving the mechanism of formation of the HX
molecules.58 The v~Xe–H! frequency of HXeI is at 1193
cm21, 2v~Xe–H! is at 2190 cm21 and around energie
3v~Xe–H! close shown to 3000 cm21 the molecule
decomposes.58 This is shown schematically in Fig. 3. Th
HXeI infrared photodissociation experiment yields an a
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sorption profile for the 3v~Xe–H! transition with an onset a
2950 cm21, which could be considered as an approxima
value for theD0 dissociation energy of HXeI. After the IR
decomposition the molecular form can be restored by ann
ing at temperatures considerably below those needed for
global mobilization of H atoms in solid xenon. Therefore, t
3v~Xe–H! excitation of HXeI produces atoms in close co
tact with each other, and HXeI can be recovered by sli
warming or even at the lowest temperatures by tunneling

TABLE III. The observed IR absorptions~in cm21! of different HXeY and
HKrY compounds.

a!Calculated from the difference between thev11v3 combination band
(1322 cm21) and the antisymmetric stretch (v3, 1193 cm21).

b!Calculated from the difference between thev11v3 combination band
(2003 cm21) and the antisymmetric stretch (v3, 1166 cm21).
e
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he
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pictured in Fig. 3. The increase of the spin–orbit absorpt
of iodine atoms at around 7600 cm21 is correlated with the
infrared-induced decrease of HXeI and vice versa.58 The low
energy of the infrared photons, which is insufficient to pr
duce ionic centers in the matrix, indicates that the HXY m
ecules correlate with the neutral atom asymptote. Additio
evidence for formation of HXY from neutral atoms is ava
able from Feldman and coworkers.91,92 These authors com
bined infrared and ESR-spectroscopic methods to st
electron-irradiated xenon matrices containing various hyd
carbons, and they found that the decrease of hydrogen a
correlated with the growth of HXeH. Adding electron sca
engers which enhance ion formation decreased the yiel
HXeH.91,92

We can also estimate the anharmonicity of thev~Xe–H!
stretch from the experiments, and the derived anharmoni
constant (vexe) is about 100 cm21 in solid Xe.94 This value
has been used to calculate the energy levels ofv~Xe–H! in
HXeI, and they are marked accordingly in Fig. 3. The e
perimentally derived barrier height for the recombination
the neutral fragments to form HXeI is around 700 cm21 ~Ref.
58!.

As mentioned above, one of the most weakly bou
molecules HXeI dissociates already at 3v~Xe–H! excitation.
Besides this, the electronically excited states lead to dec
position of the HXY molecules. All HXY molecules decom
pose with visible or UV light, and the decomposition onse
vary from near IR to 350 nm. HXeH was found to be th
most photostable member of this family, and it is rather lon
lived under 400 nm irradiation. The electronic states
volved in the photodecomposition of the HXY molecules a
not known yet, but there exists a trend in the VIS-UV
stability of these molecules. For example, the onset of p
todecomposition of the halogenated xenon hydrides is
following: HXeI dissociates at wavelengths below;700 nm,
HXeBr below ;450 nm, and the most stable of this serie
HXeCl, requires wavelengths below;350 nm.

Production ofH atoms in the photolysis of small hy
drides in solidXe. The experimental preparation of the HX
hydrides is closely connected with the dynamics of H ato
in rare-gas solids, both during photolysis and annealing
general description of these processes can be found in
cent review by Apkarian and Schwentner,54 and we discuss
below only some aspects of solid-state photolysis related
the present consideration. A number of experiments w

FIG. 3. Photodissociation upon IR irradiation and recombination upon
nealing of HXeI.
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HXeY compounds allow us to estimate the absolute amo
of H atoms generated under UV photolysis of an HY prec
sor in solid Xe. This consideration especially concerns lig
induced travel distances of ‘‘hot’’ H atoms after photolys
and their losses via the two most evident reactio
H1H→H2 and H1HY→H21Y. This approach allows us to
distinguish the local and global primary photolysis events

The UV photolysis of HI, HCN, and HNCO in Xe wa
studied, and the concentrations of I atoms, CN, or NCO ra
cals were measured by IR absorption spectroscopy.58,59,68It
was found that annealing of the photolyzed matrices
40–50 K decreases the concentration of I atoms, CN
NCO radicals typically by about 40%, and this decrease w
attributed to the formation of HXeI, HXeCN, and HXeNC
molecules. Furthermore, HXeH molecules were formed
annealing, consuming some part of the photogenerate
atoms. The results clearly indicate that the amount of H
oms after photolysis is comparable with the amount of
other dissociated part~I, CN, or NCO! and also with the
amount of the photolyzed precursors. It follows that lo
channels due to extensive mobility of H atoms do not pla
major role during photolysis of HY precursors in monome
matrices.

Ternary HI/CO/Xe matrix mixtures were prepared in o
der to estimate the lower limit of the H atom concentrati
produced in photolysis by monitoring the decrease of
during annealing due to the reaction H1CO→HCO.69 A
HI/CO/Xe51/2/2000 matrix was extensively photolyzed
310 nm. Upon annealing, the amount of HCO formed cor
sponded to;15% of photolyzed HI, and HXeI and HXeH
were formed with an efficiency similar to the case of CO-fr
matrices. During the photolysis, HCO appeared but
amount remained an order of magnitude smaller than
amount measured after annealing. Thus the proportion o
atoms consumed to HCO during the photolysis is about
despite the twice-higher CO concentration compared to
of HI. This observation indicates a low probability for th
distant reaction of the hot H atom with CO or/and a sho
distance travel of the H atoms. It is plausible that a sim
inefficiency is also applicable to losses via the reactio
H1H→H2 and H1HY→H21Y.

Thus it can be concluded that losses of hot H atoms
to extensive light-induced travel in a low-temperature
lattice are quite minor. Moreover, the losses of H atoms d
ing annealing seem to be essentially due to the formatio
Xe-containing molecules. On the other hand, additio
losses are evidenced by the gradual decrease of HXe
multiple cycles of annealing and selective light-induced
composition of HXeI,69 and formation of H2 molecules is the
most probable process. In this respect, the diffusion-limi
reactions of H atoms with HXeH and HXeY molecule
should be taken into account.

As mentioned earlier, the losses of H atoms during U
photolysis should be connected with its light-induced tra
distance. The experiments with rare-gas-containing m
ecules at various precursor concentrations support only
limited light-induced travel distances under UV photolysis
solid Xe. In this respect, the efficient generation of HXeI
low-temperature annealing~;30 K! of photolyzed HI/Xe
matrices is an important observation.69 The increase of HXeI
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during annealing is presented in Fig. 4. Two stages of
nealing producing HXeI, around 28 and 40 K, be appro
mately distinguished and they should be qualitatively co
nected with local and global mobility of H atoms. Indeed,
is well established that the global mobility of H atoms
solid Xe starts at temperatures above 38 K.92,93 On the basis
of the efficient low-temperature formation of HXeI, we hav
suggested a quite local distribution of H atoms in the prim
photolysis of HI in solid Xe.69 In this model, the locally
trapped H atoms can form HXeI via reacting with the pare
I atom in the low-temperature annealing, similarly to t
process discussed above for the IR decomposition of HX
Furthermore, the local distribution of H atoms generated
photolysis agrees with the absence of major losses of H
oms during primary photolysis. This conclusion of min
losses of H atomsduring photolysisshould be distinguished
from the diffusion-controlled processesduring annealing
when H atoms move globally and may quite efficiently for
H2 molecules, as mentioned earlier.

The experimental model of local photolysis agrees co
pletely with the molecular dynamics simulations of 273 n
photolysis of HI in solid Xe.95,96 These computations indi
cate that the photolysis of HI is a rather local process and
obtained trajectories lead to trapping of the H atom in
nearest interstitial sites. Elorantaet al.employed another ap
proach in simulating the distribution of H atoms under ph
tolysis in different rare-gas matrices.97 In their study, an H
atom was placed into a substitutional site of a perfect
lattice and provided with 2.5 eV of kinetic energy, and mo
of the resulting trapping position in solid Xe corresponded
the nearest interstitial site.

Experiments with HXeI molecules suggest the existen
of hidden secondary processes during photolysis.69 The pro-
portion of HXeI forming in low-temperature annealing~,38
K! becomes smaller for longer irradiation times. Most impo
tantly, this proportion decreases further with irradiation tim
even aftercompletedecomposition of HI, approaching zer
for very long irradiation. The HXeH/HXeI ratio measure

FIG. 4. The formation of HXeI molecules in annealing. The HI/Xe~1/2000!
matrix was photolyzed at 310 nm. The annealing was performed with th
K/min rate. At temperatures 35 and 48 K the warming up was stopped
about 8 and 16 min in order to check the saturation of the reaction.
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after annealing at 48 K increases with irradiation time, an
is influenced by the irradiation time after the complete d
composition of HI as well: it increases in prolonged photo
sis. On the basis of these observations, it was concluded
H atoms could be driven from the parent cage not only in
preliminary decomposition of HI but also in some second
processes involving other species. The first hidden proc
was suggested to be neutralization of Xe2H

1, which provides
kinetic energy for the H atom when the Xe atoms re
quickly from the perturbed~bound! configuration to their
lattice positions. The mobile electrons providing the neutr
ization are photodetached from the Y2 fragments. The othe
proposed hidden process involves the HXeI potential s
face: if an escaping H atom forms the HXeI intermediate
can gain more kinetic energy in photodecomposition of
HXeI molecules. In consonance with the latter hypothe
HXeNCO was found to form directly in photolysis of HNCO
in solid Xe, as described earlier.68 In the case of HI, no
detectable amount of HXeI is observed in the photolysis
HI, most probably because of a very effective photodisso
tion of HXeI. Up to now, the computer simulations of th
photolysis of HI in solid Xe do not include the molecul
HXeI potential, and this neglect might be a severe overs
plification of the system, suggesting the need for a theor
cal reinvestigation of the process.

Some controversial conclusions on the dynamics
small hydrides in rare gas solids can be found in literatu
LaBrakeet al.suggested a migration distance of;10 nm for
H atoms upon 193 nm photolysis of HBr in a Xe matri
extensive losses of H atoms via the H1HBr→H21Br reac-
tion, and a very small amount of H atoms generated in
photolysis.88 The conclusions derived in Ref. 88 are based
the deviation of the LIF~laser-induced fluorescence! kinetics
of photodissociative fragments from the simplest on
exponential form. Some support for such extensive los
was obtained by Elorantaet al., who reported extremely low
amounts of H atoms in UV photolysis of HBr and HCl in
Xe matrix based on the very weak EPR signals from
atoms.97 In a more recent paper of their laboratory,98 the
possibility was suggested that the signal from H ato
trapped only in lattice substitutional sites was measured
Ref. 97.

The origin for the disagreement between the LIF and
absorption estimates of the photoproduct concentration
rare gas matrices can be explained by taking into accoun
evolution of matrix optical properties during photolysis. T
problem with quantitative analysis of photolysis kinetics
using LIF measurements was explicitly demonstrated exp
mentally. For instance, in the 193 nm photolysis of HCN/
matrices, the 775 nm emission of CN clearly saturates fa
than its IR absorption does~Fig. 5!, and this saturation wa
explained by self-limitation of the photolysis.63 Other related
examples can be found elsewhere.67 The observed dispropor
tion evidently breaks the assumption of proportionality b
tween the LIF signal and the product concentration used
Ref. 88, casting strong doubts about the numerical estim
of H-atom travel distance and losses during HBr photoly
in Xe.

In order to describe LIF kinetics properly, a number
factors should be considered, being extremely difficult to
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in practice. First, rare gas solids often cannot be regarde
optically thin, and the depletion of the excitation field durin
its penetration into the matrix layer plays an important ro
in quantitative kinetic studies.63,67,99–101If a sample contains
a sufficient number of precursor molecules, photogenera
new species can essentially absorb the photolysis radia
and hence decrease strongly the photolysis efficiency
deeper matrix layers. Hence thein situ-detected LIF signal of
the photogenerated species saturates faster than their
aged concentration does.63 This effect was also qualitatively
discussed by Go¨dderzet al.102

The second factor strongly influencing LIF kinetics
introduced by photogenerated species that are cap
strongly of absorbing the detected emission. This process
strongly alter the detected LIF spectra from different mat
depths, thereby introducing an additional error between
LIF and true kinetics. One example of rising absorbers
provided by a charge-transfer mechanism known for spe
like oxygen, iodine, etc. in rare gas solids.99,100,103The ex-
traordinary disappearance of one emission band in the
progression generated in the 193 nm photolysis of HNCO
matrices was explained by considering charge-tran
absorption.67

Finally, Rayleigh scattering enhances the two abo
mentioned mechanisms because it increases the path le
of radiation in the sample and limits penetration of the rad
tion into the deeper matrix layers even if the matrix abso
tion is rather weak. Even alone, Rayleigh scattering destr
the ideal one-exponential photolysis kinetics for concen
tion due to spatial redistribution of the radiation intensity.63

Intrinsic properties. Until recently, the HXY molecules
have been prepared in solid rare gases, mainly Kr and
Since the molecules are strongly polar, there arises the q
tion of their intrinsic stability and of the stabilization effec
of the polarizable hosts. To address this question of intrin
stability, photolysis of HBr and HCl in Xe-doped neon m
trices was performed.104 Quite surprisingly, even at very high
dilution, mobilization of H atoms in Ne at;9–10 K resulted

FIG. 5. The LIF and IR absorption kinetics of CN during 193 nm photoly
of a HCN/Kr matrix at 7.5 K. The last data point corresponds to decom
sition of 65% of HCN.
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in new absorptions at wave numbers similar to thev~Xe–H!
of HXeBr and HXeCl in pure Xe matrices. These absorptio
showed proper deuteration shifts for HXeBr and HXeCl, a
the species responsible could be photodecomposed sim
to HXeBr and HXeCl in Xe. Based on these facts the for
ing molecules were identified as HXeBr and HXeCl in a N
surrounding. This result shows experimentally the intrin
stability of the HXY species, supporting the computation
results, and suggest their existence in the gas phase as
The v~Xe–H! wave numbers of HXeCl and HXeBr in soli
Ne are shifted about 50 cm21 downwards from the value
reported in Xe.56 This shift can be considered to measure
stabilization effect of the solid Xe environment.

CONCLUSIONS

The solid-state photochemical production of several
and Xe hydrides has been described, and the IR spectr
these molecules has been given. For aiding the experime
interpretation, extensiveab initio calculations have been pe
formed. Computationally, the formation of these hydrid
decreases the Rg–H distance, for example, by more th
factor of two from its van der Waals value.

These HKrY and HXeY molecules possess both co
lent and ionic contributions to the bonding, and their dipo
moments are quite large. The extensive charge-transfer
ture of these molecules is evidenced also by the strong R
stretching vibrations both computationally and experim
tally. These hydrides are produced in low-temperature ma
ces by photodissociation of a hydrogen-containing precu
and thermal mobilization of the photodetached hydrog
atom. The estimated dissociation energies vary from 0.4
1.4 eV and warrant observation of these molecules in the
phase as well.

The photolysis of small hydrides in solid Xe seems to
a quite local process, and losses of H atoms play a m
role. The controversial estimates of the light-induced tra
distances can originate from an improper treatment of
data. The effects of matrix optics become more important
shorter photolysis/LIF wavelengths due to Rayleigh scat
ing, and in particular they might be deeply problematic
vacuum UV experiments. As a qualitative conclusion
practical importance for matrix-isolation studies, matrix o
tics should be taken into account while extracting numer
dissociation parameters from LIF kinetics. In fact, FT
measurements provide more-reliable data for such a qu
tative analysis.

*E-mail: Markku.Rasanen@helsinki.fi
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We present here results concerning the first attempt of determining the trapping site structure of
molecules isolated in inert matrices at low temperature by the EXAFS~Extended X-ray
Absorption Fine Structure! method. The experiments have been performed at theK edge of argon,
silicon, sulfur, and chlorine for pure solid argon, and for SiH4, OCS, and HCl isolated in
different cryogenic matrices. The EXAFS technique is sensitive to the local environment around
the absorbing atom, and the spectral features induced by the matrix material~Ar, Xe, N2,
and CH4! are clearly evidenced here. The data allow a characterization of the double substitutional
site for OCS in argon and xenon, while no structure can be determined for the accommodation
of SiH4 in argon. A discussion of the best choice for the guest/host system to obtain a
good EXAFS signal is included. ©2000 American Institute of Physics.
@S1063-777X~00!01009-4#
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1. INTRODUCTION

Isolating molecules in cryogenic and inert matrices u
ally leads to simplified spectra because of the absence
rotational structure, but these spectra often show fingerpr
due to the weak interaction existing with the solvent. T
question then arising is about the nature of the trapping c
Generally, using spectroscopic methods is not straight
ward for obtaining a direct comparison between a calcula
structure and the experimental observations. Other te
niques as x rays or neutron diffraction are more suitable
get structural information directly, but these methods
sensitive to the long-range order in the matrix rather than
the local environment around the molecular impurity.1–3

X-ray absorption is another way to obtain structural
formation about the environment: as a matter of fact,
x-ray absorption spectra are deeply modified when go
from the gas phase to the condensed phase and are sen
to the nearest neighbors surrounding the absorbing atom.
low-frequency part of the spectrum is called XANES~X-ray
Absorption Near-Edge Structure! and contains information
about the electronic structure, while the high-frequency p
of the spectrum is called EXAFS~Extended X-ray Absorp-
tion Fine Structure! and gives directly the distances betwe
the absorbing atom and its neighbors. We will present in p
2 an introduction to the basics concerning the way to ob
the structural information by this latter method.

Previous EXAFS experiments concerning species
6911063-777X/2000/26(9–10)/8/$20.00
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lated in matrices have focused on the study of the spe
structure itself. In some of these studies,4,5 a distance related
to the matrix cage has also been measured. The only w
fully devoted to cryogenic inert matrix structure concer
different rare gas and nitrogen matrices.6 The authors per-
formed EXAFS measurements on solid xenon, krypton,
gon and on mixed rare gas matrices, at theK edge of Ar
~3203 eV! and Kr ~14 330 eV! and at theL3 edge of Xe
~4782 eV!. They were able to compare the miscibility o
xenon and krypton in argon, neon, and nitrogen matric
and they measured a Kr-Ar distance of 3.82 Å for diluted
in Ar, intermediate between the pure argon and the p
krypton ones, and close to the free ArKr molecule value.

The experiments presented in this paper are the firs
tempt of characterizing the environment of a molecu
trapped in a cryogenic medium by the EXAFS techniqu
We will review here the results obtained for molecul
~OCS, SiH4 and HCl! in rare gas, nitrogen and methane m
trices, excited at theK edge of an atom belonging to th
molecule~S, Si and Cl!. Up to now, we have obtained bot
qualitative and quantitative results, and we will point out t
main criteria to be considered in order to get the most
vantage out of this kind of experiments.

2. INTRODUCTION TO THE BASICS OF X-RAY ABSORPTION
IN THE CONDENSED PHASE

Figure 1a shows the x-ray absorption spectrum of arg
in the gas phase7 (m0) and in the solid phase~m!. This last
© 2000 American Institute of Physics
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FIG. 1. X-ray absorption at theK
edge of solid argon.~a! Solid argon
~m!; gas phase7 (m0); the hatched
lines indicate the ionization limit;~b!
EXAFS oscillations (kx) as a func-
tion of the photoelectron kinetic en
ergy; ~c! Fourier transform of the
EXAFS oscillations;~d! inverse Fou-
rier transform of the first-neighbor
peak: the dots correspond to the e
perimental data and the continuou
line corresponds to a fit with the
electronic parameters given by th
FEFF code.
m
-

y

e

V

o

ain
th
or
la

e

d
n-
fo

th

d
n
v

as
an
g
al
o

,
en
d-

t is
o—

to
rb-
se
s is
nd

r-
-
ho-
S

b-

sent

ing
spectrum has been obtained by us and is in good agree
with previously published results.8 It is recorded as a func
tion of the photon energyhv for the excitation of an electron
belonging to theK shell (n51) of the argon atom at energ
E0'3202 eV.

The first intense line of the gas phase spectrum is du
the absorption towards the 4p Rydberg state~1s→4p
dipole-allowed transition!, the weaker structure at about 2 e
from the first line is due to the next 1s→5p transition.7,9

Above the ionization limit~indicated by the hatched lines!,
the absorption cross section decreases monotonically. N
that the peak at 3225 eV is due to multielectronic effects.7,10

On the contrary, for the solid phase, the spectrum cont
additional oscillations, which are due to the structure of
nearest neighbor of the absorbing atom. This oscillat
structure is characteristic of solids, liquids, or molecu
gases, and its theory was originally proposed by Kro¨nig in
1931.11 It was only worked out in detail after 1974 with th
works of Sternet al.,12 Lee and Pendry,13 and Ashley and
Doniach.14 At the same time, it became a very fruitful an
powerful experimental tool with the development of sy
chrotron radiation. We will present here the main ideas
the understanding of these experiments~for more details,
see, for example, Refs. 15 and 16!.

For a photon energy well above the absorption edge
ejected electron possesses a kinetic energyE which is ap-
proximately equal tohv2E0 . This energy is large compare
with its interaction energy with the surrounding atoms, a
the photoelectron can be modeled by a free outgoing wa
This wave is scattered by the neighboring potentials and,
result, the final state is the superposition of the outgoing
scattered waves~Fig. 2!. Single scattering—i.e., scatterin
by only one atom—is a first-order process and is gener
the most important. The absorption cross section is prop
tional to the square of the usual dipolar matrix elementMi f

5u^c i uHuc f&u, wherec i is the initial-state wave function
corresponding to the electron in the atomic core of the c
tral atom, andc f is the final-state wave function, correspon
ent
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ing to the propagating photoelectron. The matrix elemen
nonzero only in the region where the core state is nonzer
that is, on the absorbing atom. It is thus only necessary
determine the final wave function at the center of the abso
ing atom. The optical path length contributing to the pha
shift between the outgoing and the backscattered wave
then 2kR, R being the distance between the central atom a
its scattering neighbor andk the photoelectron wave vector.k
is given in a first rough approximation by the following fo
mula: \2k2/2m5hv2E0 , wherem is the mass of the elec
tron. The waves will add or subtract depending on the p
toelectron energy, and this will give rise to the EXAF
oscillations. The EXAFS spectrum is defined byx5(m
2m0)/m0 and is obtained here after fitting the atomic a

FIG. 2. Schematic of the EXAFS interferences: the bold circles repre
the electronic direct outgoing wave~wave numberk! coming from the ab-
sorbing atom which interferes with the different scattered waves com
from its neighbors. The corresponding optical phase shift is 2kR.
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sorptionm0 by a polynomial function of degree 3 and no
malizing the data by the Lengeler–Eisenberger metho17

The qualitative picture given above can be directly transla
into an expression forx, and the formula obtained is

x5(
i

Fi~k!

kRi
2

sin~2kRi1f i !

3exp~22Ri /l!exp~22k2s i
2!,

wherei designates the different neighbors of the central at
at distanceRi ; Fi is the backscattering amplitude due
atom i, andf i contains the different phase shifts undergo
by the electronic wave during first, its passage through
central atom (d1), second, to its back-scattering (w i), and
finally to its passage through the central atom, so thatf i

52d11w i ; l designates the electronic mean free path~a
few Å!, and the term exp(22Ri /l) phenomenologically take
into account the decoherence of the outgoing and the s
tered waves due to both the core and the photoelectron
times. It represents the probability that the electron travel
the backscattering atom and returns without scattering or
core hole being filled.l contributes to the weakness of th
far neighbor contribution in the EXAFS signal and is a fun
tion of k. Oscillations are also damped as a function ofk by
the thermal disorder: noncorrelated movements of the cen
and the scattering atoms lead to a spreading of the insta
neous values ofRi , which can be modeled, for a low diso
der and for a Gaussian distribution of the distances, b
factor of exp(22k2si

2), analogous to the Debye–Waller fa
tor in diffraction experiments.s i

2 is the relative mean-squar
variation of the interatomic distanceRi and can be approxi
mated by the Debye model.18 The introduction of a larger
factor than that expected by thermal fluctuations may be n
essary in order to fit the experimental damping, and this
veals the existence of some additional static disorder.

The experimental spectrumx is often weighted byk in
order to give more importance to its high-frequency part, a
Fig. 1b shows the EXAFS spectrumkx corresponding to the
absorption of solid argon plotted in Fig. 1a. In the followin
we will plot (kx) as a function ofE and, when necessary, th
spectra will be offset for clarity. Figure 1c shows the Four
transform corresponding to the EXAFS data of Fig. 1b.
Kaiser window going from 2.1 to 8.7 Å21 ~17 to 290 eV! has
been used to calculate this Fourier transform. The differ
peaks emerging in Fig. 1c at 3.3, 5.0, 6.2, and 7.2 Å co
spond to the first, second, third, and fourth shells of the
gon atom’s nearest neighbors and are very similar to pr
ous results.8 Remember that it is necessary to take in
account the phase shiftf i in order to get the actual distance
in the crystal.

According to the EXAFS formula, knowledge of ele
tronic parameters such asFi , f i , andl allows one to obtain
structural parameters such asRi , s i

2, and the number of
neighbors. One way to obtain these electronic paramete
to calculate them by the FEFF code.19 This code gives the
contributions of both the single- and multiple-scattering p
cesses by investigating all the different scattering paths
then calculates their corresponding effective amplitude~Feff ,
from which FEFF takes its name! and effective phase shif
(feff), so that the total EXAFS spectrum can be readily o
d

e
e

at-
e-
to
e

-

al
ta-

a

c-
-

d

r

nt
-

r-
i-

is

-
It

-

tained by adding all their contributions with the simple fo
mula mentioned above. In the case of molecular species
lated in matrices, we are mainly interested in t
intermolecular scattering, but we have to remember that
contribution will add with the intramolecular one. We alwa
took into account in the simulated EXAFS spectra all t
single- and multiple-scattering paths whose length were
than 8 Å and contributing more than 2.5%. In the simulatio
concerning isolated molecules in argon or xenon, we u
the Debye–Waller factor given by the FEFF program fo
temperature of 15 K, with a Debye temperature of 92 K
argon and 64 K for xenon. All the simulations presented
this paper were done with the FEFF6 version of the code

Figure 1d shows the fit of the inverse Fourier transfo
of the first-neighbor peak of Fig. 1c with the amplitude a
phase shift calculated by the FEFF program. As2 factor of
0.024 Å2 and a distance of 3.75~1! Å are obtained for this fit.
This last value is in good agreement with previo
determinations6,8 and gives an indication of the validity o
the phase shift as determined by the FEFF code. Let us re
here that the nearest neighbor distance in argon~respectively,
xenon! is 3.76~4.34! Å at 20 K.

3. EXPERIMENTAL

When studying isolated molecules, the signal was
corded in a fluorescence mode, while for pure argon it wa
a transmission mode. The first method allows a selec
detection of the signal due to the absorbing molecule an
thus more efficient for dilute samples. The gas mixture w
deposited onto an Al foil stuck with silver paste on the co
finger of a He-cooled cryostat. The mixture was prepa
outside the vacuum cell and introduced through a tube op
ing at about 2 cm in front of the cold sample holder at a r
of about 20mmol/min, so that the deposition conditions we
similar to the usual ones. The concentration was 1:100
the temperature was about 15 K during all the experime
The thickness of the film was a few microns, as can be e
mated by the observation of visible interference fringes d
ing the deposition. The basic pressure in the cell w
1028 Torr, and the pressure was increased to 1025 Torr dur-
ing the deposition.

The photoabsorption measurements were carried ou
the Laboratoire pour l’Utilisation du Rayonnement Electr
magnetique~LURE-Orsay! on the SA32 beamline equippe
with a double-crystal@InSb ~111!# monochromator, which
allows an energy resolution ranging from about 0.7 eV fo
photon energy of 1800 eV to about 1.4 eV at 3500 eV. T
SuperACO storage ring was operating at 800 MeV, with
typical current of 200 mA. The incident beam was monitor
by measuring the total electron drain current of a polyu
thane foil covered by 80 nm of Ti, located downstream t
monochromator. The focused spot on the sample was a
500mm horizontally and 300mm vertically. The energy cali-
bration was performed by taking theK edge of a sample o
ZnS at 2472 eV. The absorption spectra at theK edge of
silicon ~1839 eV!, sulfur ~2472 eV!, chlorine~2833 eV!, and
argon~3206 eV! were collected in the fluorescence mode
a function of the incident photon energy with a 1 eVstep.
We recorded several scans for each sample, so that the
collecting time for one point ranged from 10 to 20 s. T



e

et
a

on

th
tro
h

ea
w
p
e
s
is
d

o-
up

e

tain
ly
tra-
ur,
me
per-

re

vi-

e
illa-
rb-
of
o-

h

e
arity,

694 Low Temp. Phys. 26 (9–10), September–October 2000 Roubin et al.
fluorescence yield was measured at 90° from the incid
x-ray beam by a seven-element Ge detector~Eurisys-
Mesures! for the Ka1

/Ka2
lines, with an energy resolution

better than 150 eV. In the case of pure solid argon, the s
was different and the direct absorption spectrum through
gon deposited onto a thin Al foil was recorded with a silic
diode detector.

4. RESULTS AND DISCUSSION

4.1. Probing the host material: OCS isolated in argon,
xenon, nitrogen, and methane matrices

Figure 3 shows the absorption coefficientm displayed as
a function of the photon energy from 2450 to 2600 eV at
K edge of the sulfur atom in the case of argon, xenon, ni
gen, and methane matrices. The pre-edge contribution
been subtracted for each spectrum after its fit by a lin
regression, except for xenon. For this last case the signal
much weaker than for the other cases, because the absor
of the fluorescent photons by the matrix itself reduces th
escape depth. Such a low-level signal frequently induce
perturbed profile for the data: in order to correct it on th
figure, we have subtracted a fit of all the data above the e
by a polynomial function of degree two.

The corresponding EXAFS spectra (kx5k(m
2m0 /m0)) are displayed in Fig. 4 as a function of the ph
toelectron’s kinetic energy. Oscillations are clearly visible
to 300 eV above the absorption edge.

A close look at Fig. 4 shows some similarity on th
high-energy part of the oscillations~from 80 to 350 eV! es-
pecially for the Xe, N2, and CH4 matrices. The following

FIG. 3. X-ray absorption spectra at theK edge ofS for OCS isolated in
argon, xenon, nitrogen, and methane matrices. The fluorescence signals
been normalized to unity at the maximum of the first line.
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questions are then arising: do these spectra actually con
information about the OCS environment? Don’t they on
reveal the structure of OCS itself? Moreover, the concen
tion of 1:100 is indeed high enough for clustering to occ
and the spectra may also only reflect the structure of so
aggregates. As a matter of fact, infrared measurements
formed on OCS isolated in nitrogen, in argon or in xenon20,21

reveal that clustering and/or multiple trapping sites we
prevalent under all but the most dilute conditions~1/50000!,
and so we will examine now in detail whether there is e
dence for a signature of isolation in our spectra.

The same data are given on an expanded scale~10–100
eV! in Fig. 5 in order to focus on the low-energy part of th
spectra. Significant differences are observed on the osc
tions, reflecting differences in the environment of the abso
ing sulfur atom. This proves that, whatever the exact rate
clustering in the matrix, a signal corresponding to the is

ave

FIG. 4. EXAFS oscillationskx of the spectra of Fig. 3 as a function of th
photoelectron energy. The spectra have been shifted for the sake of cl
but the scale is exact for their amplitudes.

FIG. 5. The same as Fig. 4 on an expanded scale.
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lated molecule and, thus, information about the molecu
cage structure is unambiguously present in these meas
ments.

In order to clear up this point, we have recorded t
EXAFS spectrum of pure OCS deposited under the sa
conditions. It is represented in Fig. 6 and is compared w
the data for OCS isolated in methane. We recognize o
more the same high-energy oscillations, and the questio
clustering rises again. We have also done an FEFF sim
tion of solid OCS based on theR3m(C3v

5 ) crystal structure
determined by neutron diffraction.22 We have extracted from
the calculation the EXAFS contribution of the excited OC
molecule by selecting only the intramolecular single diff
sion paths, and this result is added in Fig. 6. It is clear t
the resulting periods of the oscillations fit those of the e
perimental spectra, and we can conclude that the high-en
structures appearing for OCS isolated in Xe, N2, and CH4 are
mainly due to intramolecular S-C and S-O scattering.

Let us explain now why the matrix signature is main
present only in the first part of the spectra. A general rea
is the damping induced by the thermal excitation of atom
movements: as a matter of fact, intramolecular bonds
stiffer than intermolecular bonds, and thes2 factor is much
lower for a pair of atoms both belonging to the molecule th
for a sulfur–argon pair. In the case of CH4 and N2, a second
reason is the well-known poor scattering efficiency of t
low-Z atoms. In addition, the backscattering amplitudes
crease as the photoelectron kinetic energy increases, an
more rapidly the lighter the element. For example, the ma
mum of the backscattering amplitude is found for a kine
energy of about 20 eV in the case of N, while it is about
eV in the case of Ar. These reasons explain why we do
measure a significant contribution coming from the N or
neighbors for an energy larger than 50 eV.

The IR spectrum and the trapping site for OCS isola
in argon and xenon have been modeled by Winn.23 The mol-
ecule is found to accommodate a two-hole site, as re
sented schematically in Fig. 7. In the case of argon, the
fur atom is roughly at the center of one of the two holes, a
the neighboring argon atoms occupy different well-defin

FIG. 6. The same as Fig. 4 for OCS isolated in methane and pure OCS
FEFF simulations of the OCS molecular single scattering signal.
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positions, with S-Ar distances spreading around a m
value of 3.74 Å. In the case of xenon, in addition to this si
a second site, in which the oxygen atom is at the cente
one of the two holes, has been found to be unstable. Figu
compares the EXAFS signals of OCS isolated in argon o
xenon with FEFF simulations performed with the geome
deduced from Ref. 23 and corresponding to Fig. 7—the s
fur atom being about at the center of a substitutional ho
Concerning the xenon matrix, the FEFF results correspo
ing to the unstable site are not represented here, for the
of clarity, but they clearly do not agree with the experimen
signal. On the contrary, Fig. 8 shows that the oscillatio
corresponding to the calculated stable site agree well w
the three first main structures observed between 20 and

nd

FIG. 7. Scheme of the two-hole trapping site for OCS in an argon mat

FIG. 8. EXAFS oscillations~dots! and FEFF simulations of the two-hole
site of Ref. 23 for OCS isolated in argon~1! and in xenon~2!. In the latter
case, the additional line3 is the FEFF simulation of molecular OCS as
Fig. 6.
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eV. The line 3 corresponds to the EXAFS simulations of
OCS molecule alone as for Fig. 6, and it fits well the osc
lations between 100 and 250 eV. This shows that the S–
contribution is only visible up to 100 eV—as a matter
fact, the backscattering amplitude rapidly decreases abov
eV—and confirms that the following part of the spectrum
dominated by the pure OCS contribution. In the case of
gon, it seems, clear that the main oscillating period obtai
in the calculations is larger than the experimental one,
this reveals that the measured mean S–Ar distance is la
than the calculated one. On the other hand, we can obs
that the sulfur–rare gas contribution is more dominant
argon than for xenon, and thus the OCS/Ar system app
the best candidate for a quantitative analysis of the sign

This has been done in a previous paper24 and the results
are summarized now. The Fourier transform of the EXA
spectrum obtained for OCS in argon~Fig. 9a! shows three
peaks corresponding to S–C, S–O, and S–Ar distances
that the structure of the first shell of argon atoms surround
OCS can be analyzed by fitting the oscillations given by
inverse Fourier transform of the peak corresponding to

FIG. 9. OCS isolated in argon.24 ~a! Fourier transform of the EXAFS oscil-
lations represented in Fig. 4;~b! inverse Fourier transform: the dots corre
spond to the experimental data, and the continuous line corresponds to
with the electronic parameters given by the FEFF code.
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S–Ar distance~Fig. 9b!. We found that our results wer
consistent with a shell of 11 argon atoms at a mean dista
of 3.78~1! Å, larger than the pure Ar–Ar distance found wit
the same FEFF data~3.75~1! Å!. A static disorder around
this position has been measured by an additional Deb
Waller factor ofs250.006 Å2, which corresponds to a root
mean-square displacement of about 0.08 Å. This disorde
moderate and this is in good agreement with the measu
relaxation of the argon positions in order to accommod
the molecule. These parameters for the cage are als
agreement with the two-hole site picture represented in F
7, and they differ only slightly from the perfect cage stru
ture calculated by Winn:23 they correspond to a structur
which is less organized~a unique mean S–Ar distance in
stead of a set of well-defined positions! and to a larger mean
S–Ar distance~3.78 Å instead of 3.74 Å!. We must remark
that the concentration of our sample~1/100! is high enough
so that our matrix crystal is probably disturbed by the O
dopant, and it is thus not surprising to obtain a structure t
differs from the perfect one.

4.2. Probing the distortion induced by the guest molecule:
OCS, HCl, and SiH 4 isolated in an argon matrix

The absorption spectra of SiH4 and HCl isolated in an
argon matrix at theK edge of the silicon and the chlorin
atom, respectively, have been recorded and are reporte
Fig. 10a. For comparison, the spectrum of OCS in argon
the sulfurK edge, already presented in the preceding sect
is reproduced in the same figure, as well as the spectrum
pure argon recorded at the argonK edge. This last spectrum
can be thought of here as Ar in Ar. A shift of the photo
energy corresponding to theK electron binding energyE0 is
applied for each spectrum in order to be able to comp
them, so that the abscissa ishv2E0 and roughly corre-
sponds to the photoelectron kinetic energy. The oscillati
are observed above the absorption edge in the cases of O
HCl, and Ar, while they are much more rapidly damped
the case of SiH4. Moreover, when existing, they undoubted
show a similarity, especially in the 40–150 eV region~Fig.
10b!, which proves that they are the signature of a simi
argon environment. The peak existing for HCl only, at abo
the origin of the energy scale of Fig. 10a, corresponds to
transition towards the molecular antibondings* state.25 The
following peak can be readily compared for HCl in argo
and for pure argon: it corresponds to the 1s→4p Rydberg
transition,8,25 which is expected to be very similar in bot
cases because of similar electronic structures.

The EXAFS signals (kx) for pure argon and for HCl
isolated in argon are superimposed in Fig. 11, and no sig
cant difference is observed between the two spectra. T
confirms that a single substitutional site readily accepts H
without perturbation of the crystalline structure. The size
the molecule is actually close to the size of the argon ato
and, moreover, it is well-known that the molecule undergo
almost free rotation in the cage, indicating a negligib
hindering26,27 by the neighboring atoms. The beating b
tween different oscillations that is observed in the spec
~see Fig. 11! is due to the addition of the contributions of th
different shells of argon surrounding the excited atom and
multiple scattering. A detailed analysis of the different pa

fit
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contributions given by the FEFF code shows that the m
oscillating structure corresponds to the sine function b
with the first nearest neighbors at a distance of 3.75 Å, w
the secondary maxima appearing atE567 and 100 eV are
due to a constructive addition of the third and fourth sh
sine functions and of the double-scattering contributions,
pecially those coming from two Ar scattering atoms align
with the central atom. This latter signal indeed involves
forward scattering and is enhanced because of its high
plitude ~focusing effect!.

On the contrary, silane, whose tetrahedral symmetr
well-suited for a cubic crystal, does not give rise to lon
range oscillations. Infrared spectroscopy28,29 reveals two
peaks for the Si–H stretching band of silane isolated in

FIG. 10. X-ray absorption spectra as a function of the shifted photon en
(hv2E0),E0 being theK edge energy of Cl for HCl, S for OCS, and Si fo
SiH4 ~fluorescence mode! and theK edge of Ar for pure argon~transmission
mode!. In the case of HCl, the spectrum has been corrected to eliminat
important unwanted structure at 45 eV due to a glitch:~a! spectra from210
to 150 eV;~b! the same spectra in an extended range.
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gon, indicating two sites for its accommodation. The me
low-frequency peak arises over a very broad and structu
band due either to rotation or to multiple configurations
the site. Silane is approximately a sphere whose diameter
Å and is probably too large to fit into a one-atom vacancy
an argon crystal. It will neither easily occupy a two-atom o
~Fig. 7!, which can accommodate only a prolate molecule
reduced size. We have also considered the case of the
atom vacancy of tetrahedral symmetry, as has been don
some metallic atoms.30 In Fig. 12 the FEFF results obtaine
for silane in a one-atom vacancy and for silane in a fo
atom vacancy are compared with the experimental d
There is clearly no agreement between the oscillating st
tures of the simulations and the experimental results, and
cannot draw a conclusion as to the validity of either of t
two sites. Nevertheless, the experimental spectrum may

gy

an

FIG. 11. EXAFS spectra (kx) as a function of the photoelectron energy
pure argon~continuous line! and of HCl ~dots! isolated in argon.

FIG. 12. EXAFS spectrum (kx) of silane isolated in argon~dots! and FEFF
simulations of silane in a one-hole site~line 1 ! and in a four-hole site
~line 2!.
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result from the addition of two signals, as suggested by
infrared results. Unfortunately, the EXAFS oscillations e
tend in too short a range to give any valuable information
the usual Fourier transform operation. We can only concl
that the mean environment of silane does not present eno
simplicity to give rise to long-range EXAFS oscillations.

5. CONCLUSION

We have presented here the results of EXAFS exp
ments performed at theK edge of Si, S, and Cl for SiH4,
OCS, and HCl isolated in argon and for OCS isolated
argon, xenon, nitrogen, and methane. The signature of
different matrix environments of OCS is clearly evidenced
the low-frequency part of the spectra, and, on the other ha
the signature of molecular OCS is dominant in the hig
frequency part, except in the case of the argon matrix. A
matter of fact, to obtain a signal containing a non-negligi
intermolecular contribution, the host atom must not on
have a good scattering efficiency in order to get a large
plitude for the oscillations~and thus, not a low-Z atom! but
must also weakly absorb the x-ray radiation in order to ge
good signal-to-noise ratio in the fluorescence detection m
~and thus, not a high-Z atom!.

For this reason, we have been able to do a comp
analysis of the EXAFS oscillations only in the case of OC
in argon. We have measured an S-Ar of 3.78 Å, and we h
shown that this slight relaxation of the argon cage is eno
to accommodate the molecule without perturbing the lo
range order of the matrix. These results are consistent
the usual two-hole site picture invoked for such a linear m
ecule and are not far from a previous modeling23 valid only
for a perfect matrix. For OCS in xenon, the results are
tirely consistent with the same modeling and confirm
calculated location of OCS inside the two vacancies. T
case of silane in argon is totally different, and only a high
damped signal has been measured, so that, in agreemen
previous infrared results, we can rule out the hypothesis
single well-defined cage around the molecule and even
hypothesis of a disordered one-hole or four-hole site.

In conclusion, we think that probing the matrix enviro
ment of a dilute sample with the EXAFS technique in th
soft x-ray region is not a simple task because of the p
signal-to-noise ratio and the problem of absorption by
matrix itself. Nevertheless, consistent results have been
tained here, and this proves that the technique can really
important information about the site structure and, even
quantitative analysis is not always possible, that it can p
vide valuable information about the ordering around the m
ecule.
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Physical aspects of matrix isolation technique: FTIR studies on CO and CO 2 in O2

and N2 matrices
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The matrix isolation technique is traditionally used to investigate the properties of the matrix-
isolated species themselves or to solve some special questions of the theory of defects in
solids. We showed here that the optical spectroscopy of real matrix-isolated molecules can be
successfully used to investigate the host crystal qualities, too. We demonstrated the
capacity of modern FTIR spectroscopy to study the properties of cryocrystals such as phase
transitions, solubility boundaries, orientational order parameter, etc., by monitoring the behavior of
the IR-active molecules, which are present in matrices under investigation as a natural
contamination~40 ppb!. Due to the excellent optical quality of our crystal samples, we were able
to determine a part of the binary phase diagram CO–O2 ~at CO concentrations less than 1
ppm! as well as to investigate the kinetics of phase transitions. Furthermore, we successfully used
the spectroscopy of the matrix-isolated molecules to proof that thea-b phase transition of
the matrix crystal (O2) is of first order. © 2000 American Institute of Physics.
@S1063-777X~00!01109-9#
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1. INTRODUCTION

The matrix isolation~MI ! technique is used in general t
investigate properties of the isolated molecules~or small
groups of them! such as their shape, their spectrum, the
laxation of molecular excitations, etc., as well as their che
cal and physical behavior. Recently1 we have shown that the
matrix isolation technique can also be used successfull
render some fundamentally important information on
properties of the host crystal, where these molecules w
dissolved~CO or CO2 in a N2 matrix!. The principal prereq-
uisite to employ the MI technique for this special purpose
to work with a real MI case to avoid any segregation pr
cesses or cluster formation and to neglect any interac
between dissolved impurities. The basic physical idea of
approach is relatively simple: the spectroscopic characte
tics of the internal vibrations of a well-isolated molecu
~frequency, bandwidth! are unambiguously determined on
by the properties of this molecule itself and the crystal fi
of the host crystal in which this molecule is embedde
Changes in the crystal-field-varying external conditio
~such as temperature, pressure! cause corresponding chang
in spectroscopic characteristics of the MI molecule. The
fore, by monitoring the behavior of this MI molecule car
fully, we can probe the host crystal qualities such as ph
transitions, intermolecular distance, order parameter, dyn
ics, and relaxation processes, etc. Moreover, starting fro
real MI case it is possible to investigate the low
concentration part of the phase diagram of binary syste
correctly. Our previous results1 change traditional opinions
about the MI case, such as the solubility limit in cryocrysta
we have shown that the thermodynamic equilibrium solu
ity limit for CO2 molecules in solid nitrogen is lying at mola
concentrations of about 102721026.

FTIR spectroscopy is a substantially more sensitive t
6991063-777X/2000/26(9–10)/13/$20.00
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in comparison with Raman scattering to investigate sm
impurity concentrations. Therefore, it is meaningful to e
ploy IR-active MI molecules to probe indirectly of host cry
tal qualities of spectroscopically inactive matrices~rare gas
solids, etc.!. In Fig. 1, we present the internal vibration spe
trum of CO molecules matrix isolated in solid oxygen. O
oxygen gas used~purity 99.998%! contains these CO mol
ecules as a residual contamination. Analyzing the integra
intensity of this peak in combination with known absorptio
coefficient of CO, we determined the CO concentration
the solid oxygen to be 431028.

Our aim is to study thereal matrix isolated case and t
probe solid-state aspects of the matrix. We have chosen2
and CO molecules matrix isolated in solid nitrogen and o
gen as an example. Our paper is structured as follows
Sec. 2, we briefly describe our experimental proced
~method, crystal growth, determination of impurity conce
tration, etc.!. Experimental results are presented toget
with the discussion in Sec. 3. We will analyze first the pha
transitions in the host crystals. Second, we will interpret
behavior of mode frequency to gain information on the h
crystal qualities; third, we will study the low-concentratio
part of the phase diagrams~CO2 in nitrogen and oxygen, and
CO in oxygen!; fourth, we will discuss mode relaxation pro
cesses of impurities in these selected cryocrystals.

2. EXPERIMENTAL PROCEDURE

We investigated CO2 and CO molecules dissolved i
condensed phases of nitrogen and oxygen at equilibrium
por pressure by FTIR spectroscopy in the temperature ra
from 10 to 90 K. The spectra of the impurity fundamenta
were recorded in the mid-infrared spectral region by a F
rier spectrometer~Bruker IFS 120 HR!. Two sets of light
sources and beam splitters were used: a glowbar source a
© 2000 American Institute of Physics
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KBr beam splitter~spectral range 800–5000 cm21! as well as
a tungsten lamp and a CaF2 beam splitter~spectral range
1900–11000 cm21!. The diameter of the diaphragm was
and 0.8 mm, respectively. Liquid-N2-cooled InSb and MCT
detectors were used. The frequency resolution was va
from 0.003 to 3 cm21, depending on the bandwidth of th
investigated spectral lines. A cutoff filter for the spectral
gion 2000–3000 cm21 was used to improve the signal/nois
ratio.

To investigate cryocrystals in the whole spectral reg
~from far infrared to ultraviolet! on thesamesample without
changing the window material, a special sample cell w
diamond windows ~accessible spectral range 10–430
cm21! was designed~Fig. 2!. This cell consists of a bras
corpusA and two copper discsB with polycrystalline dia-
mond windowsC ~�3 mm!. The diamond windows are
glued onto the copper discs. The copper discs are sepa
by a brass ringD ~inner diameter of 10 mm! as a spacer to
vary the sample thickness. The inner areaE between the two
copper discs serves as the sample chamber. Copper wa
lected as a material for sample chamber to exclude con
erable thermal gradient across our sample. The thicknes
the samples was 1.2 mm in the present studies. The ind
rings were used to seal the sample chamber~shown by dark
dots in Fig. 2!. A steel capillary tubeF connects the sampl
chamber with the gas system.

The sample cell was mounted on a cold finger of
closed-cycle He cryostat~positionG in Fig. 2!. The sample
temperature was measured by a calibrated Si diode wi
temperature resolution of 0.005 K in the temperature reg
below 25 K and 0.05 K at higher temperatures. The accur
of the temperature, stabilized by a computer, was better

FIG. 1. Mid-IR spectrum of the internal vibration of the CO molecul
matrix isolated ina-oxygen~T511 K, spectral resolution 0.003 cm21!. The
CO molecules are present in our oxygen~99.998%! as a residual contami-
nation ~CO/O2 ratio ;431028!.
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60.01 K atT<25 K and60.03 K at higher temperatures. T
obtain information on the real absolute sample tempera
the Si diode was calibrated by comparing a registered sam
temperature to known fixed thermodynamic temperat
points ~solid-solid phase transitions, melting and boilin
points of 5 substances: H2, Ne, CH4, O2, N2!. This procedure
allows us to reach an absolute accuracy of determinatio
the sample temperature of about 0.1 K in the whole tempe
ture range from 10 to 120 K.

To ensure good thermal contact with copper discs~posi-
tion B in Fig. 2! a sample gas was condensed to liquid
overpressure of about one bar. This overpressure was m
tained until a crystal was completely grown. The samp
were slowly grown from the liquid to obtain perfect crysta
with good optical quality. This crystal quality was immed
ately controlled by eye~microscope! during growth as well
as by a determination of the bandwidth of the MI molecu
fundamental at low temperature. The grown crystals w
completely transparent to visible light and had very sm
residual inhomogeneous broadening~about 0.01 cm21!. We
could not detect any traces of the IR-inactive N2 or O2 vibron
~host crystal!; consequently, our crystals are perfect. T
overcome the difficulties connected with the big volum
jump at the g-b phase transition in solid oxygen~about
5.4%2! and to obtain high quality crystals of low-temperatu
O2 phases, a special procedure worked out in Ref. 3 was u
and slightly modified for our demands.g-O2 crystal of per-
fect quality was slowly~0.05 K/h! cooled through theg-b
phase transition. At a temperature slightly lower than theg-b
transition point (DT50.02– 0.03 K) a perfect crystal o
b-oxygen was grown at constant temperature~temperature
fluctuations were smaller than60.02 K!. The changes in our
samples during whole growth procedure were continuou
monitored spectroscopically. During the recrystallization
theb phase, we observed an increase of the optical trans

FIG. 2. The sample cell specially designed for IR-spectroscopic invest
tions of cryocrystals and their mixtures at zero pressure.
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FIG. 3. Temperature dependences of the spectroscopic characteristics of thev3-fundamental of CO2 matrix isolated in solid nitrogen: frequency~a! and
integrated intensity~b!. The CO2 molecules were present in our nitrogen gas~99.999%! as a residual contamination (CO2 /N251.3531027).
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ency of our samples. If the transparency did not impro
further more, the crystal ofb-oxygen was slowly~0.1 K/min!
cooled down. Near phase transitions, the samples w
cooled ~or warmed! at a much slower rate~0.005 K/min!.
Two series of experiments with different admixture/mat
~A/M ! ratio were carried out for both matrix materials~N2 or
O2!. In the first series~A!, we monitored the behavior of th
IR-active molecules, which were present in our sample ga
~O2, 99.998% and N2, 99.999%! as residual contaminations
CO2 in nitrogen~135 ppb! as well as CO~about 40 ppb! and
CO2 ~about 1 ppm! in oxygen. In the second series~B!, we
investigated nitrogen enriched in CO2 ~75 ppm! and oxygen
enriched in CO~about 0.9 ppm!.

The methods used to determine the impurity concen
tion in solid nitrogen were described in Ref. 1. In the case
the oxygen samples, we determined the A/M ratio via kno
absorption coefficients1,4 as well as via partial pressure.

3. RESULTS AND DISCUSSION

3.1. Investigation of phase transitions

a! N2 matrix . To test our approach—to probe host cry
tal quality—we first studied the well-investigateda-b phase
transition in solid nitrogen. This phase transition is a fir
order phase transition accompanied by a volume jump~about
0.8%! at the equilibrium vapor pressure.5 The low-
temperaturea-phase of solid N2 hasPa3 cubic structure and
possesses long-range orientational order. The hexag
b-phase~space groupP63 /mmm! is an orientationally dis-
ordered phase.

To probe indirectly thea-b phase transition of the ma
trix (N2), we monitored the behavior of the CO and CO2

fundamentals as a function of temperature. Although b
e

re

es

-
f
n

-

-

nal

h

substances react sensitively to this phase transition~see Ref.
1!, the most obvious changes are observed in the spec
scopic characteristics of thev3-CO2 fundamental~Fig. 3!.
These changes were completely reproducible under coo
and warming. Onev3-CO2 band in thea phase is split into
two bands in theb phase exactly at the phase transition po
~Fig. 3a!. The clear jump is observed in the temperatu
dependent bandwidth of the MI molecules at this tempe
ture, too. These observations, gained by the spectroscop
MI molecules, are confirmed by monitoring the two-vibro
band ofa-N2, which disappears in theb phase~see Fig. 6
Ref. 1!. The integrated intensity of thev3-CO2 fundamental
is proportional to the total number of MICO2 molecules. The
intensity of the onev3-CO2 band in thea phase is equal to
the total intensity of twov3-CO2 bands inb-N2 ~Fig. 3b!.
Since the number of MI molecules is constant at this tran
tion, the MI CO2 molecules must be distributed between tw
different sites inb-N2, in accordance with the two possibl
orientational positions in the hcp structure ofb-N2 ~Ref. 1!.

The detailed analysis of thea-b phase transition1

showed that the spectroscopic behavior of the CO2 funda-
mental mirrors all characteristics of a first-order phase tr
sition: a frequency jump; a thermal hysteresis of all of t
spectroscopic characteristics; the coexistence of thea andb
phases.

b! O2 matrix . For 30 years it has remained unclear in t
literature if thea-b phase transition in solid oxygen is of firs
or second order. We applied the matrix isolation technique
clarify this question.

O2 molecules possess nonzero electronic spin in
ground electronic state. Therefore, solid oxygen combi
properties of a cryocrystal and of a magnetic material. So
oxygen exists in three phases at ambient pressure:g-O2 (T
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FIG. 4. Temperature behavior of the internal vibration of the CO molecules matrix isolated in solid oxygen (CO/O2;431028); temperature dependence o
the CO fundamental frequency~star is the data of Ref. 19! ~a!; thermal hysteresis of thea-b phase transition in solid oxygen~b!; the coexistence region o
the a andb phases during cooling, from monitoring of the CO fundamental band in both phases~c!. The resolution was 0.003 to 0.037 cm21, and the error
in absolute frequencies is smaller than the symbols.
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554.36243.8 K), b-O2 (T543.8223.87 K) anda-O2 (T
<23.87 K). The low temperaturea phase is an
antiferromagnet,6 whereas theb and g phases possess n
long-range magnetic order.7 b-O2 has the rhombohedral lat
tice of space groupR3̄m, whereas the structure of thea-O2

belongs to the space groupC2/m.6,8 The crystal structures o
thea andb phases are actually very similar, and both stru
tures consist of closed-packed layers~basal planes!. The dis-
tance between nearest molecules in the basal plane~3.2–3.4
Å! is substantially smaller than the distance between nea
neighbors from different layers~>4.2 Å!.2

The properties of solid oxygen near its phase transiti
have been extensively investigated by different experime
techniques: by x-ray and neutron diffraction,2,12,14 heat ca-
pacity measurements,10,13 IR and Raman spectroscopy,9,22

thermal conductivity,31 etc. However, the available exper
mental and theoretical data on the order of thea-b phase
transition are both of a contradictory nature. On the exp
mental side thea-b phase transition is considered to be
second order according to the temperature dependence o
magnon frequency observed in Ref. 9 and to al-like
anomaly of the heat capacity observed in Ref. 10. The p
allel and perpendicular magnetic susceptibilities do not co
cide at thea-b phase transition point.11 Thermal hysteresis
was observed by elastic neutron diffraction12 and heat capac
ity measurements.13 Consequently, thisa-b phase transition
is considered to be first order on the basis of the experim
tal results of Refs. 11–13. X-ray studies14 demonstrate tha
both phases coexist within 1 K near thea-b phase transition;
however, those authors did not detect any hysteresis.

In theoretical literature15–17,32there is also no consensu
on the physical origin and classification of thea-b phase
transition: a pure crystallographic transition, magnetica
driven, and/or magnetoelastically driven. Different theore
cal models to describe this phase transition have been
ploited to characterize the order of this phase transition.
example, the authors of Ref. 15 described thea-b phase
transition as a second-order transition, while according
Refs. 17 and 25 thea-b phase transition is of first order.
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To obtain unambiguous experimental information on t
order of thea-b phase transition we carefully monitored th
behavior of the spectroscopic characteristics of the inte
vibration of CO molecules MI in solid oxygen. In the litera
ture, we found one spectroscopic study on CO dissolved
solid oxygen~resolution 0.25–0.30 cm21!.18 CO molecules
were produced by UV photolysis of O2: H2CO and
O2:H2C2O2(2000:1) solid mixtures atT512 K.

Figure 4a shows the temperature dependence of the
fundamental in thea and b phases of solid oxygen, repro
ducible in cooling and warming. At temperatures higher th
34 K, the CO peak becomes very broad~bandwidth about 0.1
cm21 at 34 K! and therefore cannot be observed at su
small CO concentrations. A jump in frequency is clearly v
ible at thea-b phase transition. This change in the enviro
mental shift of the vibration frequency of the MI molecule
(vcrystal2vgas) is determined by changes~i! in the intermo-
lecular distances of the host crystal and by changes~ii ! in the
host crystal orientational order parameter.1,19

Figure 4b presents the temperature dependence in
steps~0.05 K! of the CO fundamental frequency in the v
cinity of thea-b phase transition for one of our samples. T
temperature at which the new band shows up as proof of
new phase lies at 23.85 and 24 K on cooling and warmi
respectively. The concrete temperature values varied f
one sample to the other, but these fluctuations were not m
than 0.1 K. Our temperature range for hysteresis is a
smaller than the thermal hysteresis observed in Ref. 13.

Figure 4c shows our spectra near theb→a phase tran-
sition. The coexistence region of thea and b phases is
clearly visible at 23.85 and 23.80 K. This coexistence of
a andb phases was observed in every sample~5 series! as
well as during both cooling and warming.

The jump in the CO fundamental frequency (0.0
60.01 cm21! at thea-b phase transition is comparable wit
the temperature-caused changes in frequency in the temp
ture range ofa-O2 ~0.17 cm21!. Since the intermolecula
interaction between O2 molecules in the basal plane is su
stantially stronger than the interlayer interaction,20 the jump
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in the CO frequency is mainly determined by changes in
basal plane. Our own analysis of the structural data of oth2

showed that no discontinuity is observed in the area of
basal plane of a unit cell~representing theb phase by the
monoclinic axes! at thea-b phase transition. Therefore, th
frequency shift of 0.09 cm21 obtained by us reflects th
monoclinic distortion of the basal plane of solid oxyge
which appears/disappears at the point of thea-b phase tran-
sition and, consequently, can serve as a quantitative mea
of this distortion.

Thus we have obtained strong experimental evide
~frequency jump, thermal hysteresis, coexistence of tha
andb phases! that thea-b phase transition in solid O2 is a
first-order phase transition.

This result gained by analysis of the spectroscopic d
of MI molecules, i.e., indirectly, was confirmed by the car
ful investigation of the behavior of the oxygen vibron si
band, i.e., directly. Figure 5 demonstrates the tempera
evolution of the side-band spectrum in the vicinity of thea-b
phase transition during warming of the sample. Theb-O2

side band contains only two maxima~at 1591 and 1617
cm21! without any additional fine structure~spectrum atT
524 K!. These maxima had been observed previously21 and
assigned to an IR absorption of a combination of oxyg
vibron @v051552 cm21 ~Ref. 22!# with a libron ~39 cm21!
and a lattice phonon~65 cm21!, respectively. Both feature
exist in the side band ofa-oxygen, too ~spectrum atT
523.70 K!. However, the maximum at higher frequency
substantially enhanced in comparison to the one in theb-O2

side band; the additional contribution originates from t
second libron branch~'70 cm21!, which exists ina-oxygen
only. Thea-O2 side band also possesses an additional
structure ~at frequencies about 1601 and 1606 cm21! be-
tween the two main maxima and two small maxima~at 1580

FIG. 5. Spectra of the oxygen vibron side band in the vicinity of thea-b
phase transition. The arrows indicate the maxima in the side bands.
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and 1636 cm21!. The maxima of the fine structure corre
spond to a combination of the oxygen vibron with latti
phonons at the Brillouin zone boundary—frequencies of
and 54 cm21 relative to the vibron frequency. The features
1580 and 1636 cm21 relate to a high frequency magnon~fre-
quency about 28 cm21! and a lattice phonon~frequency
about 84 cm21!, respectively. Each of these six values in t
phonon sideband spectra fora-O2 agrees quite well with
experimental9,22 and theoretical23 data. As can be seen, n
observable changes in the spectra occur in the tempera
range from 23.7 to 23.85 K. By a temperature of 23.9 K
the extra features of thea-O2 side band have already van
ished and only the typical side band ofb-O2 is present. A
subsequent increase to 24 K causes no further changes i
spectra. Therefore, the first-order phase transition occurs
tween 23.85 and 23.90 K during warming of the sample
similar behavior shows up between 23.80 and 23.75 K d
ing cooling of this sample. In other words, thermal hystere
takes place in the spectroscopic characteristics of solid o
gen at thea-b phase transition, too. It is important to no
that these temperature points~23.85 K→23.90 K and
23.80 K→23.75 K! coincide exactly with the values dete
mined by monitoring the behavior of the CO molecules
the same sample.

This eminent behavior—such as discontinuity a
hysteresis—at thea-b phase transition is not only observe
at the vibron side band and at the internal vibration of C
matrix isolated in solid oxygen, but is also clearly confirm
by us at other elementary excitations of O2, such as excitons
exciton–vibrons, and two-vibron bound states. A two-pha
coexistence temperature region was observed too.1!

All these spectroscopic results allow us to draw two co
clusions: first, thea-b phase transition in solid oxygen is o
the first order; second, the changes in the host crystal la
at a phase transition can be successfully probed by spec
copy on the guest molecules.

3.2. Indirect estimation of volume changes in the host
crystal

In general, the temperature dependence of one mode
quency must somehow contain the temperature depend
of the crystal volume. Therefore, we will try to exploit this i
the MI case and deduce information on matrix volume.

An environmental frequency shift of the internal vibr
tion of a MI molecule (vcrystal2vgas) is determined by the
interaction between the embedded molecule and the m
ecules of the host crystal, averaged over relative translatio
and orientational motions of the impurity and the mat
molecules.19 The general formulas for the environmental fr
quency shift of the linear molecules are given in Ref. 1.
our case of CO in solid oxygen and nitrogen~two atomic
linear molecules matrix isolated in the orientationally o
dered phases!, these expressions can be written in the se
consistent approximation in the following form:

Dv[vcrystal2vgas5
Be

ve
H(

j
A~Rj !1h impF(

j
U1~Rj !

1(
j

U0~Rj !h j G J 5KW~R,T!. ~1!
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FIG. 6. Internal vibrational frequencyv of the CO molecules matrix isolated in orientationally ordered phases of solid nitrogen and oxygen vers
nearest-neighbor separationR: CO in a-nitrogen (CO/N25531027) ~a!; CO in b- and a-oxygen ~b! and ~c!, respectively~CO/O2;431028 as well as
431027!. The experimental and theoretical values according to Eq.~1! are shown by diamonds and dashed lines.
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HereBe andve are the rotational and harmonic vibration
constants of the MI molecule, respectively;h imp andh j are
the orientational order parameter of the MI and host cry
molecules, respectively;Rj is the intermolecular distance be
tween the MI molecule and thej th matrix particle;A(R),
U1(R), andU0(R) are combinations of the first and seco
derivatives of the potential energy of the MI molecule in
matrix with respect to the impurity interatomic distanc
which are evaluated at the equilibrium interatomic distan
K5Be /ve ; W is the normalized matrix shift.

The three force constants presented in~1! have different
origins: A(R) is determined by the isotropic part of the in
termolecular interaction between the MI and host crys
molecules, whereasU1(R) and U0(R) are formed by the
noncentral part. The force constantsA, U1 , andU0 in Eq. ~1!
are functions of the distanceR between the MI molecule an
host-crystal molecules. Of course, the host-crystal molec
are deformed by the impurity around them. The deformat
field around an impurity causes some changes in the fo
constant quantities in comparison to the undeformed crys
However, the temperature-caused changes in the deform
field ~e.g., an excess volume caused by one impurity! are
mainly determined by the thermal expansion of the h
crystal.24 Therefore we expect that the temperature beha
of the mode frequency of our MI molecule is govern
mainly by the thermal expansion of the host crystal latti
too.

We confirmed these general considerations by spec
scopic data for CO molecules MI ina-nitrogen and
b-oxygen ~Fig. 6a and 6b! ~as well as for CO2 in solid
nitrogen!1 as follows. Taking in account that th
temperature-caused changes in the intermolecular distan
the host crystal are relatively small~about 1%! at the equi-
librium vapor pressure, we can expand the normalized ma
shift W in equation~1! into a Taylor series:

W~R~T!!5W~R!uR0
1~]W/]R!uR0

@R~T!2R0#

1higher orders, ~2!
l
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where R is the distance between nearest neighbors in
a-nitrogen andb-oxygen. Combining Eq.~2! and Eq.~1!, we
obtain a simple expression to model the experimentally
termined mode frequency behaviorDv(T) in the phases
where this behavior is governed by one crystal lattice para
eter. TheW(R0) and]W/]R0 values obtained by modeling
the experimental data are presented in Table I. The nea
neighbor distanceR at 0 K and 24 K was chosen asR0 for
the a-N2 andb-O2, respectively.

The agreement achieved between experiment and m
is excellent~Fig. 6a and 6b!. Consequently, it means tha
spectroscopic data on MI molecules can be successfully u
to deduce and estimate the molar volume changes in a
crystal if this is not known!

We drew this conclusion from spectroscopic measu
ments at equilibrium vapor pressure. Nevertheless, we ex
that the same situation takes place also qualitatively at h
pressure, i.e., the temperature behavior of the mode
quency of MI molecules during any isobaric route main
reflects the thermal expansion of the matrix material. T
corresponding experiments are planned to prove our assu
tion directly. Now we would like to discuss this mode fre
quency behavior of MI molecules in more detail. Compari
Figs. 6a and 6b, this behavior of the mode frequency of C
molecules MI in solid nitrogen is quite different from th
behavior in solid oxygen. This qualitatively different beha
ior comes from the difference in the nature of the stability
thea-nitrogen and oxygen phases as well as from the diff

TABLE I. Normalized matrix shift of CO fundamental frequency in differ
ent matrices.*

*For details, see Eq.~2!.
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ence in the intermolecular potential between the MI m
ecules and host crystal particles. Thea-N2 structure is stabi-
lized by the central part of the intermolecular potentia
together with the quadrupole component of the noncen
interaction,5 whereas thenoncentralpart of the repulsive in-
teraction is responsible for the stability of the orientationa
ordered phases of solid oxygen.20 Therefore, the matrix shift
of the fundamentals of impurity molecules is governed
the sum of an isotropic and a quadrupole–quadrupole in
action in case ofa-nitrogen and by the noncentral part of th
repulsive interaction in the case ofa- andb-O2.

Unexpected behavior of the CO fundamental was
served ina-oxygen. We tried to model the experimental fr
quencyv(T) or v(R) similarly to the situation inb-O2.
Because of the monoclinic distortion ina-oxygen, two inde-
pendent variables must be used in that case. We chose
effective distance between neighborsReff ~Reff5A321/2S, S
is the area of the basal plane of a unit cell! and the relative
distortion in theb directiond ~d5b2Reff ; b is the unit cell
parameter!. This selected geometry allows us to preserve
similarity of a andb phases:Reff like S, shows no disconti-
nuity at thea-b phase transition, andd is zero inb-O2 by
definition. Then, we can paraphrase~2! in a form that is
applicable to the special case ofa-O2:

Wa2O2
~R~T!,d~T!!5W~R0!1~]W/]R0!

3@Reff~T!2R0#1~]W/]d!u0d~T!.

~3!

As values forW(R0) and]W/]R0 in the case of thea phase
we kept the corresponding values obtained earlier for thb
phase. The value (]W/]d)u0 was obtained by modeling th
experimental dependence at temperatures near thea-b phase
transition and is equal to (48662) cm21 Å 21. This value is
substantially smaller than the]W/]R0 value~see Table 1!. It
means that the changes in frequency of the CO fundame
in a-oxygen are mainly determined by the changes in
areaS of the unit cell basal plane. This result of our mode
ing is shown by a dashed line in Fig. 6c. A relatively sm
but distinct discrepancy is seen between the modeledv(R)
and experimentalv(T) values. This difference between e
periment and theory~about 0.07 cm21! exceeds considerabl
the experimental inaccuracy~60.005 cm21!. We associate
this deviation~Fig. 6c! with an increase in the magnetic o
der as the temperature decreases. Due to the strong de
dence of the exchange interactionJi j on the mutual orienta-
tion V i j of interacting i and j molecules23 (Ji j

5 f (Ri j ,V i j )), an influence of the magnetic order on th
orientational order parameter26 must be considered here to
i.e., an increase in the magnetic order causes a mutua
crease in the orientational order parameter. Therefore,
difference between the modeledv(R), ~broken line! and ex-
perimentalv(T) ~symbols in Fig. 6c! values reflects the
temperature-caused changes in the orientational order pa
eter, resulting from changes in the magnetic order of
a-oxygen, which were not taken into account in Eq.~3!.

3.3. Determination of part of the binary phase diagram

a! Solubility limit of CO2 in oxygen and nitrogen. In
liquid oxygen, we observed the v3-fundamental of the CO2
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molecules matrix isolated in liquid oxygen at 2342 cm21

~Fig. 7!. In our IR spectra of liquid oxygen we could no
observe and identify any other impurity absorptions. T
v3-CO2 band is present in the spectra of both series of
samples~A and B!, with no substantial differences in fre
quency, bandwidth, and integrated intensity. Therefore
believe that our oxygen gas contains CO2 molecules as a
residual contamination without external leakage of t
vacuum system. We did not find any information in the l
erature about CO2 molecules in condensed phases of oxyg

The temperature dependence of the mode frequency
the bandwidth is presented in Figs. 8a and 8b, respectiv
The spectral resolution was 0.3–3 cm21 in these measure
ments. Both temperature dependences were quite repro
ible on cooling and warming. The profile of the v3-CO2 fun-
damental is rather well described by a Lorentzian functi
The temperature dependence of the integrated intensity
very surprising to us~Fig. 8c!. This behavior was reproduc
ible but not identical on cooling and warming. On coolin
the intensity increases slightly from 87 to 82 K, remai
almost constant to 72 K, and decreases rapidly to 60 K
very weak trace is visible at 57 K and disappears comple
near the melting point; no traces of this band are observa
in the solid state. This band of the MI CO2 reappears during
warming at 75 K. As the temperature increases, the in
grated intensity of this band increases, too.

To estimate the amount of CO2 molecules in liquid oxy-
gen we compared the integrated intensity of the v3-CO2 band
in liquid oxygen with our data on the intensity of this band
a-nitrogen~see Fig. 3b!. In the latter case, the CO2 concen-
tration ~135 ppb! was independently determined by ma
spectroscopy. This comparison shows that the concentra

FIG. 7. Spectra of then3-fundamental of the CO2 molecules matrix isolated
in liquid oxygen at two different temperatures. The CO2 molecules are
present in our oxygen~99.998%! as a residual contamination.
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FIG. 8. Temperature dependences of the frequency~a!, bandwidth~b!, and integrated intensity~c! of the n3-internal vibrations of the CO2 molecules matrix
isolated in liquid oxygen~the lines in Fig. 8c emphasis a sequence in time!. Bars show experimental inaccuracy.
t

io

-
o
ng
d
tu
ng

o
e
a

xe

st
e
t
-
-

th
n
i

oc
e

in
s
ra

re of

the
tor

this
time
ring
Fig.
tes

he
m-

ex-
CO

ion
e

g
on

ons
-

e,
in
rved.
ary
e

is
of the CO2 in liquid oxygen is varied from about 1.4 ppm a
82 K to about 0.19 ppm at 60 K.

We interpret this specific result as a direct determinat
of the thermodynamic solubility limit of CO2 in oxygen. The
solubility of the CO2 in liquid oxygen decreases as the tem
perature decreases and becomes practically zero in solid
gen: the CO2 molecules evaporate out of the sample. Duri
warming of the sample, CO2 molecules are again dissolve
in the sample. The different behavior at opposite tempera
routes can originate from differences in kinetics duri
evaporation and dissolution.

A similar low solubility is also observed for CO2 in solid
nitrogen.1 In nitrogen samples doped with 75 ppm CO2 ~se-
ries B!, we observed spectroscopically crystalline clusters
about 200 CO2 molecules in solid N2. Besides this band du
to clusters, an additional band was observed, which we
signed to the v3-mode of CO2 molecules matrix isolated in
N2. Due to Ref. 1, we believe that the solubility limit of CO2

in solid nitrogen lies at about 1 ppm~or less!.
b! Influence of small amounts ofCO on phase transitions

in solid oxygen. No information on the O2–CO phase dia-
gram exists up to now.27 To investigate part of the O2–CO
phase diagram at small concentrations of CO we premi
0.9 ppm CO gas with O2 gas ~seriesB of our samples!,
condensed this gas mixture at 87 K, and grew the cry
samples as described in Sec. 2. Only monomers of CO w
observed in these samples. The integrated intensity of
CO band is 0.00860.001 cm21. Using the absolute absorp
tion coefficient for gaseous CO,4 we estimate the actual con
centration of the CO in solid oxygen (3 – 431027). The
temperature evolution of the CO fundamental band near
a-b phase transition during cooling is shown in Fig. 9a. O
can clearly recognize that the intensity of the CO band
b-O2 is decreasing, whereas the intensity ina-O2 is increas-
ing as the temperature decreases. Therefore we can ass
these changes in the spectra~Fig. 9a! to changes in the phas
composition of the sample during thea-b phase transition.
This transition is extended for 0.6 K~23.90–23.30 K in Fig.
9a! in this series of our samples in comparison to 0.15 K
samples of seriesA ~Fig. 4c!. In general, two external factor
control a phase transformation rate at first order phase t
n

xy-
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sition: ~i! degree of overcooling~or overheating!, i.e., the
difference between the actual temperature and temperatu
the transition point~23.90 K in the case shown in Fig. 9a!,
and ~ii ! exposure time at concrete temperature point in
two-phase temperature region. To determine which fac
mainly rules the kinetics of thea-b phase transition in solid
oxygen, some spectra were specially recorded during
phase transition at constant temperature as a function of
up to hours. About 3% of the new phase was created du
11 h at the constant temperature only, as displayed in
9b. The following decrease in temperature of 0.05 K crea
about 40% of the new phase~the time of recording of the
spectrum is about 3 h! ~see Fig. 9a!. Therefore, time-
depending kinetics does not play a significant role at thea-b
phase transition in solid oxygen, unlike thea-b phase tran-
sition in solid nitrogen~see Fig. 7c of Ref. 1!.

To investigate the influence of CO on thea-b phase
transition in more detail, we monitored the behavior of t
CO fundamental near this transition in both opposite te
perature routes~during cooling and warming! and deter-
mined the integrated intensity of the CO bands in both co
isting phases. The ratio of the integrated intensity of the
band in thea phase~at theb→a phase transition! and in the
b phase~at a→b phase transition! to the total intensity of
two coexisting bands corresponds to the relative port
Cimp(0<Cimp<1) of CO molecules dissolved in this phas
~Fig. 10a!. It is obvious that the transition on warmin
(Ta→b) begins at a lower temperature than the transition
cooling (Tb→a), i.e., thea-b transition in solid oxygen has
been split into two transitions in these samples!

According to our considerations, there are two reas
for this feature (Ta→b,Tb→a). First, this temperature be
havior results from some peculiarities of thea-b phase tran-
sition ~magnetic1 structural transitions, intermediate phas
etc.! and due to relatively high intensity of the CO band
these samples, this special oxygen feature could be obse
Second, it is a usual splitting of phase transitions in bin
systems~O2–CO in our case!. To differentiate between thes
two possibilities we probed theb-g phase transition by
monitoring the oxygen vibron side band, whose shape
qualitatively different in these two phases~see Fig. 10b!.
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FIG. 9. Spectra of the CO band in the coexistence region of thea andb phases of solid oxygen (CO/O2;431027) during cooling: temperature evolution~a!;
spectra recorded at 23.5 K just after a temperature decrease~solid line! and 11 h later~dashed line! ~b!. The resolution is 0.015 cm21.
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Temperature steps of 0.05 K were used. A shift of about
K towards higher temperatures is clearly observed for
samples enriched in CO~see Table II!.

It means that CO molecules indeed influence the ph
transitions in solid oxygen even at such low-concentrati
~about 431027!.

The second remarkable feature in Fig. 10a is the diff
ent temperature behavior of the integrated intensity of
bands duringb→a anda→b phase transitions. In genera
the phase transformation in the two-phase region is acc
.2
r

se
s

r-

-

panied by two processes: first, a change in the volume r
of the co-existing phases, and second, a change in the
centration of the impurity in these phases. Both proces
influence the temperature dependence of theCimp values.
Therefore, the difference in kinetics ofb→a and a→b
phase transitions, observed by monitoring the intensity of
CO bands, could result, in principle, from the thermod
namic equilibrium redistribution of the CO molecules b
tween two coexisting phases. To verify this explanation
the results observed, we calculated the relative amount o
in the
g
son
n

FIG. 10. Influence of CO molecules (concentration;431027) on phase transitions in solid oxygen: the ratio of the integrated intensity of the CO band
a phase during cooling~,! and in theb phase during warming~m! to the total intensity of two coexisting phases~a!; the vibron side bands recorded durin
g→b phase transition just after a temperature decreased~g phase! and 1 hour later~b phase! ~b!; the same experimental values as in Fig. 10a in compari
with the portion of CO molecules dissolved in the new phase, calculated by Eq.~4! using the Gibbs phase rule~dashed lines—on cooling, dotted line—o
warming! as a function of a suitable relative temperaturet5T2Ttrans ~c!.
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impurity dissolved in a new phase (Cimp) in the two-phase
temperature region using the Gibbs phase rule. Due to v
small concentrations of the second component, we presu
that both phase boundaries are linear functions of the t
impurity concentration. As a result, we obtained the follo
ing simple equation for the temperature dependence of
Cimp values:

Cimp5utu/~Ttrans
c 2Ttrans

w !, t5T2Ttrans. ~4!

HereTtrans
c andTtrans

w are the transition points on cooling an
warming, respectively~Tb→a andTa→b in our case!; Ttransis
the transition point on the thermal route that is consider
Ta→b<T<Tb→a ; 0<Cimp<1.

According to the thermodynamic calculations@Eq. ~4!#,
the temperature-caused changes inCimp must be identical
during cooling and warming. However, this is not the ca
~Fig. 10c!. On decreasing temperature, the experimentalCimp

values increase noticeably more slowly than the calcula
ones att>20.4 K. At t520.45 K (T523.45 K), the rela-
tive portion of CO molecules dissolved in the phase
creases practically by a jump and shows behavior simila
the theory for lowering temperature. At thea→b phase
transition~warming!, the portion of newb phase grows very
quickly at t50.1 K (T523.6 K) and changes very slowly a
higher temperatures. All these changes werecompletelyre-
producible during every temperature cycle. In our opinio
two different physical mechanisms are responsible for th
peculiarities of the kinetics of thea-b phase transition. First
the nucleation and growth of the new phase inside theb and
a phases create different deformation fields, and there
the elastic strains accompanying thea→b transition are dif-
ferent on opposite temperature routes. Second, the nonm
netic b phase is nucleated on the CO impurities; therefo
CO molecules accelerate thea→b phase transition.

The O2-rich part of O2-CO phase diagram reconstructe
from our results is shown in Fig. 11. We expect peritecto
and eutectoid points for theb-g and a-b phase transitions,
respectively, at higher concentrations of CO. Remarkab
our diagram starts at concentration as low as;1027,
whereas usualT2x% diagrams start at % only~see the
phase diagram in the inset of Fig. 11!.

3.4. Bandwidth of the CO fundamental in solid nitrogen and
oxygen

For possible theoretical studies, we display the tempe
ture dependences of CO mode in O2 in Table III. Figure 12
shows the temperature dependence of the CO fundame
bandwidth in solid nitrogen and solid oxygen for compa
son. The temperature dependence of FWHM of the fun

TABLE II. The b-g phase transition points obtained monitoring the vibro
side bands.
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mental band of the CO molecules matrix isolated in so
oxygen does not show any noticeable changes at thea-b
phase transition. To model the measured profile of abso
tion bands of MI CO molecules a Voigt function was use
Then this Voigt profile was deconvoluted into a Gauss
and a Lorentzian component, as shown in Fig. 12.

a! Gaussian bandwidth. In general,1 the Gaussian band
width is a superposition of an inhomogeneous broaden
and a quasistatic broadening. The former results from so
host crystal imperfections and has practically no tempera
dependence. The latter originates from instantaneous fluc
tions of the environmental frequency shift of the impuri
internal vibration because of orientational and translatio
motions of both dissolved and host crystal molecules. Tha
why the quasistatic broadening possesses a temperatur
pendence. Both components of the Gaussian bandwidth
tribute to the residual (T→0 K) Gaussian broadening; how
ever, only the inhomogeneous broadening can serve a
measure to characterize crystal structure perfection.

The Gaussian component of the CO fundamental ba
width in solid nitrogen is characterized by small values
low temperatures~Fig. 12a!. According to our modeling1 the
inhomogeneous broadening is zero in that case, and the
sidual Gaussian broadening (T→0 K) is determined by the
zero-point oscillations of the CO and N2 molecules.

The Gaussian bandwidth of the CO fundamental in so
oxygen is much larger in comparison to the case of solid2

and has no clear temperature dependence at low temp
tures. Therefore the residual Gaussian broadening of the
band (T→0 K) is mainly determined by imperfections of th
oxygen crystal.

The Gaussian component of the fundamental bandw
of CO in N2 and in O2 is characterized by a pronounce
temperature dependence at temperatures higher than 20

FIG. 11. Oxygen-rich part of the O2–CO phase diagram. The Ar–CO
diagram27 is used for illustration purposes.
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30 K ~Fig. 12!, due to quasistatic broadening. Near pha
transitions, fluctuations of the orientational order beco
very large and therefore cause a strong increase in the Ga
ian bandwidth~e.g., about 5 K belowTab in solid nitrogen!.

b! Lorentzian bandwidth . The Lorentzian bandwidth
broadening of the impurity fundamental is determined
depopulation and dephasing processes and can be mod
by the following formula at not too high temperatures:

DL5Bdepop~11ndepop!1Bdephndeph~11ndeph!. ~5!

Here Bdepop, ndepop and Bdeph, ndeph are the squares of the
effective anharmonic coupling coefficients and the occu
tion numbers of corresponding phonons~vdepop and vdeph!
for the depopulation and dephasing processes, respective28

The dephasing process in Eq.~5! may contain two physi-
cally different kinds of lowest-order quartic processes:
dephasing by host crystal lattice phonons,28 and a dephasing
by localized ~or quasi-localized! modes induced by an

TABLE III. Frequencies of the CO fundamental in orientationally order
phases of solid oxygen~experimental inaccuracy60.005 cm21!.
e
e
ss-

y
led
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a

impurity.29 Let us now, model the experimental temperatu
dependence of the Lorentzian bandwidth by Eq.~5!. First
step: in the case of CO molecules matrix isolated in b
crystals, only one depopulation decay channel exists at
temperatures, i.e., energy transfer to the isotope13CO. That
is why we chose the difference between the frequencie
12CO and13CO isotopes~47.2 cm21! as the frequencyvdepop

of lattice phonons involved in the depopulation process
Becausevdepopis about 50 cm21 and the concentration of th
13CO isotope is very low, the contribution of depopulatio
processes to the Lorentzian bandwidth is expected to be
small. Second step: we varied three other parameters~Bdepop,
Bdeph, andvdeph! in Eq. ~5!. The result of our modeling is
shown in Figs. 12a and 12b by dashed lines. The frequen
of the phonons involved and the values of the anharmo
coefficients obtained by modeling are presented in Table
In the case ofa-nitrogen the frequencyvdeph ~31 cm21! of a
mode suited for a dephasing process matches very well
the frequency of one of the maxima of the phonon density
states~DOS! of the host crystal.5 This means that the cou
pling of the CO internal vibrations with thea-N2 lattice
phonons is responsible for the broadening of the CO fun
mental by dephasing processes. The vibronic dephasin
the CO molecules matrix isolated in solid oxygen is go
erned by a mode with frequencyvdeph577 cm21 ~Table IV!.
This frequency is close to the high-frequency boundary
the phonon density of states of solid oxygen~83 cm21! and
does not match with its maxima~40 and 70 cm21!.30 We
think that this mode atvdeph577 cm21 corresponds to a lo-
calized mode generated by perturbations due to the em
ding of the CO molecules in the oxygen crystal. This ana
sis shows that the CO molecules fit into the nitrogen crys
whereas the CO molecules cause significant perturbation
the oxygen crystal.

Our modeling of the Lorentzian broadening of the C
fundamental gives reasonable results only up to 32 K
both matrices. The pure dephasing mechanism results f
the anharmonic interaction between the MI and host cry
molecules. Because we considered only the lowest-o
quartic processes in Eq.~5!, the observed discrepancy be
tween the experimental values and fitted values shows
higher terms of the dephasing processes must be taken
account at higher temperatures.

4. CONCLUSION

Our aim was twofold: first, to realize thereal matrix
isolated case~impurity/matrix ratio;102721028!; second,
to probe the matrix material by analyzing the data on
matrix isolated molecules. This was achieved for CO a
CO2 isolated in solid nitrogen and oxygen by FTIR spectro
copy. We investigated several impurity concentrations.
were able to grow optically perfect crystals~inhomogeneous
bandwidth!, and cooling and heating of the sample over
wide range proved the reproducibility of the measuremen

From our spectroscopic data we are able to draw con
sions about the matrix isolated particle and its coupling
the matrix: from the mid-IR spectra we determined the f
quency, bandwidth, integrated intensity, and band shap
the molecular vibration~CO and CO2! as a function of tem-
perature, concentration, and matrix~O2 and N2!. For ex-
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FIG. 12. Temperature dependence of the CO fundamental bandwidth in the orientationally ordered phases of solid nitrogen~a! and oxygen~b! ~experimental
values,l!: the spectral profile of this band was first deconvoluted into a Lorentzian~s! and a Gaussian~1! band. The dashed line shows our fit of th
bandwidth by a pure Lorentzian band shape.
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ample: the measured band shape~Voigt profile! was modeled
by a Gaussian and Lorentzian component. The Gaussian
of the bandwidth contains two terms: the inhomogeneo
term mirrors the crystal quality (G(T→0),0.01 cm21), and
the quasistatic term is related to the orientational and tra
lational relative motions between the impurity and mat
molecules. Near phase transitions, this quasistatic contr
tion to the Gaussian bandwidth increases enormously,
we characterize this anomalous behavior as a precursor to
phase transition. The Lorentzian part of the bandwidth
mainly governed by dephasing processes via lattice phon
~including localized modes! and is hardly affected by de
population processes via isotopes of impurity molecules.

From our spectroscopic data of matrix-isolated m
ecules, we are able to draw conclusions indirectly about
matrix itself. We are able to classify the order of phase tr
sitions of the matrix material via fingerprints in spect
~jump in frequency, hysteresis, coexistence of phases, e!.

TABLE IV. Parameters of the relaxation processes determining Lorentz
broadening of the CO bandwidth ina-nitrogen and orientationally ordered
phases of solid oxygen.
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This method was confirmed by direct observation of phon
side bands and a two-vibron band of the matrix, which sh
a distinctive behavior at phase transitions. From the temp
ture dependence of the environmental frequency s
(vcrystal2vgas) of impurity vibrations, we could unambigu
ously draw conclusions about the thermal expansion of
matrix material, which sometimes is not known. Common
the matrix-isolated case is realized by 1‰ or 1%, wher
we studied an impurity/matrix ratio of about 102721028.
Therefore, we could make correct statements about the in
ence of the amount of impurities on the phase transition
the matrix and clearly determine solubility limits~CO2 in N2

or O2 about 1 ppm!.
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1!The coexistence ofa andb phases near thea-b phase transition could be

caused, in principle, by small temperature gradients in our samples.
may consider several origins for such gradient: 1! heating of our sample by
light irradiation; since the illumination of our sample as well as its abso
tion is different in different regions~mid-IR to visible spectral region!, and
since the two-phase region in our spectra is always present, this i
explanation; 2! a permanent temperature gradient throughout the sam
due to the cold finger and cell geometry. Since we varied the diaphra
of illumination ~from 0.8 to 1.5 mm! and also since the spectra were n
affected, this cannot be the case. In addition, we studied 5 samples an
heating/cooling cycles and reproduced all our results. Therefore, we
convinced to that we are monitoring the true phase coexistence regio
our spectra.

n
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FTIR studies of annealing processes and irradiation effects at 266 nm
in ozone–amorphous ice mixtures
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Fourier transform infrared~FTIR! spectroscopy is used to study the vibrational spectrum of
ozone trapped in amorphous ice~a situation observed on icy satellites in the solar system!.
Evaporation of ozone from ice is investigated from 30 to 150 K under a static pressure of
1027 Torr. Condensed and chemisorbed ozone on the surface of micropores is released at a
temperature between 40 and 80 K, and ozone in water lattice evaporates starting from
120 K. The release of ozone probes the gradual transformation of water ice. The photochemistry
of ozone in excess ice is also investigated using 266 nm laser irradiation. At low temperature,
condensation of H2O/O3 mixtures leads to ozone trapped in pores and cavities, and H2O2 is
produced through the hydrogen-bonded complex between ozone and free OH bonds. At
higher temperature, when a solid solution of ozone in water is observed, H2O2 is formed by the
reaction of the excited oxygen atom O(1D) with the nearest water molecules. Kinetic
studies suggest that recombination of the dioxygen molecule with ground-state atomic oxygen
O(3P) is a minor channel. ©2000 American Institute of Physics.@S1063-777X~00!01209-3#
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1. INTRODUCTION

Due to the importance of ozone in the atmosphere,
frared spectra of isotopic and natural ozone have been wi
studied in the gas phase and in various matrices.1 Recently,
from observations by the Hubble Space Telescope, oxy
and ozone have been recently identified on Ganymed~a
satellite of Jupiter!2–5 and on Rhea and Dione~two Saturnian
satellites!.6 All these satellites have surfaces rich in wa
ice. Oxygen, which resides in a condensed state at the
face of Ganymede in spite of the temperature range~80 to
140 K, depending on the latitude!, is produced from the de
composition of water molecules in the surface ice by plas
bombardment. Thanks to defect-trapping bubble produc
by the ion fluxes,7 surface adsorption, and clathrate form
tion, a large fraction of oxygen can stay in small ice void
Dissociation of oxygen by UV photons or incident ions pr
duces ozone, which in turn dissociates. Competition betw
active production and destruction of ozone leads to
O22O3 equilibrium. On Ganymede the density ratio
@O3#/@O2# was estimated4 to be 1024 to 1023, a value in
agreement with the Chapmann equations8 including quench-
ing of O(1D) by O2 and O3. Although there is a genera
understanding of the processes involved, a quantitative
derstanding has not been achieved. In the present work
describe the IR spectra of ozone-water mixtures at low te
perature, and then we examine the capacity of amorph
water ice for trapping O3 at temperatures between 15 a
150 K. Finally, photodissociation of ozone in ice at 266 n
is reported. Ten years ago, as a part of their studies on
tochemistry of solid ozone, Sedlacek and Wight mention
briefly that irradiation of ozone in excess ice produced
drogen peroxide, HOOH.9 We confirm this observation an
show that there are two origins for H2O2 formation: first a
low-temperature one due to an ozone monolayer che
7121063-777X/2000/26(9–10)/7/$20.00
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sorbed at the surface of the pores, and another one at hi
temperature due to ozone which has diffused in the water
lattice.

2. EXPERIMENTAL

The helium gas used was supplied by Air Liquide~N55!.
Water vapor was taken from distilled water~Prolabo for
chromatography! which was first subjected to several dega
sing cycles under vacuum. Ozone was prepared from oxy
~Air Liquide N50! contained in a glass vacuum finger excit
by a Tesla-coil discharge with trapping of ozone at liqu
nitrogen temperature. Residual oxygen was removed b
freeze–pump–thaw cycle with liquid nitrogen. Water–ozo
gas mixtures were deposited onto a gold-plated mirror w
helium as carrier gas. Above 15 K, helium does not co
dense. Several H2O/O3 /He mixtures with different ratios of
O3 and H2O were prepared. The total pressures of ozone
water were typically 12 Torr, and the pressure of helium w
150 Torr. Cooling was provided by an Air Product Disple
202A rotating closed-cycle refrigerator with KBr optica
windows for performing IR measurements and one qua
window for UV photolysis. The static pressure wa
1027 Torr. The temperature of the metal substrate was c
trolled by a silicon diode~Scientific Instruments 9600-1!.
The gas mixture was deposited via a capillary with a rate
6 m mol•h21. The deposition nozzle parameters were 1 m
inner diameter and a distance of 20 mm from the gold s
strate. The thickness of the layers was typically less than
Å. The spectra were recorded with a FTIR Bruker IFS 113
spectrometer in the reflection mode~angle of incidence 5°
from the normal to the surface!. The nominal resolution was
0.5 and 2 cm21. Ozone photodissociation was carried out
266 nm using the fourth harmonic of a Nd–YAG laser~YG
781C-20 from Quantel! which operates at 20 Hz with a 4-n
© 2000 American Institute of Physics
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pulse duration. The initial power was adjusted to 10–25
per pulse. The light intensity was spatially homogenized w
a divergent lens placed in front of the cryostat UV windo
The fluence inside the cryostat was estimated from the po
measured with a PSV 3102 Gentic S/N 61592 detector w
a cross section of 1.76 cm2 that was placed after the len
and a CaF2 window simulating the entrance window of th
cryostat.

3. SPECTROSCOPY

3.1. Water ice

At low pressure and temperature, water ice exists
metastable states which are not in thermodynamic equ
rium. All structural transitions are time-dependent and ir
versible.10 Water vapor deposition below 30 K results in th
formation of high-density amorphous ice~1.1 g•cm23!, gen-
erally labeled as Iah , which has a great degree of polymo
phism depending primarily upon the deposition conditio
Between 30 and 70 K, Iah transforms gradually into anothe
more ordered amorphous ice, labeled low-density
Ial(0.94 g•cm23! which exists till about 130 K. At the glas
transition temperature 127–133 K, Ial transforms into a third
amorphous phase, called the ‘‘restrained phase’’ (Iar), which
has the character of a strong liquid and which coexists w
cubic ice Ic from 130 to 220 K. The transition of both Ic and
Iar in hexagonal ice is only observed under confinem
pressure at 195–223 K. Crystalline ice is converted to am
phous ice by ion irradiation11,12 and short-wavelength UV
irradiation.13

Amorphous ice is microporous, with a wide pore si
distribution ~from 10 to 30 Å!. Apparent surface areas hav
been calculated from gas adsorption isotherms. Accordin
deposition temperature and hence to the morphology of
amorphous ice, the surface areas can vary from about 4
about 200 m2

•g21 ~Refs. 14–16!. Thus the density which is
measured from the compact bulk depends on the number
the distribution of voids and can reach values of less t
0.75 g•cm22 ~Ref. 17!.

Numerous studies have been devoted to the IR spect
ice because the coupledvOH band, the band most studied u
to now, reflects the structure of ice, and its shape and
frequency of its maximum can therefore be used to dis
guish the different forms of ice between 10 and 160 K.
thorough description of the absorptions of water under
experimental conditions has been recently reported.18 Spec-
tral effects on thevOH stretching band related to structur
differences are discussed in light of previous works. Figur
compares typical spectra of ice films deposited at differ
temperatures. High-density amorphous ice (Iah)(T,30 K)
has a strong polymorphism, and according to the deposi
rates the broad band around 3380 cm21 is often accompanied
by secondary maxima as illustrated in Fig. 1~traces a, b, c!.
Narrow bands observed at about 3690 and 3671 cm21 are
assigned to free OH bonds~dangling bands! of water clus-
ters. The more ordered low-density amorphous phase (Ial) is
characterized by a band at about 3250 cm21 ~whatever the
deposition type! with a shoulder at 3380 cm21, correspond-
ing to a small amount of high-density amorphous ice wh
persists over extended periods of time and above 130 K
J
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our configuration, no dangling OH band at 3699 cm21, char-
acterizing triple coordinated water molecules at the surfa
were observed, perhaps because of orientation effects o
their weakness. When Ial is obtained by annealing of a Iah

film we observe an increase in intensity of the broad coup
vOH band due to formation of OH...O bonds. Spectra of w
ter ice deposited directly at 150–160 K or obtained by a
nealing of amorphous ice above 130 K are characterized
partially resolved doublet at about 3200 and 3130 cm21.

3.2. Solid ozone

As previously reported,19 solid ozone has two solid
phases, an amorphous phase which is obtained below 1
and a crystalline phase which is obtained above 50 K. O
the temperature range 11–50 K, condensation of ozone
sults in a mixture of disordered and ordered phases.
amorphous phase is stable until 50 K and the crystal
phase sublimes from 61 K with an activation energy of (
62) kJ•mol21.

Representative spectra of ozone deposited at diffe
temperatures are shown in Fig. 2 in thev3 region of ozone.
As can be seen, thev3 band, the most intense in the ga
phase or in matrices, shifts from 1037 cm21 to 1026.2 cm21

and narrows, with a full width at half maximum~FWHM!
from 9.1 cm21 to 1.4 cm21, when going from the amorphou
to the crystalline phase. The two satellites features meas
at 1054.4 and 1048.0 cm21 in the spectrum of crystalline
ozone have been assigned to clusters of ozone formed in
gas phase. Characteristics of other bands~fundamentals and
combinations! are given in Ref. 19.

FIG. 1. Typical infrared spectra in thevOH region of water ice films depos-
ited: at 11 K with different deposition rates,mmol•h21: 0.06~a!, 2 ~b!, 6 ~c!;
at 70 K ~d!; at 150 K ~e!.
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3.3. Water Õozone mixtures

In order to examine the effect of water ice on the sp
trum of ozone, several mixtures with different H2O/O3 ratios
~from 0.25 to 10! were deposited at 30 K with helium as th
carrier gas. Higher ratios could not be accurately studied
to the weakness of ozone in thin ice films. Figure 3 compa
the spectra of some films with different compositions. In t
v3 region of ozone, the spectrum of the sample rich in ozo
~trace a! is nearly similar to the spectrum of pure ozo
deposited at 30 K~see Fig. 2, trace b!. With increasing water
concentration, thev3 ozone band broadens, becomes m
symmetrical, and shifts weakly towards high frequen
However, small changes were observed in the profile of

FIG. 2. FTIR spectra in thev3 region of condensed films of ozone deposit
on Au substrates at different temperaturesT, K: 11 ~a!; 30 ~b!; 55 ~c!.

FIG. 3. Infrared spectra in watervOH and ozonev3 regions of H2O/O3

mixtures deposited at 30 K. Initial ratio: 0.25~a!; 1 ~b!; 5 ~c!; 10 ~d!.
-

e
s

e
e

e
.
e

band from one sample to another with similar compositio
indicating that ozone in ice is in different states depend
on the condensation process, as discussed below. In the
ozone-rich film~trace d of Fig. 3! thev3 absorption appeared
as a nearly symmetrical band with a maximum at 103
cm21 and a FWHM of 10.2 cm21. In the vOH region of
water, a new band located between 3647 cm21 and 3640
cm21, depending on the composition, appeared due to
interaction of ozone with water molecules having a free O
bond. Such a band~hereafter labeledDga! was also observed
when ozone was deposited on the surface of a thin w
film, and it was assigned to a monolayer of ozone hydrog
bonded to water molecules in the bulk pores of amorph
ice.19 In the mixture rich in ozone this band appeared a
shoulder on the dangling bands at 3683 and 3666 cm21 char-
acterizing free OH groups of water clusters.

In spite of premixing of the water and ozone gases,
periments showed that condensation of ozone/water mixt
at low temperature has varying efficiency and leads to s
eral uncontrolled metastable states of ozone. As a matte
fact, the ratio between integrated intensities of thevOH

coupled band and of thev3 ozone band was not accurate
correlated to the initial ratio of H2O/O3 pressures. In the
same manner, the ratio between integrated intensities of
perturbed OH band at 3640.5 cm21(Dga) and of the v3

ozone band varied from 0.7 to 3 for films having the sa
initial composition. Amorphous ice is a disordered mater
containing pores, cracks, voids, and capillarities, into wh
ozone can penetrate. According to the composition, code
sition of H2O/O3 samples on cold substrates at 30 K c
generate separate ozone layers on the amorphous ice su
ozone large clusters trapped in the ice, a monolayer of oz
molecules hydrogen-bonded to water in the pores, conden
ozone in the pores or cracks, and, probably, only a v
small amount of ozone in substitutional sites of the
lattice.

4. TEMPERATURE EFFECTS

Two sets of experiments were carried out. In the first s
after deposition at 30 K the mixed films were annealed
160 K at a rate of 5 K• min21, and successive spectra we
recorded after each temperature increase. In the second
mixed films were deposited directly at 70 K.

4.1. Mixtures deposited at 30 K

4.1.1. Mixtures rich in ozone

Figure 4 shows the evolution with temperature of a sp
trum of a initial mixture rich in ozone (H2O/O350.25). Be-
tween 30 and 50 K, the intensity of thev3 band of ozone and
of the associated dangling bandDga at 3647.5 cm21 re-
mained unchanged, while thevOH band of water increased in
intensity, indicating that Iah begins to transform into Ial ,
with the loss of the 3683 and 3666 cm21 features assigned a
free OH in clusters. Only the frequency of theDga absorp-
tion shifted from 3647.5 cm21 to 3642.4 cm21. In the 50–55
K temperature range, amorphous ozone~multilayers and
ozone in interaction with water! disappeared, as monitore
by the disappearance of the high frequency of thev3 band
and the decrease in intensity of theDga feature, which was
now located at 3640.5 cm21. From 55 to 60 K the spectra



a

la
le
a
o
t

lm
in
ia
al

th

a

t
rts at
and
he
at in
re-

cal
olid
on-
ease,
f

the
truc-
w-
the
ob-

ed,
.
one
w-
the
ked
sti-
us

of
the

t

the
-
ated

715Low Temp. Phys. 26 (9–10), September–October 2000 Chaabouni et al.
remained unchanged. Above 60 K, crystalline ozone~multi-
layers and ozone in interaction with water! began to evapo-
rate and disappeared totally at 70 K. Water ice also dis
peared nearly totally at 70 K along with the ozone.

The overall behavior of water between 30–60 K, simi
to that of a pure water film, suggests that water molecu
trapped in the ozone matrix probably diffuse in the ozone
the temperature increases, forming islands of water m
ecules which stay inside the ozone and sublimate when
ozone desorbs.

4.1.2. Mixtures rich in water

As expected, a great difference was found between fi
rich in ozone, which sublimate at 70 K, and films rich
water, which evolve nearly in the same manner for init
ratios H2O/O3 ranging from 2 to 10. Figure 5 shows typic
spectra of an H2O/O3 film ~initial ratio 3! deposited at 30 K
and gradually annealed at 150 K, and Fig. 6 presents
evolution of the integrated intensities of thev3 ozone band
and of theDga band as a function of temperature as well

FIG. 4. Annealing effects on thevOH band of water and on thev3 band of
ozone after deposition at 30 K of a H2O/O3 mixture rich in ozone
(H2O/O350.25): after deposition at 30 K~a!; after successive annealing a
different temperaturesT, K: 50 ~b!; 55 ~c!; 60 ~d!; 65 ~e!; 70 ~f !. All spectra
are recorded at the annealing temperature.~* is 3v3 band of ozone!.

FIG. 5. Spectral changes with temperature in thevOH region of water and in
thev3 region of ozone after deposition at 30 K of a H2O/O3 mixture rich in
water (H2O/O353): after deposition at 30 K~a!; after annealing at different
temperaturesT, K: 50 ~b!; 60 ~c!; 70 ~d!; 80 ~e!; 120 ~f !; 140 ~g!; 150 ~h!.
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the evolution of the frequencies of thev3 ozone band and the
associated OH band (Dga) with temperature. Two distinc
ranges of ozone release are observed. The first part sta
50 K and stops at 80 K. The second part starts at 120 K
is totally exhausted when the sample is kept at 150 K. T
same trend was observed in other experiments, except th
some, but not all, of the more water-rich samples ozone
mained at 160 K, suggesting that the formation of a lo
hydrate clathrate could occur by rearrangement in the s
state, depending on the mixture composition as well as c
densation and annealing processes. Indeed, ozone rel
which is in competition with ozone diffusion in the bulk o
water at temperatures higher than 60 K,19 results from
changes in the ice morphology. Between 50 to 80 K
release of ozone condensed in the pores parallels the s
tural transformation of high-density amorphous ice into lo
density amorphous ice, as monitored by the evolution of
vOH band shape. Between 50 to 60 K few changes are
served, and the intensity of thev3 ozone band weakly dimin-
ishes. Between 60 to 70 K the transformation is achiev
and a strong decrease of thev3 ozone band is observed
Upon warming, the pores collapse and the part of the oz
trapped in the pores is released. From 120 to 150 K lo
density amorphous ice transforms into crystalline ice, and
rearrangement of water molecules opens some of the bloc
channels and results in the loss of diffused ozone in sub
tutional water sites. These results are similar to previo
findings for the release of CH4, Ar, N2, Ne, H2,

20,21 and
CO21–24 from water ice.

As is seen from Fig. 6, the profile and the frequency
the v3 ozone absorption change with the temperature. In

FIG. 6. Integrated band intensities as a function of temperature for
associated ozone dangling band and ozonev3 band of the experiment pre
sented in Fig. 5~a!. Temperature dependence of frequencies of the associ
OH band~3640 cm21! ~b! and thev3 ozone band~1033 cm21! ~c! of the
experiment presented in Fig. 5.
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30–60 K temperature range, the initial band
1033.2 cm21~FWHM517 cm21! shifts gradually to 1030.6
cm21. Above 80 K, a narrower, nearly symmetric ban
(FWHM510.2 cm21) clearly emerges and shifts from
1033.1 to 1032.3 cm21 between 120 and 150 K. In fact, th
v3 ozone band is a composite of several overlapping ba
which probe the annealing-produced changes in the
rounding water solid and the diffusion of ozone in water ic
The OH dangling bond in interaction with ozone is also ve
sensitive to the structural change of ice with temperature,
warming of the ice substrate affects this band differently th
the v3 ozone band. From 40 to 80 K, it diminishes mon
tonically and shifts from 3640.1 to 3636.1 cm21. This band
probes the collapse of the pores, which begins at 40 K w
out the release of ozone at this temperature; ozone begin
sublimate from 50 K. Traces of this band are observed
tween 80 to 120 K but not above 120 K, indicating that t
crystalline ice is nonporous.

4.2. Mixtures rich in water deposited at 70 K

Direct deposition of mixtures above 80 K showed th
ozone was not trapped in water ice. Deposition at 70 K
temperature at which solid ozone sublimes, led to a s
solution of ozone in water. Ozone appeared as a very w
band at a frequency in agreement with that observed pr
ously between 80–120 K and with a comparable intensity
the same initial composition. When the temperature was
creased from 140 to 160 K, ozone was slowly released, b
part remained in the bulk until evaporation of the water. T
behavior might be an indication of the formation of loc
clathrates, as suggested previously, but it could also be
to ozone locked in deep voids without the possibility of r
lease.

Overall, the experiments described above show t
ozone that is produced on icy satellites of the solar system
photodissociation of oxygen can be kept inside water ice
temperatures higher than 120 K.

5. IRRADIATION EFFECTS

Irradiation with the 266 nm laser line~photon flux55
31016photons•cm22

•s21! was carried out at 17 K, first on
H2O/O3 mixtures rich in water, deposited at 17 K, and th
on a mixture annealed at 130 K and cooled to 17 K.
mixtures deposited at 17 K, ozone is mainly trapped in po
and voids as probed by the strongDga band at 3636 cm21,
while in the preannealed mixture ozone resides mainly in
water lattice.

At an incident wavelength of 266 nm ozone produc
atoms O(1D) and O(3P) with primary quantum yields of
0.83 and 0.17, respectively.25

5.1. Mixtures deposited at 17 K

Figure 7 compares in the 3750–700 cm21 region a typi-
cal spectrum recorded after deposition at 17 K with a sp
trum recorded at 17 K after 80 min of irradiation correspon
ing to the total disappearance of ozone. After irradiation, t
weak, broad bands at 2858 cm21 and 1425 cm21 ~FWHM
579 cm21 and 102 cm21, respectively!, with a weak feature
at 1256 cm21 appeared. These two new bands can be un
biguously assigned to hydrogen peroxide according to p
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lished data.26 They are quite comparable in frequency a
width to bands observed in the spectrum of amorphous
drogen peroxide deposited at 83 K, as shown in Fig. 1
Ref. 26. They correspond to the (2v2 ,v21v6,2v6) and v2

modes of H2O2, respectively. The weak band at 1256 cm21

can be assigned to thev6 mode.
Figure 8 shows the key regions of spectra recorded a

different irradiation times. After 100 seconds, theDga band
disappears totally, the 2858 cm21 absorption of H2O2 nearly
reaches its maximum in intensity, and thev3 ozone band is
reduced to 17% of its initial intensity. Upon subsequent ph
tolysis the ozone that remains in the lattice disappears tot
after 80 min of irradiation, with only a weak increase
intensity of the 2858 cm21 absorption. These results are a
indication that in this experiment the formation of hydrog
peroxide is mainly due to photodissociation of ozone che
sorbed on the water surface of micropores. In the–O–H:O3

complex, H2O2 is formed by the transfer of an oxygen ato
from ozone to H2O. Such behavior is in agreement wit
previous studies in matrices. In an argon matrix, irradiat
of the isolated one-to-one complex H2O:O3 also led to the
formation of H2O2 ~Ref. 27!.

Kinetic studies of the disappearance of ozone and
pearance of H2O2 were carried out. The decrease in the co
centration of ozone was tracked by the decrease of the i
grated intensityA of theDga absorption at 3636 cm21 and of

FIG. 7. 3750-700 cm21 region in the spectrum of a H2O/O3 mixture
(H2O/O354): after deposition at 17 K~a!; after irradiation at 17 K for 80
min with a 266 nm laser line~photon flux55•1016 photons•cm22

•s21)(b). New bands which appear after irradiation are indicated by arro

FIG. 8. Comparison of the spectra in the 3700-3575 cm21, 3000-2650 cm21

and 1080–1000 cm21 regions of a H2O/O3 mixture (H2O/O354): after
deposition at 17 K~a!; after irradiation at 17 K with a 266 nm laser lin
~photon flux55•1016 photons•cm22

•s21) for 20 s~b!, 40 s~c!, 100 s~d!, 80
min ~e!. Difference spectrum between~e! and ~d! is ~f !.
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thev3 ozone absorption. The increase of the concentratio
hydrogen peroxide was monitored by the increase of the
tegrated intensityA of the 2858 cm21 absorption peak, which
reached an asymptotic limitA` at long times. Plots
of ln(AO3

0 /AO3

t ), ln(ADga

0 /ADga

t ), and 2 ln@(AH2 O2

` 2AH2O2

t )/

AH2O2

` # versus irradiation times for a typical experime

~photon flux5531016photons•cm22
•s21! are shown in Fig.

9. The kinetics of H2O2 and of the –O–H:O3 complex con-
forms to a first-order process with an apparent rate cons
of (3.560.5)31022 s21 ~photon flux5531016 photons
•cm22

•s21,! whereas the ozone kinetics does not conform
a first-order process. Two distinct phases are observed.
first phase shows the same linear dependence versus tim
observed for H2O2 and –O–H:O3 curves, whereas the secon
phase, at longer times, is characterized by a smaller plot
an apparent rate constant of 631024 s21. Such kinetic
curves have also been found for photodissociation of s
ozone9 and ozone trapped in argon matrices28 and have not
been accurately explained. In fact, as recently demonstr
by Kriachtchevet al.,29 during photolysis in the condense
phase the medium becomes more absorbing and leads t
crease of the laser intensity with depth. Thus the photoly
is more efficient near the surface as compared with deep
the bulk, where it slows down with time. As a matter of fa
the kinetic rates at the same photon flux on a thicker wa
ice film were lowered.

5.2. Annealed mixture

A H2O/O3 mixture ~initial ratio 4! was deposited at 40 K
and slowly annealed at 130 K till the disappearance of
associated OH band (Dga); this process was accompanied
the formation of partially cubic ice. Then the sample w
cooled to 17 K and irradiation was carried out at 266 n
with the same photon flux used previously. Growth of t
2858 cm21 band was observed, indicating that H2O2 in this
experiment is produced by reaction of the O(1D) atom with
the nearest H2O molecules. Two unexpected observatio
were made. First, thev2 band of hydrogen peroxide at 142
cm21 did not appear. Secondly, the ratio of integrated int

FIG. 9. Plots of ln(AO3

0 /AO3

t ) ~d!, ln(ADgs

0 /ADgs

t ) ~m!, and 2 ln(12AH2O2

t /

AH2O2

` ) ~j!, denoted as Y, versus the operating time of the laser at 266

~photon flux55•1016 photons•cm22
•s21) for a H2O/O3 mixture

(H2O/O354) deposited and irradiated at 17 K.
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sities between the 2858 cm21 band, which appeared at th
end of irradiation, and the ozone band at 1031.5 cm21, which
disappeared totally after 10 min, was very different from th
observed after irradiation of unannealed mixtures, as ill
trated in Fig. 10. It was found to be 25, a value forty tim
larger than the ratio found previously. The following expl
nations can be suggested for these observations.

Absence of thev2 band of hydrogen peroxide can be du
to our configuration using infrared reflection with an angle
incidence of 5°. Indeed, with this near-normal incidence
the surface, due to the metal surface selection rules, only
transverse optical mode, with a transition dipole mom
parallel to the surface, can be excited. Thus in ordered ice
H2O2 molecule produced by the reaction of atomic oxyg
with a water molecule could have an orientation prevent
the observation of the 1425 cm21 band.

In the first set of experiments~unannealed mixtures de
posited at 17 K! the v3 ozone band corresponds not only
complexed ozone but also to pure condensed ozone on
surface or in the pores. Only the hydrogen-bonded comp
between ozone and water produces hydrogen peroxide,
hence the ratio between the intensities of the 2858 cm21 and
the 1033 cm21 absorption lines can be weaker than that o
served after irradiation of isolated ozone trapped in the
lattice. This explanation is in agreement with the temperat
effects described in Sec. 4.1.2, which showed that a v
small amount of ozone resides in the lattice. The great
ference between the initial ozone that produced the sa
amount of H2O2 by irradiation in the two experiments~Fig.
10! indicates that deposition of a H2O/O3 mixture at 17 K
leads mainly to ozone multilayers in pores and voids. Ho
ever, a difference in the IR absorption coefficients betwe
ozone on the ice surface and ozone inside the water la
cannot be ruled ont.

Kinetic studies of the appearance of H2O2 and of the
disappearance of ozone were carried out. The same sha
the kinetic curves was observed for H2O2 and O3. The curves
were similar to that previously observed for ozone~see Fig.
9! with a rate, at short times, of the same order of magnitu
(4.060.5)31022 s21 for a photon flux of 531016photons
•cm22

•s21. Recall that the photokinetic rate constantk(l)
depends on the photodissociation cross sections~l! in
cm2/molecule~base e! of ozone at 266 nm, the quantum yie
w~l!, and the photon fluxF(l) in photons•cm22

•s21:

k~l!5s~l!w~l!F~l!.

m

FIG. 10. Comparison of the key region of the difference vibrational spe
between spectra recorded before irradiation and after irradiation at 17
a H2O/O3 mixture deposited at 17 K~a! and of a H2O/O3 mixture annealed
at 130 K and then cooled at 17 K~b!.
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Thus at short times the photodissociation of ozone fo
ing an O(1D) atom appears with the same apparent quan
yield for ozone in the–O–H:O3 complex, pure condense
ozone~as verified in a subsequent experiment where am
phous pure ozone was irradiated under the same experim
tal conditions!, and ozone in the lattice. Unfortunately, in th
absence of knowledge of the photoabsorption cross sec
of ozone at 266 nm in water ice and in the condensed s
it is not possible to calculate it. Indeed, as was shown
Vaida et al. in the visible30 and also qualitatively in this
laboratory,31–33 the absolute photoabsorption cross sectio
of species in condensed matter can be strongly modified
respect to their values in the gas phase.

Some information on the photolytic process can be
tained from the value of the rate constant found in our
periments. The kinetic rate of about 3.531022 s21 at short
times is comparable to the kinetic rate found for the pho
dissociation of ozone in nitrogen31 at a comparable photo
flux and hence very different from the kinetic rate found f
the photodissociation of ozone in argon matrices
31024 s21).28 In the argon matrix but not in nitrogen ma
trix, the major pathway of ozone photodissociation is t
reformation of ozone in the cage from photofragments O
O2, and the weak decrease of ozone is due to the exi
oxygen atom from the cage. A different situation is observ
in water ice. As in the nitrogen matrix, photodissociation
ozone in ice is followed by the reaction of excited atom
oxygen with host molecules. Thus the possibility that t
photogenerated O(1D) atoms may be quickly quenched
O(3P) atoms by collisions with the water molecule and th
recombine with molecular oxygen appears as a slight pr
ability. Unfortunately, the ratio between the IR absorpti
coefficients of the 2858 cm21 absorption (H2O2) and the
1033 cm21 band (O3) is unknown, and the efficiency~prob-
ably very high! of the reaction between the mobile O(1D)
atom and a nearest water molecule of the ice lattice can
be accurately estimated.

Although much work remains in extending and quan
fying our irradiation experiments, the results obtained in t
pioneering work may be of interest in planetology. In pa
ticular, the formation of hydrogen peroxide by both the ph
todissociation of an–O–H:O3 complex and the reaction o
an O(1D) atom with host water molecules has been dem
strated. Hydrogen peroxide has not been identified
Ganymede and other icy satellites of the solar system
cause it has no spectral absorption in the visible. The p
ence of H2O2 has to be taken into account for evaluati
quantitatively the amount of O3 produced from O2 in ice.
Furthermore, dissociation of H2O2 into OH radicals can lead
to subsequent reactions. Future experiments are planne
this laboratory. In particular, the determination of the U
photoabsorption cross sections of ozone in ice and its for
tion through the photodissociation of oxygen trapped
amorphous water ice and amorphous ice containing sulp
dioxide will be studied.
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Experimental analysis of 13CO2 infrared stimulated emissions in solid argon
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Vibrational stimulated emissions of CO2 trapped in low temperature argon matrices have
been found experimentally not only in the 16mm region~v2 manifold! but also at 10mm
~v32v1 transition! in the double trapping site of concentrated samples. A detailed experimental
description of these emissions is reported, including spectral analysis, time-resolved
studies, laser energy dependence, and concentration and temperature effects. The characteristics
of the emissions are discussed, giving some insight into the nonradiative intramolecular
V–V transfers from the laser excited levelv351 towards thev2 manifold, and inside this
manifold. © 2000 American Institute of Physics.@S1063-777X~00!01309-8#
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INTRODUCTION

Recently1–3 we have shown that low-temperature mat
ces offer favorable conditions for the observation of vib
tional stimulated emission. Excitation by an infrared las
pulse leads to large population inversions among the vib
tional levels of the guest molecules, so that the matrix
comes an amplifying medium at the corresponding frequ
cies. Spontaneously emitted photons are then amplified
their passage through the sample, a phenomenon us
called amplified spontaneous emission~ASE!.4,5 When it
originates from a vibrational transition, the process is a
referred to as IRSE~infrared stimulated emission! or VSE
~vibrational stimulated emission!. This phenomenon only
happens if the population of excited molecules exceed
threshold, which discriminates between stimulated and sp
taneous processes. When compared to spontaneous emi
a VSE signal appears amplified and shortened by a fa
which can reach several orders of magnitude, depending
numerous factors such as the linewidth and line strength
the transition, density of excited molecules, thickness of
sample, and temperature. The amplified pulse should be
lowed by the spontaneous fluorescence of the molecu
whose population inversion has decreased to under thr
old. This has been observed, for example, in the case of
trapped in a mercury doped nitrogen matrix.6 The stimulated
peak is about 150 times larger than the maximum of
remaining long fluorescence, and it is only observed in
narrow temperature interval~17–22 K!. In most experi-
ments,1–3 on the contrary, we detect a giant pulse witho
any longer spontaneous signal, this fluorescence being o
ously too weak for the sensitivity of our detection. Amon
the three triatomic molecules recently studied, O3

@1#, CO2
@2#,

and N2O
@3#, CO2 provides the richest system due to t

rather long time scale of the 16mm emissions. Moreover
these emissions arise from different vibrational levels in
v2 manifold.

The aim of the present paper is to complete the preli
nary results2 by a thorough experimental study involvin
spectroscopic details, time analysis, and concentration
7191063-777X/2000/26(9–10)/8/$20.00
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temperature effects. Besides, a new result has been obta
we have found stimulated emission also in the 10mm region.

EXPERIMENTAL SETUP

Details about the apparatus and experimental proced
can be found in Refs. 1 and 7. We briefly recall here
main features. Solid argon samples are obtained by dep
tion of a gaseous mixture onto a gold plated copper mir
held at 18 K in a liquid helium cryostat. The sample thic
ness is known from the amount of gaseous mixture u
during the deposition. A calibration of the thickness vers
this amount is recorded during growth of the sample usin
He–Ne laser. The sample is then cooled to 5 K. Carbon
platinum resistors measure the temperature, which can
varied between 5 and 30 K. The concentration of the CO2/Ar
mixture is chosen in the range 1/200–1/10000. The infra
excitation pulse is obtained by frequency difference betw
a dye laser~pumped by a frequency doubled YAG laser! and
the YAG residual. The system, purchased from Quan
~France!, generates pulses of 200mJ maximum energy, 5 ns
time width, and 0.8 cm21 spectral width. The repetition rat
is 20 Hz. The laser, focused on an area of 231022 cm2,
impinges normally on the sample mirror. The detecti
angle, usually 45°, can be varied by68SD. Signals are de
tected using an MCT detector~Belov Technology! and accu-
mulated in a digital oscilloscope~Tektronix TDS 540!. A
high-pass filter (lc58 mm) is used to get rid of the scattere
laser light. Absorption spectra of the sample are recor
using a Bruker IFS 113V FTIR spectrometer with a ma
mum resolution of 0.03 cm21. Emissions are spectrally ana
lyzed by means of filters, or through a Perkin-Elmer mon
chromator equipped with a 16mm blazed grating~60 lines/
mm!. The effective resolution is a few cm21.

EXPERIMENTAL RESULTS

1. Spectral analysis

1a). Absorption spectroscopy

It is now well known from experimental work8 and from
calculations9 that argon matrices offer two different trappin
© 2000 American Institute of Physics
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sites to the CO2 molecule. The more stable one is unambig
ously assigned to a single substitutional site, where the
lecular axis coincides with the C4 symmetry axis of the site
The other site is ‘‘unstable,’’ which means that the abso
tion by molecules in this site decreases irreversibly up
annealing. It is described as a more or less distorted do
substitutional site, where the molecule is placed asymme
cally, which results in the lifting of thev2 mode degeneracy
For a quantitative study of stimulated effects, we need li
width values for CO2 under our experimental conditions
namely after deposition at 18 K, a temperature chosen a l
lower than usual in order to favor the double site, so that
same detection conditions can be used for the two sites. T
at 5 K we recorded, with our best resolution, the absorpt
spectra of unannealed samples similar to those studie
emission experiments. Thev2 region is displayed in Fig. 1
the low-frequency line (FWHM59231023 cm21) belongs
to the single site. The high-frequency doublet~FWHM538
31023 and 3031023 cm21! is assigned to the double site
Two very narrow extra lines, which do not decrease up
annealing, cannot be confused with the double-site mono
absorption, and we tentatively assign them to a dimer. Th
assignments rest upon irreversible annealing effects: hea
the sample up to 32 K, during a few minutes, results in
increase of the two small lines at 644.6 and 644.8 cm21

~dimer ?!, whereas the 643.2 isolated line decreases by
~monomer, stable site! and the 644.5–645.0 cm21 doublet
decreases by 23%~monomer, unstable site!. The measured
linewidths are consistent with those obtained10 with a reso-
lution of 0.010 cm21 for 12CO2 in argon deposited at 20 K
(FWHM57531023, 2931023, and 2531023 cm21, re-
spectively, at 5 K!. In thev3 region, which will be used for
excitation, we measure linewidths of 0.36 and 0.12 cm21,
respectively, for the single and double sites.

1b) Absorption of the exciting laser by the v 3 mode

Specific experiments have been performed to get
number of photons absorbed from the laser, tuned thro
thev3 region: the laser is presently incident ati 545° and the
transmitted energy is collected after reflection on the sam
mirror, so that the absorption length is equal to the thickn

FIG. 1. FTIR absorption spectrum of13CO2 in solid argon at 16mm
(CO2 /Ar51/2300,T55 K, thickness'13mm, resolution50.03 cm21!.
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of the sample multiplied by 2&. As thev3 transition of CO2

is very intensive, saturation of the absorption may occ
especially for dilute samples, which can be checked by co
paring the ‘‘laser transmission spectrum’’ recorded point
point, for different laser energies. We emphasize that by
procedure the laser width and the molecular linewidth
automatically taken into account. Moreover, an additio
detector is placed ati 50° in order to monitor the emission
thus providing the corresponding excitation spectrum. T
has been done at the concentration of 1/2000 for differ
sample thicknesses. Figure 2 displays the results for a 90mm
thick sample and clearly shows saturation effects, wh
means that, at least in the first layers, at high energy,
percentage of excited molecules approaches 50%. This
been predicted in Ref. 2 and is now quantitatively est
lished. Doubling the thickness decreases the saturation e
appearing on the spectrum, which only gives a mean valu
the excited population, as the excitation is not homogene
all over the sample. The perfect correlation between
emission and the absorption is clearly established for the
sites.

Besides, this experiment allows an additional obser
tion concerning the absence of directionality of the emissi
As a matter of fact, the detector, without a lens and rema
ing at a constant distance from the sample, sees a con

FIG. 2. Spectral analysis of the excitation for laser energies 50~* ! and 77
mJ/pulse~s! ~CO2 /Ar51/2000,T55 K, thickness'90mm!. Transmission
spectrum of the laser, at incidence 45°~a!: excitation spectrum of the 16mm
emission, detected at incidence 0°~b!.
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FIG. 3. Discrimination between 10mm and 16mm emissions by means of filters~CO2 /Ar51/525,T55 K, thickness'40mm!. Detection through a BaF2

plate~a!; detection through alc513mm high-pass filter~b!; detection without filter~c!. In each case, except to record the laser, alc58 mm high-pass filter
eliminates the scattered laser light.
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signal (largest deviation516%) when the direction of obser
vation is moved between 0 and610°. Going back to the
usual geometry, with the laser beam coming in normally
the mirror, and moving the detection to 4568°, also gives
an equal signal within the same precision. As the absorp
length is now reduced by a factor of&, there is a little, if
any, increase of the emission efficiency when the observa
angle is increased.

1c) Emissions in the 10 and 16 mm regions

In the N2O case3 the v32v1 transition, originating from
the laser-excitedv351 level, is the only transition observed
i.e., amplified by stimulated emission. It was not observ
for CO2/Ar samples of similar concentration~1/2000! and
similar thickness~90 to 260mm!. It was searched for, an
found, at higher concentrations~1/500 and 1/200! but com-
ing only from molecules in the double site. With the 6
lines/mm grating, we cannot observe 10mm radiation
through the monochromator. We then characterize the 10mm
emission by CaF2 or BaF2 plates absorbing at 16mm. A 5
mm thick CaF2 plate decreases the emission by a factor
1/3. The emission is highly unstable, which makes its de
tion tricky. Only single shots are meaningful. Even wh
optimization is achieved, and for large laser shots, the em
sion intensity is random. Figure 3a displays a particula
strong single-shot signal detected through a BaF2 window.
Replacing the BaF2 by a high-pass filter (lc513mm) allows
the detection of the 16mm emission described previously, i
Ref. 2, which is shown in Fig. 3b. Figure 3c displays t
total signal, only through an 8mm high pass filter to elimi-
nate the scattered laser light. The trace presented in Fig.
shown in heavy shading in Fig. 3c to recall its contribution
the total signal. Using the BaF2 plate, we checked the lack o
directionality of the 10mm emission, and found that it is no
polarized, just as was found for the 16mm emission. The 16
mm emission, analyzed through the Perkin-Elmer monoch
mator, exhibits three lines for each site, shifted by 1 cm21 in
wave number from one site to the other. The measured w
numbers~626, 613, and 595 cm21! allow their unambiguous
assignment to combination bands inside thev2 manifold, as
is shown in Fig. 4. The lines at 626 and 595 cm21 are iden-
tified with the 1110(2)→1000(2) and 1110(2)→0220(1)
transitions, whereas the 613 cm21 emission comes from the
1000(2)→0110(1) transition. The fundamentalv2 transition
at 644 cm21 has been searched for without success.
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2. Time analysis

2a) 10 mm emission

Short-time measurements are limited by the characte
tics of the detection. The apparent half-width of the 5 ns la
pulse, reaching about 400 ns, is shown in Fig. 3a, where
laser is recorded in the absence of absorption and with
any filter. The 10mm emission appears with a delay to
small to be measured. Both decays, identical, reflect the t
constant of the system.

FIG. 4. Vibrational energy levels of13CO2 up to 2300 cm21. 1, 2, 3: 16mm
emissions~ ! and 10mm emission~ !.
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2b) 16 mm emissions

One the contrary, a measurable delay is found for
onset of the 16mm emissions. Their time shape is clear
different from the laser one, as detected through the mo
chromator in the fourth order of the grating~Fig. 5!. This
time analysis of the dispersed emission reveals that the t
lines of the two sites have different time behaviors. The
set and the signal maximum are reached faster in the si
site than in the double one. Moreover, for a given site,
three lines exhibit a different time delay, and they have b
numbered according to this delay. Last but not least, the
cm21 emission~line 3! of the double site shows a peculia
rather intricate, time behavior. An intense peak, on a sh
time scale similar to that for the other two lines, is followe
by a much weaker and longer component, covering a
tens of microseconds.

3. Threshold measurements

The dependence of the emission amplitude on laser
ergy is shown for each transition in Fig. 6~single site! and 7
~double site!. These data correspond to 360mm thick
samples at concentrations of 1/2000 and 1/500 for the 16
10 mm emissions, respectively. Below a sharp energy thre
old, depending on the transition, no signal is usually
tected. Above the threshold the dependence seems app

FIG. 5. Time and frequency resolved 16mm emissions~CO2 /Ar51/2000,
T55 K, thickness'360mm!; single site~a! and double site~b!.
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mately linear in the range studied, as was observed in the3

~Ref. 1! and N2O ~Ref. 3! cases. The existence of such
threshold gives direct evidence of the stimulated characte
the process, in addition to the large amplification and sh
ening effects relative to spontaneous fluorescence.

The 2v2
02v2

1 transition at 613 cm21 ~line 3! behaves
peculiarly in the two sites. In the double site, the short co
ponent exhibits a sharp threshold at 115mJ, whereas the
longer one, with a much weaker amplitude, shows a slo
decrease. Finally, it disappears into noise, and it is imp
sible to measure a precise threshold different from zero.
stimulated or spontaneous character of this componen
then not established. For the single site, Fig. 5 does not s
two distinct time components for this transition. However,
high laser energy, the delay of this emission is smaller a
its width ~FWHM! is broader, as if a short component
similar amplitude was added at the beginning of the sign
This observation may be used to discuss the two regim
appearing in Fig. 6c. A high threshold of 100mJ is assigned

FIG. 6. Dependence of the emission amplitude on the laser pulse en
(T55 K, sample thickness'360mm, single site!, 16 mm emissions,
CO2 /Ar51/2000, line1 ~s!; line 2 ~1!; line 3, short and long component
~n andm, respectively!.
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to the additional short part, the global threshold being low
at 40mJ.

The threshold value measured for each component i
essential parameter for any quantitative discussion, prov
that the laser absorption is known. To sum up, the pres
results are the following: threshold values of 65, 97, 1
~and 40! mJ are found for lines1, 2, and3, respectively, in
the single site, which absorbs about 86% of the laser ene
The corresponding values for the double site~Fig. 7! are 80,

FIG. 7. Dependence of the emission amplitude on the laser pulse en
(T55 K, sample thickness'360mm, double site!, 16 mm emissions,
CO2 /Ar51/2000: line1 ~s!, line 2 ~1!, line 3, short and long component
~n andm, respectively!; 10 mm emission, CO2 /Ar51/520 ~h!.
r,

an
ed
nt
0

y.

110, and 115mJ, with an absorption around 50%. Figure 7
yields a threshold of 120mJ for the 10mm emission from a
sample of similar thickness, but with a concentration
creased by a factor of 4, resulting in an evaluated absorp
of the order of 94%.

4. Concentration and temperature effects

The most important concentration effect is the appe
ance of the 10mm emission of the double site for concentr
tions higher than 1/1000. On the contrary, in this case, the
mm emission is weaker than for the concentrations of 1/10
and 1/2000. In this range the 16mm signals are maximum, if
one compares samples of approximately equal optical d
sity, i.e., keeping constant the product of the concentra
by the thickness. Of course, a concentration decrease f
1/2000 to 1/10000 also decreases the signals, since we
not grow samples thick enough to keep the optical den
constant. We focus our attention on the concentration dep
dence of the long component of line3 in the double site,
because it could be assigned to spontaneous emission
its time behavior and its threshold uncertainty. We uns
cessfully tried exponential fits of its decay. However, a tim
constant extracted from its last part shows an unusual c
centration dependence, as it clearly decreases with increa
dilution.

Another way to characterize the time behavior of th
component is to decrease the laser energy below the thr
old of the short component. We thus observe an onse
maximum and a decay, and an approximate value of the t
during which the signal remains higher than the noise. O
again, this time clearly decreases with increasing dilution

Temperature effects can be studied up to 30 K only
the single site, since the density of double sites decrea
irreversibly upon annealing. For the single site, increas
the temperature from 5 to 17 K results in an increase of l
1 by about 35%, including a very little increase in duratio
measured by its full width at half maximum~FWHM!. Be-
tween 17 and 21 K this line remains approximately consta
It disappears at 28 K. On the contrary, lines2 and3 keep on
decreasing from 5 to 21 K. Their amplitude and width d
crease together, and they disappear at 22 K~line 3! and 23 K
~line 2!. At 5 K, after this temperature cycling, the emissio
of the three lines are increased by about 40%~line 1! and
more than 60%~lines2 and3!. This effect may be explained
by a narrowing of the lines due to annealing.

For the double site, the temperature dependence stu
up to T521 K is approximately similar. Lines2 and 3 de-
crease and disappear at 20 and 19 K, respectively, whe
line 1 is nearly constant. Moreover, such a mild temperat
cycling also produces an overall increase of the emission
T55 K, very likely related to a line narrowing.

DISCUSSION

1. Inversion population threshold for ASE

ASE is considered to start as soon as one spontan
photon produces a stimulated photon on its passage thro
the sample. Defining a mean path length^l& as the mean
distance from any point to the boundaries of the excited v
ume, this condition can be written as

gy
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sulDNul^ l&>1, ~1!

wheresul@cm2# is the cross section for stimulated emissi
from upper levelu to lower level l, andDNul@cm23# is the
population inversion between these two levels. Equivalen
one can define a loss coefficientaL51/̂ l& and write

sulDNul2aL>0. ~2!

The threshold condition for the population inversionDNul
T is

then

sulDNul
T 5aL ~3!

with

sul5
8p3

3hc

v lu

g lu
uRluu2

1

n S n212

3 D 2

; ~4!

sul mainly depends on molecular parameters, such as
squared transition momentuRluu2, the wavenumberv lu , and
the linewidthg lu of the transition. It is also related to th
nature of the matrix by its refractive indexn, but does not
depend on the geometry of the sample. On the contrary,aL is
essentially related to the thickness of the sample and
diameter of the laser-excited spot. Consequently, we
compare threshold population inversionsDNul

T for different
transitions provided that the matrix and the geometry of
sample are not changed. This can be performed at a s
quantitative level, taking the following gas phase values11–13

for uRluu2: 1.7731023, 0.6731023, 50.631023, 20.3
31023, and 21.931023 Debye2 for the transitionsv3

2v1 , v322v2 , 3v2
122v2

0, 3v2
122v2

2, and 2v2
02v2

1, re-
spectively. TheuRluu2 values of the 10mm transitions are one
or two orders of magnitude smaller than the 16mm ones,
which explains why detection of 10mm emission requires
higher concentrations, although the emitting level is direc
laser excited.

For the linewidthsg lu , which cannot be measured at th
solid argon temperature for combination or hot bands,
tentatively use the values measured in the present study
the corresponding fundamentals. The measured thresh
displayed in Fig. 6 for the emissions of the double site can
analyzed within this approximation. First, considering the
mm emission, we can safely assign it to thev32v1 transition
on the basis of theuRluu2 values, which makes thev322v2

threshold higher by a factor of 2.6. A calculated value
64310219cm2 is found for the cross sectionsul of the v3

2v1 emission. Using the threshold energy, and the estima
absorption of 94%, we get the inversion population thresh
DNul

T >0.3731019cm23. We then obtainaL>24 cm21 for
the loss coefficient. This value is somewhat too high fo
360 mm thick sample, when compared to the value of
cm21 determined using the 10mm emission of N2O ~Ref. 3!
in a 180mm thick sample. Taking into account hoŵl& de-
pends on the thickness, if one neglects light scattering,
would have predictedaL>18 cm21. Nevertheless the orde
of magnitude is correct. More interesting is the comparis
with the other emissions in similar samples. The valueaL

524 cm21 allows a prediction ofDNul
T equal to 9.531016,

2531016, and 2331016cm23 for lines 1, 2, and 3, respec-
tively. Let us compare these values with the experimen
,

he

e
n

e
i-

y

e
for
lds
e

0

f

d
ld

a

e

n

al

threshold values of thev351 level population, 11031016,
18031016, and 18031016cm23, respectively. This shows
that only about 10% of the molecules have relaxed from
v351 level towards the 3v2 one, when ASE starts in thev2

manifold. Using the delay of line1 ~;70 ns! we get an order
of magnitude valuek533107 s21 for this intramolecular
V-V transfer rate in the double site.

2. Low directionality of the emissions

In the experimental Section, we established that
emissions exhibit low directionality. This observation is
contradiction with the high directionality predicted for AS
in the gas phase,4,5 where the length of the amplifying me
dium is a crucial parameter. In the present experiment,
excited part of the sample is a disk about 200mm thick and
1.5 mm in diameter, so that the preferential emission dir
tion should be in the plane of the disk. However, in t
matrix case, light scattering by the polycrystalline mater
for both excitation and emission, provides random propa
tion directions as well as random optical path lengths. T
low directionality of the emission, which is proven here, c
then be understood.

3. Time behavior of the emissions and relaxation scheme

The 10mm emission reproduces almost exactly the la
pulse, within the response time of the detection. This is
surprising, since this emission comes from the levelv351
directly excited by the laser and was observed also in
N2O case. This does not provide any information on the li
time of this level, since ASE itself decreases the populat
below threshold.

For the 16mm emissions, it is surprising that two signa
~lines 1 and 2! exhibit such different time behaviors eve
though they come from a common level (3v2

1), which is
populated via intramolecular V-V transfer from thev351
level. One easily understands that the threshold for ASE
reached faster for the transition with the higher transit
moment~line 1!. But we have to explain why the onset o
line 2 coincides with the decay of line1, although the emit-
ting population is the same for the two lines. Moreover,
the double site, line1 is the more intense, while in the singl
site the reverse is true. Let us consider the level sche
displayed in Fig. 4. ASE operating on line 1 tends to equa
instantaneously the populations of the upper and lower
els, resulting in saturation of the gain. If the relaxation of t
lower level is not fast, both populations increase as the tra
fer v3→3v2

1 goes on. Such a process has been describe
Apkarian14 using a kinetic model for a two-level system. Th
emitted signal exhibits oscillations on a very short tim
scale, corresponding to a step-by-step increase of the lo
level population. When the 3v2

1 population reaches the
threshold for ASE on line2, the dominant process change
Indeed, a well known ‘‘energy gap law’’15 for multiphonon
vibrational relaxation in matrices states that the nonradia
rates decrease exponentially with the number of phonon
be created for energy conservation. One can then safely
sume that the lower level of line2(2v2

2) relaxes faster than
that of line 1(2v2

0) because of the small energy differen
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between these two levels as compared to the gap of
cm21 between 2v2

0 and v2
1. Consequently, the gain of th

amplifying medium on line2 does not saturate, since there
no equilibration of the populations. Moreover, ASE on line2
contributes to the population of the lower level of line1,
which qualitatively explains why, when line2 is on, line1 is
off. The relative intensities of lines1 and2, going from one
site to the other, is probably explained by differences
tween the nonradiative rates populating 3v2

1. In the double
site, where the molecule has a wider space, it is probably
coupled to the phonon bath, so that all rates are smaller.
is consistent with the longer delay before the onset of
three lines. This effect may be different for the differe
nonradiative transfer rates. A clue confirming this interpre
tion is provided by the temperature effect. When the ma
is heated, the V–V nonradiative transfer rates generally
crease. Saturation of the gain on line1 is decreased by the
faster relaxation of the lower level 2v2

0. Line 1 is then fa-
vored. Moreover the nonradiative relaxation of level 3v2

1 is
also faster. The two channels~radiative and nonradiative!
that depopulate 3v2

1 are then increasing. This explains th
decrease of line2, until finally its threshold cannot be over
come. The delay observed for the onset of line3 reflects the
time necessary for the different transfers~radiative and non-
radiative! to provide the threshold population inversion
line 3. A quantitative rationalization of the time evolution o
the emissions would imply a complete kinetic model,
spired by that of Apkarian12 but taking into account the
wholev2 manifold instead of a two-level system, and inclu
ing the nonradiative V–V transfers between all the involv
levels. This model may allow an estimation of the trans
rates.

4. Concentration behavior of line 3 in the double site:
stimulated or spontaneous emission?

When recording spontaneous emission, one has a d
access to the lifetime of the emitting level. In matrices, d
to possible intermolecualr V–V transfers towards impurit
or dimers, occurring at high concentration, it is genera
observed16 that the lifetimes increase with increasing dil
tion, up to a limit where the molecules can be considered
perfectly isolated in the lattice. One then gets the intrin
lifetime of the level, as governed by the interaction of t
molecule with the lattice. The concentration dependence
served for line3 and mentioned above does not fit in wi
such a scheme. This unusual dependence proves that th
nal does not yield the 2v2

0 lifetime. There must remain som
stimulated effect, even under threshold, spoiling the lifeti
measurements. Indeed, a single-shot record of this long c
ponent, around the threshold, exhibits random bursts
stimulated emission~Fig. 8!, which closely resembles th
spiking often encountered in solid-state lasers.17

Nevertheless, the duration of line3 emission proves tha
the 2v2

0 level remains populated after 20ms ~Fig. 5b!, which
sets a higher limit (;105 s21) for the intramolecular vibra-
tional relaxation rates inside thev2 manifold. The kinetic
model suggested in the preceding discussion should be
to shed more light on this question. It is presently in progr
at L. P. M. A.
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CONCLUSION

Vibrational emissions of13CO2 trapped in argon matri-
ces have been studied in the 10mm and 16mm regions. They
all behave like stimulated emission, even in the case of
long component of the 2v2

02v2
1 transition, which lasts over

some tens of microseconds. An order of magnitude value
33107 s21 can be set for the nonradiative V–V transfer ra
from the excitedv3 level to the 3v2

1 level. Other intramo-
lecular V–V transfer inside thev2 manifold have been dis
cussed qualitatively. A quantitative estimate of these ra
might be extracted from a kinetic model including spontan
ous and stimulated emission and nonradiative transf
Simulations based on this model are presently in progres
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Infrared and EPR spectroscopic study of open-shell reactive intermediates: F ¿NH3

in solid argon
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Mobile F atoms react with NH3 molecules in an argon matrix at temperaturesT57 – 35 K. The
open-shell NH2–HF complex was observed by EPR and infrared spectroscopies as the
main product of this reaction. The hyperfine constants of the NH2–HF complexaN51.20 mT,
aH52.40 mT, andaF50.70 mT were determined from the EPR spectra of samples using
NH3,

15NH3 and ND3 isotopomers. Prominent features of the infrared spectrum of NH2–HF are a
strongly red-shifted HF stretching mode~Dv'2720 cm21 relative to that for isolated HF!
and strong absorptions at 791 and 798 cm21 attributed to HF librational modes in the complex.
Quantum chemistry calculations reveal that the hydrogen-bonded NH2–HF complex has a
planar C2v structure and a binding energy of 51 kJ/mol. Calculated hyperfine constants and
vibrational frequencies of the complex are in good agreement with those observed in the
EPR and IR experiments. ©2000 American Institute of Physics.@S1063-777X~00!01409-2#
an
is

er
in

y
th
w
f
r

es
er

b

.
ix

n-
e

er
g
s

P
a
in
g
ch
ig
b
f
f

he
o

at
ms
of

lid

des
ac-
ix.
rod-
ess
tro-

t are

ave
me-
,

i-
PR

in-
on
of

ld
1. INTRODUCTION

The dynamics of atom–molecule reactions are import
in many areas of chemistry, including atmospheric chem
try, combustion/flame suppression, and chemical las
Long-lived intermediate complexes play a special role
such reactions because they can allow extensive energ
distribution and randomize the final scattering angles of
products. It is therefore essential to gain a detailed kno
edge of reaction intermediates, especially in the region o
transition state, in order to develop a comprehensive desc
tion of any elementary chemical reaction. This type of inv
tigation constitutes one of the most active fields of mod
chemical research. Various time-resolved techniques are
ing used to access this part of potential energy surface
elementary gas phase reactions~see, for example, Refs
1–3!. However, low-temperature spectroscopy of matr
isolated species continues to play a prominent role due to
universality and reliability in the interpretation of experime
tal data. For the last 20 years, a variety of methods have b
developed for stabilizing intermediates in cryogenic in
matrixes, such as freezing of reaction products from the
discharge, photolysis and radiolysis of complexes, and la
ablation~see, for example Refs. 4–6!.

Recently we have used a combination of FTIR and E
techniques in rare gas matrices to study free radicals
radical–molecule complexes formed by reaction of fluor
atoms with small polyatomic molecules. This methodolo
takes advantage of the widely used matrix isolation te
nique for immobilizing molecular species as well as the h
mobility of fluorine atoms in rare gas solids, as observed
Apkarianet al.7,8 The quantum yield for photodissociation o
F2 in solid argon is nearly unity if the initial kinetic energy o
7271063-777X/2000/26(9–10)/9/$20.00
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photogenerated ‘‘hot’’ F atoms is more then 0.5 eV. T
‘‘hot’’ F atoms formed by UV photolysis are believed t
migrate over distances approaching 3 nm.9–11 Once thermal-
ized, the F atoms are essentially immobile in the matrix
temperatures less than 18 K. However, at 20–26 K, F ato
are able to diffuse approximately 10 nm on a time scale
102– 104 s because the barrier to thermal diffusion in so
argon is only 4.5–5.8 kJ/mol.8 The ability to control the
mobility of F atoms through changes in temperature provi
a unique opportunity to carry out solid-state chemical re
tion of F atoms with isolated molecules in an argon matr
Because the crystalline environment prevents reaction p
ucts from flying apart and promotes fast relaxation of exc
energy released in the reaction, the stabilization and spec
scopic observation of open-shell intermediate species tha
not observable in gas phase studies can be realized.

Based on these unique peculiarities of F atoms, we h
determined the spectral characteristics of open-shell inter
diates formed in reactions of mobile F atoms with ethene12

methane,13,14 hydrogen,15 carbon monoxide,10,16 oxygen,16

nitric oxide,17 and ozone.18 We have shown that the comb
nation of two complementary spectroscopic techniques, E
and FTIR, allows one to obtain:

a! direct evidence of a radical intermediate~by EPR
spectroscopy!;

b! the complete set of hyperfine~hf! constants of stabi-
lized intermediates;14,17

c! reliable assignments of the infrared bands of the
termediate from comparison of kinetics of radical formati
obtained in EPR measurement with kinetics of growth
new bands in FTIR measurements;12,17

d! branching ratios for reaction channels that yie
closed-shell and radical products;12,16
© 2000 American Institute of Physics
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e! molecular structure of intermediate species in the
tice from comparisons of measured and calculated hf c
stants and vibration frequencies.15,16

Particular attention has been given to H-atom abstrac
reactions:

F1RH→HF1R. ~1!

We have observed the open-shell complexes CH3-HF and
H-HF as intermediate products in reactions of diffusing
atoms with CH4 and H2 molecules trapped in a matrix.13–15

EPR spectroscopy is especially useful in these studies
cause the hf interaction of the unpaired electron with m
netic nuclei in the complex is very sensitive to the distan
between the radical R and the HF molecule and to their m
tual orientation.

In the present study, we have used this approach to s
the reaction of F atoms with NH3 molecules isolated in an
argon matrix. Usually, gas phase reactions of type~1! give
rise to extensive HF internal excitation and populati
inversions,19 which are required for laser action. Howeve
attempts to obtain an inverted HF state distribution in

F1NH3→HF1NH2, DH0'2130 kJ/mol ~2!

were unsuccessful, despite its high exothermicity.20,21 It was
assumed that the failure was due to formation of a long-liv
FNH3 species during the reaction. The existence of such
intermediate complex causes randomization of the exoer
ity among its internal modes.Ab initio calculations per-
formed by Goddardet al.22 predicted that the NH2–HF
formed in the exit channel of reaction~2! should be bound by
;50 kJ/mol~;33 kJ/mol when corrected for zero-point e
ergy effects!. In our preliminary EPR study23,24 we observed
the intermediate complex NH2–HF for the first time. In the
present paper we report a detailed EPR, FTIR, and com
tational study of this reaction intermediate to obtain the to
set the hf constants and vibrational frequencies. The res
show that the structure of the complex and the binding
ergy are close to the predictions of Goddardet al.,22 and that
the complex suffers only a minor distortion in the arg
lattice relative to its gas phase equilibrium geometry.

2. EXPERIMENTAL

The experimental technique used was described in d
elsewhere.14 Briefly, solid argon films doped with reactan
molecules were formed by vapor deposition of Ar-NH3 and
Ar-F2 gas mixtures through separate inlets onto a substra
15 K ~sapphire for EPR experiments; CsI for the infrar
study!. The sample composition was typically Ar:NH3:F2

51000:1:1. Infrared spectra were recorded with a Matts
Model RS/1000 FTIR spectrometer~spectral region from
500 to 4000 cm21 and spectral resolution 0.5 cm21!.

In the EPR experiments~performed in Russia!, argon
~99.9995%! and fluorine~99.9%! were used without purifi-
cation. Ammonia14NH3 ~and 15NH3! was used after drying
over NaOH. Deuterated ammonia, ND3, was prepared by
repeated exchange of NH3 with D2O followed by distillation
and drying over NaOD. The deuterium isotopic purity w
estimated at 90%. In FTIR experiments~performed in the
United States!, argon ~Spectra gases, 99.999%!, fluorine
t-
n-

n

e-
-

e
-

dy

d
n
c-

u-
l
lts
-

ail

at

n

~Spectra gases, 10% in argon!, NH3 ~Matheson!, and ND3

~Cambridge Isotope Laboratories, Inc., 99% D! were used
without further purification.

Fluorine atoms were generated by UV photolysis of2

molecules using 337 nm laser light in the EPR experime
and 355 nm laser light in the infrared experiments. The
erage laser power did not exceed 20 mW/cm2 in either type
of experiment. To distinguish the chemical reactions invo
ing photogenerated ‘‘hot’’ F atoms from those of diffusin
thermal atoms, photolysis of F2 molecules was performed a
15 K and the samples were subsequently annealed in a s
rate step.

The EPR spectra of freshly prepared samples exhibit
lines due to paramagnetic species. Very weak infrared ba
of CO2 ~661.9 and 2340.5 cm21! were found in the IR spec
tra of deposited samples. A sharp absorption assigne
FO2 (1490 cm21) appears in the spectra of photolyze
samples at 20–25 K. Oxygen is a common impurity in flu
rine gas and is difficult to remove by fractional distillation

3. RESULTS AND DISCUSSION

3.1. EPR spectra of dilute mixtures Ar:NH 3:F2Ä1000:1:1
photolyzed at 15 K

A complex anisotropic spectrum consisting of two ser
of lines ~shown in Fig. 1a! is produced by 337 nm lase
photolysis at 15 K. In the initial stage, the intensity of th
EPR lines is proportional to the photolysis period, but a
proaches a limiting value under exhaustive photolysis due
depletion of the F2 concentration. Temperature-induce
changes of line shapes and intensities are reversible in
range 7.7–18 K, which shows that the concentration of ra
cals does not change after completion of photolysis. Low
ing the temperature causes a broadening of most of the
isotropic lines, whereas lines in the other series

FIG. 1. EPR spectra of the Ar:NH3:F251000:1:1 sample after exhaustiv
photolysis at 15 K~a!; after subsequent cooling to 7.7 K~b!; after annealing
of the photolyzed sample for 30 min at 25 K and subsequent lowering
temperature to 15 K~c!. Intensities of the spectra are corrected in acc
dance with the Curie law.
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narrowed. Only 9 narrow lines remain in the spectrum at
K, as shown in Fig. 1b. Thus, the spectra correspond to
superposition of spectra of at least two products. The E
spectrum of the radical whose lines are narrowed upon c
ing consists of 9 lines: a 1:1:1 triplet of triplets with hf spli
tings of 1.05 and 2.40 mT, andg52.0058. Recall that usu
ally only absolute values of hf constants are determined
EPR experiments. The hf constants andg factor are all in
good agreement with the data of Cochranet al.25 obtained
for the radical NH2 in solid argon at 4.2 K~aH52.38 mT,
aN51.04 mT andg52.0049!.

To elucidate the unusual temperature behavior of E
lines of NH2 radical in temperature region 7.7–15 K, a ser
of additional experiments was carried out. The samp
Ar:NH351000:1 were irradiated by a deuterium lamp at 7
K to generate stabilized NH2 radicals. EPR spectra of NH2

radical at different temperatures are shown in Fig. 2. T
spectrum detected at 7.7 K corresponds to the spectrum
NH2 radical shown in Fig. 1b. There are three promine
features of the spectrum of stabilized NH2. The first and
well-known peculiarity is that two equivalent hydrogens
NH2 yield the triplet pattern 1:1:1, instead of the expect
1:2:1 at 7.7 K.25 The second is that different linewidths a
observed for components corresponding to different nuc
projections of the N atom. The third feature of this spectr
is the unusual temperature broadening of the EPR lines
served in this study.

Because the same spectral lines of NH2 in Ar:NH3 mix-
tures are observed following photolysis of Ar:NH3:F2

samples, we may conclude that NH2 is one of the photolysis
products formed in reaction~2! of photogenerated ‘‘hot’’ F
atom with NH3 molecule. However, the NH2 concentration
did not exceed 15% of the total concentration of radicals

FIG. 2. EPR spectra of NH2 radical generated by UV photolysis of NH3

molecules in solid argon at different temperatures.
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3.2. EPR spectra of products forming upon annealing of the
samples Ar:NH 3:F2 photolyzed at 15 K

To initiate reaction of diffusing thermal F atoms, w
annealed the photolyzed samples at temperaturesT.20 K.
The post-annealing EPR spectrum~measured at 15 K! is
shown in Fig. 1c. Comparison of the spectra before~Fig. 1a!
and after annealing shows that concentration of NH2 radicals
does not change, but the intensity of lines of the other rad
increase approximately fourfold due to reaction of F ato
that diffuse through the argon matrix. The EPR lines of t
radical become narrow and isotropic at temperatures ab
30 K, as shown in Fig. 3a. The spectrum consists of narr
lines ~;0.1 mT! formed from a 1:1:1 triplet splitting with
a151.20 mT, a 1:2:1 triplet witha252.40 mT, and a dou-
blet a350.70 mT. Becausea2'23a1 , four of the lines are
unresolved due to accidental overlapping. Thus, only
lines are observed in the spectrum, instead of the usua
lines associated with a triplet of triplets of doublets. Two
the triplet splittings,a1 and a2 , are similar to those of the
NH2 radical, and this allows us to ascribe the doublet sp
ting a3 to the magnetic interaction with one of the magne
nuclei of the HF molecule bound to the complex NH2–HF.
In order to distinguish the hf constants on H, F, and N nuc
we have performed a series of similar experiments with i
topically substituted ammonia.

EPR spectra obtained after photolysis and annealing
matrices containing Ar:15NH3:F2 and Ar:ND3:F2 are shown
in Figs. 3b and 3c, respectively. Referring to Fig. 3b, the u
of 15NH3 leads to replacement of the triplet (aN~14N!
51.20 mT) by a doublet (aN~15N!51.55 mT), while two
other splittings,a2 anda3 , remain the same. In the sample
containing ND3, the triplet (aH52.40 mT) is replaced by a
quintet (aD50.37 mT). These results permit a definitive a
signment of the hf constantsa1 and a2 to the NH2 group.
The last doublet splittinga3 ~which was unchanged by iso
topic substitution! is ascribed to the19F atom, because it is

FIG. 3. EPR spectra of the samples after photolysis at 15 K and subseq
annealing at 25 K: Ar:14NH3:F2 ~a!; Ar:15NH3:F2 ~b!; Ar:14ND3:F2 ~c!. All
spectra were recorded at 35 K.~The 14ND3 used in experiments contain
;10%14NH3; therefore, the weak outer lines in this spectrum correspon
14NH2–HF!.
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the only other atom in the system having a nuclear spiI
51/2. Because NH2F is a closed-shell molecule, we can a
tribute the EPR spectrum to the radical–molecule comp
NH2–HF, presuming that the hf constant of the H atom
the HF moleculeaH is less than spectral resolution 0.05 m

Therefore, the main product in the reactions of photo
nerated ‘‘hot’’ and thermally diffusing F atoms with isolate
ammonia is the open-shell complex NH2–HF:

F1NH3 ——→ NH22HF. ~3!

3.3. Infrared absorption spectra of dilute mixtures
Ar:NH 3:F2Ä1000:1:1 photolyzed at 15 K

NH3 molecules trapped in rare gas matrices at low te
peratures have been the subject of numerous experim
studies.26–28 It has been shown that thev2 bending vibra-
tional mode for NH3 in an argon matrix exhibits severa
well-resolved bands, which can be assigned to transiti
involving rotation and inversion of the NH3 molecule. The
assignment of these bands given by Abouaf-Margulinet al.27

is shown in Fig. 4a for the sample Ar:NH3:F251000:1:1.
The band at 1000 cm21, labeledA in Fig. 4a, is due to dimers
of NH3 ~Ref. 27!. The broad band at 966 cm21, labeledK in
Fig. 4a, was assigned earlier by Andrews and Lascola29 to
the reactant complex@F2–NH3#. These authors ascribed
new weak absorption at 781 cm21 to the perturbed F2 vibra-
tional mode in this complex. Our experimental evidence s
ports their assignment of these bands: both of them~966 and
781 cm21! appear in samples containing F2 and NH3 mol-
ecules only, and their intensities are proportional to the c
centration of F2 molecules in Ar:NH3:F2 samples.

The kinetics of UV photolysis of the Ar:NH3:F2 samples
exhibit two characteristic times. The infrared bands of

FIG. 4. Infrared spectra of thev2 region of NH3 in Ar:NH3:F251000:1:1
sample at 15 K@trace~a!#. Traces~b! and~c! are difference spectra showin
changes of band intensities after 20 min and 300 min photolysis 355 n
power 10 mW/cm2, respectively.
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complex@F2–NH3# are totally destroyed in the initial stag
of photolysis:t1'10 min for a photolysis laser intensity o
10 mW/cm2. Prolonged photolysis leads to a reduction of t
IR bands of isolated NH3 molecules as shown in Figs. 4b an
4c. Only about 1–2% of the NH3 is consumed after exhaus
tive photolysis, and the time scale for this process ist2

'200 min under the same conditions as above.
Photolysis reveals two new series of bands. The fi

series grows in the initial stage at the same rate as the
appearance of the@F2–NH3# complexes. These produc
bands were observed by Andrews and Lascola previous29

and were attributed to the closed-shell product comp
NH2F–HF:

@F22NH3# ——→
hv

NH2F2HF. ~4!

The second series of new bands appears at 3267, 1
1465, and 797~791! cm21 under prolonged photolysis (t2

'200 min). Also, weak, sharp absorptions in the 3800–39
cm21 region appear due to formation of isolated H
molecules.30 Their intensities are 10–20 times less inten

FIG. 5. Difference spectrum of photolyzed sample Ar:NH3:F251000:1:1
before and after annealing at 25 K. The spectra were recorded at 15 K

FIG. 6. Growth of the intensitiesI mp of the major product bands and con
sumptionC of the NH3 band versus intensityI of the FO2 (1490 cm21) band
during annealing of the photolyzed sample Ar:NH3:F2.
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than the band at 3267 cm21. Growth of this second series o
bands occurs at the same rate as consumption of iso
NH3.

Using the difference in photochemical reaction rates,
can distinguish photoinitiated reactions in complexes fr
reactions of translationally ‘‘hot’’ F atoms formed from pho
tolysis of isolated F2 molecules. The photodissociation qua
tum yield of F2 in solid argon at 355 nm isF0'0.3– 0.5.7

The photodissociation ratekd5s/F0 ~wheres510220cm2

is the absorption cross section of F2, andI is the light inten-
sity! is very close to the observed ‘‘slow’’ photochemic
reaction rate (t2)21. Therefore, we may conclude that co
sumption of isolated NH3 and the corresponding formatio
of new products~the second series of bands plus HF! result
from the reaction of translationally ‘‘hot’’ F atoms with iso
lated NH3 molecules.

3.4. Annealing of the Ar:NH 3:F2 samples photolyzed at 15 K

Annealing of photolyzed samples was carried out
step-by-step procedure. After completion of photolysis at
K, the sample was annealed for 3–5 min at 25 K. Then
temperature was lowered back to 15 K, and the IR spect
was recorded. This cycle of photolysis~annealing! was re-
peated 10–12 times until the reaction was complete.
final IR spectrum is shown in Fig. 5. Annealing is accomp
nied by the consumption of isolated NH3 molecules and the
growth of the same series of intense bands at 3267, 1
1465, and 797~791! cm21 that appeared upon prolonged ph
tolysis. In addition, a sharp band at 1490 cm21 due to FO2

radical appeared also. This radical is formed by addition
action of diffusing F atoms with impurity O2 molecules, as
was shown in our previous study:16

F1O2 ——→ FO2. ~5!

Although the presence of a minor O2 impurity might be
viewed as a nuisance, we have used reaction~5! as an inter-
nal standard for characterizing the reaction rate of diffus
ed

e

y
5
e
m

e
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2,

-

g

F atoms during the annealing cycles. Figure 6 shows
intensities of the major product bands and the decrease o
NH3 band relative to the FO2 band upon annealing of th
sample. The linear dependences of changes in the ban
tensities provide convincing evidence that this series co
sponds to a primary reaction product of diffusing therma
atoms with isolated NH3 molecules. Note that the reaction o
thermal F atoms consumes;10% of the NH3 molecules,
about 5 times greater than the yield during exhaustive
photolysis at 15 K.

As we have concluded in the EPR study, the main re
tion product of photogenerated ‘‘hot’’ and thermal F atom
with isolated ammonia is the open-shell complex, NH2–HF.
To assign the observed IR bands, we have performed sim
experiments with ND3.

The infrared spectrum of a photolyzed and anneal
sample Ar:ND3:F2 is shown in Fig. 7. It illustrates the con
sumption of isolated ND3 molecules~series of bands in the
v2 and v3 regions of ND3 at 760 and 1200 cm21! and the

FIG. 7. Difference spectrum of a photolyzed sample Ar:ND3:F251000:1:1
before and after annealing at 25 K. The spectra were recorded at 15 K
TABLE I. Vibrational frequencies of the complex NH2–HF (ND2-DF).

a!Relative integrated intensities of bands are given in parentheses.
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growth of a series of new bands at 2423, 1132, 1056,
601~587! cm21. Growth of these products bands and dimin
tion of ND3 bands are linear with increasing intensity of t
FO2 band at 1490 cm21, similar to the result with NH3. It is
apparent that the number of new product bands and t
pattern of intensities correlate closely with the NH3 results,
as shown in Table I. This permits a straightforward deter
nation of the isotopic shifts. For example, the isotopic sh
for the strongest band at 3267 cm21, Dv5844 cm21, is close
to that calculated for a pure HF vibrationDv5898 cm21.
Since the infrared band of HF molecule isolated in argon
at v.3900 cm21, the position of its absorption below 370
cm21 is characteristic of an HF molecule that is strong
hydrogen-bonded with another molecule.31 Thus, we defini-
tively assign this band to the HF molecule in the compl
The band at 1512 cm21 lies very close to thev2 bending
vibration of NH2 in solid argon, 1523 cm21 ~Ref. 32!. Its
observed isotopic shiftDv5385 cm21 is in good agreemen
with calculatedDv5440 cm21, and, hence, we attribute thi
band to thev2 bending of the NH2 group of the NH2–HF
complex.

The combined results of the EPR and infrared exp
ments provides clear and convincing evidence that the
mary reaction product of F atoms with isolated NH3 mol-
ecules in solid argon is the open-shell complex, NH2–HF. A
detailed description of the infrared bands is given belo
based on the observed data and vibrational analysis for
culated structure of the NH2–HF complex.

3.5. Calculated structure and vibrational analysis of the
NH2–HF complex

We carried out quantum chemical calculations in ord
to clarify the structure of the NH2–HF complex, and to es
tablish its spectroscopic characteristics~hyperfine constants
and fundamental vibrations!. All of computations were per-
formed using the Gaussian 98 suite of codes.33 A density
functional method B3LYP with AUG-cc-pVTZ basis set wa
used for geometry optimization and calculation of the sp
troscopic characteristics.

The NH2–HF complex has a planar equilibrium structu
with C2v symmetry. The optimized geometry is similar
that calculated earlier by Goddardet al.22 The binding en-
ergy of the complex is equal to 51 kJ/mol~34 kJ/mol when
corrected for zero-point energy effects!. The geometry and
both experimental and calculated isotropic hf constants
the complex are given in the scheme

~6!

The calculated hf constantsaN , aH , and aF are in good
agreement with those obtained in experiment. The calcula
d
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hf constant at the proton of the HF moleculeaH is less than
0.05 mT and, as was noted above, could not be reso
under our experimental conditions.

The calculated frequencies and relative intensities of
bands for NH2–HF and ND2–DF complexes are listed in
Table I. If the HF molecule is bound to the radical–molecu
complex, its two rotational degrees of freedom become t
HF librational modes in the complex (v5 ,v6), whereas the
HF fundamental (v1) remains in the complex. These fund
mentals give rise to very strong infrared absorptions that
predicted by the calculations and observed in the exp
ments for both NH3 and ND3 isotopomers. The three trans
lational degrees of freedom become a hydrogen-b
stretching mode (v8) and two bending modes of the comple
(v7 ,v9); these fundamentals occur at low frequencies a
give rise to much weaker absorptions.

A relatively weak band at 1465 cm21 of NH2–HF could
be ascribed to one of the overtones 2v5 or 2v6 , or possibly
to both of them because the shape of this band show
superposition of two unresolved bands split by 2–3 cm21. In
the deuterated complex this band lies at 1056 cm21, and its
relative intensity is about 10 times less than for the norm
proteated complex, providing support for the assignmen
an overtone.

In general, the agreement with the calculated and
served frequencies and isotopic shifts is excellent. The sin
exception is a;200 cm21 difference between the observe
and calculated frequency of the HF stretch vibration in
complex. This is likely due to anharmonicity of the intram
lecular and intermolecular potentials.34,35 The calculations
predict weak intensities for the NH stretching vibration
modes of the complex. In the IR spectrum, a weak bro
band at 3007 cm21 in Ar:NH3:F2 ~2265 cm21 in Ar:ND3:F2!
is observed~see Figs. 5 and 7!. We tentatively assign this
band to the NH asymmetric stretch, although a reasona
alternative assignment could be to the HF stretch in the c
plex located in a perturbed lattice site.

In our previous paper24 we calculated the charge distr
bution in the complex NH2–HF. In line with this distribu-
tion, we have concluded that the contribution of electrosta
intermolecular interaction to the binding energy of the co
plex is 12-15 kJ/mol, i.e.,;25% of the total binding energy
On this basis, we conclude that the NH2–HF complex has
significant covalent bonding character, and the nature of
intermolecular bond should be similar to that in th
hydrogen-bonded NH3–HF complex.36 It was shown earlier
that displacement of the fundamentals of a hydrogen-bon
complex below their isolated value and the appeara
strong infrared absorptions originating from libration
modes in the complex are indicative of a strong intermole
lar hydrogen bond.37 Although various hydrogen-bonde
molecular complexes M–HF have been studied by spec
scopic methods,38,39 to our knowledge there are no system
atic data on the thermodynamics of the hydrogen-bon
molecular complexes M–HF. Thus we can compare our d
with those for the well-studied strong hydrogen-bonded co
plex NH3–HF only. The energy of the hydrogen bond, 6
kJ/mol, has been calculated by several quantum chem
methods.36 Infrared absorptions of this complex were d
tected at 3041(v1) and 916 cm21 ~2-fold degeneratev5! in
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an argon matrix by Andrews.31 Comparison of these band
with those obtained for NH2–HF shows that the binding en
ergy of the NH2–HF complex should be comparable to th
of NH3–HF. Hence the calculated binding energy
NH2–HF complex, 51 kJ/mol, is quite reasonable.

3.6. Arrangement NH 2–HF complex in an argon lattice

Starting from the calculated structure, we performed
geometry optimization of the NH2–HF complex in an argon
lattice. A detailed description of energy minimization proc
dure for NH2–HF located in a substitutional site of an arg
cluster containing 365 atoms was given earlier in a previ
paper.23,24 In the first step, we have used the ‘‘hard’’ collin
ear complex obtained in computations~Scheme6!. In those
calculations, the complex retained its collinear structure
sizes. The resulting arrangement of the complex in Ar clus
is shown in Fig. 8. The position of the nitrogen atom of t
NH2 group is close to the center of the substitutional s
~0,0,0!. At the other end of the complex, the fluorine atom
the HF molecule occupies the nearest octahedral inters
siteOh(2a/2,0,0), wherea50.54 nm is the parameter of A
lattice. Obviously, any external forces directed along theC2

axis of the complex should induce an out-of-plane deform
tion and should lower the symmetry of the complex fro
C2v to Cs . To investigate this possibility, we performed a
ditional calculations that included two floppy coordinates
the complex: the distance between N and H8 atoms,RNH8 ,
and the out-of-plane anglea:

~7!

The corresponding force constantskR524 N/m and ka

55.3 N/m were obtained from quantum chemistry calcu
tions. Optimization of this ‘‘floppy’’ complex in the lattice

FIG. 8. Arrangement of the complex NH2–HF in argon lattice. Twelve
nearest-neighbor argon atoms are shown.
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results in a slight distortion of its geometry:DRNH8
50.001 nm, anda<4°. Such minor deformations of th
complex are probably due to the near coincidence betw
the N-F distance and one-half the lattice period,a/2. The
good fit of this molecule extends to the perpendicular axe
well, as shown in Fig. 8. The two nearest argon atoms al
the x axis, located at (a,0,0) and (2a,0,0), shift only
10.002 and20.0016 nm from their initial~undistorted! po-
sitions, respectively.

The calculated hf constants are sensitive to the out
plane bending anglea, particularly if a is greater than 10°
~Fig. 9!. Based on the excellent agreement of the measu
hf constants with those calculated for theC2v structure, we
may conclude complex suffers at most a minor distortion
the argon lattice relative to its gas phase equilibrium geo
etry. This conclusion is further supported by the fact that
observed HF librational modes in the complex,v5 and v6 ,
are nearly degenerate, like the doubly degenerate ben
mode in a linear triatomic molecule.

3.7. Rotation of NH 2 in an argon lattice

As shown in the previous sections, two types of radi
products are observed: NH2–HF complexes, and isolate
NH2 free radicals. The EPR spectrum of the complex is
isotropic at 15 K, and thermal averaging of the anisotro
magnetic interactions in the complex occurs only at tempe
tures above 30 K, as shown in Fig. 3. Because the comp
has a large size along itsC2 axis, it is difficult to imagine
that the averaging of the anisotropic interactions occurs
reorientation of this axis in the lattice. Our calculations sh
that the barrier to this type of rearrangement is high,;4–12
kJ/mol. It is more likely that the averaging of anisotrop
occurs via intramolecular bending vibrations in the comp
and large amplitude libration of the NH2 group in the lattice.

Figures 1 and 2 illustrate that the EPR spectrum of
isolated NH2 radical exhibits the aforementioned unusu
1:1:1 triplet splitting of the protons. In contrast, the expec
1:2:1 triplet splitting for two equivalent protons of NH2

group is observed in the EPR spectrum of the NH2–HF com-

FIG. 9. Differences between the calculated isotropic hyperfine constan
NH2–HF and those for the equilibrium geometry as a function of the o
of-plane bending anglea.
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plex. McConnel40 attributed the 1:1:1 triplet pattern of NH2

to free rotation in the argon lattice at 4.2 K. The Pauli pr
ciple requires that the overall symmetry of the wave funct
is antisymmetric with respect to permutation of the two p
tons. The electronic wave function is antisymmetric with
spect to rotation about theC2 axis. Therefore, rotationa
states having evenJ quantum numbers~2, 2, 4, etc.! are
uniquely associated with the symmetric proton nuclear s
state (I H51). Conversely, odd-J states are associated wi
the antisymmetricI H50 proton nuclear spin state. Given th
small rotational moment for rotation about theC2 axis, most
of the NH2 radicals are in theJ50 rotational level at argon
matrix temperatures, and we should expect to observe
three components of the EPR hyperfine structure with eq
intensities.

However, Jen41 pointed out that this mechanism cann
explain the different linewidths of components of the EP
spectrum having different nuclear projections of the N ato
This means that the anisotropy of the magnetic interaction
not completely averaged due to hindered~noncoherent! rota-
tion. The apparent contradiction can be resolved if the st
lized NH2 has one rotational degree of freedom around
C2 axis only, whereas rotations around other axes of
radical are strongly hindered in a lattice. Figure 10 shows
calculated arrangement of the NH2 radical in a substitution
site of the argon lattice. The NH2–HF complex, in contrast
exhibits a normal 1:2:1 hyperfine splitting due to the prot
nuclear spins. The important distinction is that whereas ro
tion about the C2 axis is essentially unrestricted for NH2

~calculated barrier ofEb5420 J/mol!, the corresponding mo
tion in the NH2–HF complex is strongly hindered~calculated
barrierEb52100 J/mol!. Perturbation of rotational motion in
the solid phase was first studied by Pauling42 and
Devonshire,43 who calculated energy levels for a linear mo
ecule in a field withOh symmetry. They showed that th
lowest energy level of a strongly hindered rotor is a doub
that has both symmetric and antisymmetric components
shown in Scheme~8!:

FIG. 10. Arrangement of the NH2 radical in an argon lattice. The direction
of the axes coincide with those of the lattice shown in Fig. 8.
-
n
-
-

in

he
al

.
is

i-
e
e
e

a-

t
as

~8!

In this case, both proton nuclear spin states are represe
equally, resulting in the familiar 1:2:1 hyperfine splitting pa
tern in the EPR spectrum.

4. CONCLUSIONS

In the present research we have demonstrated that
combined use of infrared and EPR spectroscopic techniq
to study radical intermediates formed in solid-state chem
reaction of mobile F atoms enabled us to observe and m
reliable assignments for the hyperfine constants and vi
tional frequencies. It was shown that the geometry of
stabilized intermediate can be determined by compariso
the measured spectroscopic data with those from quan
chemistry calculations. The main results of this study are
follows:

1. The radical-molecule complex NH2–HF is observed
as an intermediate product in the reactions of mobile F ato
with NH3 molecules trapped in solid argon.

2. The EPR spectrum of NH2–HF is characterized by
three hyperfine splittings: the 1:1:1 triplet withaN

51.20 mT, the 1:2:1 triplet withaH52.40 mT, and the dou-
blet splittingaF50.7 mT. The hf constant at the H atom o
the HF molecule is less than 0.05 mT.

3. A strong red shift of the HF band relative to isolate
HF, Dv'720 cm21, is observed in the infrared spectrum
the NH2–HF complex. The next prominent feature is
strong doublet band at;800 cm21 that corresponds to the
two in-plane and out-of-plane HF librational modes of t
complex,v5 and v6 . These features of the IR spectrum
the complex are indicative of the relatively strong interm
lecular hydrogen bond in the complex.

4. Density functional calculations revealed that t
NH2–HF complex has a planarC2v structure and a binding
energy of 51 kJ/mol~34 kJ/mol when corrected for zero
point energy effects!. The calculated hf constants of the com
plex are in good agreement with those observed in EPR
periments. The calculated vibrational frequencies for N2

bending and HF librational modes in the complex,v5 and
v6 , correspond well to those obtained in FTIR measu
ments. The;200 cm21 difference between the observed a
calculated frequency of the HF stretching vibration in t
complex is due to anharmonicity of the intramolecular a
intermolecular potentials.

5. If theC2 axis of the NH2–HF complex coincides with
theC4 axis of the host fcc argon crystal, then the interacti
with lattice atoms induces only minor distortions to the eq
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librium structure relative to that in the gas phase. Howev
the interactions between the complex and host argon at
hinder rotation of the NH2 group about itsC2 axis, whereas
this motion is essentially unrestricted in isolated NH2.
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Reactions of laser-ablated aluminum atoms with nitrogen during condensation at 10 K.
Infrared spectra and density functional calculations for Al xNy molecular species
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Laser-ablated aluminum atoms react with dinitrogen on condensation at 10 K to form N3 radicals
and the subject molecules, which are identified by nitrogen isotopic substitution, further
reactions on annealing, and comparison with isotopic frequencies computed by density functional
theory. The major AlN3 product is identified from three fundamentals and a statistically
mixed nitrogen isotopic octet pattern. The aluminum-rich Al2N and Al3N species are major
products produced on annealing to allow diffusion and further reaction of trapped species. This
work provides the first experimental evidence for molecular AlxNy species that may be
involved in ceramic film growth. ©2000 American Institute of Physics.
@S1063-777X~00!01509-7#
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INTRODUCTION

The importance of aluminum nitride as a semiconduc
and ceramic material1 has led to numerous investigations
the solid material2 and its formation by chemical vapor dep
sition ~CVD! from reactions of aluminum alkyls.3,4 The only
molecular aluminum nitride investigated. AlN, has been o
served by emission5 and investigated by post-Hartree–Fo
ab initio calculations.6,7 In order to prepare AlxNy species of
relevance to the CVD process, laser-ablated Al atoms h
been reacted with ammonia.8 Such compounds have bee
modeled by electronic structure calculations.9

A recent investigation of laser-ablated Ga atoms reac
with nitrogen revealed a series of GaxNy species that increas
stepwise on annealing to allow diffusion and reaction to fo
Ga3N and GaN3 in a manner that might approximate galliu
nitride film growth.10 The stability of similar Al3N and AlN3

molecules has been verified by recent electronic struc
calculations.11 However, investigations of the B/N2 reaction
revealed NBNN as the most abundant product.12,13 Here fol-
lows a combined matrix infrared spectroscopic and den
functional theoretical study of novel AlxNy molecular spe-
cies.

EXPERIMENTAL AND COMPUTATIONAL METHODS

The technique for laser ablation and infrared matrix
vestigation has been described previously.12,14,15The alumi-
num target~Aesar, 99.998%! was mounted on a rotating rod
The 1064 nm Nd:YAG laser beam~Spectra Physics, DCR
11! was focused on the metal target. Laser energies ran
from 20–60 mJ/pulse were used in the experiments. Abla
aluminum atoms were codeposited with pure nitrogen on
10 K CsI window at a rate of 2–4 mmol/h for 30 min to 2
Nitrogen ~Matheson! and isotopic15N2 ~Isotec!, 14N21

15N2,
and 14N21

14N15N115N2 ~Isotec! mixtures were employed
7361063-777X/2000/26(9–10)/8/$20.00
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Infared spectra were record with 0.5 cm21 resolution and 0.1
cm21 accuracy on a Nicolet 750 instrument. Matrix samp
were annealed to different temperatures, and sele
samples were subjected to broadband photolysis by a
dium pressure mercury arc lamp~Philips, 175W! with the
globe removed~240–580 nm!.

Density functional theory~DFT! calculations were done
for potential product molecules expected here using
Gaussian 94 program.16 Most calculations employed the hy
brid B3LYP functional, but comparisons were done with t
BP86 functional as well.17,18 The 6-3111G* basis set was
used for both Al and N atoms,19 and the cc-pVDZ set was
employed in several computations.20 The geometries were
fully optimized and the frequencies were calculated fro
analytic second derivatives.

RESULTS

Infrared spectra and density functional calculations
aluminum–nitrogen reaction products will be presented
turn.

Infrared spectra. Matrix isolation infrared experiments
were done on a 10 K salt window with laser-ablated alum
num and pure nitrogen. Representative infrared spectra
illustrated in Figs. 1, 2, and 3 for Al in pure nitrogen fo
three regions, and the product absorptions are listed in T
I. The strong N3 radical12,21 absorption at 1657.7 cm21 ~not
shown! is 13 times stronger than the N3

2 band at 2003.3
cm21. As a measure of limited oxide contamination, the N
band at 1874.7 cm21 is very weak~absorbanceA50.001, not
shown!, and trace Al2O is detected at 988.7 cm21 (A
50.005).22 The major aluminum product absorbs at 2150
2144.0 cm21, 1391.9/1386.0 cm21, and 509.7 cm21 ~not
shown! with A50.036, 0.006, and 0.004, respectively. A
other product has bands at 1501.6 and 956.7 cm21, another at
© 2000 American Institute of Physics
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737Low Temp. Phys. 26 (9–10), September–October 2000 Andrews et al.
777.9/770.3 cm21, and different products absorb at 656.9 a
650.7 cm21. Finally, an experiment with the lowest las
energy used here markedly reduced the 956.7 and 77
770.3 cm21 bands relative to other products.

Similar experiments were done with15N2, and the
shifted bands are reported in Table I. Analogous investi
tions with 14N21

15N2 and 14N21
14N15N115N2 mixed isoto-

pic samples gave important diagnostic multiplets. Isoto
spectra are compared in Figs. 1–3 and the multiplet abs
tions are listed in Table I.

Calculations. Langhoff et al. have performed CASSCF
and MRCI calculations on the3P ground state of AlN and
found 744 cm21 and 1.816 Å and 746 cm21 and 1.813 Å for
the harmonic frequency and bond length, respectively.7 Our
B3LYP/6-3111G* calculation gave 730 cm21 and 1.805 Å
for the AlN ground state, which are in very good agreem
and serve to ‘‘calibrate’’ the calculations reported here. T
B3LYP/cc-pVDZ calculation gave 717 cm21 and 1.821 Å
for AlN.

Three isomers were considered for Al2N, including a
triangle, AlAlN, and AlNAl. The 2Su

1 AlNAl species was
the most stable~theC2v form is 54.5 kcal/mol higher and th

FIG. 1. Infrared spectra in the 2160–2060 cm21 region for pure nitrogen
isotopic samples codeposited with laser-ablated Al atoms after anne
to 25 K. ~a! 14N2, ~b! 15N2, ~c! 50% 14N2150% 15N2, and ~d! 25%
14N2150% 14N15N125% 15N2 ~major site octet indicated!.

FIG. 2. Infrared spectra in the 965–895 cm21 region for the same pure
nitrogen isotopic samples as in Fig. 1.
.9/

-

c
p-

t
e

C`v structure 76.6 kcal/mol higher at the B3LYP/cc-pVD
level!. Table II shows that the cc-pVDZ set gave slight
longer ~0.017 Å! bonds and a 47 cm21 lower antisymmetric
stretching frequency than the 6-311G* set for Al2N. The
Al2N molecule has a high computed Al-N-Al frequency, ne
that for Al-O-Al.

Following our work with boron, where NBNN was th
major product species,12,13 we calculated NAlNN and found
(1A8) NAlNN to be 73.0 kcal/molabove (1S1) AlNNN
aluminum azide, presumably owing to weaker Al-N bond
Our results for AlNNN~Table II! are in accord with recen
MP2 calculations.11 Similar B3LYP calculations were don
with NBNN and BNNN for comparison, and the boron azid
is 34.0 kcal/mol higher. The BNNN stretching frequenci
are 2324 cm21 ~742 km/mol!, 1519 ~536! and 979~128!.
Also, following our observation of NBN,12 the aluminum
analog was calculated to have a4Pu ground state.

After finding Al2N to be a stable radical, the saturate
Al3N molecule was computed to be very stable. The Al
bond lengths and highest frequencies~B3LYP! suggest that
the molecule is essentially trigonal planar, in agreement w
higher level calculations.11

Six structures of formula Al4N2 that might result from
the dimerization of Al2N radicals were calculated at th
B3LYP/cc-pVDZ level, and the results are summarized
Table III. The two lowest-energy structures are shown in F
4. The global minimum has a plane of symmetry, and
strong infrared absorbing frequency calculated at 1153 cm21.
The C2v bridged structure is 28.5 kcal/mol higher and h
lower frequencies. The linear species is 39.1 kcal/mol high
but it has a strong fundamental calculated at 1132 cm21. The
coplanar (C2v) version of the global minimum is 95.1 kca
mol higher and is not listed.

Figure 4 illustrates the geometries of important AFxNy

species.

DISCUSSION

The new product absorptions will be identified from is
topic shifts, splitting patterns, and density functional isoto
frequency calculations.

FIG. 3. Infrared spectra in the 700–580 cm21 region for the same pure
nitrogen isotopic samples as in Fig. 1.ng
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TABLE I. Infrared absorptions~cm21! for laser-ablated Al atom reactions with pure N2 during condensation at 10 K.
as
s

h
o

ic

r a
trix
e a
AlN. The first product to be considered is AlN; the g
phase fundamental is 746.8 cm21 and theoretical calculation
sustain this assignment.5–7 Although the 670–760 cm21 re-
gion contains no significant absorption, a 650.7 cm21 band
grows slightly on annealing and almost disappears on p
tolysis. This band shows a 14/15 isotopic frequency ratio
1.02231, which is just below the harmonic Al-N diatom
o-
f

ratio of 1.02264. Furthermore, the 650.7 cm21 band exhibits
a doublet in mixed isotopic spectra providing evidence fo
single N atom vibration. The gas phase-to-nitrogen-ma
shift is excessive for an isolated molecule, so we believ
better assignment for the 650.7 cm21 band is to a perturbed
AlN molecule. We note that AlN is a3P state and that both
NAlNN and AlN3 are singlet states. Although AlNNN~see
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TABLE II. Calculated (B3LYP/6-3111G* ) geometry, frequencies~cm21! and intensities~km/mol! for the AlN, Al2N, Al3N, NAlN, NAlNN, AINNN and
Al2N2 molecules.

a Frequencies for15N substitution,
b cc-pVDZ basis set,
c BP86 functional; (232) is to denote doubly degenerate mode of intensity 2, etc.
th
a

b

n

ng,
part
5 K
74/

so-
xtet
below! increases on annealing, there is no evidence for
higher energy NAlNN isomer. Perhaps the perturbation is
the metal center, i.e., NN–AlN.

The AlN molecule is prepared here by direct reaction~1!
between the atoms, which is

Al1N→AlN ~DE5260 kcal/mol!, ~1!

calculated ~B3LYP without ZPE! to be exothermic. The
presence of N atoms in these experiments is confirmed
observation of the N3 radical.12,21
e
t

y

AlN3. The major aluminum product in solid nitroge
absorbs at 2150.9/2144.0 cm21, 1391.9/1386.0 cm21, and
509.7 cm21. These bands increase 10% on 25 K anneali
almost disappear on 240–580 nm photolysis, recover in
on subsequent 30 K annealing, and increase more on 3
annealing. The observed intensities are 0.0379/0.00
0.0061 a.u. after 25 K annealing. The diagnostic mixed i
topic pattern for the strong higher frequency band is a se
with 14N21

15N2 and an octet with14N21
14N15N115N2 ~Fig.
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TABLE III. Calculated~B3LYP/cc-pVDZ! relative energies~kcal/mol! geometries, frequencies~cm21!, and intensities~km/mol! for Al4N2 molecules.

aAll real frequencies; only those above 200 cm21 listed;
b15N15N substituted frequencies.
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1, arrows mark positions of Al-15-14-15 and Al-14-15-1
isotopic bands unique to the statistically mixed isotopic
periment!. These sextet and octet patterns are much cle
for the GaNNN species, where annealing increases one
trix site and removes the other;10 nevertheless, these multip
lets identify the vibration of three inequivalent nitrogen a
oms.

Since this band is in the azide stretching region, Al3

was investigated by DFT and found to be a stable1S1 mol-
ecule~Table II!. The three strong stretching fundamentals
calculated at 2271.2, 1466.0, and 497.4 cm21 with 6/2/1 rela-
tive intensities. Scale factors of 0.947 and 0.949 are requ
to fit the upper two N-N stretching modes and 1.025 to fit
lower Al-N stretching mode. The same calculation predic
the strong N3

2 mode at 2078.5 cm21, which requires a 0.964
scale factor and is appropriate for the B3LYP functiona23

The relative intensities are also modeled reasonably wel
the B3LYP functional, except that the intensity of the weak
symmetric N-N-N stretching mode is overestimated relat
-
er
a-

e

d
e
d

y
r
e

to the stronger antisymmetric N-N-N stretching mode. T
calculated and observed 14/15 isotopic ratios match
verify the normal mode assignments. Similar agreement
tween experiment and theory was found for GaN3 ~Ref. 10!.
The gas phase observation of CaN3 and SrN3, our matrix
formation of the MN3 (M5Al, Ga, In, Tl) molecules, and the
synthesis of Al~N3!3 show that these azides are physica
stable molecules.10,24,25

Two mechanisms for the formation of AlN3 come to
mind: the reaction of Al with an N3 radical, and the AlN
reaction with N2—the strongly exothermic~B3LYP! reac-
tions ~2a! and ~2b!:

Al1N3→AlN3 ~DE5294 kcal/mol!, ~2a!

AlN1N2→AlN3 ~DE5249 kcal/mol!. ~2b!

Mixed 14N21
15N2 isotopic spectra can in principle distin

guish between these two reactions, but complications fr
two matrix-site absorptions reduce the accuracy of band
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tensity measurements. However, for GaN3, the mixed isoto-
pic spectra were clearly resolved for the major site abso
tion, and it was suggested that about 80% of the Ga3

product is formed from the N3 radical reaction.10

NAlN. The strong 656.9 cm21 band also increased o
annealing and decreased markedly on photolysis. This b
showed a small14N2/15N2 ratio ~1.01782! and an approxi-
mate 1:2:1 triplet pattern with14N21

14N15N115N2, which is
characteristic oftwo equivalentN atoms~Fig. 3!. In fact the
14/15 isotopic ratio for the harmonic antisymmetric vibrati
of a linear N-Al-N unit is 1.01673. Our B3LYP calculation
find a stable linear NAlN molecule~4Pu state! with su fre-
quency at 725.7 cm21, in very good agreement with the ma
trix observation. The slightly higher observed 14/15 ra
might suggest a slight bending of the molecule in the mat
The scale factor 0.905 required to fit the calculated and
served bands is lower than other comparisons reported h
this suggests that higher-level calculations might provid
better description of the4Pu state of NAlN.

The NAlN molecule is formed by the reaction of N wit
the metal center in AlN, reaction~3!, which is exothermic.
However, NAlN is higher energy than Al1N2 by 120 kcal/
mol,

N1AlN→NAlN ~4Pu! ~DE5244 kcal/mol! ~3!

~B3LYP!, but NAlN clearly is kinetically stable. Even Al-N2
is a van der Waals molecule~bound by 4 kcal/mol as esti
mated by B3LYP!.

The analogous NGaN molecule was observed at 58
584.1 cm21 (69Ga,71Ga), where resolved isotopic splittin
confirmed the vibration of a single gallium atom.10

FIG. 4. Optimized geometries of AlxNy products computed by
B3LYP/6-3111G* . Bond lengths in Å and angles in degrees. Al4N2 struc-
tures calculated with cc-pVDZ basis set.
-

nd

.
b-
re;
a

4,

AlNAl. The 956.7 cm21 band increases slightly on an
nealing but almostdoubleson photolysis. The mixed isotopic
spectra reveal a doublet absorption~Fig. 2! for the vibration
of a single nitrogen atom and a large~1.02683! nitrogen
14/15 isotopic ratio. In fact the 14/15 isotopic ratio for th
harmonic antisymmetric vibration of a linear Al-N-Al unit i
1.02750. Our B3LYP calculation finds the most stable Al2N
species to be linear AlNAl (2Su

1), with a calculatedsu mode
at 1051.4 cm21, in very good agreement with the matri
spectrum. The scale factor 0.910 again suggests that hig
level calculations might produce a better fit, and indeed
cc-pVDZ basis set~Table II! produces a 1004.3 cm21 su fre-
quency, in better agreement with the observed value~0.953
scale factor!. The 956.7 cm21 band is assigned to AlNAl in
solid nitrogen.

The sharp 1501.6 cm21 band tracks with the 956.7 cm21

band on annealing and photolysis, and it too shows the d
blet mixed isotopic spectrum for the vibration ofa single
nitrogen atom. Its appearance in the NO region and 14
isotopic ratio invited consideration of such a speci
but AlNO and AlON absorb elsewhere.26 The differ-
ences 1501.62956.75544.9 cm21 and 1474.92931.7
5543.2 cm21 for the 15N counterpart provide a mode tha
showsvery little 15N shift and is near the 524.9 cm21 calcu-
lated value for thesg mode of AlNAl. A slight amount of
bending of the molecule would decrease the 14/15 ratio
the su mode and increase the 14/15 ratio of thesg mode.
Although the 1501.6 cm21 band absorbance~0.008! is larger
relative to the 956.7 cm21 band~0.014! than normally found
for a combination band and a fundamental, linear molecu
often have relatively strong combination bands, and
1501.6 cm21 band is assigned to thesu1sg combination
band for AlNAl.

Similar experiments with laser-ablated Al atoms and 4
N2 in argon reveal weak 981.3, 974.8 cm21 bands with the
same isotopic behavior that can be assigned to AlNAl
solid argon.27 This suggests a matrix shift for the pure nitr
gen environment, and the argon matrix bands clearly fit
DFT frequency calculations better.

The sequential reactions of Al atoms with AlN are ex
thermic, based on our B3LYP calculations:

AlN1Al→AlNAl ~DE52114 kcal/mol!, ~4!

AlNAl 1Al→Al3N ~DE5286 kcal/mol!. ~5!

Al3N. Two sharp bands at 777.9, 770.3 cm21 also in-
creased slightly on annealing but markedly on photolys
more on subsequent annealing, and remained strong afte
K annealing, in contrast to AlNAl, which almost disap
peared. Only the same pure isotopic bands were observe
mixed isotopic experiments, so againa singlenitrogen atom
is involved. These bands exhibited virtually the same iso
pic 14/15 ratio, 1.0254260.00002, which is slightly smalle
than the above 956.7/931.7 ratio for AlNAl. Hence, t
777.9, 770.3 cm21 bands are also due to an antisymmet
Al-N-Al stretching mode, with a slightly smaller include
angle, and the product may involve further Al reaction w
AlNAl.

Our B3LYP and BP86 and recent higher-lev
calculations11 show that Al3N is stable, and the stronge8
mode predicted at 751.7 cm21 with 14/15 ratio 1.02606 is
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extremely close to the observed value. The 777.9, 77
cm21 bands are assigned to thee8 mode of Al3N split by
interaction with the nitrogen matrix.

The major product in argon matrix experiments27 at
773.1 cm21 increases and remains on annealing to 40 K. T
sharp doublet with mixed isotopic precursor and the 1.02
isotopic frequency ratio show that this is the same Al3N spe-
cies observed in the nitrogen matrix. Finally, the observat
of a single band for thee8 mode of Al3N in solid argon
shows that the splitting in the nitrogen matrix is environme
tal and suggests that the split mode in the B3LYP calcula
is due to symmetry breaking inherent in the calculation28

TheD3h symmetry of the molecule maintained with the pu
density functional BP86~Table II! is also expected in the ga
phase.

Al3N. The anomalously low electron affinity recent
measured for Al3N is characteristic of a closed-she
molecule,29 which is calculated to be very stable;30 these
observations are in accord with the matrix infrared spectr
and behavior reported here for Al3N.

Al2N2. The most stable Al2N2 isomer is the (1A18) rhom-
bic ring,11 and this characteristic (AlN!2 structure exhibits
diatomic isotopic ratios. However, the linear AlNNAl mo
ecule is only 1.8 kcal/mol higher at the B3LYP level wi
both basis sets, and thesu mode also exhibits the diatomi
isotopic ratio. The sharp 648.2 cm21 band meets these re
quirements: a 1.02240 isotopic ratio and a triplet w
14N21

14N15N115N2 for two equivalentnitrogen atoms. The
b1u mode of the singlet rhombus is predicted at 571.5 cm21,
whereas thesu mode of triplet AlNNAl is 634.3 cm21

~Table II!. Clearly, the latter fits the 648.2 cm21 band more
closely, and it is assigned accordingly.

Note, however, that a strong 648.2, 634.0 cm21 doublet
is observed with14N21

15N2, indicating thata single dinitro-
genmolecule is reacting to form AlNNAl. Although Al-N2 is
only a van der Waals molecule, another Al atom will react
give the stable AlNNAl product,

Al1N21Al→AlNNAl ~DE5242 kcal/mol!. ~6!

Reaction~6! is 42 kcal/mol exothermic.
(Al2N)2. Both nitrogen and argon matrix experiments27

contain a weak band near 924 cm21 that grows on annealing
and remains at the end of annealing cycles. These ba
form 1:2:1 triplets inboth mixed isotopic experiments, s
two equivalentnitrogen atoms fromdifferent nitrogen mol-
ecules are required. The 14/15 ratios 1.0264 also denot
antisymmetric Al-N-Al vibration of a nearly linear Al-N-Al
subunit. The annealing behavior suggests a high Al/N s
cies. The 924 cm21 band is tentatively assigned to an Al2N
dimer. Unfortunately, none of the Al4N2 calculations~Table
IV ! fit particularly well, but this is a difficult system to ca
culate.

Higher AlxNy absorptions. The nitrogen matrix experi-
ments contain bands at 1132.8, 1126.8, 1061.9, and 10
cm21, which increase on annealing and show 14/15 isoto
ratios near the diatomic AlN value. Unfortunately, no mix
isotopic data can be obtained from this congested spe
region. The 1132.8, 1126.8 cm21 bands are destroyed b
photolysis, while the 1061.9, 1054.3 cm21 bands increase
and remain on final annealing. Clearly, these bands are
.3
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to higher AlxNy clusters. In this regard a linear AlNAlAlNAl
chain has a very strong stretching mode predicted at 1
cm21, which suggests that AlxNy chains absorb in this re
gion.

CONCLUSIONS

Laser-ablated aluminum atoms react with dinitrogen
condensation at 10 K to form N3 radicals and AlN2, Al2N,
Al2N2, AlN3 and Al3N molecules, which are identified b
nitrogen isotopic substitution, further reactions on anneali
and comparison with isotopic frequencies computed by d
sity functional theory. The major AlN3 product is identified
from three fundamentals and a statistically mixed nitrog
isotopic octet pattern. The aluminum-rich Al2N and Al3N
species are major products produced on annealing to a
diffusion and further reaction of trapped species. This wo
provides the first experimental evidence for molecular AlxNy

species that may be involved in ceramic film growth.
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Optical absorption and laser-induced fluorescence~LIF! spectra of CuO2 in solid matrices are
investigated, and previous visible studies are extended into the infrared. Several new
electronic states are observed and their vibrational frequencies determined. The matrix data are
compared with the results of recent gas phase CuO2

2 photodetachment studies, and with
ab initio calculations. We also discuss the unusually large matrix effects and medium-induced
electronic and vibrational frequency shifts observed for CuO2. © 2000 American
Institute of Physics.@S1063-777X~00!01609-1#
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1. INTRODUCTION

Copper oxides, and CuO2 in particular, are interesting
species which have been studied quite extensively. On
the first laser-induced fluorescence studies in rare gas m
ces in fact involved the CuO2 molecule.1 A strong visible
absorption, and an intense fluorescent progression obse
when matrices containing copper were irradiated by the
nm line of an argon ion laser, were actually originally attri
uted to the diatomic CuO. The same spectrum was later
examined by several other investigators, and the unusu
large vibrational frequency shift observed in comparis
with the known CuO gas phase value remained a mystery
more than a decade.2,3 In 1982 Tevault showed conclusivel
with the help of isotopic substitution that the emitter actua
contains two oxygen atoms.4 A subsequent reexamination o
the fluorescence using a tunable pulsed dye laser then
vealed that the molecule is in all probability linear and ce
trosymmetric, with the observed progression involving t
totally symmetric Cu-O stretching vibration.5 In the same
neon matrix study the bending frequencies both in
ground state and in the excited electronic state could be
identified.

Numerous theoretical studies of copper oxides have s
gested that at least two isomeric forms of the CuO2 dioxide
should exist: the covalent linear centrosymmetric spec
and a Cu–O2 complex. While the theoretical studies su
gested aC2v , T-shaped geometry for the latter isomer,6,7

probably the global minimum on the CuO2 potential surface,
the experimental evidence seems to favor two nonequiva
oxygen atoms and aCs symmetry for the complex. Theore
ical investigations of the inserted, covalent form yielded
linear compound with aD`h symmetry,8,9 and the recent
7441063-777X/2000/26(9–10)/8/$20.00
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CASSCF study of Mochizukiet al. also predicted the exis
tence of numerous low-lying excited electronic doub
states.10,11

The existence of two CuO2 isomers was confirmed ex
perimentally in the gas phase by a recent photodetachm
study of Wuet al.12,13 These authors detected the bent co
plex species with a detachment energy of about 1.5
while the linear CuO2 has a much higher electron affinity o
around 3.45 eV. In agreement with the theoretical predicti
they also detected several low-lying excited electronic sta
with at least three of them located within less than 1
above the ground state. Most recently, Chertihinet al.9 have
reexamined copper oxides in solid argon and observe
closely spaced doublet infrared absorption at 823.0
818.8 cm21. This they assigned to the asymmetric stretch
vibration of the symmetric CuO2 isomer, based on its behav
ior and on the appearance of a triplet of such doublets w
relative intensity ratios of 1:2:1 in experiments employing
oxygen sample enriched to 50% with18O.

Over many years we have frequently observed spectr
the symmetric CuO2 species while using a laser vaporizatio
technique developed in our laboratory. The oxide was a
always produced whenever copper electrodes were use
our pulsed discharge technique. The copper atom appare
is not spontaneously inserted into a ground-state oxy
molecule, but the oxide forms efficiently by the reaction
translationally or electronically excited copper atoms p
duced by the laser vaporization or the cathode sputte
processes. During these studies we made a variety of
observations, and several new and puzzling effects emer
These results are reviewed, interpreted, and summarize
this manuscript.
© 2000 American Institute of Physics
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2. EXPERIMENTAL

2.1. Fluorescence of CuO 2 and its ground-state structure

We examined the spectra in a number of different ma
ces, neon, argon, krypton and xenon, as well as in solid2.
The spectra exhibit interesting medium effects, which will
discussed later, and their interpretation is complicated by
presence of multiple sites. In solid xenon the spectra are l
obscured by such multiple ‘‘site effects,’’ and we will ther
fore focus our initial discussion on this matrix.

Typical CuO2 absorption spectra in solid xenon obtain
using16O2 and18O2, respectively, are shown in Figs. 1a an
1b. Each spectrum reveals a strong progression involving
upper-state symmetric stretching frequencyv1 , but even in
xenon one can detect numerous much weaker bands m
due to minor sites. Excitation of the individual vibron
bands produces the well-known intense fluorescence s
trum of the CuO2 oxide. This is shown for the two isotopi
molecules in Figs. 2a and 2c. While the observed bands
easily be fitted to obtain spectroscopic constants for eithe
the two isotopic species individually, if one attempts a glo
analysis including the data for both isotopes, a very poo
with large systematic errors results. All the computed ba
of Cu16O2 come out 2.5 cm21 too high, and those of Cu18O2

come out too low by a comparable amount, clearly on
count of a zero-point energy problem and the failure to
clude the other vibrational modes of CuO2 in the fitting pro-
cess.

The zero-point energy difference contains informati
about the nontotally symmetric CuO2 vibrations, and in par-
ticular aboutv3 . The asymmetric stretching vibrationv3 ,
which is spectrally forbidden in an allowed electronic tra
sition of the linear centrosymmetric CuO2, should become
weakly allowed and be in principle observable if the symm
try is lowered by asymmetric isotopic substitution. We ha
therefore carried out experiments with an equilibrated m
ture of both oxygen isotopes and have obtained emis
spectra for the third asymmetric species16OCu18O, as shown

FIG. 1. Absorption spectra of different CuO2 isotopomers in a xenon matrix
The upper trace contains16OCu16O, 16OCu18O and18OCu18O in a ratio of
approximately 1:1.5:1. The matrices of the two lower spectra were ge
ated from the pure isotopic gases and therefore contain only16OCu16O ~a!
and 18OCu18O ~b!, respectively. The side bands in trace~a! can be seen as
site effects.
i-

e
st

he

nly

c-

an
of
l
t
s

-
-

-

-
e
-
n

in Fig. 2b. As exemplified in the expanded section shown
Fig. 3, the spectrum indeed revealed additional emiss
bands which had no counterparts in the spectra of the p
symmetric isotopic molecules. These bands, exemplified
Fig. 3 by the ~0,0,0–0,0,1! transition, clearly involve the
asymmetric stretching frequencyv3 . Unlike the mainv1

progressions, the bands involvingv3 exhibit distinct
63Cu–65Cu isotopic splitting, yielding values of 816.75 cm21

and 812.6 cm21 for the v39 ground state vibration of the two
copper isotopic species of16OCu18O in solid xenon. From
this a frequency of 830.8 cm21 can be computed for
63Cu16O2, which is consistent with the infrared absorptio
measurements of Chertihinet al. in argon matrices9 and pro-
vides additional support for their assignment of the 82
cm21 frequency they observed to the linearD`hCuO2.

r-

FIG. 2. Comparison of the laser-induced fluorescence spectra for three
ferent isotopomers of copper oxide in a xenon matrix:16OCu16O ~a!,
16OCu18O ~b!, and18OCu18O ~c!. For each species the 10

2 state was excited.
The assignments of the weak transitions is shown in Fig. 3.

FIG. 3. Assignment of the weak bands in the emission spectrum. Figu
shows some parts of the emission spectra of16OCu16O. The matrix was
excited for the upper trace in the 10

2, for the middle trace in the 10
1, and for

the lower trace in the 00
0 transition. Figure b shows the same spectrum

16OCu18O, excited in the 10
2 state.
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FIG. 4. Part of a 3D spectrum of the different isotopomers of OCuO in solid xenon. The absorption spectrum is plotted along the abscissa, and theF
spectra are plotted on the ordinate. The LIF spectra can be seen as a cut through the 3D spectrum parallel to the ordinate axis.
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2.2. Vibrational structure of the excited E state

A further problem emerges if one now tries to analy
and assign the absorption spectrum of the mixed isoto
molecule. An absorption spectrum observed in an exp
ment with a 1:1 mixture of16O2 and18O2 is shown in Fig. 1c.
Unlike the fluorescence spectrum, where one easily ident
groups of three approximately equidistant isotopic ba
with an intensity ratio of 1:2:1, as one might expect for
molecule with two equivalent oxygen atoms, in absorpt
there seem to be groups of four bands of nearly equal in
sities. Two of them, according to the excitation spectra in
case of pure isotopic samples, are undoubtedly due to
symmetric species Cu16O2 and Cu18O2, respectively, but the
remaining two absorption bands appear only when both
topes are present, and are clearly due to the isotopic
mixed molecules.

The question thus arises whether there are two dist
16OCu18O molecules, that is, whether the two oxygen ato
are not equivalent, or if the splitting is homogeneous, w
two absorption bands appearing for each vibronic level of
mixed isotopic molecule. This question can be unambi
ously answered by examining the emission spectra, and e
more clearly with the help of a three-dimensional equ
ic
i-
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s

n
n-
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ct
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intensity plot of the type shown in Fig. 4. An examination
such plots is very useful to distinguish intrinsic spectral fe
tures from inhomogeneous ‘‘site effect.’’ In the present ca
they show that excitation of either of the two distinct abso
tions appearing in the isotopically mixed samples produ
the same, unshifted emission spectrum, that is, that the s
ting is homogeneous and both new absorption bands be
to the same molecular species.

A further clue is obtained if one uses the zero-point e
ergy difference discussed above to estimate the upper-
asymmetric stretching frequencyv38 . When a joint fit of the
Cu16O2, Cu16O18O, and Cu18O2 isotopic data, including the
ground statev39 bands discussed in the previous paragrap
is carried out, with the other vibrational modes of CuO2 in-
cluded in the fitting process with the upper-state asymme
stretch as an adjustable parameter, the systematic errors
tioned above disappear, and one obtains a nearly perfe
of the data~RMS error,0.15 cm21!. The unknown upper
state v38 of the mixed Cu16O18O converges to a value o
around 610 cm21, very close to the expected symmetr
stretching frequency. The measured values ofv18 are 617.13
and 582.08 cm21 in Cu16O2 and Cu18O2, respectively, sug-
gesting that thev18 and v38 modes of the dioxide may hav
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very similar frequencies and that the asymmetric isoto
substitution in16O63Cu18O may result in a strong mixing o
the two stretching frequencies.

2.3. Normal mode analysis and vibrational mode mixing
in CuO 2

This idea of mixing the nearly isoenergetic~0,0,1! and
~1,0,0! upper state levels, which may interact when the sy
metry is broken by the asymmetric isotopic substitution, c
be tested by normal coordinate analysis,14 which we carried
out for both the ground and excited electronic states of C2
using all the available isotopic data. With the values
661.2, 641.04, and 623.86 cm21 measured forv1 , the sym-
metric stretching vibration of the three oxygen isotopic s
cies, and the 816.76 and 812.6 cm21 v3 frequencies observe
for the asymmetric16O63Cu18O and16O65Cu18O molecules in
the ground states, one computes a Cu–O stretching f
constant ofkr54.219 mdyn/Å, with a very small interactio
force constantkrr 520.095 mdyn/Å. These are somewh
lower than for similar transition metal dioxides lik
TiO2 (kr56.9 mdyn/Å, krr 51.86 mdyn/Å! or CrO2

~kr56.65 mdyn/Å, krr 51.21 mdyn/Å! but are still indica-
tive of rather strong, multiple metal-oxygen bonds. Insp
tion of the normal coordinates indicates that even for
mixed isotopic molecule,16OCu18O, the 641.04 cm21 fre-
quency is to a very good approximation a symmetric stret
ing vibration, involving very little motion of the central cop
per atom. This normal-mode analysis predicts values ofv3

'830 and 799 cm21 for the unobserved asymmetr
stretches of the isotopically pure, symmetric Cu16O2 and
Cu18O2 molecules, respectively. One also computes for
symmetrical Cu17O2 molecule vibrational frequencies almo
identical to those observed for the asymmetrical16OCu18O
oxide with the same overall mass.

A similar analysis carried out for the excited electron
state data reveals quite a different situation. Assigning
observed 617.13, 582.08, and 592.42 cm21 frequencies to the
v1 symmetric stretching mode of the three isotopomers,
the fourth, 625.2 cm21, vibration to v3 of 16OCu18O, one
obtains a considerably smaller value for the Cu–O stretch
force constant,kr53.035 mdyn/Å, with a much larger, pos
tive stretch-stretch interaction force constantkrr

50.56 mdyn/Å. The calculation predicts for the unobserv
asymmetricv3 modes of Cu16O2 and Cu18O2 values of 628.9
and 605.3 cm21, indicating that in both isotopic molecule
the upper-statev1 and v3 vibrational frequencies are ver
close, differing by only about 11.6 and 23.2 cm21, respec-
tively. The asymmetric isotopic substitution results, ho
ever, in a strong interaction, with the two levels ‘‘repelling
each other. As a result, the splitting of its vibrational fr
quencies,v15591.6 cm21 and v35625.2 cm21, increases
from the expected value of about 17.4 cm21–the average of
the splitting in the pure isotopic molecules–to 33.6 cm21.
These computed frequencies differ substantially from th
obtained for the symmetric Cu17O2 molecule, for which the
interaction is absent. Here the splitting of the computed
brationsv15616.7 cm21 and v35598.75 cm21 is only 17.9
cm21, almost exactly intermediate between the Cu16O2 and
Cu18O2 values. Analysis of the normal modes of16OCu18O
reveals that they resemble more closely a16O–Cu and
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Cu–18O vibration, respectively, rather than a symmetric a
asymmetric stretch, and both vibrations involve apprecia
motion of the central copper atom. A further consequence
the level mixing is that both the bands observed in the sp
trum, nominally~1,0,0! and ~0,0,1! in (v18 ,v28 ,v38) notation,
exhibit a 65Cu–63Cu isotopic splitting. Such strong interac
tions and breakdown of the selection rules would not
surprising in symmetric hydrides~e.g. HCCD!, where the
difference of masses is a factor of two, but is fairly unco
mon where heavier atoms are involved.

This interaction due to the reduced symmetry
16OCu18O is not restricted to the~1,0,0! and~0,0,1! levels of
the excited CuO2 state but propagates also to higher levels
vibrational excitation. Thus the~2,0,0! level can– and does–
mix with the ~1,0,1! and ~0,0,2! levels, yielding a group of
three absorptions. Similarly,~3,0,0!, ~2,0,1!, ~1,0,2!, and
~0,0,3! can interact, and the intensity in the mixed molecu
is distributed between more and more levels as one proc
to higher and higher levels of excitation, even though
high values ofv18 not all of the interacting levels can b
identified. The appearance of such interacting multiplets
clearly be observed in the absorption spectrum in Fig. 5. T
situation is quite similar to the appearance of ‘‘Fermi po
ads’’ in the spectra of many linear molecules exhibiti
Fermi resonances, most commonly between the symme
stretch and the even overtones of the bending vibration.

2.4. Vibrational relaxation and hot fluorescence

Vibrational relaxation in polyatomic molecules is us
ally fast, and very often only the emission from the vibr
tionless level of excited electronic states is observed. Un
the previous studies of CuO2 in lighter rare gas matrices
where mainly relaxed emission was detected, in the xe
matrix the vibrational relaxation is apparently considera
slower, and a rather intense unrelaxed ‘‘hot’’ fluorescen
from upper-state levels up tov156 is quite strong and easily

FIG. 5. Absorption spectrum of OCuO, generated from the isotopic m
tures of16O, 16O18O and18O. The absorption of16OCu18O lies between that
of 16OCu16O and18OCu18O and is emphasized by using a heavier line.
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observable. At first sight one might perhaps expect stron
guest–host interactions and, consequently, faster relaxa
in the more polarizable solid xenon, but, somewhat surp
ingly, exactly the opposite trend is frequently observed. O
difference is that in the less polarizable neon the guest–
interactions tend to be repulsive, while in the looser sites
the larger, more polarizable, heavier rare gases, and in
ticular in solid xenon, attractive interactions usually preva
The molecular vibration against the steep repulsive poten
in solid neon or argon may result in a stronger coupl
between the molecular vibration and the phonon modes
the lattice. Also, classically one might expect a more e
cient energy transfer from the light atoms such as oxyge
lattice atoms with a mass comparable to neon, than to
much heavier xenon.

We have examined spectra with an excitation of up
v1856 of the upper state, and a typical spectrum is shown
Fig. 3. It contains sequences of bands corresponding to e
sion from all the (v18,0,0) levels up tov1856, with the
ground state vibrational progressions extending tov19'10.
Similar to the relaxed emission, also the hot fluorescenc
the asymmetric16OCu18O molecule contains, besides th
strongv19 progressions, numerous weaker bands missing
the symmetric isotopic species Cu16O2 and Cu18O2. These
are transitions of the type 1n

m31
0, that is, involving one quan

tum of v39 . They all show a distinct splitting into two com
ponents due to the naturally occurring isotopes63Cu and
65Cu ~abundances 69% and 31%!.

It is perhaps useful to note that although intense un
laxed fluorescence from upper-state levels involvingv18 ex-
citation is observed, there is no evidence for emission fr
levels involving the other modes,v28 or v38 . This may be not
extremely surprising. Thev28 mode has a much lower fre
quency thanv18 , and based on the energy gap law, one wo
expect an efficient vibrational relaxation. On the other ha
as discussed in the previous Section, thev38 mode has a
higher vibrational frequency thanv18 but lies very close
above it. The levels involving the upper statev38 of the type
(v1 ,v2 ,v3) will relax efficiently into the nearby levels
(v111,v2 ,v321) just a few wave numbers below them.

2.5. The ground state bending vibration

Upon close examination the emission spectra of the s
metric species Cu16O2 and Cu18O2 reveal not only the main
v19 progressions but also numerous very weak bands
shown in Fig. 3a, which are, however, of a different natu
than those observed for the asymmetric16OCu18O molecule,
and clearly cannot be attributed to thev39 vibration. These
bands are all shifted approximately 160 cm21 from the main
v19 progression bands, and can be reasonably assigne
transitions of the type 1n

m21
0, that is, to bands involving one

quantum of the ground state bending vibrationv29 . Two in-
teresting observations can be made, however. In the
place, these bands are only observed form>1, that is, for hot
emission originating from levels involving at least one qua
tum of v18 . In the second place, the value ofv29 implied,
'160 cm21, is considerably smaller than the 193 cm21 pre-
viously measured in solid neon.

The absence of the bands involving the bending from
vibrationally relaxed spectrum is quite conspicuous—
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corresponding bands originating from the vibrationle
~0,0,0! level must be at least an order of magnitude wea
than the bands from vibrationally excited (v18,0,0) levels.
Strictly speaking, bands involving one quantum ofv29 are
symmetry-forbidden and should not appear at all in the sp
trum of a linear, centrosymmetric CuO2. One possible expla-
nation would be that the bending potential changes w
stretching mode excitation. One could then invoke a sm
barrier to the linearity of CuO2, whose height increases wit
v18 excitation. The molecule in the vibrationless level wou
then still be linear, but the hot fluorescence would follow t
bent molecule selection rules, with the molecule deviat
slightly from linearity in levels withv18 excitation. The
ground-statev29 frequency also exhibits a large anharmon
interaction constantx129 526.9 cm21. Its medium shift in
comparison with neon is rather large, but not unpreceden
and will be discussed in a Section dealing with mat
effects.

2.6. The upper state bending vibration and Renner-Teller
splitting

Fluorescence excitation spectra typically provide a be
signal-to-noise ratio and more details than absorption sp
tra. If one examines the region between the bands of
main v18CuO2 progression in more detail, numerous weak
bands are again detected. Thus in theF–X excitation spec-
trum of Cu16O2 one detects a very weak band about 1
cm21 above the vibrationless (v1850) level, then a rather
broad doublet at 166 and 185 cm21, a sharp weak band a
230.1 cm21, and finally a moderately strong band at 342
cm21. These bands do not form easily recognizable regu
progressions, but almost identical patterns are detected a
the v1851,2 and higher levels of the mainv18 progression.
Furthermore, in the excitation spectrum of the isotop
Cu18O2 molecule a very similar structure is detected, only t
intervals are slightly reduced, in fact almost exactly by t
ratio which would be expected for the bendingv2 frequency
of CuO2.

The simplest explanation would be to attribute this co
plex pattern to a relatively large Renner–Teller splitting
the v28 vibration in the excited doublet state, perhaps in
components near 115 and 170 cm21, with the bands near 230
and 340 cm21 being the corresponding overtones. One pro
lem with this interpretation is that it would require the e
cited state to be an orbitally degenerate2P or possibly a2D
state, while theory seems to predict a2S state closest to the
excitedE-state energy. Nor does this interpretation expla
the differences in the shapes of the different bands, an
gives no clue as to why the two higher energy bands
sharp, while the band near 170 cm21 appears as a double
and is broadened. A gas phase study of the CuO2 spectra
would clearly be very desirable, and necessary to answer
question unambiguously and determine the symmetry of
E state.

2.7. Lower-lying electronic states of CuO 2

Shirk and Bass noted already in their early experim
that a new progression of bands in solid argon seems
begin at 16595 cm21, and a similar observation was made
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a later solid neon LIF study. There was some controvers
to whether this further transition involves emission from t
excitedE state into some lower-lying electronic state, or
theE state relaxes nonradiatively into a lower state locate
16595 cm21, which then fluoresces into the ground state.
our present work we observe not only this progression wh
origin is shifted to 15799.6 cm21 is solid xenon, but also an
additional one with an even lower energy originating
13003.5 cm21. As noted previously, in the xenon matrix v
brational relaxation is slow, and an extensive vibrationa
unrelaxed emission from levels withv8.0 is detected. The
observed hot fluorescence answers the above controvers
ambiguously: depending on which vibrational level of theF
state is excited, all three transitions exhibit the same vib
tionally unrelaxed band structure, demonstrating that all
spectra involve emission directly from the excited Cu2

E-state levels into the electronic ground state~X! and into
two other, low-lying electronic states. These states, which
denoteA and B, are located in solid xenon at 3387.3 a
6683.4 cm21 above theX-state, respectively.

Using an infrared germanium detector and extending
spectra to even lower energies, an additional band sys
near 9500 cm21 is detected. The new spectrum seems
involve at least two progressions of bands, with the strong
being located near 8420 cm21. In solid xenon the bands ar
rather broad, but even in this case, when higher vibratio
levels of theE state are excited, one observes what appe
to be vibrationally unrelaxed emission, suggesting again
emission probably originates from theE state and ends in
two further low-lying states,D andC, at energies near 1127
and 11060 cm21, respectively. These infrared emissio
sharpen appreciably in the solid. Specifically for the ‘‘b site’’
investigated most extensively in the previous neon ma
study they are shifted to 11110.5 and 11309.5 cm21, respec-
tively.

2.8. Electronic structure of CuO 2

The electronic structure of the molecule is surely rat
complex, and it is not well understood. Mochizukiet al.11 in
their theoretical investigation of the linear form of CuO2 find
some thirty electronic states within the range of energ
studied in this work, that is, below 25000 cm21. In agree-
ment with previous suggestions they conclude that the m
ecule has anX 2Pg ground state, and based on populati
analysis find that, as could be expected, the bonding is c
siderably more covalent than in CuF2, which can be well
represented by the ionic structure F2Cu21F2. The authors
assign the strong visible matrix absorption, referred to as
E state in this work, to the fully allowed transition into th
second state of2Su

1 symmetry, calculated to lie at 2007
cm21.

The xenon matrix data provide extensive new inform
tion about the CuO2 properties and electronic structure.
addition to the extensively studiedE state, which, in solid
xenon, occurs at 19686.9 cm21, the emission spectra provid
evidence for at least four other, lower-lying electronic stat
located in the xenon matrix at 3387.3, 6683.4, 11060,
11270 cm21. The theoretical study mentioned above predi
the lowest excited electronic states to lie
6304 cm21 (2Pu), 7592 cm21 (2Sg

2), and 8365 cm21 (2Dg),
as
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and the authors suggested that ‘‘the emission band aro
3850 cm21’’ is due to the2Pu↔X 2Pg transition. This, how-
ever, is due to their misunderstanding of the previous exp
mental data; there is no observed 3850 cm21 emission band
in neon—the existence of a state at 3850 cm21 ~the analog of
the 3387.3 cm21 band in xenon! was inferred from an ob-
served visible emission originating in theE state ~2 2Su

1

based on the Mochizukiet al.11 assignment!. If the E state
emitting in the matrix is indeed 22Su

1 , then all the lower
states observed should be ofgerade symmetry, an
E(2) 2Su

1↔2Pu emission would naturally be parity
forbidden. Perhaps the 7592 cm21 2Sg

2 state might be an al-
ternative assignment for the 3387.3 cm21 xenon matrix state.
It may also be noted that one often findsP↔P transitions to
be more intense thanP↔S(DL561), and one of the
states of2Pu symmetry might be an alternative candidate f
the E state, since the observed complex bending freque
structure observed in our work would be easier to expl
with a L.0 upper state. In view of the expected large de
sity of low-energy states, confident specific assignme
without gas phase rotational analysis are quite difficult.

The CuO2 molecule was recently investigated in the g
phase by means of CuO2

2 photodetachment spectroscopy b
Wu et al.12 Their work, in addition to establishing an elec
tron affinity of 3.47 eV for the dioxide, also indentified se
eral low-lying electronic states near 2580, 5080, and 64
9680, and 13630 cm21. Except for the 6530 cm21 state, the
differences between the photoelectron work and the xe
matrix data seem to lie well outside the combined sta
error limits of the two works. It is at this point not obvious
different electronic states are involved, if the actual errors
larger than estimated, or if the differences can be explai
by the matrix medium effects to be discussed below.

2.9. Molecular constants of CuO 2 in xenon

The efficient formation of the oxide and its high trans
tion moment resulted in high quality spectra, so that ove
more than 300 vibronic bands for six different isotopic sp
cies of CuO2 in xenon matrix were measured. Part of th
data is summarized in Table 1. The observed bands invo
however, mainly the totally symmetricv1 vibration. The data
for the other vibrational modes are naturally more fragm
tary.

Table 2 shows the spectroscopic constants obtained
global fit of the observed transitions, using the appropri
isotopic relationships for the data of the isotopic molecul
The v1 potential in both theE andX states is well approxi-
mated by a Morse potential. Without including terms high
than quadratic, the observedv1 levels extending up tov9
510 andv856 are reproduced with an error of,0.2 cm21.
In the table we give the vibrational frequenciesv i directly
measured in the experiment, rather than thev i constants of
the polynominal Dunham-type expansion. The latter have
disadvantage of depending on the intermode coupling
change whenever an additional anharmonic constant is
cluded. Besides the fundamental frequencies, also a num
of the anharmonicxii constants could be established. It
interesting to note the uncommonly large values of the in
mode coupling constantsx129 andx139 .
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TABLE I. Summary of the OCuO vibronic bands~in cm21! in different matrices. The parameters were chosen according to the zero-point ene
16OCu16O.
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2.10. Medium effects

Since CuO2 has now been examined in all rare gases a
also in solid nitrogen, it is of interest to comment on th
medium-induced shifts and changes in its molecular c
stants and properties, which are, as previously noted, un
ally large. The molecule occurs in all matrices in seve
different sites, but if the most populous site in each matrix
considered, theTe value of theE state shifts from 20700
cm21 in solid neon to 20486.5, 20064, and 19686.9 cm21 in

TABLE II. The vibratiional frequencies obtained by a fit not includin
terms higher than quadratic. The observedv1 levels extending up tov9
510 andv956 are reproduced with an error of,0.2 cm2. We used the
frequenciesv i directly measuered in the experiment, rather than thev i

constants of the polynomial Dunham-type expansion.
d

-
u-
l
s

solid argon, krypton, and xenon. Such a shift of more th
1000 cm21 or 5% is considerably larger than typically ob
served. Even more remarkable are the large shifts betw
different sites in the same matrix. Thus theTe values in six
different sites in neon span an energy range of 163 cm21,
while three sites in argon are spread over 223 cm21. One
usually observes large matrix shifts for molecular ions,
highly polar compounds. Naturally, linear centrosymmet
CuO2 has no dipole, but the compound is very likely to b
quite ionic, with highly polar Cu–O bonds, which might e
plain the large effects.

Interestingly, the lower states for which data are ava
able, A, C, and D, seem to exhibit much smaller shifts o
more typical magnitudes. For example, comparing the m
studied sites in neon and xenon, theD–X transition shifts
from 11309.5 to 11268.5 cm21, a shift of 41 cm21, while the
E–X transition at less than twice the overall energy exhib
a shift of more than 1000 cm21. In general, one usually ob
serves particularly minor shifts between two or more sta
which arise from the same, or a very similar electronic co
figuration.

Besides large electronic shifts, CuO2 also experiences
unusually large shifts in the excitedE-state vibrational fre-
quencies. Thus in neon thev18 frequency ranges from 607.
to 614.5 cm21. In argon the reddest ‘‘c’’ site has av18 value
of 608.1 cm21, well within the neon range, while in two
‘‘bluer’’ sites it shifts drastically to 627.5 and 625.9 cm21, a
change of more than 3%. In solid krypton and xenon thev1

then gradually returns back to lower frequencies. A poss
interpretation would be that there are two types of sites,
appearing only in neon and argon, and another yield
strongly blue-shifted vibrational frequencies. The latter s
occurs in all the heavier rare gases, it is only in argon t
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both types of sites are present—perhaps double and t
substitution sites.

Also unusual is the behavior of the formally forbidde
bending modes, which appear weakly in the matrix spe
and which, based on the limited data, undergo particula
large medium-induced frequency changes. Thev29 seems to
decrease from 196 cm21 in solid neon to the'160 cm21

value observed in xenon, an almost 20% shift. It is, howev
a common experience that low-frequency bending modes
most likely to be affected by the condensed medium.
extreme example is thev29 frequency ofC3 , which changes
from 63 cm21 in the gas phase to 84 cm21 is solid argon, a
more than 25% shift. Such changes are caused, on the
hand, by the resistance of the host matrix to bending of
guest, but are also due to partial charge transfer from the
gas to the molecular orbitals of the guest, increasing~or de-
creasing! its rigidity. The ability of the matrix to donate elec
trons will naturally correlate with the polarizability and ion
ization potential of the matrix atoms, but it will also depe
sensitively on the specific nature and geometry of the ma
site. Charge transfer interactions may be particularly sign
cant for strongly polar or ionic compounds such as Cu2,
and this might explain the unusually large medium effe
observed.

SUMMARY

We have investigated the optical absorption and las
induced fluorescence spectra of CuO2 in several solid matri-
ces. We found several new electronic states and determ
their vibrational frequencies. The matrix data are compa
le
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with the results of recent gas phase CuO2
2 photodetachmen

studies and withab initio calculations. We found and dis
cussed the unusually large matrix effects and mediu
induced electronic and vibrational frequency shifts for th
molecule.
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Spectroscopy of yttrium dimers in argon matrices
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The absorption and resonance Raman spectra of yttrium dimers (Y2) in argon matrices are
measured for the first time. The absorption spectrum~scattering depletion spectrum SDS! shows
a weak, broad transition centered near 485 nm. Resonance Raman spectra obtained by
exciting into this absorption band with several visible laser lines~465.5–496.5 nm! give a single,
sharp progression with up to ten Stokes transitions. These data giveve5184.4(4) cm21,
with vexe50.30(3) cm21, leading to a spectroscopic dissociation energy ofDe53.5(4) eV.
Comparison of our results with severalab initio calculations adds confirmation to the
assignment of the ground state of Y2 to be the1Sg

1 state. © 2000 American Institute of Physics.
@S1063-777X~00!01709-6#
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INTRODUCTION

In the past two decades, research on transition-m
clusters has attracted the attention of a number of theore
and experimental scientists.1 It is clear that an understandin
of the multiple-metal bonding often observed in the grou
states of transition metal dimers depends on accurate d
mination of crucial structural parameters such as vibratio
frequencies, force constants, dissociation energies, etc. W
has been carried out in this regard by this and other lab
tories on several second row transition metal dimers~Zr2,

2

Nb2,
3 Mo2,

4 Ru2,
5 Rh2,

6 Pd2,
7 and Ag2

8!. However, rela-
tively little work has been carried out on the dimer of y
trium. In the present paper we report the first matrix isolat
optical absorption and resonance Raman spectra of Y2. Pre-
vious work on the atomic spectrum has been reported
Klotzbuecher and Reva.9

EXPERIMENT

The City College of New York metal cluster depositio
source has been described in previous publications.2,3,10

FIG. 1. Scattering depletion spectra of atom~a! and of yttrium dimer~b!.
7521063-777X/2000/26(9–10)/4/$20.00
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Briefly, an intense~typically 15 mA at 25 keV! argon ion
beam from a CORDIS ion source sputters on a water coo
yttrium target~Alfa, 99.9%! maintained at 300 V. Secondar
ions are extracted with a modified Colutron model 200
lens system and then mass selected using a Wien filter~Co-
lutron 600-B! in conjunction with an approximately 175 mm
free drift distance and a 6.5 mm diameter aperture. The m
resolution is 6–7, enough to discriminate against poss
oxide contaminants, as well as provide unambiguous filter
and metal clusters or atoms. After mass selection, the
beam is bent by 10° using two electric plates to elimin
neutrals and then guided and focused to the deposition re
by two einzel-like lenses.

Samples of Y2 are obtained by mass selection after sp
tering a metal target with high-energy Ar ions. This ensu
discrimination against spectral interference from atoms
higher clusters of Y, as well as various oxides of Y. W
observe a weak, broad optical transition near 485 nm. Ex
ing with Ar1 laser radiation in this region enables us

FIG. 2. Typical Raman spectra for Y2 in argon matrix.
© 2000 American Institute of Physics
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TABLE I. Raman frequency shifts for yttrium dimers in argon matrices.
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obtain a sharp resonance Raman spectrum with a long
gression of overtones.

Yttrium dimer ions were codeposited with Ar and ele
trons ~generated from a heated tungsten filament! on a pol-
ished CaF2 substrate~;14 K!. Matrices were grown at;5
mm/h with an Ar: metal dilution ratio of approximatel
104:1. The deposition region was surrounded by a ‘‘Farad
cage’’ whose potential with respect to the sputtering tar
controls the kinetic energy~10 eV in this experiment! of
deposited ions. Ion currents under ‘‘soft landing’’ conditio
were approximately: Y1 ~250 nA!,Y2

1 ~25 nA!.
Under similar conditions, we deposited the yttrium ato

in an argon matrix. By comparing the intensity of know
atomic excitation features in a dimer deposition with tho
obtained from deposition of atom under similar condition
the fragmentation ratio of dimers is estimated to be 10%

Matrix samples were interrogatedin situ using both
absorption and Raman spectroscopy. As previ
described,2,3,10 for the absorption measurements, both deu
rium and tungsten lamps were employed as excitation l
sources, dispersed by a single 1/4m monochromator,
flected by a plane mirror~controlled by a stepping motor!,
which allows the light to be scanned across the 8 mm w
sample. The absorption measurements were made by co
ing the light scattered at 90° to that incident, a techniq
termed scattering depletion spectroscopy~SDS!.3

After obtaining absorption spectra, the Raman spe
were measured by exciting the sample with appropriate la
wavelength within the absorption region. In this experime
on Y2, the visible output~457.9–514.5 nm! of an argon ion
laser~Spectra Physics model 2045! was employed. The scat
tered light was collected at 90° and focused into a Tri
mate Spectrometer~Spex 1877E, 0.6 m!. The scattered light
was detected with a liquid-nitrogen-cooled CCD syst
~Spectrum One1CCD301DM3000R Software!. The resolu-
tion of the detection system for the Y2 experiment was se
about 2 cm21 ~at 500 nm!. The Raman shifts of Y2 were
calibrated using the CaF2 ~substrate at 16 K! line at 327
cm21.

SPECTRA AND ANALYSIS

Figure 1 shows the scattering depletion spectrum~SDS!
of the atom~a!, which is essentially the same as Klotzbuec
er’s result,9 and of the dimer of yttrium~b!.

Figure 2 shows a typical Raman spectrum~excited with
488 nm! for Y2 in argon matrix~14 K, dimer content;75
nA/h! and, as an inset, a portion of the absorption spect
~SDS! of the same sample compared with several excita
profiles.

The SDS shows a broad, weak band centered at 485
and closely parallels the excitation profile, which furth
confirms its assignment to the yttrium dimer.
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Resonance Raman spectra of Y2 were obtained at five
different argon ion laser emissions in the visible regi
~465.5–496.5 nm!. Up to ten Stokes transitions were ob
served, and the average value of these measurements giv
Raman shifts, which are listed in Table I.

Analysis of these data by standard techniques11 ~linear fit
of DGn11/2 versusn gives ve5184.4(4) cm21, with vexe

50.30(3) cm21, leading to a spectroscopic dissociation e
ergy of De53.5(4) eV, and the force constantke

50.90(1) mdyn/Å. Attempts to obtain higher anharmon
corrections (veye) failed to improve the standard deviation
so it may be safely inferred that such corrections are ne
gible. Our observed vibrational frequency is essentially
same as that of Yanget al.12 ve5185(2), obtained by
ZEKE spectroscopy.

Note that several of the observed Raman lines are
companied by one or more weaker satellite lines. Since th
are no isotopes that need to be considered, it is most lik
that they are due to site effects in the Ar matrix. Simil
effects have been observed in other dimer spectra.3 We have
used only the most intense line in each group for o
analysis.

DISCUSSION

It is of interest to compare our measured value of t
force constantke for Y2 with those of other members o
the second row transition metal dimers. These are given
Table II.

As can be seen the force constants increase alm
linearly from left to right. The ground state atomi
configurations are ~Y! 5s24d1,~Zr! 5s24d2,~Nb! 5s14d4,
~Mo! 5s14d5. However, in transition metals, bonding is usu
ally more favorable if at least one atom has ans1 configura-
tion, requiring some promotion energy. Thus, considering
configuration 5s14dm (m52 – 5), the force constant is pro
portional to the number ofd electrons involved in bonding.
~A complementary, nearly linear decline in force consta
was observed5–7 in the series Ru2, Rh2, Pd2, indicating a
configuration 5s14dm @(m57 – 9)#. We can conclude that
at least for the early second-row transition metal dime
eachd electron available for bonding makes a nearly equ
additional contribution to the bond order.

TABLE II. Ground state vibrational frequenciesve and force constantske

for several second row transition metal dimers.
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TABLE III. Theoretical and thermodynamic results for low state parameters ofY2 and spectroscopic data~this work!.
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Of several previous publications on Y2, only one is ex-
perimental: Verhaegan, Somoes, and Drowart13 determined
the bonding energy using third-law analysis of the hig
temperature Knudsen effusion mass spectrum. Their re
wasD0(Y2)51.6260.22 eV, in sharp disagreement with o
spectroscopic value of 3.560.4 eV. The third law technique
suffers from the requirement thatve andr e must be known,
as well as the electronic partition function, and the results
often unreliable. However, the spectroscopic technique
has difficulties, in that a Morse potential is assumed to g
ern the nuclear motion. In transition metals this assump
is not always even close. This is caused by the fact t
where boths–s andd–d bonding is important, due to thei
disparate spatial extensions,d orbitals often have consider
ably different dissociation ranges thans orbitals. The best
example of this is the case of Cr2,

14 where serious deviation
from a Morse potential are observed and the spectrosc
value is misleading. However, in Y2 it is most likely that the
bond order is small, perhaps near one. Thus only one e
tron pair is involved in dissociation, and the above effect
different s and d bonding will not be important. We also
have observed regular behavior all the way up to the n
harmonic (n510). We feel, therefore, that our value forDe

is more likely to be correct.
The remaining work on Y2 has been theoretical. Walc

and Bauschlicher15 have carried out a complete active-spa
multiconfiguration-self-consistent field~CAS-MCSCF! cal-
culation both with and without the followed configuratio
interaction~CI!. Their results indicate that the ground state
5Su

2 (5ssg
25ssu

14dsg
14dpxu

1 4dpyu
1 ), which stems from the
-
ult

re
o
-
n
t,

ic

c-
f

h

5s24d115s14d2 atomic configurations. A nearby, low-lying
state (Tc50.87 eV) is the1Sg

1 (5ssg
24dpxu

2 4dpyu
2 ) state

arising from the 5s14d215s14d2 configurations. In similar
calculations in Sc2 this latter state lies considerably high
than that in Y2, which indicates larger contributions o
d-electron bonding in the second row. Dai an
Balasubramanian16 have carried out similar complete active
space self-consistent field~CASSCF! calculations followed
by multi-reference configuration interaction~MRSDCI! in
which both single and double excitations are considered.
to 2.6 million configurations are included in this calculatio
Their results are quite similar to those of Walch and Ba
chlicher~see Table III!. Comparison of the SCF calculation
both with and without the CI contributions show that increa
ing the CI lowers the relative energy of the higher state c
siderably~to Te50.55 eV!. In conjunction with the lack of
an observable ESR spectrum,17 Dai and Balasubramania
conclude that the1Sg

1 state is most likely the ground state
Our Raman results~see Table III! are consistent with this
conclusion. The experimental value forve of 184.4 cm21 is
quite close to that of 180 cm21 in the CASSCF1MRSDCI
calculation of Dai and Balasubramanian for the1Sg

1 state.
Similarly our De53.5(4) eV compares favorably with the
value of 3.09 eV for the same state.

The theoretical results are listed and compared with
work in Table III.

Due to the rather large calculated differences inr e for
the 5Su

2 and 1Sg
1 states, the determination of an accura

experimental value forr e would be helpful to determine the
TABLE IV. Experiment data of the third row metal diatomic molecules.
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nature of the ground state. Badger’s18 rule may be employed
here on the fourth-row metal diatomic molecules followi
Weisshaar’s results19 on the third-row metal elements. Un
fortunately, only a very few experimental data~listed in
Table IV! have been reported until now, especially of t
bond lengthr e . The normal form of Badger’s rule has th
format: ke(r e2di j )

35C, wheredi j is a constant that is dif-
ferent depending on the row number of the periodic table
which each atom resides andC may be taken as the same f
all molecules~C51.86 mdyn•Å 2 if ke is in mdyn/Å andr e ,
di j in Å!. However, it is found that allowingC to vary with
periodic table row gives considerably better fits.19,20 The C
value in Ref. 19 varies from 0.53~3,4! to 5.83 (H,3T), de-
pending on the row of the periodic table.

In order to determine the constantd44 and C of the
fourth-row metal diatomic molecules, a linear least squa
fit was employed to five pairs of experimentally determin
ve ,r e ~see Table IV and Fig. 3!, leading tod4451.09 Å and
C53.41 mdyn•Å 2 ~the linear correlation coefficient i
0.998!. Using our experimental resultve5184.4 cm21, the
bond length of Y2 may be obtained as an interpolated po
on this graph. It is found to be 2.65 Å, which is only slight
shorter than Dai’s result (r e52.76 Å) for the1Sg

1 state. For
the 5Su

2 state his result is 3.03 Å. This lends additional su
port to the presumption that1Sg

1 is very likely the ground
state.

FIG. 3. Correlation between force constantke and parameterr e .
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A synchrotron radiation study of high-lying excited states of matrix-isolated atomic
magnesium
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Previous steady-state and time-resolved luminescence spectroscopy of 3p1P1 atomic magnesium,
isolated in thin film samples of the solid rare gases, is extended to include the higher
energy 4p1P1 excitation. Well-resolved site splittings are recorded in Mg/Ar samples for excitation
to the 4p1P1 level. A small red shift in the absorption energy to the 4p1P1 level for Mg/Ar
contrasts with a small blue shift on absorption to the 3p1P1 level. Direct emission from the 4p1P1

level is not observed in any of the rare gas matrices; instead, intense emission from the low
energy 3p1P1 level is. Measurements of the emission decay curves in Mg/Ar have revealed slow
rates in the steps feeding the 3p1P1 level following 4p1P1 excitation. The reason for the
differential shifting of the 4p1P1 and 3p1P1 levels as well as the lack of direct 4p1P1 emission
is thought to be related to the strong binding interaction between Mg in the 4p1P1 state
and the rare gases. ©2000 American Institute of Physics.@S1063-777X~00!01809-0#
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1. INTRODUCTION

In recent times, the luminescence spectroscopy
matrix-isolated metal atoms, i.e., neutral metal atoms
lated at high dilution in the solid rare gases~M/RG!, has
been used as a sensitive probe of guest–host interactio
solid-state spectroscopy. This has arisen because ofi! the
sensitivity of these ‘‘ligand-free’’ optical centers to their ho
environment,ii ! the simple, face-centered cubic~fcc! pack-
ing structures of the solid rare gases, andiii ! the increasing
availability of accurate pair potentials for several me
atom/rare gas atom (M•RG) van der Waals diatomics. Re
cent theoretical work1 from the Maynooth Group on the lu
minescence spectroscopy of atomic zinc isolated in the s
rare gases~Zn/RG! has indicated close agreement betwe
spectral simulations based on the use of sums of Zn•RG pair
potentials2 and the experimentally3 observed emission.

The spectral simulations are an extension of the theo
ical methods developed by Beswick and co-workers4 in
simulations of the vibronic spectra of gas phase metal at
rare gas cluster species. In the solid state simulations
potential energy surfaces of the Jahn–Teller active vib
tional modes of atomic Zn isolated in the solid rare gases
Kr, and Xe have been calculated for a Zn•RG18 cluster spe-
cies. This cluster comprises the first and second spheres
rounding a guest metal atom occupying a substitutional
of an fcc lattice. Reliable calculations are possible becaus
the existence of detailed information on the lattice para
eters of the fcc unit cells of the solid rare gases as wel
accurate Zn•RG and RG•RG pair potentials. As well as in
dicating dominant localized interactions in the Zn/RG mat
systems, details of the microscopic motion of atomic z
occurring during optical cycles in the solid rare gases w
also obtained from simulations of the observed lumin
cence.

With the increasing availability of accurate diatomic i
teraction potentials, obtained from laser spectroscopy
7561063-777X/2000/26(9–10)/6/$20.00
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metal atom-rare gas atom (M•RG) van der Waals complexe
in supersonic expansions,5 the range of systems, includin
open-shell systems, amenable to this detailed analysi
steadily growing. One of the most interesting examples
this regard is the recent observation made by Breckenri
and co-workers6 on the doubly excited Mg(3pp3pp

3PJ)
•RG@3S2# valence states of the Mg•RG diatomics
(RG5He, Ne, Ar and Kr! accessed from the singly excite
Mg(3ss3pp

3PJ)•RG@3P# metastable state. Theoretic
analysis of the very strong binding energy (D0

52850 cm21) and short bond length (R052.41 Å) in the
molecular3S2 state of Mg•Ar, arising from the doubly ex-
cited (3p)2 atomic magnesium configuration, indicates t
importance of the absence of occupied metals orbitals in the
interaction with the closed shell rare gas atom. Partial oc
pancy of the 3s orbital in the lower-energy 3s3p metal atom
valence state is responsible for increased repulsive inte
tion with the rare gas atom, giving rise to a greatly reduc
binding energy~160 cm21! and an increased bond leng
~3.66 Å! for the Mg(3ss3pp

3PJ)•Ar@3P# metastable state
Full occupancy of the 3s orbital in the Mg(3ss3ss

1S0)
•Ar@1S# ground electronic state results in the molecu
parameters.7 D0565 cm21 andR054.5 Å, typical of van der
Waals complexes. Comparison of the larger binding ene
and shorter bond length of the neutral Mg•Ar
(3pp3pp

3PJ)@
3S2# state with the analogous values~D0

51240 cm21 and R052.82 Å! in the ground Mg1(3ss
2S)

•Ar@2S1# state of the Mg1•Ar cation, reveals the repulsive
role played by the occupied 3s orbital in the bonding. Sig-
nificantly, these results indicate the dominance of the rep
sive s orbital interaction over the strongly attractive, dipol
induced interaction expected in the molecular cation.

It should be revealing, on several levels, to record
luminescence spectroscopy of highly excited states
matrix-isolated Group 2 and 12 metal atoms and comp
data with the pair-potentials methods used for the spec
© 2000 American Institute of Physics
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simulation of lower-energy metal atom transitions. The ar
of interest in such a comparison are:

—Considering the strong binding energies in highly e
cited states, is the occurrence of many-body effects m
fested?

—Due to these states being within a few thousand w
numbers of the ionization limit of the metal atom, does t
onset of delocalized behavior, such as exciton absorpt
occur?

—Is the localized approach taken in the present clus
based simulations valid for these strongly bound states?

—Is metal atom migration possible in these excit
states, considering that the energy minima of the highly
cited states are at very short bond lengths?

The metastable atoms, generated in copious amo
with the laser ablation technique used in the gas phase
producing metal vapor, are absent in low-temperature ma
ces, irrespective of the method used to generate the m
vapor. Therefore the one-photon techniques used in the
phase are not of use in matrix work on doubly excited sta
Instead of looking at the doubly excited states, we have
amined the one-photon spectroscopy of high-lying, sin
excited atomic states. In the present contribution the ma
luminescence of the 3p1P1 state of atomic magnesium i
extended in that excitation spectra have been recorded in
vacuum UV spectral region to reach the 4p1P1 energy level.

Notwithstanding the vacuum spectroscopic techniq
required to reach highly excited levels, the reduced oscilla
strength of atomic transitions from the ground state to th
states is a more fundamental deterrent to such measurem
In the case of Mg, for example, the transition probability
the 4p23s singlet transition at 202.58 nm isA50.84
3108 s21, almost an order of magnitude smaller than theA
value8 of 4.953108 s21 for the 3p23s singlet transition at
285.21 nm.9 The use of synchrotron radiation~SR!, with out-
put intensities optimized in the VUV spectral region, com
pensates the reduced transition probabilities and, as it is
ready produced under ultrahigh vacuum conditio
facilitates the measurement of high-lying excited states.

Studies of the absorption spectroscopy of matrix-isola
metal atoms are quite comprehensive and well documen
Conversely, luminescence studies of the excited state
metal atoms are not nearly as extensive, but deta
studies10 have been carried out for the lighter elements of
Group 1, 2, 11, and 12 elements. The first study of mat
isolated atomic magnesium was that of Schnepp,11 in which
optical absorption spectra were recorded at 4.2 K using
gon, krypton, and xenon as host materials. Schatzet al.12

measured the MCD spectra of magnesium isolated in arg
and more recently the luminescence of matrix-isolated m
nesium was recorded by McCaffrey and Ozin13 in argon and
krypton at 12 K. The latter work agreed with the absorpti
data of Schnepp in that the excitation bands observed in
vicinity of 285 nm and assigned to the 3p1P1→3s1S0 sin-
glet transition of atomic magnesium all exhibited three-fo
splitting.

With the objective of extending the experimental da
base on the luminescence spectroscopy of matrix-isol
metal atoms, the spectroscopy of metal atoms in highly
cited states has been undertaken using SR as the excit
s
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source. The paper is structured as follows. Transitions to
from the 3p1P1 energy level for the cases of Mg/Ar, Mg/Kr
Mg/Xe, and Mg/CF4 will be reviewed briefly before the new
data on the 4p1P1 energy levels is presented. Because of
large signal strengths of the transitions observed in Mg/
much of the detailed presentation will involve this syste
Key differences in the spectroscopy of the 3p1P1 and 4p1P1

states will be highlighted and discussed.

2. EXPERIMENTAL

Thin film Mg/RG samples were prepared by the coco
densation of magnesium vapor, with the rare gases onto
LiF window. The metal vapor was produced by electr
bombardment of 0.5 mm thick Mg foil~Goodfellow, 99.99%
purity! coiled into a 5 mmdiameter molybdenum cruicible in
an Omicron EFM3 UHV evaporator. Preferential isolation
atoms over metal clusters was achieved using very low m
fluxes ~,1 nA!, and the isolation condition of samples wa
monitored by recording absorption spectra. Cryogenic te
peratures were achieved with a Cryovac continuous-fl
liquid-helium cryostat. The sample temperature was m
sured with a silicon diode mounted on the sample holder
set using a Lakeshore Cryotronics model 330 tempera
controller. Deposition temperatures of 5, 12, 18, and 25
were used with the rare gases Ne, Ar, Kr, and Xe, resp
tively.

An MKS 221A Baratron capacitance manometer, sen
tive in the pressure range 0–1000 mbar, was employe
monitor the amounts of rare gas admitted to the gas hand
system and consumed during sample formation. The U
sample chamber containing the liquid-helium cryostat w
pumped continuously with a Pfeiffer/Balzers TPU 240 tu
bomolecular pump. Vacuum, monitored with an HP
Division/MKS Series 423 I-Mag cold cathode gauge, w
typically in the mid 10210mbar range prior to cool-down
dropping to 10211mbar after cool-down. Gas flow rates, co
trolled by a Granville-Phillips series 203 variable leak valv
were generally in the range of 3.5 to 5 mmol/h for periods
between 20 to 30 minutes. This resulted in the formation
thin film samples whose thickness was in the 30–50mm
range. Rare gases of 99.999% purity were used as sup
by Linde Technische Gase.

Since the optical layout of the HIGITI apparatus locat
at HASYLAB/DESY in Hamburg has been presented in o
earlier work,3 only a brief description will be given here
Synchrotron radiation optimized in the VUV spectral regi
was used as the excitation source. Absorption spectra w
recorded by monitoring the amount of UV radiation direc
transmitted through the Mg/RG samples, using a Va
XP2020Q photomultiplier tube to detect the visible emiss
of a sodium salicylate UV-to-visible converter. All spect
were recorded linear in wavelength, but for purposes
analysis and discussion are presented linear in pho
energy, in wave number units~cm21!.

Luminescence measurements were made in the V
spectral region with a modified 1 m Wadsworth monochro-
mator for excitation, and a 0.4 m Seya-Namioka monoch
mator for emission. A Hamamatsu MCP 1645U-09 micr
channel plate was used for photon detection. Nanosec
lifetime measurements were made using the time correla
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single photon counting~TCSPC! technique.14 The synchro-
tron radiation15 generated from the DORIS III storage ring
HASYLAB/DESY has a temporal profile of 120 p
~FWHM!, and when provided in ‘‘5 Bunch Mode,’’ at a
repetition rate of 5.208 MHz, decay times of up to 10ms can
be measured with TCSPC. Decay times were extracted
fitting trial functions, single, double or triple exponenti
functions, convoluted with the temporal profile of the S
excitation pulse, to the recorded decay profiles. The rec
volution and fitting was achieved using the ‘‘ZFIT
program16 running on DEC Alpha 3000/500 AXP worksta
tions in Maynooth and Hamburg. The fitting criterion w
based on an optimization routine minimizing the sum
weighted residuals existing between the fit and the data
The quality of a fit can be judged numerically by thex2

value obtained—in our fits the acceptable range was 0
to 1.1.

3. RESULTS

Luminescence from the 3 p 1P1 level

Figure 1 presents a summary of the luminescence s
troscopy recorded at 6 K for the low-energy 3p1P1 state of
atomic magnesium isolated in the annealed solid rare ga
The spectra~1! shown in Fig. 1 are the excitation spect
recorded by monitoring the emission bands~2!. Also shown
in Fig. 1 are the locations of the singlet 3p1P123s1S0 and
triplet 3p3P123s1S0 transitions of atomic magnesium in th
gas phase.9 Based on the spectral locations, the emiss
bands in the Ne, Ar, and Kr systems can be assigned to
singlet transition. Measurement of the radiative decay tim
of the emission bands at 370 and 470 nm in Mg/Xe h
allowed assignment17 of the latter band to the triplet 3p3P1

23s1S0 transition and the former, to the singlet. Lifetim

FIG. 1. A summary of the matrix luminescence spectroscopy recorded
K for the 3p23s transitions of atomic magnesium isolated in annea
samples of the solid rare gases Ne, Ar, Kr, and Xe. Excitation spectra
denoted as 1, while emission spectra are denoted as 2. The locations
spin singlet 3p1P1←3s1S0 and triplet 3p3P1←3s1S0 transitions of atomic
magnesium in the gas phase are given by the vertical dotted lines. Note
thy in Mg/Ar is the presence of multiple features between 270 and 280
in the excitation spectra of annealed samples.
by
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measurements of the emission present in the Mg/Ne,18 Mg/
Ar, and Mg/Kr systems13 confirm the singlet assignment
suggested by their spectral locations.

Luminescence from the 4 p 1P1 level

When the excitation spectra of the singlet 3p1P1

23s1S0 emission bands shown on the right in Fig. 1 we
recorded into the vacuum-UV region, the results shown
Fig. 2 were obtained for the annealed Mg/RG systems
Mg/CF4. The location of the singlet 4p1P123s1S0 transi-
tion in the gas phase is also shown. It is evident in Fig. 2 t
the most intense feature in the Mg/Ar system is observed
the vicinity of the gas phase 4p1P1 transition. The Mg/Ar
system exhibits three well-resolved peaks, a dominant b
at 204.5 nm, another at 192.5 nm, and a weak one at 185
Manifestation of multiple, non-resolved features are a
present at 270 nm, on the blue wing of the lower 3p1P1

band. Single peaks can be seen in Ne at about 182 nm, K
about 221 nm, and in Xe at 231 nm. The single sho
wavelength peaks in the M/RG systems parallel the sin
bands present on the 3p1P123s1S0 transition shown on
right-hand side. Because of the spectral richness in
Mg/Ar system, annealing studies were undertaken to fac
tate assignment. With the large emission intensity in t
system, detailed kinetic measurements have also been m

MgÕAr on deposition

The complete excitation spectrum of the Mg/Ar 299 n
emission is presented in the lower portion of Fig. 3 as
corded for a freshly deposited sample. Five resolved exc
tion bands can be seen in the high-energy region. The p
tions of these bands are at 226.7, 214, 204.5, 192.5, and
nm. An ill-defined number of unresolved features are a
present on the lower energy 3p1P123s1S0 excitation spec-
trum between 270 and 290 nm. The emission spectr
shown on the right was produced with 282 nm excitatio

6

re
the

or-
m

FIG. 2. A summary of the higher-energy 4p1P1 bands and lower-energy
3p1P1 excitation bands recorded by monitoring the 3p1P1→3s1S0 emis-
sion of atomic magnesium in the rare gases and CF4. The excitation spectra
have not been corrected for the wavelength-dependent output intensi
the synchrotron radiation source.
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The results of annealing studies, used to identify the origin
the resolved high-energy features, are now presented.

MgÕAr annealed

The upper portion of Fig. 3 shows all the excitatio
bands of Mg/Ar recorded for the 299 nm emission af
sample annealing to 32 K for 30 minutes. From a compari
of the two panels in Fig. 3, one can see that the band
226.7 nm and 214 nm in the spectrum of a freshly depos
sample are completely removed with annealing. Moreov
an underlying contribution to the baseline in the freshly d
posited scan has been removed. This behavior is accom
nied by the removal of the 290 nm red-wing features on
3p1P1 excitation band~2! in Fig. 3.

Emission bands produced from each of the excitat
features~204.5, 192.5, and 185 nm! remaining after anneal
ing all have a maximum intensity at 298 nm, but, as sho
in Fig. 4, they have a varying intensity in the red wing.
should be pointed out that with high energy 204.5, 192

FIG. 3. Excitation bands recorded for magnesium atom emission at 299
in argon matrices before and after annealing. The emission bands show
the right were produced with excitation at 282 nm. The gas phase posi
of the singlet 4p1P1←3s1S0 and singlet 3p1P1←3s1S0 transitions are
shown by the vertical lines.

FIG. 4. The emission resulting from excitation of the major excitation f
tures present in annealed Mg/Ar samples.
f
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and 185 nm excitation, no emission was observed in the
200 nm region which would correspond to direct 4p1P1

→3s1S0 emission.
Figure 5 shows the decay profiles recorded for the 2

nm emission with the TCSPC technique by exciting at 2
204.5, and 192.4 nm. The decay profiles for the 282 a
204.5 nm excitation are presented in a 10 ns time ran
while the 192.4 nm excitation is shown in a 30 ns range. T
simplest decay profile is exhibited by 282 nm excitation, i.
from the direct 3p1P1←3s1S0 transition. As the excitation
energy increases, the shape of the profiles changes unde
influence of the associated rise times and long decay com
nents. Table I lists the decay times and rise times extrac
from fits to the emission decay curves. In agreement w
earlier work,13 the radiative decay time of the 299 nm emi
sion produced with 3p1P1 excitation at 282 nm is found to
be 1.4 ns. This is represented byt1 in Table I and found to
be present in the emission decay curves recorded for all t
excitation wavelengths. The decay curve produced with
citation at 204.5 nm exhibits a rise time of 0.27 ns, whi
produces the delayed appearance of the profile shown in
middle panel of Fig. 5. Excitation at 192.4 nm results in t
same rise time~0.22 ns! but with a long decay component o
20.8 ns in addition to the 1.4 ns radiative decay time.
summary of the decay kinetics is presented in Fig. 6.

m
on

ns

-

FIG. 5. Semi-log plots of the intensity decay profiles recorded for the 2
nm emission band produced with excitation of the three dominant excita
bands present in annealed Mg/Ar samples. The temporal profile of the
chrotron radiation excitation pulse is shown as~1!, while ~2!, showing a
gradual decrease in intensity, is the decay profile.

TABLE I. Emission decay times measured at 6 K with the TCSPC tech-
nique by exciting into the high energy bands observed for magnesium
argon. The wavelengths listed are in units of nm, the decay times are in
Rise times are shown underlined. The percentage yields of all the obse
components are also shown.

lex lem t1 t2 t3 %~1! %~2! %~3!

282 299 1.46 – – 100 – –
204.5 299 1.46 0.27 – 89.3 10.7 –
192.4 299 1.43 20.8 0.22 86.2 4.6 9.17
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4. DISCUSSION

Mg/Ar has three high-energy excitation bands in the
cinity of 200 nm, which have been shown in annealing st
ies ~see Fig. 3! to be thermally stable. Examination of th
term diagram for atomic magnesium reveals that for ener
less than 50.000 cm21 the states to be considered in th
assignment of these bands are 4s1S and 3S, 3d1D and 3D,
4p1P and 3P. Of these states the spin triplets can be ru
out in absorption~excitation! transitions from the single
3s1S ground state. Of the spin singlets the 4s1S level at
43503 cm21 ~229.9 nm! and the 3d1D level at 46403 cm21

~215.5 nm! are parity-forbidden in transitions from th
groundSstate, leaving the 4p1P level as the only one which
can couple with a large oscillator strength (A50.84
3108 s21) to the ground state. The 4p1P1←3s1S0 transition
of atomic magnesium, which occurs in the gas phase6 at
202.6 nm is, because of its spectral proximity and its fu
allowed nature, the obvious assignment, especially for
204.5 nm band in Mg/Ar.

However, it has been observed in earlier matrix work
atomic calcium that the transition to the1D level, which is
parity-forbidden in the gas phase, becomes partially allow
in the matrix. This effect has been observed in absorptio19

and excitation20 work and is thought to arise from meta
atom occupancy in low-symmetry sites. It has also be
noted that the matrix shifts on the 3d1D2←4s1S0 transition
are much smaller than on the corresponding 4p1P1

←4s1S0 transition and, as expected, the absorption stren
of the former transition are about two orders of magnitu
less than the fully allowed1P1←1S0 transition. Given that
the gas phase 3d1D23s1S transition of atomic magnesium
occurs at 46403 cm21 ~215.5 nm!, a large blue shift of 2487
cm21 would result for a 3d1D2 assignment of the 204.5 nm
~48900 cm21! band in argon matrices. It might be argued th
this blue shift arises from a dominant Rydberg characte
the 3d orbital. However, it is known that a blue shift of onl
399 cm21 occurs on the associated 3p1P state of Mg in Ar
whose p orbital would be expected21 to have a more
‘‘Rydberg-like’’ character than the 3d orbital.

FIG. 6. A kinetic scheme of the relaxation process of the 4p1P1 excited
state leading to emission from the lower-energy 3p1P1 level. Radiative
transitions are shown by solid lines, nonradiative transitions connecting
excited state levels are represented by broken lines. The time constant
nonradiative process connecting the absorbing~282 nm! and emitting level
~299 nm! in the 3p1P1 state is faster than the 0.1 ns temporal resolution
the measuring system. LevelE is a resolved site splitting on the 4p1P1

excited state.
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Given the strength of the three spectrally resolved hi
energy excitation bands in the Mg/Ar system and their c
respondence with features which are present but not reso
on the high-energy side of the 3p1P1 excitation band
~around 270 nm!, the high-energy features are tentative
assigned as 4p1P1←3s1S0 excitations arising from multiple
site occupancy of atomic magnesium in argon. Of the th
excitation bands, the 4p1P1 level assignment of the domi
nant band at 204.5 nm is the most definitive because o
close proximity to the gas phase line at 202.58 nm.6 This
matrix transition therefore exhibits a small red shift of2463
cm21 from the gas phase 4p1P1←3s1S0 transition. In con-
trast, the 282 nm transition to the 3p1P1 level is blue-shifted
by 1399 cm21 from the corresponding gas phase value
285.21 nm. This differential shifting of the excitation ene
gies for the two transitions is quite revealing, since th
share the same ground state. This suggests that slight re
sion dominates the Mg(3p1P1)/Ar interaction, while a slight
attraction dominates the Mg(4p1P1)/Ar interaction.

Decay times of the emission produced with excitation
the three high energy bands are presented in Table I. F
the common 1.4 ns decay time exhibited by all three em
sions, and given that this is the radiative lifetime of t
3p1P1 level, it can be stated that the terminating emitti
level reached in relaxation from the 4p1P1 level is the
3p1P1 level. The mechanism of this electronic energy rela
ation is not known, but assuming a strongly attracti
Mg(4p1P1)/Ar interaction, it probably involves a curve
crossing of a deeply bound Mg(4p1P1)•Ar1P state by a
repulsive Mg(3p1P1)•Ar1S curve dissociating to the 3p1P1

state. The efficiency of this process can be judged by the
that the emission from the 4p1P1 level is completely
quenched. An assessment of the proposed relaxation me
nism awaits collection of spectroscopic data on t
Mg(4p1P1)•Ar1P state of the 1:1 van der Waals comple
However, the analogous doubly excited Mg(3p23PJ)•Ar3S
state has revealed very strong binding interactions, but
trix data has not yet been obtained on transitions reach
this state.

5. CONCLUSIONS

Excitation spectra have been recorded in the vicinity
the 4p1P1←3s1S0 transition of matrix-isolated atomic mag
nesium for the first time. The strong 204.5 nm peak
Mg/Ar closely matches the position of the 4p1P1←3s1S0

transition of atomic magnesium in the gas phase. Ot
weaker peaks at 192.5 and 185 nm in Mg/Ar probably ar
from spectrally resolved transitions of magnesium ato
with multiple site occupancy. On the basis of this assig
ment, site splittings on transitions to the 4p1P1 level are
much better resolved than in the lower-energy 3p1P1

←3s1S0 transition. The reason for the well-resolved s
splittings is probably due to the stronger Mg–RG host int
actions involved in the 4p1P1 state than in the 3p1P1 state.
On the other hand, the reason for the particularly stro
4p1P1←3s1S0 transition in argon compared with the oth
rare gas matrices is not immediately evident.

Emission from the 4p1P1 level is not observed in any o
the Mg/RG systems following excitation of the 4p1P1 level
but indirect emission from the 3p1P1 level is observed. The
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most likely mechanism for the population cascade from
4p1P1 level to 3p1P1 level is curve crossing of a strongl
bound state correlating to the 4p1P1 asymptote by a repul
sive S-type curve dissociating to the 3p1P1 state.

In the Mg/Ar system, the small red shift on the 4p1P1

←3s1S0 absorption is in contrast to the small blue shift
the 3p1P1←3s1S0 transition. This is probably arising from
the strongly attractive Mg(4p1P1)•Ar1P molecular state.
Spectroscopic studies on this state have not been carried
yet, but existing work on the doubly excited Mg(3p23PJ)
•Ar3S state have revealed very strong bound interaction
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Thermal conductivity of solid krypton with methane admixture
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The thermal conductivity of CH4–Kr solid solutions is investigated at CH4 concentrations
0.2–5.0% in the temperature range 1.8–40 K. It is found that the temperature dependence of the
thermal conductivity has features typical of resonance phonon scattering. The analysis of
the experimental results shows that the main contribution to the impurity-caused scattering of
phonons is made by the scattering on rotational excitations of the nuclear spin T-species
of CH4 molecules. The phonon–rotation interaction parameter is estimated. ©2000 American
Institute of Physics.@S1063-777X~00!01909-5#
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1. INTRODUCTION

The scattering of phonons by the rotational motion
molecules in solids is much less understood than the pho
phonon scattering is. At the same time, there is experime
evidence that the phonon-rotation interaction in crystals
significantly influence both the absolute value and the te
perature dependence of the thermal conductivity.1–12 At low
temperatures this effect can be predominant in systems
low-lying energy levels of the rotational motion of mole
cules.9 Quantum molecular crystals~solid hydrogen and
methane isotopes! and solutions of simple molecular sub
stances in matrices of solidified rare gases belong to
above systems. To study the influence of molecular rota
upon the thermal conductivity of crystals, we chose solutio
of methane in solid krypton.

Krypton and methane have close parameters of par
interaction and can therefore form a continuous solid so
tion over a wide range of concentrations.13

The energy levels of CH4 rotation in the Kr matrix are
arranged in such a way14,15 that the phonon-rotation interac
tion can strongly influence the thermal conductivity at lo
temperatures. This is favorable for reliable separation of
interaction contribution to the thermal resistivity of the so
tions.

The relative simplicity of the particles in the solutio
and the high symmetry of the host lattice, along with info
mation available about the rotational spectra of the CH4 mol-
ecules in the Kr matrix, make the description and interpre
tion of the thermal conductivity results comparatively eas

Finally, the quantum character of the CH4 rotation in the
matrix attracts even more attention to this system. The m
ane molecule can exist in the form of three nuclear s
species–E, T, A, the total nuclear spins being 0, 1, and
respectively. Each species has its own systematics of r
tional energy levels. The behavior of the impurity subsyst
of the CH4-Kr solution is dependent on the concentrations
the above species. The characteristic time of conversio
the nuclear spin species in the solution increases with
creasing temperature and reaches several hours at he
temperatures.16 We should remember that the experimen
results correspond to the equilibrium distribution of the s
7621063-777X/2000/26(9–10)/5/$20.00
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cies concentrations only when the time of the experim
exceeds the characteristic conversion times.

2. EXPERIMENTS

The thermal conductivity of solid krypton and Kr–CH4

solutions~0.2, 0.5, 1.0 and 5.0% CH4! were studied in the
temperature range 1.8–40 K. The krypton used had the n
ral isotopic composition and a chemical purity of 99.94
~the impurities were 0.042%N2, 0.012% Ar, and 0.005%O2!.
The chemical purity of the methane was 99.99%. T
Kr–CH4 mixture was prepared in the gas phase at room te
perature.

The crystals were grown from the liquid phase in a c
lindrical stainless-steel container 38 mm long and 4.5 mm
inner diameter. The growth rate was 0.07 mm/min. The te
perature gradient 0.18 K/mm was kept constant. The gro
sample was cooled down to 30 K at a rate of 0.15 K/min,
gradient being the same.

The thermal conductivity was measured using t
steady-state technique.17 The total time taken to reach th
steady state and to measure one value of the thermal con
tivity varied with temperature from 2 h at 40 K to 20 min at
the lowest temperature. The temperature dependence o
thermal conductivityK(T) was taken at successively lowe
temperatures. As an example, Fig. 1a shows the time de
dence of the average temperatureT(t) which was obtained
while measuring the thermal conductivity of the sample w
1%CH4. The dependencesT(t) let us know whether the
concentrations of the nuclear spin CH4 species come to equi
librium during measurement~see below!. The temperature
dependence of the thermal conductivity was also taken
the 1%CH4 sample at risingT. TheK values measured at th
sameT points under rising and falling temperatures vari
within the random experimental error~3–5%!. In the sample
with 0.5%CH4 the thermal conductivity observed at 5 K re-
mained unaltered when the crystal was warmed to 13 K
then cooled rapidly~for 5 min!.

The thermal conductivity data for pure Kr and for K
with four CH4 concentrations are shown in Fig. 2. In th
high-temperature region (T.20 K) the results for pure Kr
agree well with earlier data.18,19In the vicinity of the thermal
© 2000 American Institute of Physics
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FIG. 1. Correlations between the temperature of the crystal and the CH4 molecule distribution in nuclear spin species~illustrated for a Kr sample with 1%CH4
admixture!: dependence of the average temperature on time during measurement of thermal conductivity~a!; time dependence of the equilibrium~dashed
lines! and calculated~solid lines! concentrations of the species A in the impurity subsystem~b!; equilibrium ~dashed lines! and calculated~solid lines!
concentrations of nuclear spin species as a function of temperature~c!; nA(Tf) and nT(Tf) are the ‘‘frozen’’ concentrations of species A and T fo
T54.6 K.
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conductivity maximum theK value is about twice as high a
in Ref. 19, which may be attributed to the better quality
our crystals. The thermal conductivity of solid Kr with CH4

admixtures has not been studied before.

3. RESULTS AND DISCUSSION

It is seen in Fig. 2 that the CH4 impurity strongly sup-
presses the thermal conductivity and alters the characte
its temperature dependence. The latter feature is espec

FIG. 2. Temperature dependence of the thermal conductivity of pure Kr~s!
and Kr with CH4 admixtures, %: 0.2~d!, 0.5 ~j!; 1.0 ~m!, and 5.0~l!; the
solid lines are calculated curves.
f

of
lly

distinct in the solution with 5%CH4. TheK(T) curve with a
maximum at 5 K which is typically observed for pure K
deforms into a curve with a dip near 8 K. This sort of dip
usually caused by the resonance scattering of phonons.

The thermal conductivity measured on our crystals
described within the Debye model:

K5
kB

2p2s
S kB

\ D 3

T3E
0

QD /T t totx
4ex

~ex21!2
dx, ~1!

wheres is the sound velocity;QD is the Debye temperature
x5\v/kBT; andt tot is the total phonon relaxation time fo
all resistive processes. The relaxation ratet tot

21 of the
Kr–CH4 solution is a sum of the relaxation rates of pure
and CH4-induced phonon scattering:

t tot
215tKr

211tCH4

1 .

The phonon relaxation rate of Kr includes the terms d
scribing phonon–phonon scattering~U processes! tU

21,
boundary scatteringtB

21, scattering on dislocationstdis
21, and

Rayleigh impurity scatteringt imp
21:

tKr
215tU

211tB
211tdis

211t imp
21. ~2!

The rates of the above mechanisms are described by
expressions:20

tU
215Av2T exp~b/T!, ~3!

tB
215s/l, ~4!

tdis
215Dv, ~5!
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t imp
215(

i

G iV

4ps3 v4. ~6!

Here l is the characteristic mean free path determined by
grain sizes in the sample;G5c(DM /M )2, wherec is the
concentration of point defects,M is the mass of the hos
particles, andDM is the mass difference between the ho
and impurity particles.

The parameters of relaxation time in pure Kr obtained
fitting to the experimental results are as follows:

U processes:~A!, s•K21 4.41310216,
~b!, K 15.77,

Boundary scattering~l!, m 1.8731025,
Scattering on dislocations:~D! 2.0931024,
Impurity scattering:~G! 6.131024.

The isotopic scattering parameterG was not fitted but
calculated from the concentrations and molecular weight
the impurities. The contribution of the N2 and O2 rotation to
the thermal conductivity of pure Kr was not estimated b
cause of a lack of information about the rotational spectra
N2 and O2 impurities in the Kr matrix. In fact, this contribu
tion was effectively taken into account through selection
the other scattering parameters. The efficiency of this pro
dure is evident from the good agreement between the ca
lated curve and the experimental data for thermal conduc
ity of Kr ~Fig. 2!.

The CH4 molecules contribute to the phonon scatteri
not only because their masses are different from those o
host atoms~Rayleigh scattering! but also because their rota
tional excitations come into interaction with phono
~phonon—rotation interaction!. The expression fortCH4

21 can

therefore be written as a sum of the relaxation rates of th
mechanisms:

tCH4

21 5tRayleigh
21 1t rot

21. ~7!

The analysis of phonon scattering by a rotating molec
is a sophisticated theoretical problem. The mechanism
phonon scattering by an impurity with two energy levels w
consistently described by Klein.3,21 The expression in Ref. 3
was used to interpret the dips in the temperature depend
of thermal conductivity of alkali halide crystals3,4 and of
solid argon with admixtures.10 While describing the phonon
scattering on CH4 molecules, we should take into account t
occupation of the rotational levels, which is dependent
temperature. We used Klein’s expression3 to write the relax-
ation rate of the phonon–rotation interaction as

t215
1

3pr~v! (i
diS

g i
2~v/v i !

4

@12~v/v i !
2#21g i

2~v/v i !
6 , ~8!

wherer~v! is the phonon density normalized to unity;S is
the occupation of the ground state;v i5Ei /\ is the reso-
nance frequency, anddi is the degeneracy of the excited sta
with energyEi .

The parameterg i describes the relation between broa
ening of the rotational energy levels induced by the crys
field and the energy difference of these levels. This is
basic parameter of the phonon–rotation interaction in Klei
model. In Refs. 3 and 4,g was used as a fitting paramet
e

t

y

of

-
f

f
e-
u-
v-

he

se

e
of
s

ce

n

-
l
e
s

different for each level. When the phonon–rotation intera
tion is absent,g50. For a weakly hindered rotationg must
be much smaller than unity.

The experimental information about the rotational e
ergy spectrum of CH4 in crystalline Kr concerns only the
first three excited levels~inelastic neutron scattering data22!.
These data refer to the low-energy part of the spectrum
are not sufficient for calculatingtCH4

21 over the whole working

interval of temperatures. The energies of the rotational lev
of the CH4 molecule in the crystal field of Oh symmetry were
calculated as a function of the field strength.14,15We used the
spectrum of Ref. 14~Fig. 3! corresponding to the crysta
field in which the energies of the low-lying excited levels a
in good agreement with experimental values.

As was mentioned above, CH4 molecules can exist in
three species—E, T, A. They differ from each other by t
total nuclear spin~0, 1, 2, respectively!. Since the character
istic phonon scattering relaxation times are many ord
of magnitude shorter than the conversion time, we can w
t rot

21 as a sum of expression~8! for each spin species
ta

21 (a5E,T,A):

t rot
215c(

a
na~T!ta

21, ~9!

wherec is the CH4 concentration in the Kr matrix andna is
the concentration ofa species in the impurity subsystem.

The temperature dependence of the equilibrium spe
concentrations corresponds to the Boltzmann distributi
However, the equilibrium distribution may be disturbed s
nificantly when the temperature changes during an exp
ment. According to Ref. 16, the characteristic time of C4
conversion in the Kr matrix increases with decreasing te
perature and is 3.5 hours at 2 K.

The temperature dependences of the equilibrium E, T
concentrations are shown in Fig. 1c. It is seen that specie
predominates at low temperatures. In Fig. 1c the equilibri

FIG. 3. Rotational spectrum of CH4 molecule in the Kr matrix~crystal field
symmetryOh! for three nuclear spin species~according to Ref. 14!.
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species-A concentrationsnA~eq! are compared with the corre
spondingnA(exp) observed in our sample with 1%CH4. The
nA(exp) values were calculated from the thermal prehistory
the sample using the parameters of Ref. 16 for CH4 conver-
sion in the Kr matrix.

In our experiment the distribution of the molecules
spin states comes to equilibrium above 6 K. At lower te
peratures the concentration is considerably different from
equilibrium value. The reason is that at these temperat
the characteristic conversion time is several times lon
than the characteristic time of a thermal conductivity m
surement~Fig. 1b and 1c!.

To take into account the deviations of the spin spec
concentrations from the equilibrium value, we calculated
thermal conductivity within the following model: A charac
teristic temperatureTf ~‘‘freezing temperature’’! was intro-
duced. It was assumed that aboveTf the spin species con
centrations had the equilibrium values. BelowTf the
concentration of a species is assumed to be constant
corresponding to the equilibrium distribution atT5Tf . The
feasibility of the model is evident from Fig. 1c. The mo
suitableTf is expected to be 4.3–5.0 K.

To bring the calculated and experimental temperat
dependences of the thermal conductivity agreement, we u
the fitting parametersg ~phonon–rotation interaction! and l
~boundary scattering!. The intensity of the Rayleigh scatte
ing by a CH4 molecule was calculated to beG50.655c. The
parameters of the other scattering mechanisms were the
as for pure krypton. The parameters obtained by fitting
Tf54.6 K for different CH4 concentrations are as follows:

CH4 concentration~c!, % 0.2 0.5 1 5

Boundary scattering
parameter~l!, 1026m

5.99 4.45 5.22 1.88

Phonon-rotation interaction
parameter~g!

0.029 0.027 0.029 0.023

An increase in the impurity concentration usually lea
to degradation of the crystal quality, which in turn is respo
sible for the decrease in the parameterl—the characteristic
mean free path determined by the boundary scattering.
observed this on the sample with 5%CH4.

The calculated curves are shown in Fig. 2~solid lines!.
The model proposed provides a good quantitative descrip
of the measured thermal conductivity and reproduces the
tures of its temperature dependence. The model permits
compare the contributions of two mechanisms of phon
scattering on CH4 molecules—Rayleigh scattering and th
scattering induced by the phonon–rotation interaction.
example, atT58 K the contributions of these mechanisms
the thermal resistivity are 0.2 and 2.5 m•K/W, respectively;
i.e., the rotational scattering predominates.

The contribution of the T species to the resonance p
non scattering is dominant below 20 K~see Figs. 2 and 3!.
The dip in the curve at 6–20 K is due to the resonan
phonon scattering on low-energy rotational excitations of
T species. Below 6 K the behavior of the thermal conductiv
ity is determined by the higher~nonequilibrium! concentra-
tion of the T species.

Figure 4 illustrates the agreement between the exp
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mental and calculated temperature dependences of the
mal conductivity for the sample with 0.5%CH4. The calcu-
lation was made assuming~1! an equilibrium distribution of
the spin species in the whole measurement region;~2! Tf

54.6 K; ~3! Tf510 K. The agreement is good atTf

54.6 K. The concentrationsnA(Tf) andnT(Tf) of theA and
T species at this temperature are shown in Fig. 1c. It is s
that belowT54.6 K the experimental curves deviate cons
erably from the equilibrium curves. Above 20 K the calc
lated curves run above the experimental ones. The disc
ancy may be attributed to the fact that our simple calculat
model does not include rotational levels whose energies
ceed 70 K.

It should be noted that the model used did not take i
account the role of CH4 clusters in phonon scattering. W
actually assume identical energy spectra and conversion
for clusters and isolated molecules. This simplification mig
be most conspicuous in the low-temperature part of the cu
taken on the sample with 5%CH4. Nevertheless, the mode
describes the thermal conductivity of this sample quite w
In this context it would be interesting to study the low
temperature thermal conductivity of higher-concentrat
Kr–CH4 solutions.

We are grateful to Prof. R. O. Pohl, Dr. V. A
Konstantinov, and O. V. Sklyar for helpful discussions.
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Low-temperature anomalies in the magnetic and thermal properties of molecular
cryocrystals doped with oxygen impurity
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The magnetic properties of oxygen pair clusters are investigated theoretically for different cluster
geometries which can be realized by doping molecular cryomatrices with oxygen. Anomalous
temperature and pressure behavior of the magnetic susceptibility, heat capacity, and entropy is
predicted. It is proposed to use these anomalies for studying the parameters characterizing
the oxygen clusters and the parameters of the host matrix: the effective spin-figure interaction
constantD for the molecule in the matrix, the exchange parameterJ, and the number of
pair clustersNp , which can deviate markedly from the purely random valueNp56Nc2 ~N is
Avogadro’s number, andc is the molar concentration of the impurity!. The data on the
magnetic susceptibility may be used to analyze the character of the positional and orientational
short-range order in the solid solution. The value ofD contains information about the
orientational order parameter; the distance and angular dependence of the exchange interaction
parameter are still subject to discussion in the literature. The temperature dependence of
Np contains information about diffusion and clusterization processes in the system. ©2000
American Institute of Physics.@S1063-777X~00!02009-0#
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1. INTRODUCTION

The study of the properties of cryocrystals doped w
impurities is a well-known source of information about t
impurity molecules isolated in the matrix. At the same tim
rich information can be extracted from these studies on
matrix lattice dynamics and about the interaction of impur
molecules with the matrix and with each other.

Among of the most interesting in this respect are oxyg
molecules, which are frequently employed as a probe
properties of atomic and molecular cryocrystals. As
know, O2 in the electronic ground state has spinS51 and is
therefore paramagnetic. The triplet ground state of O2 , 3Sg

2 ,
is split by the intermolecular spin-spin and spin-orbit inte
actions into a singlet withM50 and a doublet with
M561. The splitting for the free particle~the so-called
spin-figure constant! amounts toD055.71 K.1 Upon intro-
duction of O2 into a cryocrystal matrix, quasilocal levels a
pear in the low-energy part of the spectrum. As a result, s
crystals display low-temperature anomalies in their therm
optical, and magnetic properties.

One of the most studied is the N22O2 system. Studies by
Burford and Gracham,2 Sumarokovet al.,3 and Jez˙owski
et al.4 were devoted to the specific heat and thermal exp
sion of solid nitrogen containing oxygen impurities. Th
anomalies found in those works correspond satisfactority
the Schottky curve with a twofold degenerate upper level
splitting D55.14 K. The difference betweenD and D0 re-
sults from the fact that the effective magnitude of the sp
figure constant for the embedded molecule in a crysta
7671063-777X/2000/26(9–10)/11/$20.00
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renormalized by librational motion of the oxygen molecule5

With increasing concentration of the impurity, an o
servable number of clusters of exchange-coupled molec
appears. Their appearance affects the position and magn
of the impurity anomalies, since the magnetic spectrum o
cluster differs from that of a single molecule.6,7

Some further information on the impurity spectrum
N22O2 solid solutions was obtained in EPR,8,9 optical,10,11

and thermal conductivity12 studies.
There are several experimental studies of the magn

susceptibility of cryocrystals doped with oxygen impu
ties,13–15but in the absence of a theory of the magnetic pro
erties of such solid solutions, little information was extract
from these studies. At the same time, magnetic systems
taining magnetically active molecules or molecular grou
can exhibit unusual magnetic properties16,17 as compared
with ordinary magnets. In addition to solid oxygen an
oxygen-containing solid solution of cryocrystals, some alk
hyperoxides are examples of such magnetic systems.
magnetic Hamiltonian in this case contains a new parame
the angleu between molecular axes. For matrix-embedd
oxygen clusters this parameter is matrix-dependent.
example, in the case of a fluorine matrix, the angleu is close
to zero ~the collinear cluster!, for an a-nitrogen matrix,
u.arccos~1/3!, and for a g-nitrogen matrix,u.p/2 ~the
orthogonal cluster!.

Unlike the heat capacity studies, magnetic measurem
can be performed in high-pressure conditions, which ma
© 2000 American Institute of Physics



ry

on
ti
et
on

pt
d
a
ie
c
ci

o

g
il

ry
e

er-
in

us-

c

ider-

the

rba-

e
he

x-

etic
py,

768 Low Temp. Phys. 26 (9–10), September–October 2000 Freiman et al.
it possible to use oxygen molecules as a probe for cryoc
tals under high-pressure conditions.

In this paper we obtained exact analytical expressi
for the contribution of a pair oxygen cluster to the magne
susceptibility as a function of the parameters of the magn
Hamiltonian—the intermolecular exchange interaction c
stant, the spin-figure constant, and the angleu between the
molecular axes. It will be shown that the magnetic susce
bility is very sensitive to changes in these parameters, an
is this sensitivity that makes the magnetic susceptibility
additional convenient characteristic for studying propert
of both the host matrix and oxygen clusters. The most pe
liar anomalies in the behavior of the magnetic heat capa
and magnetic entropy will be discussed in brief.

2. GENERAL EQUATIONS

The spin Hamiltonian of an exchange-coupled pair
oxygen molecules can be written as3,7

H5Hs f1Hex; ~2.1!

Hs f5DF ~S1•n1!21~S2•n2!22
2

3
S~S11!G , ~2.2!

Hex5JS1•S2 , ~2.3!

where D is the spin-figure constant,Si are spin operators
(S51), ni are the unit vectors of the molecular axes, andJ is
the exchange interaction constant.

In a magnetic fieldH5H j , where j is the unit vector
along the magnetic field, the Hamiltonian~2.1! acquires an
additional term, the Zeeman energy

HZ52mBgH•~S11S2!, ~2.4!

wheremB is the Bohr magneton andg is the splitting factor.
An exact analytical expression for the zero-field ma

netic susceptibility for the system described by the Ham
tonian ~2.1! can be obtained by using perturbation theo
with Eq. ~2.1! as the unperturbed Hamiltonian and the Ze
man interaction term~2.4! as the perturbation.18 The total
Hamiltonian for the system in the magnetic field is

Htot5Hs f1Hex1HZ . ~2.5!

Let Ei5Ei(H) be the set of eigenvalues ofHtot . Then
the free energyF, the magnetic momentM, and the magnetic
susceptibilityx are given by the equations

F52T ln (
i

e2bEi ~H !; ~2.6!

M5
]F
]H

52
1

Z (
i

]Ei

]H
e2bEi ~H ! ~2.7!

x5
]M

]H
52

1

Z (
i

]2Ei

]H2
e2bEi ~H !

1
b

Z (
i

S ]Ei

]H D 2

e2bEi ~H !2
b

Z2 F(
i

]Ei

]H
e2bEi ~H !G2

,

~2.8!

whereb51/T,Z5( i exp(2Ei /T).
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The energy corrections to the eigenvalues of the unp
turbed Hamiltonian can be written in the form of a series
the magnetic field:

Ei~H !5Ei
~0!1 (

k51

`

~mBg!kaikHk. ~2.9!

Taking into account the relations

]Ei

]H
5 (

k51

`

~mBg!kaikkHk21;

]2Ei

]H2 5 (
k51

`

~mBg!kaikk~k21!Hk22, ~2.10!

we get the final expression for the zero-field magnetic s
ceptibility

x~T!H505~mBg!2H ^ai1
2 &

T
22^ai2&J , ~2.11!

where

^ai1
2 &5

1

Z (
i

ai1
2 exp~2Ei /T!;

^ai2&5
1

Z (
i

ai2 exp~2Ei /T!; ~2.12!

The last term in Eq.~2.8!, which is the squared magneti
moment, vanishes in the limit of zero magnetic field~there is
no spontaneous magnetization in the system under cons
ation!, i.e., the following equality holds:

(
i

ai1e2bEi
0
50. ~2.13!

Thus the zero-field magnetic susceptibility is defined by
eigenvaluesEi

(0) and by the coefficientsai1 and ai2 which
determine first- and second-order corrections in the pertu
tion theory.

The eigenvaluesEi
(0) determine the magnetic part of th

impurity contribution to the heat capacity and entropy. T
magnetic heat capacity is given by the expression

Cm

kB
5

1

T2
$^E2&2^E&2%, ~2.14!

where

^E2&5
1

Z (
i

Ei
2 exp~2Ei /T!;

^E&5
1

Z (
i

Ei exp~2Ei /T!. ~2.15!

In a similar way, the magnetic entropy is given by the e
pression

Sm

kB
5 ln Z1

^E&
T

. ~2.16!

Thus Eqs.~2.11!, ~2.14!, and~2.16! give the contribution of
the discrete set of magnetic energy levels to the magn
susceptibility, magnetic heat capacity, and magnetic entro
respectively.
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3. SPECTRUM OF EXCHANGE-COUPLED O2ÀO2 PAIR IN
ZERO MAGNETIC FIELD

In order to calculate the coefficientsai1 and ai2 one
needs to have a complete set of eigenvectors and eigenv
of the unperturbed Hamiltonian~2.1!.

The symmetry group of the Hamiltonian~2.1! is D2h

~Ref. 7! that is, the system under consideration has th
mutially perpendicular twofold symmetry axes. Let us tran
form the coordinate system in such a way that allow us
use the symmetry considerations explicitly. First of all, w
execute a parallel translation, making the centers of mas
the molecules coincide. This transformation does not cha
the symmetry of the Hamiltonian~2.1! and thus does no
change the spectrum of the system. Then it is natura
choose the coordinate systemx,y,zwith the molecules lying
in thexzplane and with thez axis directed along the bisecto
of the angle between the molecular axes.

Let us introduce two intrinsic coordinate system
(x1 ,y1 ,z1) and (x2 ,y2 ,z2) with the localz axis rotated with
respect to thez axis by the angle6u/2 in thexzplane, so the
local zi axis is directed along the axis of thei th molecule
~Fig. 1!. The relation between the components of the s
operators in the fixed and rotated coordinate systems ar

S1x5S1x1
cos

u

2
1S1z1

sin
u

2
;

S1y5S1y1
;

S1z52S1x1
sin

u

2
1S1z1

cos
u

2
;

S2x5S2x2
cos

u

2
2S2z2

sin
u

2
;

S2y5S2y2
;

S2x5S2x2
sin

u

2
1S2z2

cos
u

2
. ~3.1!

FIG. 1. Coordinate systems related to the molecular axes.
ues

e
-
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Replacing the Cartesian spin components defined in the
trinsic coordinate systems by cyclic spin components acco
ing to the relations:

S1x1
5

1

&
~S1

22S1
1!; S2x2

1

&
~S2

22S2
1!;

S1y1
5

i

&
~S1

21S1
1!; S2y2

5
i

&
~S2

21S2
1!; ~3.2!

we transform the Hamiltonian~2.1! into the form

H5DFS1z1

2 1S2z2

2 2
2

3
S~S11!G1JH S1z1

S2z2
cosu

2~S1
2S2

11S1
1S2

2!cos2
u

2
2~S1

2S2
21S1

1S2
1!sin2

u

2

1
1

&
@~S2

22S2
1!S1z1

2~S1
22S1

1!S2z2
#sinuJ . ~3.3!

From the nine statesuS1z1
&uS2z2

& of the O22O2 pair
(S1z1

, S2z2
50, 61! that realize the reproducible represen

tion

G54A1g12B1g1B2g12B3g , ~3.4!

we can form 9 orthonormal basis functionsFi that transform
according to the four irreducible representations of the gro
D2h ~see Appendix A!.

Because of the symmetry, the matrix elements of
Hamiltonian~3.3! between statesFi that transform accord-
ing to different irreducible representations are zero. As
result, the Hamiltonian matrix in the basis of the functionFi

assumes the block-diagonal form

H5S HB2g
0 0 0

0 HB1g
0 0

0 0 HB3g
0

0 0 0 HA1g

D , ~3.5!

where

HB2g
5D1J;

HB1g
5S D2J cosu 2J sinu

2J sinu 2D1J cosu D ;

HB3g
5S D1J cosu J sinu

J sinu 2D2J cosu D ;

HA1g
5S 0 2J J cosu 0

2J 2D J cosu 0

J cosu J cosu 2D 2&J sinu

0 0 2&J sinu D2J

D .

~3.6!

The constant term (2/3)DS(S11), which determines
the reference level for the spectrum, was omitted in tra
forming the Hamiltonian~3.3! into the form Eq.~3.6!.

For two interesting cases,u50 ~the collinear cluster!
andu5p/2 ~the orthogonal cluster!, all the unperturbed eig-
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envectors and eigenvalues can be found in an explicit a
lytical form, which in turn permits finding analytical expre
sions for the zero-field magnetic susceptibility. In the gene
case, analytical expressions can be found for the eigen
tors and eigenvalues corresponding to representationsB1g ,
B2g , andB3g , and the rest can be found by numerical d
agonalization of the HamiltonianHA1g

@Eq. ~3.6!#. The eig-
envectors and eigenvalues are given in Appendix B.

The spectrum of an exchange-coupled pair of oxyg
molecules as a function of the parameterJ/D for different
angles between the molecular axes is shown in Fig. 2. Fig
2a illustrates the sensitivity of the spectrum to the param
u. Figures 2b and 2c give the spectrum as a function ofJ/D
for the collinear and orthogonal cluster, respectively. In
regionJ/D!1 for all anglesu, the spectrum of the cluster i
close to the spectrum of noninteracting molecules, and
effect of the exchange interaction is small. In the oppos
limiting caseJ/D@1 the behavior of the spectrum is also
fact universal for all angles. In the limitJ/D→` the nine
levels of the (3Sg

2) (3Sg
2) ground state of the pair split into

a quintet of energy1J ~states with the total spin of the pa
S52!, a triplet of energy2J ~total spin of the pairS51!,
and a singlet of energy22J ~total spin of the pairS50!. In
the regionJ/D;1 the spectrum of the cluster depends
sentially on the angle between the molecular axes.

At low temperatures the thermal properties of the syst
~the heat capacity and the thermal expansion! are determined
primarily by the gap between the ground state and the
excited state of the systemDE. This value depends esse
tially on both J/D and u. Near u5p/2 there is a certain
range ofu where the two lowest levels as a function ofJ/D
intersect. At u5p/2 the intersection takes place atJ/D
53/4 ~Fig. 2c!.

It is this sensitivity of the low-temperature thermal pro
erties of the system to the position and to the value of
energy gapDE as a function ofJ/D andu that was used in
Refs. 3 and 7 to obtain information about the dependenc
the exchange interaction of oxygen molecules on both
intermolecular separation and the intermolecular orien
tions.

As will be shown below, the zero-field magnetic susce
tibility is strongly J/D- and u-dependent; as a result, th
low-temperature zero-field magnetic susceptibility can
used as a source of information on the peculiarities of
O22O2 exchange interaction.

4. ZERO-FIELD MAGNETIC SUSCEPTIBILITY

4.1. Collinear O 2–O2 cluster „uÄ0…

Transverse susceptibility(xxx5xyy). The spin spectrum
of a collinear O2–O2 cluster consists in general of three do
blet levels and three singlets. In the limitJ/D50, corre-
sponding to a pair of noninteracting molecules, the nine l
els of the system are split into the ground-state singlet
two quadruplets; in the opposite limitJ/D5` the spectrum
consists of a singlet, a triplet, and a quintet~Fig. 2a!. An
additional degeneracy occurs atJ/D51/2 andJ/D51. All
these particular cases should be considered separately.

It is easy to check that all the energy corrections of
first order are zero:
a-

l
c-

n

re
er

e

e
e

-

st

e

of
e
-

-

e
e

-
d

e
DEi

~1!5^C i uHZuC i&50. ~4.1!

FIG. 2. Energy spectra of exchange-coupled pair oxygen clusters. De
dence of the energy spectrum on: the angle between the axes of the
ecules (J/D51) ~a!; J/D for the collinear cluster~b! and for the orthogonal
cluster~c!.
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The energy corrections of the second order can be fo
from the equation

DEi
~2!5(

kÞ i

u^C i uHZuCk&u2

Ei
02Ek

0 ~4.2!

in the case of nondegenerate levels; in the case of dou
levels the energy corrections can be found from the sec
equation

U(
lÞm

HZ
mlHZ

lm

Em
~0!2El

~0!
2DE~2! HZ

mn1 (
lÞm

HZ
mlHZ

ln

Em
~0!2El

~0!

HZ
nm1(

lÞn

HZ
nlHZ

lm

En
~0!2El

~0! (
lÞn

HZ
nlHZ

ln

En
~0!2El

~0!
2DE~2!

U50,

~4.3!

whereC i andEi
(0) are listed in Appendix B.

As follows from Eq.~4.1!,

ai
~1!50, i 51,2,...,9. ~4.4!

After finding the matrix elements with the help ofC i

given in Appendix B, we get from Eqs.~4.2! and~4.3! the set
of coefficientsai

(2) :

a1
~2!5a9

~2!52
1

D
; a2

~2!50;

a3
~2!5a5

~2!5a6
~2!5

1

D
;

a7
~2!5

2

D

S J1
1

2
E7

~0!D 2

J21
1

2
~E7

~0!!2
F S 12

J

D
1

9

4

J2

D2D 1/2

2
3

2

J

DG21

;

a8
~2!52

2

D

S J1
1

2
E8

~0!D 2

J21
1

2
~E8

~0!!2
F S 12

J

D
1

9

4

J2

D2D 1/2

1
3

2

J

DG21

;

a4
~2!52

1

D
2~a7

~2!1a8
~2!!. ~4.5!

A sum rule holds for the coefficientsai
(2) :

(
i

ai
~2!50. ~4.6!

Taking into account that all theai
(1) coefficients equal

zero @Eq. ~4.4!#, we find that the transverse zero-field ma
netic susceptibility for a collinear cluster is described by
expression

x'522~mBg!2
( iai

~2!e2bEi
0

( ie
2bEi

0 . ~4.7!

Let us consider now the limiting casesJ/D→0 and
J/D→`. Generally speaking, since the spectrum for each
these cases has a structure that differs from that consid
above, each of them should be treated separately. In fact
result may be obtained from the same Eq.~4.7! if we find the
corresponding limits. Really, the only condition to be met
d

let
ar

-
e

f
ed
he

the condition of applicability of the perturbation theory, i.e
the separation between levels, which we consider as belo
ing to different zero-order energies, should be large co
pared with the perturbation energy. In the caseJ/D→0 the
separation between the levels which tend to form quadrup
goes to zero asJ, so the following inequality should hold:

J@mBgH. ~4.8!

Thus, in passing to the limitsJ/D→0, H→0 in Eq.
~4.7!, we must take them in such a way that the inequa
~4.8! is obeyed.

WhenJ/D→0, DÞ0 the limiting values of theai
(2) and

Ei
(0) are as follows:

a8
~2!52

2

D
, E8

~0!50; a1
~2!5a9

~2!52
1

D
;

a2
~2!5a4

~2!50; E1
~0!5E2

~0!5E4
~0!5E9

~0!5D;

a3
~2!5a5

~2!5a6
~2!5a7

~2!5
1

D
;

E3
~0!5E5

~0!5E6
~0!5E7

~0!52D. ~4.9!

As a result, we get

x'54~mBg!2
1

D

12e2bD

112e2bD
, ~4.10!

which is twice the transverse susceptibility for a molecu
described by the HamiltonianH5DSz

2.
WhenD→0, JÞ0,

a7
~2!52

9

D
, E7

~0!5J1
2

3
D;

a8
~2!50, E8~0!522J. ~4.11!

As a result, we get

x'52~mBg!2
1

T
e2bJ

115e22bJ

113e2bJ15e2bJ
, ~4.12!

which is the magnetic susceptibility of a Heisenberg antif
romagnet pair cluster.

In the low-temperature limitbDE@1, whereDE is the
gap between the ground and the first excited levels, tak
into account only the two lowest levels, we get

x'~T→0!52~mBg!2ua8
~2!u

3H 11S 1

Dua8
~2!u

22D expS 2
DE

T D J ,

D5S D22DJ1
9

4
J2D 1/2

2
J

2
, ~4.13!

wherea8
(2) is defined by Eq.~4.5!.

The zero-temperature limit

x'~T50!54~mBg!2
S J1

1

2
E8

~0!D 2

J21
1

2
~E8

~0!!2



ep

t

th

-

. A

E
an
-

o-

t-

ti-

nd

n of
m-
tant

bed

,

gn,

772 Low Temp. Phys. 26 (9–10), September–October 2000 Freiman et al.
3F S D22DJ1
9

4
J2D 1/2

1
3

2

J

DG21

, ~4.14!

where the ground state energy

E851D2
1

2
J2S D22DJ1

9

4
J2D 1/2

. ~4.15!

In the limiting case of small and largeJ/D we get

x'~T50!5~mBg!2
4

D H S 122
J

D D ,
J

D
!1

4

81S D

J D 3

,
J

D
@1

. ~4.16!

Thus, at smallJ/D, the zero-temperature transverse susc
tibility decreases linearly with risingJ/D, but at largeJ this
quantity is practically suppressed.

In the high-temperature limitbDE@1, expanding Eq.
~4.7! in powers of inverse temperature, we get corrections
Curie law:

x'5
4

3
~mBg!2

1

T H S 1

6
D2

2

3
JD 1

T

2S 1

18
D21

2

9
DJ1

1

6
J2D 1

T2 1...J . ~4.17!

The expression in curly brackets gives the corrections to
Curie law.

Longitudinal susceptibility.As in the case of the trans
verse susceptibility, the coefficientsai

(1) and ai
(2) can be

found from the first- and second-order energy corrections
a result, we arrive at the following sets of coefficientsai

(1)

andai
(2) :

a1
~1!5a2

~1!51, a3
~1!52; a4

~1!5a9
~1!521;

a6
~1!522; a5

~1!5a7
~1!5a8

~1!50. ~4.18!

All the coefficientsai
(2) vanish in this case:

ai
~2!50, i 51,...,9. ~4.19!

Substituting the coefficientsai
(1) from Eq. ~4.18! into Eq.

~2.11! and taking into account Eq.~4.19!, we arrive at the
following expression for the longitudinal susceptibility:

x i5xzz5
2~mBg!2

T

e2b~D2J!1e2b~D1J!14e2m~2D1J!

( ie
2bEi

.

~4.20!

Considering that in this case the perturbation operator
~2.4! commutes with the spin-figure interaction Hamiltoni
Hs f , the result@Eq. ~4.20!# can be readily obtained by em
ploying the fluctuation-dissipation relation19

xzz5
~mBg!2

T

Sp~S1z
2 1S2z

2 !e2bH

Spe2bH . ~4.21!

At low temperatures the longitudinal susceptibility exp
nentially goes to zero:

xzz52
~mBg!2

T
expF2

1

T S D22DJ1
9

4
J2D 1/2

2
J

2G .
~4.22!
-

o

e

s

q.

The high-temperature expansion has the form

xzz5
4

3
~mBg!2

1

T H 12S 1

3
D1

2

3
JD 1

T

1S 2
1

18
D21

4

9
DJ2

1

6
J2D 1

T2
...J . ~4.23!

At J50 Eq. ~4.20! reduces to

xzz54~mBg!2
1

T

e2bD

112e2bD
, ~4.24!

which is the longitudinal susceptibility for two noninterac
ing molecules.

At D50, Eq.~4.20! reduces to Eq.~4.12!, the magnetic
susceptibility of a Heisenberg antiferromagnetic cluster.

Average susceptibility.The average or powder suscep
bility is given by the expression

x̄5
1

3
x i1

2

3
x' . ~4.25!

In the general casex̄ is given by Eqs.~4.4!, ~4.5!, ~4.7!, and
~4.20!.

The low-temperature asymptotic expression forx̄ is

x̄~T→0!5
2

3
~mBg!2H 2ua8

~2!u

1F 1

T
12ua8

~2!uS 1

Dua8
~2!u

22D GexpS 2
D

T D J ,

~4.26!

wherea8
(2) is defined by Eq.~4.5! andD, the gap between the

ground and the first excited levels, is given by Eq.~4.13!.
At zero temperature in the limiting case of small a

largeJ/D we get

x̄~T50!5
8

3
~mBg!2

1

D H S 122
J

D D ,
J

D
!1

4

81S D

J D 3

,
J

D
@1

. ~4.27!

The high-temperature asymptotic expression forx̄ is given
by Eqs.~4.17! and ~4.23!:

x̄5
4

3
~mBg!2

1

T H 12
J

T
2

1

18

D213J2

T2
1...J . ~4.28!

As one can see, the factor that determines the deviatio
the average susceptibility from the Curie law at high te
peratures contains no terms linear in the spin-figure cons
D, at any rate in terms up toT22.

4.2. Orthogonal O 2ÀO2 cluster „uÄpÕ2…

The eigenfunctions and eigenvalues of the unpertur
Hamiltonian~3.5! can readily be found in analytical form in
this case~see Appendix B!. In order of decreasing energy
the sequence of terms is as follows:

E8>E35E5>E6.E1.E25E4>E7 ,E0 . ~4.29!

There are two doublets; for the others, the equality si
where indicated, is realized in the limiting casesD50 and
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J50. The only crossing occurs between theE7 andE9 levels
at J/D53/4 ~Fig. 2c!. At J/D.3/4 the ground level is the
E9 term, and otherwise it is theE7 term.

Calculation of thexxx5xzz components.In the general
case (uÞ0), classification of the components into transve
and longitudinal loses meaning, but in the caseu5p/2 the
equality xxx5xzz holds from symmetry considerations, s
these components can be considered as an analog o
transverse component, whilexyy is an analog of the longitu
dinal component.

Let us consider first the general case ofJ/D; the special
caseJ/D53/4 will be considered below. We will proceed i
the same manner as in the previous Section. As a result
get the following sets of coefficientsai

(1) andai
(2) :

ai
~1!50, i 51,2,...,9;

a1
~2!52~a2

~2!1a3
~2!!; a2

3

~2!
52

1

2

~m
3
22 l

3
2!2

J6S 1

4
D21J2D 1/2

2
D

2

;

a4
~2!5

~ l 4l 62m4m6!2

D

2
2S 1

4
D21J2D 1/2

2~D21J2!1/2

1
~ l 4l 72m4m7!2

D

2
2S 1

4
D21J2D 1/2

1~D21J2!1/2

1~ l 41m4!2

3H ~ l 82m8 /& !2

J

2
2S 1

4
D21J2D 1/2

2S 1

4
D21

1

2
DJ1

9

4
J2D 1/2

1
~ l 92m9 /& !2

J

2
2S 1

4
D21J2D 1/2

1S 1

4
D21

1

2
DJ1

9

4
J2D 1/2J ;

a5
~2!5

~ l 5l 62m5m6!2

D

2
1S 1

4
D21J2D 1/2

2~D21J2!1/2

1
~ l 5l 72m5m7!2

D

2
1S 1

4
D21J2D 1/2

1~D21J2!1/2

1~ l 51m5!2

3H ~ l 82m8 /& !2

J

2
1S 1

4
D21J2D 1/2

2S 1

4
D21

1

2
DJ1

9

4
J2D 1/2

1
~ l 92m9 /& !2

J

2
1S 1

4
D21J2D 1/2

1S 1

4
D21

1

2
DJ1

9

4
J2D 1/2J ;
e

the

e

a6
~2!52H ~ l 4l 62m4m6!2

D

2
2S 1

4
D21J2D 1/2

2~D21J2!1/2

1
~ l 5l 62m5m6!2

D

2
1S 1

4
D21J2D 1/2

2~D21J2!1/2J ;

a7
~2!52H ~ l 4l 72m4m7!2

D

2
2S 1

4
D21J2D 1/2

1~D21J2!1/2

1
~ l 5l 72m5m7!2

D

2
1S 1

4
D21J2D 1/2

1~D21J2!1/2J ;

a8
9

~2!
52S l

9
82

1

&
m

9
8D 2

3H ~ l 41m4!2

J

2
2S 1

4
D21J2D 1/2

7S 1

4
D21

1

2
DJ1

9

4
J2D 1/2

1
~ l 51m5!2

J

2
1S 1

4
D21J2D 1/2

7S 1

4
D21

1

2
DJ1

9

4
J2D 1/2J .

~4.30!

The magnetic susceptibilityxxx5xzz is defined by Eq.~2.11!
with the coefficientsai

(1) andai
(2) from Eq. ~4.30!.

Since atJ/D53/4 a change of the ground state occu
the zero-temperature susceptibility is defined either bya7

(2)

or a9
(2) :

xxx~T50!52~mBg!2H ua7
~2!u,

J

D
,

3

4

ua9
~2!u,

J

D
.

3

4

. ~4.31!

In the limit of large and smallJ/D we obtain

xxx~T50!5~mBg!2
2

D 5 11
3

8

J2

D2
,

J

D
!1

4

81S D

J D 3

,
J

D
@1

. ~4.32!

It is interesting to note that the result Eq.~4.32! for the or-
thogonal cluster is one-half of that for the collinear clus
@Eq. ~4.16!#, a fact which can be explained on purely ge
metrical considerations.

In the caseJ/D53/4 the ground state is degenerate, a
the coefficientsa7 anda9 can be determined from the secul
equation. As a result, noai

(1) coefficients appear for this
degenerate case. The coefficientsa7

(2) anda9
(2) take the form:
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FIG. 3. Low-temperature magnetic succeptibility versusJ/D:xxx /xu ~a!; xyy /xu ~b!; x̄/xu ~c!, wherexu5(gmB)2/D.
te

in

ili
-

lia

ge
ls

ts

2

the

e

a7
9

~2!
5

1

2
~a7~0!

~2! 1a9~0!
~2! !6

1

2 H ~a7~0!
~2! 2a9~0!

~2! !2

14S l 92
m9

&
D 2F ~ l 41m4!~ l 4l 72m4m7!

D

2
2S 1

4
D21J2D 1/2

1~D21J2!1/2

1
~ l 51m5!~ l 5l 72m5m7!

D

2
2S 1

4
D21J2D 1/2

1~D21J2!1/2G J , ~4.33!

wherea7(0)
(2) ,a9(0)

(2) are the coefficients for the nondegenera
case.

The zero-temperature susceptibility at the level-cross
point is

xxx~T50!5~mBg!2ua7~0!
~2! 1a9~0!

~2! u. ~4.34!

As a result, the zero-temperature magnetic susceptib
given by Eqs.~4.31! and ~4.34! is a nonmonotonic discon
tinuous function ofJ/D at J/D53/4. The jumps in thexxx

versusJ/D curve smears out with temperature. This pecu
behavior is displayed in Fig. 3a.

xyy component of the magnetic susceptibility.Having
found the second-order energy corrections to the nonde
erate levels from Eq.~4.2! and that to the degenerate leve
from Eq.~4.3!, we arrive at the following sets of coefficien
ai

(1) andai
(2) :

a1
~1!5a6

~1!5a7
~1!5a8

~1!5a9
~1!50;

a2
4

~1!
56~ l 2m42 l 4m2!; a3

5

~1!
56~ l 3m52 l 5m3!; ~4.35!

a1
~2!52~a6

~2!1a7
~2!!; a8

~2!5a9
~2!50;

a3
~2!5a5

~2!52a2
~2!52a4

~2! ;

a2
~2!5a4

~2!52
1

4

~ l 3m42 l 4m3!21~ l 2m52 l 5m2!2

AD2/41J2
;

a6
~2!52

~ l 62m6!2

2J1AD21J2
;

g

ty

r

n-

a7
~2!522

~ l 72m7!

J1AD21J2
. ~4.36!

In this case the coefficientsa7 anda9 are unaffected by the
crossing of theE7 andE9 levels, and Eq.~4.36! is universal
for all J/D.

The zero-temperature susceptibility is

xyy~T50!52~mBg!25
ua7

~2!u,
J

D
,

3

4

1

2
ua7

~2!u,
J

D
5

3

4

0,
J

D
.

3

4

. ~4.37!

The function Eq.~4.37! exhibits a jump atJ/D53/4. In the
limit of small J/D

xyy~T50!54~mBg!2
1

D S 122
J

D D . ~4.38!

For J/D.3/4 the functionxyy(T50) is identically zero. The
low-temperature behavior ofxyy as a function ofJ/D is
shown in Fig. 3b. As can be seen, the jump inxyy at the
crossing of the two lowest spin levels is smaller than
jump in xxx . The jump smears out with temperature.

Average susceptibility.The zero-temperature averag
susceptibility for the orthogonal cluster is given by

x̄~T50!5
2

3
~mBg!25

2ua7
~2!xxu1ua7

~2!yyu,
J

D
,

3

4

ua7
~2!xxu1ua9

~2!yyu1
1

2
ua7

~2!yyu,
J

D
5

3

4

2ua9
~2!xxu,

J

D
.

3

4

.

~4.39!

In the limits small and largeJ/D we have
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x̄~T50!5
8

3
~mBg!2

1

D H 12
1

D
,

J

D
!1

1

81S D

J D 3

,
J

D
@1

. ~4.40!

The low-temperature behavior of the average susceptib
for the orthogonal cluster as a function ofJ/D is displayed in
Fig. 3c for two temperatures. As one can see, the jump at
crossing of the two lowest spin levels smears out with te
perature.

Comparing Eq.~4.40! with the equation for the collinea
cluster@Eq. ~4.27!# we arrive an equation which displays th
sensitivity of the low-temperature susceptibility of pair clu
ters to the angle between the molecular axes:

S x̄u50

x̄u5p/2
D

T50

5H 12
J

D
,

J

D
!1

4,
J

D
@1

. ~4.41!

5. RESULTS AND DISCUSSION

The magnetic susceptibility for an arbitrary angle b
tween the molecular axes is given by Eq.~2.11! with the help
of the coefficientsai from Appendix C. Figure 4 gives a
comparison ofx̄ versusT/D curves for three cluster geom
etries for different values ofJ/D. As can be seen, except
very smallJ/D, the low-temperature magnetic susceptibil
is very sensitive to the cluster geometry. At zero tempera
the angle dependence of the average susceptibility ca
given in analytical form:20

x̄~u!5
8

3D
~mBg!2H 12

J

D
~11cos2 u!,

J

D
!1

1

81S D

J D 3

~113 cos2 u!,
J

D
@1

.

~4.42!

Anomalies in the behavior of the magnetic heat capa
ties and magnetic entropy for the orthogonal cluster
shown in Figs. 5 and 6. A double-maximum Schottky-ty
anomaly in the magnetic heat capacity and a peak in
magnetic entropy are a consequence of the crossing o
lowest spin levels of the system with a change inJ/D. In an
experiment different values of the parameterJ/D can be ob-
tained by changing the pressure applied to the system.
same behavior of the magnetic entropy was observed ex
mentally in PrNi5 in Ref. 21. In this case the level crossin
takes place in a strong applied magnetic field.

As follows from Fig. 2, similar anomalies are characte
istic for clusters with arbitraryu, since there is a minimum in
the DE versusJ/D curve, whereDE is the gap between th
two lowest spin levels. But in the absence of the crossing
anomalies are not so pronounced, and the Schottky anom
in the heat capacity has only one peak.3,7

6. CONCLUSION

The magnetic properties of oxygen pair clusters ha
been investigated theoretically for different cluster geo
etries which can be realized by doping molecular cryoma
ty
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ces with oxygen. Anomalous temperature and pressure
havior of the magnetic susceptibility, heat capacity, a
entropy is predicted. It is proposed to use these anomalie
studying the parameters characterizing the oxygen clus
and the parameters of the host matrix: the effective sp
figure interaction constant for the molecule in the matrix, t
exchange parameter, and the number of impurity cluster
the solid solution. As a result, the data on the magnetic s
ceptibility may be used to extract information about the p
sitional and orientational short-range order in the solid so
tion and about diffusion and clusterization processes in
system.

APPENDIX A

The orthonormal basis functions are

F1~B2g!5
1

&
~w0c21w2c0!;

FIG. 4. Temperature dependence of the magnetic susceptibility of pair c
ters of different geometry:J/D50.1 ~a!; J/D50.5 ~b!.
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F2~B1g!5
1

&
~w0c12w1c0!;

F3~B1g!5
1

&
~w1c21w2c1!;

F4~B3g!5
1

&
~w0c11w1c0!;

F5~B3g!5
1

&
~w2c12w1c2!;

F6~A1g!5w0c0 ; F7~A1g!5w2c2 ;

FIG. 5. Magnetic heat capacity.

FIG. 6. Magnetic entropy.
F8~A1g!5w1c1 ; F9~A1g!5
1

&
~w0c22w2c0!,

~A1!

wherew05u0&, w65(1/&)(u1&6u21&), andu0&, u61& are
eigenvectors of S1z1

; in the same way c05u0&,
c65(1/&)(u1&6u21&) are formed from eigenvectors o
S2z2

.

APPENDIX B

The unperturbed eigenvectors and eigenvalues are

C~B2g!5F1 ; E15D1J;

C
3
2~B1g!5 l

3
2F21m

3
2F3 ;

E
3
25

3

2
D7S 1

4
D21DJ cosu1J2D 1/2

;

l
3
25

J

D
sinuH J2

D2
sin2 u1S 12

J

D
cosu2

E
3
2

D
D 2J 21/2

;

m
3
256~12 l 2

3

2
!1/2; C

5
4~B3g!5 l

5
4F41m

5
4F5 ;

E
5
45

3

2
D7S 1

4
D22DJ cosu1J2D 1/2

;

l
5
45

J

D
sinuH J2

D2 sin2 u1S 11
J

D
cosu2

E
5
4

D
D 2J 21/2

;

m
5
456 S12 l 4

5

2D 1/2.

The remaining four eigenvectors and eigenvalues

C i~A1g!5(
6

9

cik~J/D,cosu!Fk ;

Ei5Ei~J/D,cosu!, i 56,7,8,9

belonging to theA1g representation can be found in the ge
eral case only numerically as the result of a diagonalizat
of HA1g

@Eq. ~3.6!#.
Explicit equations for the eigenfunctions and eigenv

ues belonging to the fourfold representationA1g for the two
limiting cases of the collinear and orthogonal clusters
given below.

Collinear cluster(cosu51)

C6~A1g!5
1

&
~F71F8!; E6

052D1J;

C
8
7~A1g!5S J2

D2
1

~E7
8

0
!2

2D2
D 21/2H J

D
F62

E7
8

0

2D
~F72F8!J ;

E
8
75D2

J

2
6S D22DJ1

9

4
J2D 1/2

;

C9~A1g!5F9 ; E9
05D2J.
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Orthogonal cluster(cosu50)

C
7
6~A1g!5 l

7
6F61m

7
6F7 ; E65D6AD21J2;

l
7
65

J

D H S J

D D 2

1F S 11S J

D D 2D 1/2

61G2J 21/2

;

m
7
657A12 l 6

7

2
; C

9
8~A1g!5 l

9
8F81m

9
8F9 ;

E
9
85

3

2
D2

1

2
J6S 1

4
D21

1

2
DJ1

9

4
J2D 1/2

;

l
9
85

J

D H J2

D2
1

1

2 F11J/D

2
7S 1

4
1

J

2D
1

9J2

4D2D 1/2G 2J 21/2

;

m
9
857~12 l 8

9

2
!1/2.

APPENDIX C

Coefficients ai
„2… for the general case

In the general case all coefficientsai
(1) are zero, excep

for special cases ofJ/D when there is an additional~acci-
dental! degeneracy in the spectrum. The coefficientsai

(2) are
different for different components of the susceptibility. T
sets ofai

(2) coefficients forxxx , xyy , andxzz, respectively,
are as follows.
xxx :

a1
~2!52~a2

~2!1a3
~2!!; a2

3

~2!
5

S l
3
2 sin

u

2
2m

3
2 cos

u

2D 2

E12E
3
2

;

a4
5

~2!
5(

i 56

9
1

E
5
42Ei

H S&ci6 cos
u

2
1&ci8 cos

u

2
2ci9 sin

u

2D l
5
4

1S 2&ci7 sin
u

2
1&ci8 sin

u

2
2ci9 cos

u

2Dm
5
4J 2

;

ak5 (
i 56,7

1

Ek2Ei
H S&ck6 cos

u

2
1&ck8

u

2
2ck9 sin

u

2D l i

1S 2&ck7 sin
u

2
1&ck8 sin

u

2
2ck9 cos

u

2Dmi J 2

;

k56,...,9.

Herecik are components of the eigenvectors belonging to
eigenvalues of Eq.~3.6!. xyy :

a1
~2!52~a6

~2!1a7
~2!1a8

~2!1a9
~2!!;

a2
3

~2!
5 (

i 54,5

~ l im2
3
2mil 2

3
!2

Ei2E
3
2

; a4
5

~2!
5 (

i 52,3

~ l im
5
42mil

5
4!2

Ei2E
5
4

;

ak52
~ck62ck7!2

Ek2E1
~k56,...,9!.

xzz:

a1
~2!52~a4

~2!1a5
~2!!;
e

a2
3

~2!
5(

i 56

9
1

E
3
22Ei

H S&ci6 sin
u

2
2&ci8 sin

u

2
1ci9 cos

u

2D l
3
2

1S&ci7 cos
u

2
1&ci8 cos

u

2
2ci9 sin

u

2Dm
5
4J 2

;

a4
5

~2!
5

S l
5
4 sin

u

2
2m

5
4 cos

u

2D 2

E12E
3
2

;

ai
~2!5 (

k52,3

1

Ei2Ek
H S&ci6 sin

u

2
2&ci8 sin

u

2
1ci9 cos

u

2D l k

1S&ci7 cos
u

2
1&ci8 cos

u

2
2ci9 sin

u

2DmkJ 2

3~ i 56,...,9!.
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Deposition of mass-selected ions in neon matrices: CS 2
¿ and C6F6

¿
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Infrared and visible absorption spectra and laser-induced fluorescence~LIF! and excitation
spectra are obtained for several simple cations deposited from a mass-selected ion beam. In the
present preliminary study we demonstrate successful and clean mass selection by presenting
spectra of samples obtained by depositing the isotopic34S12C32S1 ion in natural isotopic
abundance, and analyzing its spectrum. Spectra of C6F6

1 deposited from a 20 eV ion
beam exhibit quite different inhomogeneous line profiles, suggesting that even the relatively low
kinetic energy results in considerable damage to the solid. Analysis of the spectra indicates
that the Jahn–Teller-distorted vibrational structure in the doubly degenerate ground state of C6F6

1

is strongly perturbed in the newly formed sites, which are presumably of lower symmetry.
A 33–46 cm21 splitting of the origin and other totally symmetric bands in emission is tentatively
attributed to the spin–orbit splitting in the2E1g ground state. ©2000 American Institute
of Physics.@S1063-777X~00!02109-5#
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1. INTRODUCTION

One of the major aims of the matrix isolation techniq
has been the preparation, stabilization, and spectrosc
characterization of radicals, ions, clusters and similar hig
reactive, transient species.1,2 While there are many method
for generating these reaction intermediates and transie
most of them share the same shortcomming, in that the
cies of interest are not prepared in pure form, but in a m
or less complex mixture with a variety of other specie
Since the early days, an obvious solution to this problem
frequently been considered: isolating the desired ions or m
ecules by means of mass selection. While conceptuall
appears simple, implementation of this method has for a
riety of reasons proved to be quite elusive.3,4

In the first place, only for relatively few species it is ea
to generate ion beams of enough intensity to accumula
sufficient concentration for their spectroscopic character
tion. Another difficulty lies in the fact that in order to mas
select the ions, they typically have to be accelerated to ra
high energies, and to slow them down sufficiently for su
cessful deposition is not a trivial task. Even if their ener
can be reduced to 10–20 eV, an ion with this energy strik
a matrix whose atoms are bound by few meV will produc
lot of damage, can vaporize hundreds of atoms, pene
deep into the matrix,5 and react with impurities and othe
species present in the solid,6 thus defeating the major aim o
matrix isolation. A final problem lies in the space char
resulting from accumulation of the charged species in
nonconducting rare gas matrix.3 This may result in stray
electric fields deflecting the molecular ion beam and furt
complicating the ion deposition.

In spite of the problems outlined above, there has b
steady progress in this field in the last decade, indicating
the problems are not insurmountable. Several differ
groups have now reported studies in which mass-sele
species have been successfully deposited and characte
7781063-777X/2000/26(9–10)/7/$20.00
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spectroscopically. Very recently, we have completed
construction of an apparatus for investigation of ma
selected species in our laboratory and have succeeded in
taining infrared and visible absorption spectra and las
induced fluorescence excitation and resolved emiss
spectra of mass-selected ions. In the present paper we
first give a very short review of the existing approaches
mass-selected matrix studies and compare our experime
setup with those previously reported. We will then brie
present our preliminary results for individual isotopic spec
of the cations CS2

1 and C6F6
1.

2. MASS-SELECTION STUDIES IN RARE GAS MATRICES

The first successful studies of mass-selected specie
the matrix were reported some ten years ago almost simu
neously by several groups. Rivoal and coworkers have m
fied an apparatus in Lausanne originally intended for
phase cluster studies, and interfaced it to a cryostat for
trix spectroscopy.7,8 In the earliest experiments aimed
deposition of mass selected Ag3

1 and Ni3
1 clusters the cur-

rents were apparently too low for optical detection, but ov
the following few years the apparatus was steadily improv
by changing the experimental parameters and sou
geometry.5,9 The cluster ions were produced by means
sputtering with a 10 mA primary beam of 20 keV Kr1 ions,
analyzed in a quadrupole mass filter, and deposited w
krypton matrix gas on a sapphire window. The ions we
directed to the window with the help of an accelerating fie
and an electrostatic lens, and after deposition were neu
ized by electrons from a tungsten filament. While in the ea
experiments fragmentation presented some problem, a
further refinements it was possible to observe the UV abso
tion spectra of neutral silver clusters up ton539.10,11

Lindsay, one of the investigators in the above stu
Lombardi, and coworkers then constructed a new appar
at the City College of New York, employing first a Wie
© 2000 American Institute of Physics
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velocity filter in place of the quadrupole mass spectrome
Even though this filter had the disadvantage of relatively l
mass resolution, this represented no problem in stu
aimed at Mn

1 metal clusters, where only clusters with varyin
values ofn have to be separated. They are using the sa
CORDIS ion sputter source as Rivoal, Harbichet al. Over
the following years, these workers have reported series
interesting studies of the absorption and resonance Ra
spectra of numerous metal dimers and small clusters, inc
ing V2,

12 W2,
13 Ta2,

14 Hf2,
15 Re2,16 Co2,

17 Zr3,
18 Ta4,

19

Ni3,
20 Nb3,

21 Rh2,
22 Ru2,

23 Hf3,
24 and Pt2.

25

Another apparatus for mass-selected studies was de
oped at Michigan State by Leroi and Allison, who used
quadrupole filter from a modified residual gas analyser.26 In
their early studies they were able to reproduce the LIF sp
trum of the CS2

1 ion in solid argon, but only the parent ca
bon disulfide and diatomic CS could be detected in the
frared, an observation which the authors explained in te
of neutralization of the ion accompanied by fragmentation
CS1S.3 These authors have more recently reported that
ion yield could be greatly enhanced by adding small qua
ties ~0.1%! of CO2 to the matrix gas, which then traps th
electrons and suppresses the ion–electron recombinati27

They then succeeded in recording the infrared spectra of
eral ions, including CF3

1,28 CS2
1,29 and CO2

1,27 in solid argon
and neon matrices.

A whole series of highly successful investigations
mass-selected species in the matrix is due to Maier and
workers, who used the technique to investigate numer
carbon chain species, which are of considerable importa
in astrophysics and for interstellar chemistry. They gene
the carbon chain molecules in a hot-cathode discha
source, using suitable precursor molecules, usually acety
or its derivatives diluted by helium or argon.4,30,31The accel-
erated ions are focused by electrostatic lenses, and afte
lection in a quadrupole mass filter they are guided onto
matrix surface. The deposited mass selected species
then investigated in solid neon matrices by visible or U
absorption spectroscopy using a waveguide absorption t
nique. The spectra obtained in this way for the H–Ck– H1

ion32,33 and the H–C2n– CN1, and NC–C2n– CN1 ions34

provide information complementary to our LIF studies
the same systems.35,36Recently, they used an electron impa
source to produce the anions of the above mentioned lin
chain molecules. After characterization of the anions,
electron was photo-detached and the corresponding ne
species were studied.37,38 They also used sputtering of
graphite target to generate and deposit ionic Cn

6 cluster spe-
cies and recorded their spectra. Particularly exciting are t
observations and assignment of the electronic absorp
spectra of neutral and anionic carbon clusters, Cn and
Cn

2 .39–41In their spectra of the anions they detected a wh
series of close coincidences with frequencies of the so-ca
diffuse interstellar bands, which provided first really so
evidence for solving the long-standing mystery of th
origin.42,43

Quite recently, Moskovits and coworkers started to us
mass-selection apparatus similar to Lindsay’s setup to s
transition metal clusters. In the beginning, they examined
direct synthesis of metal cluster complexes by deposition
r.
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mass-selected iron clusters with excess CO as ligand.44 Us-
ing resonance Raman spectroscopy, they were later ab
characterize Ag5,

45 Ag3, and Fe3 ~Ref. 46! in solid argon.

3. EXPERIMENTAL

The apparatus constructed in our laboratory is similar
Maiers setup4—a schematic drawing is shown in Fig. 1. W
have also decided to use a quadrupole mass filter, wh
unlike time-of-flight filters, for instance, allows both pulse
and cw operation. The ion source in the present experim
was a 12 mm Swagelok T piece, with the precursor gas flo
ing through the collinear sections, and with 50 W of 2.
GHz microwave power being applied to a needle electro
via the perpendicular arm. A ring-shaped magnet surrou
ing the Swagelok is used to confine the charged species
duced in the discharge. The discharge products from
source, held at120 V, pass through a grid and are accele
ated towards a 2 mmskimmer held at220 V. The pressure
in the source chamber, evacuated by a 360 l/s turbomolec
pump, is 1024– 1022 mbar.

The ionic species exiting the skimmer into the deflecti
chamber are focused with the help of an einzel-lens L1
deflected 90° in a quadrupole electric field. A second le
L2, then focuses the ions upon the entrance apperture
quadrupole mass filter, with the undeflected neutrals be
pumped by a second 360 l/s pump. A commercial trip
stage HIDEN HAL/3F quadrupole filter with 12 mm rods h
a specified mass range up to 500 amu, resolution,1 amu,
and a transmission of up to 30% when the resolution is
creased. The custom modified filter has 7 mm entrance
exit appertures, and is differentially pumped by a 150
pump. The mass-selected ion beam is focused onto the

FIG. 1. Schematic of the experimental apparatus for mass-selected m
studies, with microwave discharge ion source~A!, skimmer~B!, first elec-
trostatic lens~L1!, deflection unit~D!, first Faraday cup~F1!, second lens
~L2!, 12mm triple stage quadrupole mass filter~Q!, final lens~L3!, rotatable
cold surface~C!, matrix gas inlet~G!, movable Faraday plate~F2! and the
tungsten filament~W!.
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trix by means of a lens L3 and deposited simultaneously w
the matrix gas, neon in the present case. The substra
silver coated copper plate is held at'7 K by a LEYBOLD
RDG 580 closed-cycle refrigerator.

To maintain overall neutrality of the matrix and to avo
building up space charges and stray fields, the matrix
sprayed by electrons from a hot tungsten filament held
2100 V. We experimented with alternating the ion and el
tron deposition, but, in the end, continuous operation pro
to be most efficient, with optimal results being obtained w
the electron current being about five times the ion curren

In order to optimize the experiment, the ability to me
sure the ion current is essential. For this purpose, one F
day cup permitting measurement of the total ion curren
located in the deflection chamber. A second detector, clos
the cold surface, allows measuring the mass-selected ion
rent. The weak currents are amplified by a FEMTO DLPC
100 current amplifier and digitized in the quadrupole cont
unit. Currents as low as 100 fA can be easily detected,
we obtain mass spectra with signal:noise better than 1000
With the mass filter set to the desired mass, all the exp
mental parameters can be adjusted for maximum curr
With our microwave discharge source we could produce
both CS2

1 and C6F6
1 currents of mass-selected ions of up

2 nA.
After deposition, the matrix is rotated 120° and th

the matrices are characterized spectroscopically usin
BRUKER IFS 120 HR Fourier transform spectromet
equipped with beamsplitters and detectors for the 500–30
cm21 spectral range. IR absorption spectra are measu
with a liquid nitrogen cooled MCT~mercury–cadmium tel-
luride! detector at a resolution of 0.06 cm21, whereas all
other spectra were recorded with 0.5 cm21 resolution. Laser
excitation spectra are measured using an Ar1 laser pumped
power stabilized dye laser operating with a stilbene-3 d
The total emission of the sample is detected with a PMT~and
appropriate optical filters! connected to a lock-in amplifier
Laser induced fluorescence spectra are measured with th
spectrometer using the same detector at a resolution of
cm21.

4. RESULTS AND DISCUSSION

In our initial experiments we have investigated seve
ions whose matrix spectra are well known from previo
studies. These ions can be durably trapped in rare gas m
ces, since their electron affinity, i.e., 10.07 eV for CS2

1, is
much smaller than the ionization potential of the rare g
21.56 eV in the case of neon. To produce the ions, we h
employed a microwave discharge through a low-press
precursor gas, either pure or diluted with an inert buffer g
In the first place, the mass spectrum of the ions emana
from the discharge was repeatedly recorded, and the so
conditions were optimized for the ion of interest.

A typical mass spectrum obtained using CS2 is presented
in the Fig. 2a, which shows the ion current on a logarithm
scale versus the selected ion mass. After some optimiza
the strongest peak is indeed the parention, CS2

1, accompa-
nied with 13C and 34S isotopic satellites. Also present is
number of easily identifiable fragments, in particular S2, CS,
h
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S, and C. Typically the most intense mass peaks from
source corresponded to an ion current of about 1–2 nA.

In Fig. 3 we present an infrared spectrum of a sam
resulting froma 3 h deposition of 1.5 nA current of ions wit
mass 76 amu. In spite of the nearly a factor of 10 sho
deposition time than in the experiments of Leroiet al., a
weak sharp peak at 1206.92 cm21, very close to the 1207.1
cm21 frequency assigned by them to the v3 asymmetric
stretching vibration of CS2

1 in solid neon,29 is clearly observ-
able in the spectrum. In contrast with their study, we find
our samples little evidence of either the CS fragment
1273.7 cm21 or of the CS2

2 anion at 1159.4 cm21. If present
at all, their concentrations relative to that of the CS2

1 cation
must be at least a factor of ten lower than in the ear
experiments. We have therefore no information as to
identity of the negatively charged species maintaining n
trality of the matrix. The absence of CS suggests that dis

FIG. 2. Mass spectra obtained from our discharge source for the ions in
tigated in this work: CS2 ~a! and C6F6 ~b!.

FIG. 3. Partial excitation spectra of the mass-selected12C32S2
1 ~a! and

34S12C32S1 ~b! ions in a solid neon matrix. The inset shows the infrar
absorption spectrum of the latter ion.
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ciative recombination of the CS2
1 cation with an electron

does not occur to any appreciable extent in our study.
The presence of CS2

1 is then unambiguously confirme
by the LIF experiments. Figure 3a shows a total excitat
spectrum of the matrix obtained by scanning a laser direc
onto the matrix sample over the spectral range near the
gin of the well knownA2Pu↔X2Pg CS2

1 transition.47,48The
spectrum shows clearly the~0,0,0! origin band at 21010.57
cm21, as well as several excited vibrational levels, t
~1,0,0!, ~0,2,0! Fermi resonance doublet at 21567.27 a
21628.72 cm21, and the~2,0,0! level at 22101.0 cm21.

The remaining, and most important question which h
to be answered is whether the observed CS2

1 are really due to
the ion deposition, or whether they could be due to neu
CS2 from the source reaching the matrix and being ioniz
by the electrons from the tungsten filament, or by the io
from the molecular beam. This question is unambiguou
resolved by a separate experiment~Fig. 3b!, where the mass
filter was tuned to mass 78 rather than 76, and ions of 0
nA current were deposited again over 3 hours. One obtai
spectrum very similar to Fig. 3a, but with the bands d
tinctly shifted to 21011.05, 21562.05, 21622.50, a
22092.46 cm21. These are clearly attributable to th
34S12C32S1 molecular ion, present in a natural isotopic abu
dance in our sample.

A resolved fluorescence spectrum of CS2
1 is shown in

Fig. 4, and a similar spectrum was also recorded for
isotopic34S12C32S1 cation, with the observed bands and th
assignments listed in the Table I. The measured frequen
are generally in good agreement with previous studies, bu
view of the higher signal-to-noise in the present work,
number of new bands have been detected. The most pr
nent features in the emission spectrum are ‘‘Fermi polyad
due to the near resonance between v1 and 2v2. While the
assignments of the first two polyads, that is the reson
~1,0,0!, ~0,2,0! levels and the levels involving the 2v1 over-
tone: ~2,0,0!, ~1,2,0!, ~0,4,0!, are quite unambiguous, for th
higher overtones the spectra become more complex,
more levels are detected than expected. Some of this c
plexity probably arises from the Renner–Teller splitting
the degenerateX2Pg state, or is caused by additional res

FIG. 4. Laser-induced fluorescence spectrum of the mass-selected12C32S2
1

molecular ion excited at 21567 cm21 ~1,0,0!.
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nances involving the v3 asymmetric stretching mode.
A strong band at 18592.98 cm21 is clearly the overtone

of the asymmetric stretching vibration, yielding, a value
2v3952417.75 cm21. This band is again the origin of a serie
of polyads due to combinations with v19 and 2v29 . Combining
the 2v3 value from the electronic spectrum with the infrare
fundamental v3951206.92 cm21 gives x3,39 521.955 cm21.
Such negative anharmonicity is quite common for asymm
ric vibrations of symmetric molecules, which often have
partial quartic oscillator character, since odd terms are
possible in the potential energy expansion. Similar but ev
larger negative anharmonicity was also found in the exci
CS2

1 A2Pu state. Using this anharmonic term, one can p
dict the next overtones to be 3v39'3632.49 and 4v39
'4851.14 cm21. While the third overtone should, just like
the fundamental, be inactive, a strong band is observed
16170.34 cm21, close to 16159.43 cm21 where the emission
into the ~0,0,4! level is predicted.

In Table I we also list the frequencies measured for t

TABLE I. Observed bands of mass selected CS2
1 in solid neon~all values in

cm21!.
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isotopic34S12C32S1 ion. In the previous studies both norm
12C32S2

1 as well as the isotopic13C32S2
1 ions were investi-

gated.47,48 Based on the isotopic shifts it was concluded th
in both electronic states involved in the transition, the v1 and
2v2 levels are almost perfectly mixed. Even though o
would expect the symmetric stretching vibration v1 to exhibit
no 13C isotopic shift,r'1.0, while for v2 an isotopic param-
eter r'1.034 can be predicted, both v1 and 2v2 exhibited
almost identical shifts just midway between these two v
ues. Basically the same conclusion can be reached in
present work based on the observed34S isotopic shifts.
Strictly speaking,34S12C32S1 is no longer a symmetricD`h

molecule, and therefore the odd overtones, for instance th3

and 3v3 levels, could also in principle appear directly in th
spectrum. Unfortunately, due to the relatively low isotop
abundance of34S the spectra of the mixed isotopomer exhi
a somewhat lower signal-to-noise ratio, and these levels w
not detected.

Another previously well-known ion which we have no
investigated with our new experimental apparatus is C6F6

1,
the hexafluorobenzene cation. It is known that it possess
fully allowed p-p* transition in the visible, and is known t
fluoresce in matrices with quantum yield close to unity.49 To
produce the ion, we have again employed a microwave
charge through a pure parent C6F6 at a pressure of abou
1023 mTorr. One of the problems of such an approach is
extensive fragmentation of the parent, resulting in a v
complex mass spectrum. As shown in Fig. 2b, after opti
zation the parent ion is the strongest peak in the spectr
but a large number of fragments and other reaction prod
is observed, with just about any CnFm ion, with n and m
ranging up to at least 8, being present.

In Fig. 5 the absorption spectrum of a sample result
from 4 h deposition with the mass filter set to 186 amu
compared with the corresponding excitation spectrum. T
latter was obtained by monitoring the intensity of the sam
fluorescence while scanning the exciting laser in this spec
region. A very strong emission clearly attributable to C6F6

1 is
indeed observed, but both the absorption and laser excita

FIG. 5. Laser excitation~top! and absorption~bottom! spectrum of the
hexafluorobenzene radical cation, C6F6

1. Note the presence of several add
tional, spectrally shifted sites besides the bands due to the main site A
t
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spectra exhibit some interesting differences when compa
with the previous studies, where the cation was produced
in situ 1216 A Lyman-a vacuum-UV radiation photoioniza
tion of the parent hexafluorobenzene. While the photoioni
spectra exhibited essentially a single site and a narrow in
mogeneous distribution, the ion-beam deposited sam
contain, besides the ‘‘major’’ C6F6

1 site A with origin at
21551.77 cm21, numerous other sites, which exhibit appr
ciable spectral shifts, both to higher and lower energies.

Some time ago we have similarly compared the spe
of several ionic species prepared in our laboratory byin situ
photolysis of the parent neutrals in neon matrices, with
corresponding species deposited by Maier and cowork
from mass-selected ion beams.32,33 While the ionization pro-
duced matrices yielding well defined, sharp lines, the
beam deposition resulted in broad, structured bands w
widths exceeding 150 cm21. At that time we explained this
difference by inhomogeneous broadening due to damag
the neon matrix caused by the impact of the energetic,'60
eV, ions. The present investigation seems to confirm
interpretation. While thein situ photolysis produces a singl
site with origin at 21551.77 cm21, even though in our case
the energy of the ions is believed to be<20 eV, their depo-
sition results in about a dozen discrete sites, whose orig
span a range of more than 200 cm21, from 21409.43 to
21640.44 cm21. In one experiment, on the other hand, whe
the energy of the deposited ions was lowered, the subsid
sites almost disappeared, and the ‘‘main’’ site which w
observed and investigated in the previous studies was do
nant.

In Table II we list the observed transitions of C6F6
1 both

for the ‘‘main’’ site A and for the two strongest ‘‘new’’ sites
B and C, which are blue-shifted by 12.9 and 55.3 cm21,
respectively. In Fig. 6, a comparison of the spectra and
quencies of the ‘‘main’’ site A with those of the new sites
and C reveals, that while the progression in the totally sy
metric mode, v2, is essentially identical for the three site
and also identical with the known gas phase frequencies,
other levels involving the Jahn–Teller active modes v18 and
v17 ~Ref. 50! exhibit strong perturbations. Thus the 288
cm21 v18 level is, in both of the strongest perturbed site
split into two components, both of them blue-shifted to abo
295 and 305 cm21, respectively. Similarly, v17, which occurs
at 417.2 cm21 in the main site, is shifted to 432.8 and 440
cm21 in the two other sites. This applies also to their co
bination and overtone bands. In general, the vibrational l
els involving the Jahn–Teller active modes are, in all t
new sites, strongly shifted and sometimes split into seve
components, and new absorptions appear. Also the
band, and each of the bands of the strong, totally symme
v2 progression which is seen up to v253, exhibit in the spec-
tra of the new sites a broader satellite band, shifted in em
sion by'33 and 46 cm21, respectively.

A tentative interpretation of these observations is t
when produced byin situ photolysis of the parent, the C6F6

1

cation is in an unperturbed site with relatively high symm
try. When, however, the ion is deposited in the matrix fro
the gas phase with kinetic energies of'20 eV, lower-
symmetry sites, perhaps with nearby vacancies, are prod
and populated, which strongly affect the Jahn–Teller dist
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tion, perturb the related vibrational structure, and relax
selection rules. An interesting question involving the dou
degenerate ground state of C6F6

1 and similar cations is the
magnitude of the spin–orbit splitting. Several older theor
ical works suggested that this is probably small,51 but there is
little a priori evidence on this point. Compared with th
spin–orbit constants in a number of small compounds
first–row elements, the observed 33–46 cm21 separation of
the two components of the origin band, as well as of
other totally symmetric levels, would seem to be of the rig

TABLE II. Observed bands of mass selected C6F6
1 in solid neon~‘‘main’’

site A and perturbed sites B and C, all values in cm21!.

Mode from Ref. 49 A B C

v28 540 537.4 537.5
v178 426 422.5 420.8 424.0
v188 265 263.9 263.2 263.5

0–0 X1 21558 21551.8 21565.3 21607.0

0–0 X2 32.8 46.1
v18 289 288.8 294.7 296.9
v18a 305.0 308.3
v17 417 417.2 432.8 440.9

v171v18 498 497.9 500.9 503.0
2v18 508 508.8

529.9 528.6 541.1
v2 554 553.1 553.6 554.7

560.3 560.4 560.5
567.2

v2X2 585.5 599.1
688.2 710.2 707.6

3v18 699 698.5 721.9 731.4
759 758.4
770 770.0

2v17 797 797.3 814.7 816.2
801.2 823.8

826 825.9
830.1

v21v18 843 842.6 848.9 851.9
v21v18a 859.0 862.7

4v18 919 919.3
v21v17 972 971.2 986.8 995.4

v212v18 1052 1052.0
2v2 1107 1106.5 1107.0 1108.5

2v2X2 1141.0 1153.1
v16 1226 1225.0 1246.5

v213v18 1253 1252.2 1274.8 1286.2
1280 1278.8

1310.1
v21v1712v18 ~?! 1324

v212v17 1352 1350.7
2v21v18 1397 1396.0 1402.3
2v21v18a 1412.5
v214v18 1474 1473.3
2v21v17 1526 1524.9

2v212v18 1605 1604.6
3v2 1661 1659.6 1660.2 ?

1682 1681.4
v15 1698 1694.1 1696.2 1706.6

1734 1732.9
1805 1805.2

1966.5
2172 2165.2
2220 2219.9

v151v2 2250 2248.9
2432
e
y

t-

f

e
t

order of magnitude to be assigned to the spin–orbit splitt
of the degenerateX2E1g ground state of the C6F6

1 cation.
If one accepts this assignment, then, considering that

magnitude of the splitting changes by some 30% between
two sites examined, the question arises as to how muc
this is intrinsic, free C6F6

1 splitting, and how much is due to
the asymmetric environment. In other words, one might
if one sees an extra component because the selection
are relaxed, and a level which is not accessible in a symm
ric site becomes visible when the site symmetry is lower
or because the initially degenerate and unresolvable le
were split by the asymmetry. An unambiguous answer
these question will require additional study. It should
noted that the spin–orbit splitting was neglected in most p
vious treatments of substituted benzene cations. Stri
speaking, however, the spin-orbit and Jahn–Teller inter
tions are not independent of each other, and if both splitti
are non-negligible, both would have to be simultaneou
considered in a rigorous treatment of theX2E1g ground-state
vibrational structure.

CONCLUSION

In the present manuscript we present preliminary res
obtained with a new apparatus for deposition of ma
selected ions in low-temperature matrices. With this appa
tus we obtain infrared and visible absorption and fluor
cence and fluorescence excitation spectra of mass-sele
ions. We demonstrate the successful and clean mass s
tion by presenting spectra of samples obtained by depos
the isotopic34S12C32S1 ion in natural isotopic abundance
Experiments with C6F6

1 demonstrate that deposition of ion
with high kinetic energy from the gas phase produces a q
different inhomogeneous line profile and results in a vari
of ‘‘perturbed’’ sites, presumably due to nearby defects a
vacancies. The emission spectra of the perturbed sites
characterized by appreciable shifts and doubling of the vib
tional levels of the degenerateX2E1g ground state, which
may be due to a combination of the spin–orbit splitting a
the Jahn–Teller effect.

FIG. 6. Comparison of the LIF spectrum of the main site A with those
two of the ‘‘perturbed’’ sites, denoted B and C. For ease of comparison,
spectra of these sites were shifted to make the 0–0 origins overlap. Not
splitting of the spectral lines, as well as the presence of broader sat
bands near the 0–0 origin and other totally symmetric bands.
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