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Abstract—Atomic-force microscopy and analysis of both photothermal (quasi-static) strains of surfaces and
the kinetics of intensity of specularly reflected light were used to study special features of defect production in
GaAs in relation to the number N of focused laser pulses incident on the surface. Irradiation of the semiconduc-
tor was accompanied by its electronic excitation, local heating, and deformation of surface layers. It is shown
for the first time that the genesis of surface defects and damage in semiconductors (within the laser spot with a
micrometer diameter) has a multistage character in the vicinity of the plasticity threshold. The defect-induced
and plastic nanometer-scale surface displacements ∆Uz increase with increasing N only if the shearing surface
strains ϕ exceed the previously determined values 10–5 < ϕ0 < 10–4 for deformation-related elasticity (quasi-
elasticity) limits in GaAs. The origination of nanoscale defects and their self-organization at the early stages
of photostrains in the semiconductor is discussed. The possible relation between the defects observed and
the subsequent catastrophic damage to micrometer-sized regions of GaAs at large values of N is considered.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interaction of pulsed laser radiation with a
GaAs surface has been studied for more than 20 years.
The persistent interest in this interaction is caused by
the wide use of gallium arsenide in modern microelec-
tronics and optoelectronics [1] and also, in particular,
by the fact that nonequilibrium pulsed laser irradiation
can initiate various phase transformations in semicon-
ductors and affect a number of properties of the surface
layer within the irradiated zone [2, 3]. When interacting
with GaAs, optical radiation irreversibly changes the
chemical composition and microstructure of this com-
pound [2–6], as well as its luminescent [3, 7, 8] and
electrical [6, 7, 9] characteristics, and it stimulates the
generation of point and extended defects [7, 10, 11] and
affects the properties of oxide layers [2, 3, 12] and the
surface profile [13, 14].

The single-shot irradiation of semiconductors with
nanosecond laser pulses (or laser pulses with other
widths) in the spectral region of the band-to-band
absorption of light was used in the majority of early
studies; the density W of the incident energy was var-
ied. The irradiated areas were comparatively large (typ-
ically, larger than 1–10 mm2); the distribution of opti-
cal-radiation intensity was quasi-uniform throughout
the irradiated area, which ensured that there were no
shearing strains within this area. Variations in the semi-
1063-7826/04/3803- $26.00 © 20245
conductor properties were caused mainly by the gener-
ation of defects and were observed near the surface; for
these variations to occur, the incident-energy density W
in the pulses should have been close to the calculated
thresholds Wm for the formation of the surface (meta-
stable) liquid phase [2, 3]. The results were predomi-
nantly explained by the thermal effect of illumination
[2–6] or the combined effect that involved (for W < Wm)
electronic excitations in the semiconductor [7, 10].

In order to gain insight into the contribution of pho-
tostrains to the production of defects, we carried out
direct photostrain studies of semiconductors and metals
using a different approach. This is based on the use of
localized and multiple moderate-energy focused sin-
gle-mode irradiation events with controlled and almost
Gaussian light-intensity distribution [15–18]; i.e., we
have I(r, t) = Wexp(–r2/ω2)(t/τ2)exp(–t/τ0), where W =
10–100 mJ/cm2 ! Wm is the incident-energy density at
the laser-spot center, ω = 10–100 µm is the laser-spot
radius at the sample surface, and τ = 0.1–1 µs is the
characteristic width of the pulses. As expected, we
observed an appreciable increase in the strain-related
effects. Specifically, we observed the low-threshold
effect of shearing strains and stresses that arise due to
local irradiation on point-defect production in the sur-
face layers of germanium and silicon [19–22].

Naturally, controlled photodeformation effects in
the vicinity of previously detected deformation-related
004 MAIK “Nauka/Interperiodica”
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limits of elasticity (quasi-elasticity) in semiconductors
ϕ0(W0) [21–25] attract particular interest. Our previous
publications concerned with the aforementioned effects
included primarily electrical and optical studies of Ge
and Si under conditions of laser scanning of actual sur-
faces. The number of laser pulses was maintained con-
stant (N ≈ 103), whereas the value of W was varied
[19−22]. At the same time, the number N of laser pulses
can be considered as one of the most natural control
parameters (along with the energy density W). There-
fore the study of the earliest stages of defect production
(when N is still small) is of most interest. In order to
simplify the interpretation of the results, it is appropri-
ate to carry out the measurements in the absence of
laser scanning, i.e., when the laser-beam position at the
surface is fixed.

Previously, we used X-ray and chemical microanal-
ysis, electron microscopy, and Auger spectroscopy to
study the situation where the laser-beam position at the
GaAs surface was fixed and the value of N was large
(N ≈ 105–106) [26]. We found that GaAs was a more
complex object than Ge or Si, mainly due to the volatil-
ity of arsenic [2, 3] and possible development of vari-
ous low-threshold phenomena [26, 27]. Note, for exam-
ple, that nonsteady (acoustic) strains initiated by local-
ized irradiation induced decomposition of GaAs in a
thin (~4–7 nm) surface layer. This decomposition gave
rise to a nearly equal number of unbonded Ga and As
atoms even at fairly large distances (on the order of mil-
limeters) from the irradiated zone with a radius of ω ≈
20 µm [26]. The long-range effect of laser pulses
observed by Barskov et al. [26] was not related (as in
[28]) to a nonsteady thermal field localized in the vicin-
ity of the irradiated region. Indeed, some processes that
vary quite slowly with time and are mainly related to
the temperature gradients are dominant on the micro-
second time scale within the laser-spot area; these pro-
cesses are quasi-static and are referred to as photother-
mal strains of solid-state surfaces [16–25]. These slow
shearing strains in pulsed photoacoustic spectroscopy
of the laser-beam deflection [15–18] are typically char-
acterized by the values of local inclinations of the
strained surface ϕ ≡ (dUz/dr), where Uz is the effective
normal displacement of the surface and r is the distance
from the beam center. When ϕ > ϕ0 ≈ (5–6) × 10–5 and,
accordingly, energy densities W > W0 ≈ 100 mJ/cm2

[22], macrodamage (structural catastrophe) was previ-
ously observed in micrometer-scale GaAs regions [26].
Microcraters of regular circular shape with a depth of
~(1–5) µm and radius ω = ~20 µm were formed
(mainly due to noncongruent evaporation of arsenic) at
the GaAs surfaces within the laser spot at large values
of N [26]. We emphasize that the genesis of earlier (ini-
tial) stages of defect production in local GaAs regions
as the value of N increased has not yet been studied.

In this study, we used atomic-force microscopy
(AFM) and analysis of both photothermal surface
strains (PTSSs) and the intensity of specularly reflected
light to gain insight for the first time into the process of
formation of finer, nanoscale variations in the GaAs
surface profile as a result of multiple quasi-static pho-
tostrains in micrometer-sized regions of semiconduc-
tors in the vicinity of thresholds ϕ0(W0) [22] with wide
ranges of variations in N (from unity to 105).

This study may be useful to justify the boundaries of
nondestructive modes in GaAs laser microscopy [29]
and to simulate the degradation processes in small-
sized (1–10 µm) semiconductor optoelectronic devices
(for example, those designed for millimeter-region
wavelengths) subjected to local overheating [30, 31]
and, as a consequence, to strains [32].

2. EXPERIMENTAL

The samples were 5 × 5 mm2 in area, had a (100) ori-
entation of the surface, and were cut from a single epi-
taxial GaAs structure composed of a 2.4-µm-thick film
with electron concentration n ≈ 1016 cm–3. The film was
grown by liquid-phase epitaxy on a heavily doped sub-
strate (n+ ≈ 1018 cm–3) with a thickness of ~250 µm.
Details of the preliminary preparation of the surface for
irradiation were described in [26].

The GaAs samples were irradiated with focused
laser pulses (without scanning the beam) in atmo-
spheric air at room temperature. The second harmonic
of a pulsed Nd:YAG laser with wavelength λ = 0.53 µm
and characteristic pulse width τ ≥ 0.4–0.5 µs was used
for irradiation. The total pulse width at a 0.1 level of
Imax was no smaller than 1.5 µs. The pulse-repetition
rate was f = 10–25 kHz; the pulse train could be inter-
rupted using a shutter with the exposure time ∆ti rang-
ing from 0.005 to 10 s. The single-mode laser radiation
was focused on GaAs samples to a spot with a regular
shape and Gaussian radius ω ≈ 20 µm. The spot size
was monitored during irradiation using the PTSS
method [16] to reveal characteristic profiles of arising
quasi-elastic strains; an SOK-1-01 optical microscopy
accessory was also used [23].

The incident-energy density W = E/πω2 (E is the
total energy in a pulse) ranged from 10 to 350 mJ/cm2

at the laser-spot center; the range of variations in W was
chosen so that the previously ascertained thresholds for
the origination of inelastic strains in GaAs surface lay-
ers (W0 ≈ 100 mJ/cm2 [22]) were within this range. We
emphasize that, for the microsecond laser pulses used
in this study, the calculated [3] melting thresholds for
GaAs Wm ≥ 1–1.2 J/cm2 were much higher than those
for pulses with well-studied nanosecond-scale values
of τ (Wm ≈ 200 mJ/cm2) [2, 3].

In order to study the kinetics of large-scale damage
within the laser spot (0.1–1 µm), we used the PTSS
method [16, 23] and relied on the time dependence of
integrated intensity Ip(t) of the probe He–Ne laser beam
reflected specularly from the semiconductor surface
under a continuous train of focused laser pulses. We
paid special attention (as in [33]) to steady-state values
of Ip(t) attained in the time intervals between the pulses.
SEMICONDUCTORS      Vol. 38      No. 3      2004
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The point in time t0 at which the ratio Ip(t0)/Ip(0)
decreased irreversibly to the level of 0.9 was considered
as the onset of catastrophic damage. A new (undam-
aged) GaAs region was chosen each time for repeated
recording of the Ip(t) kinetics, which was monitored
using an SOK-1-01 microscope. The method for deter-
mining t0 and, accordingly, the critical number of irra-
diating laser pulses N0 = ft0 was also described previ-
ously [34, 35].

In order to study the earlier stages of defect produc-
tion in GaAs (i.e., at N ! N0), we used an AFM system
and an optical microscope, which were incorporated
into the equipment supplied with a Nanoscope-111a
(Digital Instruments) scanning probe microscope. Indi-
vidual areas of the semiconductor (with a small number
of pulses N) were subjected to local pulsed irradiation
with fixed energy densities Wi, where Wi/W0 = 0.1, 0.9,
1.15, 1.35, 1.6, 2.0, 2.6, 3.0, and 3.5. In this case, the
number of pulses N was varied by varying the irradia-
tion time ∆ti (see above). An array of photoirradiated
GaAs regions obtained on a single epitaxial structure
made it possible to study special features of the defect-
producing surface strains and the nanoscale damage
that formed in relation to both W at N = const and the
number of laser pulses N at a fixed energy density Wi .

The resolution of the optical microscope made it
possible to observe only the most radical variations in
the surface profile at a level of irreversible displace-
ments ∆Uz ≈ 1 µm. Atomic-force microscope was used
to study a finer evolution of the surface nanoprofile
(∆Uz ≈ 1 nm) at the early stages of deformation (small
N and W ≈ W0). The AFM measurements were performed
in atmospheric air. The microscope operated in the contact
mode; the rigidity of levers was 0.01–0.2 N/m. The AFM
images were processed and analyzed using a FemtoSkan-
0.01 special software package [36].

3. RESULTS AND DISCUSSION
3.1 Boundaries of Defect-Producing Inelastic Strains

As noted previously [22–25], the controlled inelas-
tic processes initiated in semiconductors by multiple
pulsed laser irradiation of micrometer-sized areas are
limited from below in the energy density W by the region
of reversible linear photoacoustics (thresholds W0), and
are limited from above by uncontrolled damage-form-
ing processes (Wd thresholds). At W0 < W < Wd and ω =
10–100 µm, the number N of laser pulses becomes an
important parameter of inelastic effects [22].

In this context, we studied in GaAs primarily the
dependences of the upper thresholds Wd on N using the
methods described previously [34, 35] (Fig. 1). To this
end, we measured the kinetics Ip(t) at W < W0 = 90–
100 mJ/cm2 (case 1, Fig. 1a, curve 1) and at W > W0
(case 2, Fig. 1a, curve 2). In case 1, we failed to detect
appreciable variations in Ip(t) for N ≥ 107–108 in the
intervals between the pulses. In case 2, we determined

the critical number of pulses  (Fig. 1a, curve 3) andN0
i
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then plotted the dependences of  on  for several
(i) fixed destructive levels of the energy density W0 <

 < 3.5W0 (Fig. 1b). We emphasize that appreciable
degradation and catastrophic damage in micrometer-
sized irradiated semiconductor regions always devel-
oped when N exceeded N0; furthermore, we had
Ip(t)  0 when N  ∞ (Fig. 1a).

It can be seen from the experimental dependence
Wd(N) shown in Fig. 1b that there is a sharp boundary
that is located at W ≈ W0 and separates the irradiation-
induced regions of degradation of the semiconductor
from relatively nondestructive irradiation levels. In
order to make certain that precisely the mode of quasi-
elastic strains in GaAs was realized under the condi-
tions of our experiments at W < W0 = 90–100 mJ/cm2,
we used (as in [22, 26]) the PTSS method (Fig. 2a).
Using this method, we managed to confirm the view
that, at ϕ ≡ (dUz/dr)max < ϕ0 ≈ 5–6 × 10–5, the photo-

Wd
i N0

i

Wd
i

1.0
0.9

0.5

0 2 4 6 8

1

2

3

Ip(t)/Ip(0)

Wd/W0

2

3

1

0 2 4 6 8

0 1 2 3 4 5

N3N2N1 N4 N5

log N0

(a)

(b)

logN0

log N

Fig. 1. (a) Kinetics Ip(t) of the intensity for a continuous
probing laser beam reflected specularly from the semicon-
ductor (normalized to the initial intensity Ip(0)): (1) in the
mode of nondestructive quasi-elastic photostrains in GaAs,
ϕ < ϕ0 (W < W0); (2) with destructive irradiation of the
semiconductor, ϕ > ϕ0 (W > W0); and (3) the scheme for
determining the critical number of laser pulses N0.
(b) Dependence of the damage thresholds Wd (in units of
W0 = 90–100 mJ/cm2) on log(N0) for GaAs at ω ≈ 20 µm.
The numbers 0–5 illustrate the trend for an increase in N at
W/W0 ≈ 1.35. Numerical values of Ni are listed in the table.
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strains ϕ(t) in GaAs are indeed completely reversible in
time, and the features of the photostrain’s kinetics do
not vary from pulse to pulse up to N ≥ 107–108 [22].

Since the shearing strains dUz/dr may play a signif-
icant role in the mechanisms of point defect production
and catastrophic damage in monatomic semiconductors
and metals [19–25], we used the PTSS method [16] to
study the features of the ϕ(r) distribution over the beam
cross section for GaAs (Fig. 2b, curve 1). The largest
strains were observed at the time instants that corre-
sponded to the completion of laser pulses t = 1.5–2.0 µs,
i.e., to the time instants that corresponded to the com-
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Fig. 2. (a) Schematic representation of the PTSS method
[16, 22]: (1) a pulsed single-mode “heating” laser beam
with a diameter of ~2ω, (2) a continuous probing laser beam
whose deflection 2ϕ(r, t) from the strained surface 3 is mea-
sured at various points (4) of the surface ri. (b) Typical dis-
tributions of (1) quasi-static shearing strains ϕ(r) ≡
dUz/dr(r) arising in GaAs at W ≤ W0 [26] and (2) normal-
ized calculated temperature T(r)/T(0) over the cross section
of the “heating” beam; (3) radial distribution of primary
damaged regions detected at W ≥ W0. (c) Schematic repre-
sentation of damaged regions within the irradiated zone of
GaAs; this scheme was derived on the basis of the combined
data obtained using the AFM method.
pletion of the main heat release in the semiconductor
[2, 3]. The maximal values of ϕ were shifted in refer-

ence to the beam cross-section center by rmax ≈ ω/  =
12–15 µm. Note that the similar distribution ϕ(r) in
metals at early stages of strain development was previ-
ously related to a partial accomplishment of “quasi-sin-
gle-mode” conditions of displacements Uz(r) [17, 18].

Thus, the preliminary study of the kinetics Ip(t, W)
and strains ϕ(t, r, W) made it possible to correctly
choose the modes of studying the early stages of defect
production and nanodamage in GaAs in coordinates
(W, N). Defect production under the aforementioned
conditions (W/W0 ≥ 1 and N/N0 ! 1) for various values
of N was thereafter studied using the AFM method.

The genesis of nanometer-sized defects and damage
in GaAs was studied for various combinations of the
values of W and N. As an example, we used the numbers
from 0 to 5 to illustrate the trajectory of the increase in
N for W/W0 ≈ 1.35. The corresponding AFM results are
shown in Figs. 3a–3d and are listed in the table. We
managed to separate several different stages in the
development of defect and damage production. Below,
we describe the main characteristics of these stages in
order of increasing N (numerical values of Ni for
W/W0 ≈ 1.35 are listed in the table).

3.2. Time Interval Corresponding 
to the Latent Buildup of Defects

It is found that, with the smallest number of laser
pulses (N < N1), the latent buildup of point defects is

dominant and the nanometer-scale amplitudes ∆  of
the random surface profile are retained; this profile is

characteristic of unirradiated GaAs with ∆  < 1 nm.
The method of dynamic indentation has been previ-
ously applied to certain semiconductors (among them,
GaAs) to show [37] that, at short durations (≤1–10 ms)
of pulsed contact loading, the dislocation-unrelated
mechanisms of microplasticity in the surface layers
with preferential point migration (rather than extended)
defects near the surface are dominant. The defect-diffu-
sion mechanisms of microplasticity are characteristic
of relatively small near-surface stresses in semiconduc-
tors [19–22] and can be in effect at comparatively low
temperatures (including 295 K) [38].

3.3. Stage 1

At N1 < N < N2, clusters of point defects are formed
in the semiconductor regions shifted by r = 6–7 µm to
the periphery in reference to the irradiation-spot center
(Fig. 2b, curves 3). These clusters are not oriented spa-
tially and are related by the AFM method to a preferen-
tial reduction in the initial surface-profile amplitude in
the semiconductor (Fig. 3a). The complex profile fea-
tures are observed with a certain increase at the nano-
crater center within each nanocrater. The difference in

2

Uz
0

Uz
0
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heights ∆Uz for these defects amounts to 1.5–2.0 nm,
and the characteristic dimension of surface-profile fea-
tures is 10–50 nm (see table). The results of comparing
the aforementioned characteristics of the defects with
the previous data obtained using X-ray microanalysis
[26] suggest that the detected local nanometer-scale
depressions in the GaAs surface profile are mainly
caused by an escape of arsenic from the semiconductor.
Further development of early damage-formation stages
and origination of new types of defects occurred mainly
within the aforementioned peripheral regions (i.e., near
the boundaries of the laser spot) (Fig. 1c) and was
accompanied by the extension of these regions as N
increased.

3.4. Stage 2

Spatial self-organization of unoriented clusters
composed of nanometer-sized defects along one of the
crystallographic axes in GaAs was observed at N2 <
N < N3 (Fig. 3b). Depression regions (with ∆Uz = 5–
7 nm) in the profile merge into fairly thin (50–100 nm)
and extended (400–600 nm) lines with a spatial period
of 100–200 nm (Fig. 3b, table). We emphasize that the
above processes continue to be predominant at dis-
tances r0 = 5–10 nm from the laser-spot center (Fig. 2b,
curve 3, Fig. 2c) rather than at the center itself, where a
photoinduced increase in the temperature ∆T(r) and the
concentration of nonequilibrium electrons are maximal
[2, 3, 15–18, 23] (Fig. 2b, curve 2). These observations
clearly indicate that not only the temperature ∆T(r) and
electronic excitation of semiconductors but also local
shearing quasi-static strains ϕ ≡ dUz/dr contribute sig-
nificantly to the processes of defect production and
redistribution under investigation (Fig. 2b, curve 1).
Indeed, the regions of origination (stage 1) and primary
self-organization (stage 2) of the defects under condi-
tions of local photodeformation of GaAs were always
found between the peaks of ∆T(r) and ϕ(r) (Fig. 2b,
curves 1–3). Such a multifactorial character of point
defect formation was previously studied in detail for
quasi-single-mode conditions of irradiation of semi-
conductor with nanosecond laser pulses; an electronic–
deformational–thermal model was suggested to inter-
pret the experimental data [39–41]. The effects of self-
organization of defects are much less pronounced in
radial directions (the y axis in Fig. 2c), which are per-
pendicular to the observed extended lines of defect
clusters (Fig. 3b). This fact suggests that the defect
clusters migrate (and then merge together) more easily
along a certain crystallographic direction, which was
detected using the AFM method; the above orienta-
tional behavior can be attributed, e.g., to the piezoelec-
tric effect [1–3]. The aforementioned directions can
correspond to projections of piezoelectric axes onto the
(100) plane. Apparently, the shearing strains dUz/dr and
subsurface stresses σzr [23–25] that are perpendicular to
these directions (Fig. 2c) may be much less efficient.
SEMICONDUCTORS      Vol. 38      No. 3      2004
3.5. Stage 3

Enlargement of oriented bands in the GaAs surface
profile occurs when N3 < N < N4 (Fig. 3c). A one-
dimensional (1D) wavelike profile with a height differ-
ence ∆Uz = 15–20 nm a transverse (lateral) dimension
of 200–250 nm, and a period of 400–500 nm is formed
on a larger scale without changing the spatial orienta-
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Fig. 3. AFM images of GaAs surface areas at various stages
of defect formation under conditions of multiple quasi-
static deformation of the semiconductor. The size of the
imaged area is (a–c) 2 × 2 µm2 and (d) 4.5 × 4.5 µm2. The
profiles of the normal surface displacements ∆Uz(x) along
the vertical direction z are shown on the right (x is the coor-
dinate in the surface plane).
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Consecutive stages of genesis of nanometer-sized defects in GaAs with increasing number N of destructive (W/W0 ≈ 1.35)
quasi-static photostrains in the micrometer-sized regions of GaAs

Stage no.
The number N of 

pulsed quasi-static 
photostrains

The dominant type of generated defects

Characteristic sizes

the height 
difference 
∆Uz, nm

lateral 
dimension, 

nm

the structure 
period, nm

0 (latent) 1 < N < N1
Latent buildup of point defects at amplitudes of the 
displacement fluctuations ∆Uz < 1 nm - –

1 N1 < N < N2 Unoriented clusters of nanodepressions at the
surface

1.5–2 10–50 –

2 N2 < N < N3 Merging of the clusters into oriented bands
of depressions

5–7 50–100 100–200

3 N3 < N < N4 Enlarged oriented waves of the surface nanoprofile 15–20 20–250 400–500

4 N4 < N < N5 Deepened waves of depressions in the surface
nanoprofile

30–40 ~250 ~500

Local pitting (erosion) of GaAs, individual
microcraters

100–150 ≤1000 –

5 N > N5 A unified macroscopic crater (a catastrophe) 1–5 (1–3) × 104 –

Note: The values of N were equal to N1 ≈ (2–5) × 102, N2 ≈ 2.5 × 103, N3 ≈ 104, N4 ≈ (5–10) × 104, and N5 ≥ 105–106 under conditions
of local pulsed laser irradiation of GaAs at ω ≈ 20 µm and W/W0 ≈ 1.35 (see text).

∆Uz
0 1<
tion of the bands (see table). In our opinion, although
the period of the wavelike structures in stage 3 almost
coincides with the wavelength λ, this period is not related
to the phenomena of optical interference [2, 3, 29], since
the period of similar structures observed in stage 2 was
much shorter than λ (see text above and table). A pre-
dominant lowering of the surface profile (formation of
depressions) occurs in stage 3 (as in previous stages);
this lowering is apparently related to the continuing
escape of arsenic from the semiconductor. Two estab-
lished facts count in favor of this hypothesis. First,
damage to the GaAs surface with a diameter of 10–
15 µm is accompanied by the formation of sharp edges
of the profile, with the height of these edges equal to
15–20 nm. It will be recalled that a similar effect was
previously attributed to noncongruent evaporation of
arsenic, which was corroborated by the observation of
blue cathodoluminescence using an optical microscope
in the microanalyzer in the region of the forming profile
edge due to the origination of Ga2O3 in this region as a
result of oxidation of unbonded gallium. Second,
according to the AFM data, the remaining portion of
unbonded gallium is involved in the formation of
nanometer-sized drops in stage 3 in the direction of the
y axis (Fig. 2c), which was predicted previously on the
basis of stoichiometric data obtained by Auger spec-
troscopy of GaAs [26].

3.6. Stage 4

As the number N of the laser pulses incident on
GaAs increased (N4 < N < N5), individual defects in the
form of craters appeared at several sites of the semicon-
ductor surface, mainly at distances r ≈ r0 from the laser-
spot center. One such defect has a fairly regular (circu-
lar) shape with a bottom depth of ∆Uz = 120–150 nm
and a transverse dimension of ~1 µm and is shown in
Fig. 3d. It was ascertained by the AFM method that
such local pitting (erosion) of GaAs occurs only against
a background of oriented enlarged profile bands with
height difference ∆Uz ≥ 30–40 nm (Fig. 3d). These
bands were already formed at stage 3 and are addition-
ally developed in stage 4. Comparison of the AFM data
on N = N4 and the dependences Wd(N) at W/W0 ≈ 1.35
in Fig. 1 suggests that it is the observed stage 4 that
should be identified with the onset of catastrophic deg-
radation of GaAs. It should be recalled that the thresh-
olds Wd of the aforementioned damage were conven-
tionally determined previously in semiconductors and
metals either from irreversible decrease in the intensity
of specularly reflected light or using various versions of
optical microscopy [23–25, 29, 34, 35]. In this study,
we used the AFM method on the nanometer scale of
surface displacements to monitor for the first time the
earlier stages (stages 1–3) of defect production in
micrometer-sized regions of GaAs.

3.7. Stage 5

Individual microcraters that had arisen at stage 4
merged into a single macroscopic defect at N > N5 =
105–106. As a result, a “giant” circular crater was
formed. This crater had a depth of ∆Uz = 1–5 µm and a
transverse dimension of 10–30 µm; the latter was close
to the diameter 2ω of the laser spot at the semiconduc-
tor surface. Previously, we studied such final stages of
damage production in GaAs using electron microscopy
and X-ray and chemical microanalysis [26]. The AFM
SEMICONDUCTORS      Vol. 38      No. 3      2004
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measurements of the array of laser-irradiated GaAs
areas showed that the features of nanometer-sized dam-
aged surface regions depended on both the energy den-
sity of incident radiation (for W > W0) and the number
N of pulsed quasi-static photostrains in the semicon-
ductor. Similar results could be obtained not only by
varying N at W = const but also by increasing W under
conditions of N = const. Indeed, an increase in W inev-
itably resulted in a shift of the aforementioned stages of
the defect formation in GaAs to smaller values of N.

4. CONCLUSION

The results obtained make it possible to consider the
process of catastrophic damage in micrometer-sized
GaAs regions exposed to multiple laser pulses from a
unified standpoint; i.e., this process is considered as
multistage. The earliest (initial) stages of defect forma-
tion in a semiconductor subjected to inelastic deforma-
tion (W > W0 [22]) feature the latent buildup of mainly
point defects (arsenic vacancies, excess of gallium
[26]) from pulse to pulse. As N increases, individual
defects merge into nanometer-sized clusters and, thus,
form chaotic local depressions in the surface profile and
are subsequently involved in orientational self-organi-
zation of these clusters. We used the PTSS and AFM
methods to show that not only the elevated tempera-
tures or electronic excitation but also the shearing
strains dUz/dr(r) and subsurface stresses contribute sig-
nificantly to the mechanisms of the defect formation and
the clusters’ migration [23–25]. The results obtained are
consistent with both the quasi-1D electronic–deforma-
tional–thermal model of the laser-induced defect produc-
tion in semiconductors [39–41] and the strain-stimulated
“dimensional” effects [23–25, 34, 35].

The consecutive stages of defect formation (moni-
tored for the first time by the AFM method in microme-
ter-sized GaAs regions) at increasing nanometer-scale
surface displacements ∆Uz show clearly (as in the case
of Ge [42]) that the processes of self-organization of the
defect clusters are gradually transformed into subse-
quent nanoscale and microscale damage in the semi-
conductor. We believe that similar mechanisms of
defect generation in GaAs can also be encountered in
the case of other methods for heating the micrometer-
sized semiconductor regions, for example, by passing
the electric current through the sample. Thus, the pro-
cesses studied may give rise to fundamental limitations
on the standard operation modes of commercial small-
sized devices (Gunn and Schottky diodes and other
devices) with local heat release [30] and, correspond-
ingly, with local strains [32] in the active semiconduc-
tor layers.
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Abstract—Measurements of capacitance–voltage characteristics and Rutherford backscattering were used to
study the parameters of silicon diffusion from preliminarily formed n-type layers into semi-insulating GaAs
under electron-beam annealing and conventional heat treatment. The layers were doped with either sulfur or
silicon. The degree of 28Si electrical activation and 28Si diffusion coefficient are found to depend on the dopant
used to form the n-type layer and on the implantation conditions (continuous or pulsed-repetitive, with a pulse
width of 1.3 × 10–2 s and duty factor of 100). © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The in-diffusion of 28Si implanted into GaAs was
observed previously after postimplantation electron-
beam annealing [1]. It was shown that this phenomenon
was caused by lowering of potential barriers to migra-
tion and activation of silicon impurity and depended on
the conditions at the semiconductor surface [2] and on
the degree of imperfection of the initial material [3].
Internal electric fields and implantation conditions (in
particular, it is known that the diffusion coefficient
depends on the implantation dose of impurities) can
often affect the impurity diffusion. In this context, we
studied silicon diffusion in GaAs as a result of electron-
beam annealing; the diffusion proceeded from prelimi-
narily formed n-type layers into the material with
intrinsic conductivity.

2. EXPERIMENTAL

In our studies, we used wafers of single-crystal
semi-insulating GaAs with a resistivity higher than
107 Ω cm and dislocation density no higher than 5 ×
104 cm–2; we also used n–ni epitaxial structures with an
electron concentration in the n-type layer equal to
~1.1 × 1017 cm–3 and with a thickness of ~0.22 µm. The
epitaxial layers were doped with sulfur and were
formed by the gas-transport method on the semi-insu-
lating GaAs substrates. The wafers were oriented in the
(100) plane. The wafers were first treated in an H2SO4 :
H2O2 : H2O = 1 : 1 : 100 etchant; the 28Si ions were then
implanted at room temperature in the pulsed-repetitive
mode (pulse width of 1.3 × 10–2 s and duty factor of
100) and in the continuous mode, consecutively with an
ion energy of 50 keV and dose of 5.62 × 1012 cm–2,
energy of 75 keV and dose of 1.88 × 1012 cm–2, and
1063-7826/04/3803- $26.00 © 20253
energy of 100 keV and dose of 1 × 1014 cm–2 for the sin-
gle-crystal material; the ion energies were 50 and
100 keV with the respective doses of 5 × 1013 and
5.62 × 1012 cm–2 in the case of epitaxial material. The
ion-current density was no higher than 0.1 µA cm–2. We
took measures to suppress the axial and planar channel-
ing effects during implantation (see [4]). An SiO2:Sm
film with a thickness of 0.1–0.2 µm was deposited onto
the substrate surface from the film-forming solution
using the method described elsewhere [5]. The elec-
tron-beam annealing was carried out using a Modul’
system (Institute of High-Current Electronics, Siberian
Division, Russian Academy of Sciences, Tomsk) with
an electron energy of 10 keV in the beam and power
density of 8.2 W cm–2 in a vacuum chamber with a
residual pressure of 10–5 Pa; the annealing duration
ranged from 10 to 16 s. The thermal annealing was car-
ried out for 30 min at a temperature of 800°C.

After the layers with n-type conductivity were
formed near the GaAs surface, the wafers were cut into
two parts. The second parts of the wafers were sub-
jected to an additional electron-beam annealing.

After annealing and removal of the insulator, we
determined the electron-concentration profiles by mea-
suring the capacitance–voltage characteristics (see [1]).
We used the method of Rutherford backscattering of
channeled 1.86-MeV helium ions to determine the
degree of imperfection of the material after implanta-
tion and after annealing. Experimental doping profiles
were approximated using the expression [6]

(1)n x t,( ) ηF

2πσ
--------------

x Rp–( )2

2σ2
---------------------– ,exp=
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where σ2 = ∆  + 2Dt is the concentration-profile vari-
ance; F, Rp, and ∆Rp are the implantation dose, the pro-
jected range of ions, and the projected-range standard
deviation, respectively; D and η are the diffusion coef-
ficient and the degree of electrical activation of the
impurity, respectively; x is the coordinate; and t is time.
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Fig. 1. Concentration profiles of silicon implanted in contin-
uous mode into an n–ni epitaxial structure: (1) the initial elec-
tron-concentration profile in the n-type layer; (2) calculated
profile for silicon implantation with ion energy of first 50 keV
at 5 × 1013 cm–2 and then 100 keV at 5.62 × 1012 cm–3;
(3, 4) electron-concentration profiles obtained after elec-
tron-beam annealing for (3) 10 and (4) 16 s.

Table 1.  Characteristics of electron-concentration profiles
in the n–ni GaAs:S structures after 28Si implantation and sub-
sequent electron-beam annealing with various durations
(x > 1100 Å)

Annealing 
duration, s nmax, cm–3 η, % σ2, Å2 D, cm2 s–1

10 1.42 × 1017 34 2.9 × 105 4.33 × 10–13

16 3.9 × 1017 42 3.84 × 105 5.64 × 10–13

10* No data 78* No data (2.0 ± 0.2) × 
10–12*

Note: Parameters marked by an asterisk (*) are taken from [1] and
correspond to the 28Si migration from the implanted layer
into semi-insulating GaAs rather than into epitaxial structure.
When using expression (1), we assumed that there is
no diffusion of impurity through the semiconductor
boundary and that the experimental impurity-concen-
tration profile can be described analytically. In the case
of profiles that cannot be described analytically, we
used the Boltzmann–Motano method (see, for example,
[7]) to determine the diffusion coefficient; i.e.,

(2)

where Ni and dN/d  are the concentration and the

concentration gradient at the depth xi, respectively.

3. RESULTS AND DISCUSSION

3.1. The Effect of Preliminary Doping

In Fig. 1, we show the experimental electron-con-
centration profiles in the structure under consideration
before and after silicon implantation and after subse-
quent electron-beam annealing; the calculated concen-
tration profile of implanted silicon is also shown. It can
be seen that, as the duration of the electron-beam
annealing increases, the depth to which silicon atoms
migrate increases (curves 3, 4). It is significant that two
portions can be identified in the silicon concentration
profiles: one portion extends from the surface to a depth
x ≈ 1100 Å and the other portion extends to depths
greater than x < 1100 Å. Redistributions of the impurity
and electron concentrations with respect to the profile
of implanted silicon (curve 2) do not occur as a result
of annealing for 10 or 16 s at depths x > 1100 Å. The
maximum of electron concentration nmax in the layers
and the degree of electrical activation of the impurity
are found to be in the ranges of (4–5) × 1017 cm–3 and
4.3–4.6%, respectively (curves 3, 4). For x > 1100 Å,
the diffusion and activation parameters of the doping
profiles differ for the annealing duration of 10 and 16 s
(Table 1).

The results of electron-beam annealing (case 1) also
differ from those obtained for implanted semi-insulat-
ing GaAs (case 2); in particular, in case 1 compared to
case 2, the value of η is two times smaller and the dif-
fusion coefficient is smaller by an order of magnitude.
It is also noteworthy that the quantity D/t ≅  4.3 ×
10−14 cm2 s–2 in the case of electron-beam annealing for
10 s is larger (D/t ≅  3.5 × 10–14 cm2 s–2) than in the case
of similar annealing for 16 s; i.e., we observe a decrease
of about 20% for the diffusion coefficient per unit time.
It is also worth noting that there is no “shoulder” in the
concentration profiles measured after electron-beam
annealing (curves 3, 4) in contrast to what is observed
in the initial (prior to annealing) electron-concentration
profile (curve 1). Since sulfur is the dopant in the n-type
layer of the epitaxial structure, it is likely that a redistri-
bution of sulfur closer to the surface (to the region with
a high concentration of radiation defects) occurs in the
course of implantation and electron-beam annealing. It

Di Ni xi Rp–( ) 2t
dN
dx
-------

x xi=

1–
,–=

x
x xi=
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is also possible that radiation defects (along with sili-
con atoms) migrate into the semiconductor bulk; in par-
ticular, these defects can include gallium vacancies VGa,
with which, as is known, sulfur forms neutral com-
plexes. Formation of neutral complexes consisting of
sulfur and VGa should result, on the one hand, in a
decrease in the degree of electrical activation of silicon
in the layers at depths smaller and larger than 1100 Å
and, on the other hand, in a decrease in the diffusion
coefficient of 28Si if silicon diffuses via gallium vacan-
cies. This is exactly what is observed experimentally
(Table 1, Fig. 1).

In Fig. 2, we show experimental electron-concentra-
tion profiles after implantation of silicon and subse-
quent consecutive electron-beam anneals; the calcu-
lated profile of implanted silicon is also shown. The
parameters of silicon concentration profiles are listed in
Table 2.

It can be seen that a somewhat deeper penetration of
silicon into GaAs is observed after the second electron-
beam annealing (Fig. 2); in addition, the electron con-
centration and the degree of electrical activation of sil-
icon increase compared to what is observed after the
first electron-beam annealing. The diffusion coefficient
increases insignificantly, although silicon migration
occurs from the n-type layer to intrinsic GaAs; i.e., the
diffusion occurs in fact in the electric field of the n–ni
junction. The band bending at the boundary of this
junction gives rise to the built-in negative charge on the
side of intrinsic GaAs; this charge is neutralized in the
n-type layer. Accumulation of VGa vacancies can occur
in this negatively charged region of the n–ni junction; as
is known [8], these vacancies can be singly, doubly, or
triply negatively charged. An increase in the VGa con-
centration should result in an increase in the diffusion
coefficient D according to the expression [8]

(3)

where the subscripts of corresponding components of
D denote the charge state of vacancies.

It is noteworthy that expression (3) is valid only if
the charge-carrier concentration is controlled solely by
the concentration of charged vacancies.

However, one should display great reservations with
respect to the processes under consideration. The point
is that nonequilibrium charge carriers and ionized
atoms of the semiconductor host with concentrations of
~1019 cm–3 are generated in the material irradiated with
high-energy electrons. Calculations performed using
the method described elsewhere [10] showed that the
thickness of the ionized layer greatly exceeded the
depth of the n–ni junction for the energy of electrons
(10 keV) used for annealing. Therefore, all the pro-
cesses under investigation take place in the highly ion-
ized material. The observed phenomena are mainly
caused by the ionization- and thermal-induced decrease
in the barrier heights for the impurity migration and
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n
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activation [1] (as in the case of the first electron-beam
annealing) rather than by the effect of the electric field
of the n–ni junction, whose potential does not exceed
0.5 eV at the temperature of annealing. In particular,
this inference is confirmed by the fact that the values of

1017

1000 1500 2000 x, Å

n(x), cm–3

1

2

3

1016

Fig. 2. The concentration profiles of silicon implanted in
continuous mode into semi-insulating GaAs: (1) calculated
profile for combined implantation of 50-keV ions (5.62 ×
1013 cm–2) and 75-keV ions (1.88 × 1012 cm–3), and the
electron-concentration profiles obtained after (2) the first
and (3) the second electron-beam annealing for 10 s.

Table 2.  The most important diffusion parameters of silicon
in semi-insulating GaAs after electron-beam annealing
(EBA) for 10 s

Annealing nmax, cm–3 η, % σ2, Å2 D, cm2 s–1

The first EBA 2.24 × 1017 54.2 5.275 × 105 1.88 × 10–12

The second 
EBA

2.59 × 1017 76.0 7.753 × 105 3.12 × 10–12

Table 3.  The diffusion coefficients of silicon in semi-insulating
GaAs for different ion-implantation conditions with subsequent
thermal annealing (TA) or electron-beam annealing (EBA)

Implantation mode
Diffusion coefficient, cm2 s–1

TA EBA

Continuous 1.6 × 10–15 4.5 × 10–13

Pulsed-repetitive 3.0 × 10–15 3.1 × 10–12
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Fig. 3. Concentration profiles of silicon implanted in the (a) continuous and (b) pulsed-repetitive modes of implantation into semi-
insulating GaAs: (1) calculated profile for implantation of 100-keV Si ions (1 × 1014 cm–2) and (2, 3) electron-concentration profiles
obtained after (2) thermal annealing and (3) subsequent electron-beam annealing.
the diffusion coefficient for both annealing durations
almost coincide (Table 2).

3.2. The Effect of Implantation Conditions

In Figs. 3a and 3b, we show the electron-concentra-
tion profiles after the thermal and subsequent electron-
beam anneals for two conditions of implantation. The
concentration profile of implanted silicon is also
shown. The values of the silicon diffusion coefficient
after annealing are listed in Table 3.

It follows from Fig. 3 and Table 3 that the redistribu-
tion of silicon is more pronounced in the pulsed-repet-
itive mode of implantation than in the continuous mode
after both thermal annealing and electron-beam anneal-
ing of implanted layers, which is confirmed by the cor-
responding values of the diffusion coefficient D. The
most plausible cause of observed differences in the
behavior of 28Si for the implantation conditions under
investigation is related to differences in the degree of
imperfection of the material both after implantation of
the impurity and after thermal annealing.
In Fig. 4, we show the spectra of Rutherford back-
scattering for GaAs samples. In Table 4, the values of
the lowest backscattering yield χmin and the degree of
imperfection of the material are listed. We calculated
the relative concentration of defects in the ion-
implanted layer [11]; i.e.,

(4)

where ND and N0 are the defect concentration and the

atom density of GaAs, respectively, and  and 
are the values of χmin before and after implantation,
respectively. The range of integration in calculation of

 was chosen beyond the defect peak at a depth of

Rp + 2∆Rp. The values of theoretical yield  for
helium ions are also listed in Table 4.

As can be seen (Fig. 4, Table 4), the degree of the
material’s imperfection is much higher after implanta-
tion in the continuous mode than after pulsed-repetitive

ND

N0
-------

χmin
ex χmin

in–

1 χmin
in–

------------------------,=

χmin
in χmin

ex

χmin
ex

χmin
th
Table 4.  The degree of imperfection of GaAs after ion implantation with subsequent thermal annealing (TA)

Implantation mode

After implantation After TA

Nd/N0, at % Nd/N0, at % Nd/N0, at %
(after removal of a 150-nm-thick layer)

Continuous 0.29 0.06 0.035 25 ~0.10 ~0.09

Pulsed-repetitive 0.13 0.06 0.035 8 0.00 0.00

χmin
ex χmin

in χmin
th
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implantation, although the energy, dose, and ion-cur-
rent density were the same in both cases. Defects are not
completely annealed out after heat treatment (Table 4); it
is noteworthy that removal of a 150-nm-thick layer
from the semiconductor surface has virtually no effect
on the residual damage in the material. The latter fact
indicates that defects penetrate beyond the implanted
layer. By comparing the data listed in Tables 3 and 4,
we may conclude that, after implantation and thermal
annealing, residual defects manifest themselves as
traps for silicon atoms and thus retard the migration of
these atoms into the GaAs bulk. These defects also do
not anneal out during subsequent electron-beam
annealing. Taking into account the results of recent
studies [1–3] where the implantation doses were on the
order of ~1013 cm–2, we may state that this stability of
defects also manifests itself at comparatively high
doses of implantation (≥1014 cm–2).

4. CONCLUSIONS

(i) Electron-beam annealing of GaAs:S n–ni epitax-
ial structures doped with the silicon isotope 28Si using
ion implantation in the continuous mode with a dose of
≤5 × 1013 cm–2 results in a decrease in the silicon diffu-
sion coefficient and in a decrease in the degree of elec-
trical activation of silicon compared to similar charac-
teristics of diffusion in semi-insulating GaAs implanted
with 28Si.

1200

1000
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400

200

0
260 280 300 320 340

Channel number

Counts, arb. units

1

2

3

4

Fig. 4. Energy spectra of helium ions (E = 1.86 MeV) back-
scattered by a 〈100〉  GaAs crystal implanted with 100-keV
silicon ions with a dose of 1014 cm–2 and an ion-current
density of 0.1 µA cm–2 at 300 K in the (3) continuous and
(4) pulsed-repetitive modes of implantation: (1) the initial
aligned (axial) spectrum and (2) the initial random spectrum.
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(ii) If the n–ni structure where the n-type layer was
formed by continuous implantation of 28Si with a dose
<1013 cm–2 and by electron-beam annealing is subjected
to a second electron-beam annealing, the silicon diffu-
sion coefficient increases insignificantly compared to
what was observed after the first annealing, although
silicon migrates in the electric field of the n–ni junction.
As a result of the second electron-beam annealing, the
degree of electrical activation of silicon increases
approximately by a factor of 1.5.

(iii) If the pulsed-repetitive implantation of 28Si
(with a pulse width of 1.3 × 10–2 s and duty factor of
100) is used with subsequent thermal annealing, a
much lower concentration of residual defects is formed
in GaAs compared to what is observed after continuous
implantation. The damaged layer extends to a GaAs
depth that exceeds the thickness of the n-type layer
after thermal annealing. The presence of this layer
reduces the silicon diffusion coefficient both after ther-
mal annealing and after electron-beam annealing. It is
noteworthy that, in the latter case, silicon diffuses in the
electric field of the n–ni junction.
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Abstract—Boron diffusion in silicon with a high surface concentration was simulated on the basis of the dual
pair mechanism. The calculations were compared with experimental data and the calculations using the
SUPREM-3 code. It was shown that the model proposed allows us to describe the concentration profiles and
the concentration dependence of the boron diffusivity in a wide temperature range: 800–1100°C. © 2004 MAIK
“Nauka/Interperiodica”.
Boron is in fact a single acceptor impurity used as a
main dopant in planar technology of silicon devices and
integrated circuits. As other basic dopants for silicon
(P, As, Sb), boron is characterized by a concentration
dependence of its diffusivity. The dependence of the
boron diffusivity on the local concentration of majority
carriers was determined from an analysis of the concen-
tration profiles and experiments on isoconcentration
diffusion [1–3] as

(1)

where D0 and D+ are the partial coefficients of boron
diffusion via neutral and positively charged intrinsic
point defects (IPDs), p is the hole concentration, ni is
the intrinsic carrier concentration, and the subscript i
indicates intrinsic silicon. The dependence in the form
of (1) provides a quite satisfactory description of boron
diffusion at temperatures *1000°C and is used in the
SUPREM-3 code for simulation of physical processes
and technology of fabrication [4].

At moderate diffusion temperatures (T < 1000°C)
and sufficiently high surface concentrations (Cs > ni),
the concentration dependence of the diffusivity devi-
ates from dependence (1) at low concentrations (C < ni)
of the profile [5]. Moreover, some additional diffusion
features arise, which are characteristic of another basic
dopant (phosphorus), but more weakly pronounced. In
particular, at lower diffusion temperatures (800–
900°C), the boron concentration profiles exhibit an
kink and a tail [5–7], in which case the temperature
dependence of the boron concentration is similar to that
of phosphorus in the kink region [6].

To describe the boron diffusion, Anderson and Gib-
bons [8] proposed a mechanism of diffusion via neutral
pairs consisting of boron atoms and vacancies BV0 (B–V+).
This mechanism made it possible to explain the con-

D D0 D++ Di
0 Di

+ p
ni

---- 
  ,+= =
1063-7826/04/3803- $26.00 © 20258
centration dependence of diffusivity (1), D ∝  p/ni. The
tail in the concentration profile was associated in [6]
with two-flux diffusion of a dopant through sites (via
impurity–vacancy pairs) at high concentrations and
through interstices at low concentrations. According to
the estimates of [6], the formation energy (1.5 eV) of
interstitial boron atoms is significantly lower than the
formation energy of self-interstitials. However, we
should note that the two-flux models do not allow us to
attain invariance of the concentration profiles with

respect to the reduced depth x/  (x is the depth and t is
the diffusion time) for weak interaction between fluxes;
in the case of strong interaction, these models yield no
kink. Attempts were made to simulate the boron diffu-
sion on the basis of quasi-equilibrium pair models
involving (i) impurity–self-interstitial pairs in different
charge states [9] and (ii) impurity–self-interstitial (BI)
and impurity–vacancy (BV) pairs simultaneously [10].
In both papers, some assumptions were made, restrict-
ing the model applicability, and a number of fitting
parameters were used. Nevertheless, the agreement
with experimental boron profiles was not entirely satis-
factory. Many-particle models [11–13] considered all
possible interactions of ionized impurity atoms with
IPDs of both types (vacancies and self-interstitials) in
different charge states (0, ±1, ±2), the formation of
impurity–defect pairs of both types, the interaction of
IPDs of both types with impurity–defect pairs and IPDs
of opposite sign, and the recharging of all components
involved in the diffusion. This consideration necessi-
tates solving a set of a large number of partial differen-
tial equations (up to 20) with a large number of unde-
termined parameters (up to 134) [13]. In this case, the
problem of adequacy and uniqueness of the solution
arises since the same parameters determined within
various models differ from each other and often differ
from the known experimental ones.

t
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The objective of this study is to simulate boron dif-
fusion in silicon within a rather simple model based on
the dual pair mechanism, which we previously devel-
oped for the case of phosphorus diffusion in silicon
[14]. In terms of the model [14], a substitutional impu-
rity diffuses according to the dual pair mechanism, i.e.,
via pairs formed by an ionized impurity (boron in the
case under consideration) and IPDs of both types
(vacancies (BV) and self-interstitials (BI)),

(2)

where DBV and DBI are the components of the coeffi-
cient of boron diffusion via BV and BI pairs, respec-
tively, and aV = CV/  and aI = CI/  are, respectively,
the ratios of the vacancy and self-interstitial concentra-
tions to the corresponding thermodynamic equilibrium
concentrations (the superscript (*) means the condition
of thermodynamic equilibrium with respect to IPDs
(aV = aI = 1)). We assume that the condition of local
equilibrium between vacancies and self-interstitials,
CVCI = const, is satisfied; hence, aV = 1/aI.

IPDs and IPD–ionized-impurity pairs are in different
charge states, whose contribution to boron diffusion is
directly taken into account using relative fractions of dif-
fusion via vacancies (fV) and self-interstitials (fI) in cor-

responding charge states (  +  = 1,  +  = 1):

(3)

Within the model [14], the IPD concentrations devi-
ate from the thermodynamic equilibrium ones due to
the diffusion of neutral impurity–self-interstitial pairs
from the region with high concentrations of pairs and
impurity into the region with low concentrations. Fur-
ther decomposition of pairs is accompanied by release
of self-interstitials, which are excess (aI > 1) in the
region of low concentration. In the case of one-stage
diffusion with a constant impurity concentration at the
surface (Cs = const), the self-interstitial supersaturation
is determined by the expression (see [14])

(4)

where kIF = kIkF, kI is the equilibrium constant of the
self-interstitial-recharge reaction (I0 + h+  I+), 1/kI =

Nv exp[–(  – Ev)/kT], Nv is the effective density of

states in the valence band, (  – Ev) is the energy of the
level of a positively charged self-interstitial with
respect to the top of the valence band, kF is the equilib-
rium constant of the reaction of generation of neutral BI
pairs (B– + I+  BI0), kF = kF0exp(Eb/kT), and Eb is

DB DBV DB I+ DBV* aV DB I* aI,+= =

CV* CI*

f V
0 f I

0 f V
+ f I

+

DBV* f V
0 D0 f V

+ D+, DB I*+ f I
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+D+.+= =

aI x( )
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the binding energy. In this case, boron diffusion can be
described by the ordinary diffusion equation

(5)

where h is the factor of diffusion enhancement by the
internal electric field, with the diffusivity defined by
expressions (2)–(4); this factor depends not only on the
local impurity and carrier concentrations but also on the
corresponding surface concentrations.

Parameters. The data on the isoconcentration
boron diffusion [1–3] were used in the SUPREM-3

code [4] to find  = 0.037exp(–3.4/kT) and  =
0.23exp(–3.4/kT). Even at low boron concentrations
(CB < ni), the second term, corresponding to the diffusion
via positively charged IPDs, dominates in expression (1).
The self-diffusion coefficient of boron at low concentra-
tions was refined in [15]: Di = 7.87exp(–3.75/kT). The

relative fraction ( ) of the interstitial component in
the boron diffusion at low concentrations was estimated
at 0.5–0.98 in [16–18]. Preferring the results of later

studies [17, 18], we assumed  and  to be 0.9 and
0.1, respectively. The energy level of positively charged
self-interstitials in the silicon band gap is estimated as

 – Ev = 0.4 eV with respect to the top of the valence

band [19] or Ec –  = 0.86 eV with respect to the bot-
tom of the conduction band Ec [20]. Preferring the

results of the later study [20], we assumed that  –
Ev + 0.24 eV. Thus, among all the parameters used,
only kF remains undetermined; this parameter was cho-
sen by the best fit of the calculations to the experimen-
tal data of [5]. We disregard the boron clustering since
the boron diffusion in the experiment [5] was carried
out under isothermal conditions with the surface con-
centration Cs ≈ 7 × 1019 cm–3, which does not exceed the
solubility limit.

Diffusion equation (5) with the diffusivity defined
by expressions (2) and (3), taking into account expres-
sions (1) and (4), was solved numerically using the
implicit finite-difference (sweep) method [21]. The
boundary condition was the condition of constant
boron concentration at the surface, Cs = 7 × 1019 cm–3,
which corresponds to the experimental conditions of
[5]. The boron distributions calculated within this
model are shown in Fig. 1 by solid lines for kF = 5.5 ×
10–21 and kF = 4.4 × 10
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respectively). The dashed curves correspond to the cal-
culation using the SUPREM-3 code and the concentra-
tion dependence of the diffusivity (1). As can be seen in
Fig. 1, the model calculation adequately describes the
experimental profiles at 850
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C and 1000
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C, in contrast
to the calculation using the SUPREM-3 code, which
yields an underestimated diffusion depth, especially at
a lower temperature.
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Figure 2 compares the concentration dependences
of the diffusivity determined from the experimental
concentration profiles obtained in [5] with those calcu-
lated within the model with the temperature depen-
dence of kF in the form kF = 9.4 × 10–22exp(0.17/kT).
For comparison, Fig. 2 also shows the dependence
D(C) calculated at aV = aI = 1, which corresponds to
dependence (1). As can be seen in Fig. 2, the model cal-
culation satisfactorily describes the experimental
dependences in the entire temperature range (800–
1100°C), whereas dependence (1) yields good corre-
spondence only at high diffusion temperatures (T >
1000°C).

Comparison of the temperature dependences of the
formation constants kF of neutral impurity–interstitial
pairs for boron with the temperature dependences of kF
previously determined for other dopants (phosphorus
[14] and arsenic [22]) shows that the binding energy of
impurity–interstitial pairs for boron (acceptor impurity)
is significantly lower than that for phosphorus and
arsenic (donor impurities) (0.17 and 1.65 eV, respec-
tively). The parameter kF for boron is of the same order
of magnitude as for phosphorus at high temperatures
(900–1100°C) and of the same order of magnitude as
for arsenic at low temperatures (500–600°C). Taking
into account the lower boron solubility in silicon in
comparison with phosphorus and arsenic, this result
accounts for identical features in the boron diffusion
and phosphorus diffusion at high temperatures and the
absence of boron diffusion from heavily doped silicon
surface layers at low temperatures.

Thus, the boron diffusion in silicon at a high surface
concentration was simulated on the basis of the dual
pair mechanism. It was shown that the model allows
one to describe both concentration profiles and the con-

1
2

0.4 0.8 1.20
1017

1018

1019

1020

χ, µm

C, cm–3

Fig. 1. Boron concentration profiles for the diffusion tem-
peratures (1) 850 and (2) 1000°C; the diffusion time is
(1) 48 and (2) 4 h; (1, 2) experiment [5]; the solid and dashed
curves correspond to the calculations within the model pro-
posed and using the SUPREM-3 code, respectively.
                                                   

centration dependence of the boron diffusivity, includ-
ing the case of moderate temperatures (below 1000

 

°

 

C),
at which the calculation using the SUPREM-3 code
yields an underestimated diffusion depth.
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Abstract—Chromium diffusion in GaAs was studied by measuring the thickness of high-resistivity layers
formed during diffusion of chromium (a deep acceptor) in n-GaAs. The dependence of the chromium diffusivity
in GaAs on the temperature, arsenic-vapor pressure, conductivity type, and carrier density was determined. The
temperature dependence of the diffusivity is described by the Arrhenius equation with the parameters D0 = 8 ×
109 cm2/s and E = 4.9 eV. The dependence of the diffusivity on the arsenic-vapor pressure is described by the

expression D ∝  , where m ≈ 0.4. The experimental data obtained are interpreted in terms of the concept of

the dissociative mechanism of migration of Cr atoms in GaAs. © 2004 MAIK “Nauka/Interperiodica”.

PAs4

m–
Chromium impurity atoms in GaAs form deep
acceptor centers with an energy level near the midgap,
which makes it possible to obtain semi-insulating GaAs
with a conductivity that is close to intrinsic. GaAs-
based structures doped by diffusion of Cr find applica-
tion in the production of many devices, such as ava-
lanche diodes; photodetectors; and detectors of high-
energy charged particles, X-rays, and gamma-ray pho-
tons [1–4].

Chromium diffusion in GaAs was studied in [5–10].
However, the published data on chromium diffusion in
GaAs are notable for their wide spread and ambiguous
interpretation. In this paper, we report the results of
studies of Cr diffusion in n-GaAs over a wide range of
diffusion parameters (diffusion from an infinite source
is considered). The diffusivity was determined by mea-
suring the thickness of high-resistivity layers formed by
diffusion of chromium into GaAs. The mechanism of
migration of Cr atoms in GaAs is discussed.

We studied samples of GaAs grown by the Czo-
chralski method from flux. The electron density n at
room temperature ranged from 1016 to 3 × 1017 cm–3.
Chromium diffusion was carried out from a deposited
layer in evacuated quartz cells. The diffusion tempera-
ture was varied within T = 900–1180°C, and the
arsenic-vapor pressure was  = 0.01–3 atm. The
arsenic-vapor pressure in a cell was set by the value of
arsenic weight calculated from the ideal-gas equation
under the assumption that arsenic tetramers dominate
in vapor.

The condition for producing high-resistivity Cr-
compensated GaAs can be written as

PAs4

NCr ND,≥
1063-7826/04/3803- $26.00 © 20262
where NCr is the concentration of electrically active
Cr atoms,

is the concentration of uncompensated shallow donors

at T ≈ 300 K,  is the total donor concentration, and

 is the total concentration of background acceptors.
The diffusion conditions were such that the Cr concen-
tration at the diffusion-layer surface would have
exceeded the concentration of uncompensated shallow
donors in GaAs. As a result, Cr diffusion resulted in
high-resistivity layers with a resistivity up to 109 Ω cm
and a thickness d from several to 1000 µm. The thick-
ness of the high-resistivity layer was determined by
anodic oxidation of a transverse cleavage in wafers and
by measuring the breakdown voltage of a contact probe
on an angle lap. Chromium diffusion into GaAs at each
temperature was carried out for various times with var-
ious electron densities n. The data obtained were used
to construct the dependences of the thickness of the
high-resistivity layer on the diffusion time (d = f(t1/2))
and on the electron density (d = f(n)).

The diffusivity D was determined using two meth-
ods: from the time dependence of the diffusion-layer

thickness (using the expression d = 2 ) and from
the dependence of d on the concentration of uncompen-
sated donors, d = f (ND = n). We should note that the
dependence d = f(n) is a diffusion profile of electrically
active Cr atoms, NCr = f(x). As an example, Fig. 1 shows
one of such profiles. We can see in Fig. 1 that the exper-
imental points satisfactorily fall on the theoretical curve
in the case of diffusion from an infinite source (the erfc
function), which makes it possible to determine the dif-
fusivity from the dependence NCr = f(x). Both methods
yielded similar values of diffusivity.

ND ND
Σ NA

Σ– n= =

ND
Σ

NA
Σ

Dt
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The temperature dependence of the Cr diffusivity in
GaAs at  = 1 atm, determined using the aforemen-
tioned technique, is shown in Fig. 2. Each experimental
point in Fig. 2 is an average over ten (or more) experi-
mental values. The experimental points fall nicely on
the Arrhenius curve

(1)

with D0 = 8 × 109 cm2/s and E = 4.9 eV.

PAs4

D D0 E/kT–( )exp=

Fig. 1. Diffusion concentration profile of electrically active
Cr atoms in GaAs. The diffusion parameters are T =
1100°C, t = 1 h, and  = 1 atm. Squares represent the

experimental data, and the curve is the erfc(x) function.
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The dependence of the Cr diffusivity in GaAs on the
arsenic-vapor pressure, determined at 1050 and 1100°C,
is shown in Fig. 3. We can see that the diffusivity
decreases as the arsenic-vapor pressure increases as

(2)

where m ≈ 0.4. If the GaAs wafer was covered by a SiO2
film, the diffusivity was almost independent of the
arsenic-vapor pressure at which chromium diffusion
was carried out, and the diffusivity corresponded to a
low pressure of arsenic vapor.

An analysis of the diffusion profiles obtained for
chromium diffusion in GaAs with various electron den-
sities made it possible to determine the solubility limit
of electrically active Cr atoms in GaAs. Its value corre-
sponds to the surface concentration of the bulk region
of the diffusion profile; it is equal to ~1.5 × 1017 cm–3 at
T = 1100–1150°C and  = 1 atm.

The diffusion of Cr was studied in p+–n structures
by analogy with [11]. The chromium diffusivity in
p+-GaAs was determined. To this end, we used a set of
structures with different thicknesses of the p+-layer, pre-
pared by Zn diffusion, with the following parameters:

Chromium diffusion was carried out from the p+-layer
side at 1050°C and  = 1 atm. The technique
described in [11] was used to determine the ratio of the
Cr diffusivities in p+-GaAs (Dp) and n-GaAs (Dn),
which was found to be Dp/Dn = 2. These data allow us
to ascertain the migration mechanism of Cr atoms
in GaAs.
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Fig. 3. Dependences of the Cr diffusivity on the arsenic-
vapor pressure at T = (1) 1100°C and (2) 1050°C.
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Let us analyze the data on the Cr diffusion in GaAs
obtained in this study and [5–10].

According to [7, 8], the diffusion profile of Cr in
GaAs, determined by the isotopic method and mass
spectrometry, consists of two regions (bulk and sur-
face). Each of them can be approximately described by
the erfc function. The surface-region thickness is about
10–20% of the total thickness of the diffusion layer.
The surface Cr concentration for the bulk region at T =
1100°C is ~5 × 1016 cm–3 [7, 8] and ~1.5 × 1017 cm–3

(this study); for the surface region, this value is (3–5) ×
1017 cm–3 [8] and 1018–1019 cm–3 [7]. The values of the
Cr diffusivity in GaAs at the same temperature reported
in [5–10] differ by three orders of magnitude. The cor-
responding activation energies of diffusion are also
substantially different. This data spread can be
explained by the fact that the experimental conditions
of [5–10] were not completely listed (or met).

The main experimental parameters for GaAs should
include the temperature, time, arsenic-vapor pressure,
and dopant source (from a surface metal layer or gas
phase). The method and conditions of the crystal
growth, which control the GaAs stoichiometry, as well
as the method (radioisotopic or electric) for determin-
ing the impurity distribution, should also be taken into
account.

The spread of the diffusivity values in the literature
can also be caused by the fact that this parameter was
determined in different regions (bulk or surface). More-
over, “jumps” from one region to another could occur
in various temperature ranges in some studies. The data
spread could also be caused by the following factor. In
the case of layer-by-layer measurements of the Cr dis-
tribution, one more diffusion region (with a corre-
sponding diffusivity) may arise in the diffusion layer
due to the deeper penetration of Cr into the regions con-
taining dislocation clusters.

Let us now consider the mechanism of Cr diffusion
in GaAs. In many studies [11–17], it was convincingly
shown that acceptor impurities substituting group-III
atoms in III–V compounds, including impurities of
transition elements Zn, Cu, Fe, and Mn in GaAs,
migrate via the dissociative mechanism. In this case, a
major portion of impurity atoms are located in sites, but
a certain minor portion of them are in interstices. The
ratio of the numbers of atoms in sites and interstices is
controlled by the impurity type; the semiconductor-lat-
tice properties; and the diffusion conditions: arsenic-
vapor pressure, Fermi level position in the semiconduc-
tor at the diffusion temperature, and some other factors.
When the impurity diffusion is not limited by vacancy
migration and the atomic flux via interstices signifi-
cantly exceeds that via sites, the effective diffusivity of
impurity atoms in the case of the dissociative diffusion
mechanism can be written in the form (see [12])

(3)D
Di

1 α+
-------------,=
where Di is the coefficient of diffusion via interstices
and α = Ns/Ni is the ratio of the concentrations of impu-
rity located in sites and interstices. The dynamic equi-
librium between the charged impurity atoms in sites
(Ns) and interstices (Ni) shifts, depending on the Fermi
level position in a semiconductor. Hence, for singly
charged impurity atoms in a p-type semiconductor, we
can write (see [12, 16])

(4)

where ni and p are the carrier densities in the intrinsic
and p-type semiconductors, respectively, at the diffu-

sion temperature;  and  are the concentrations of
impurity atoms in sites and interstices in the intrinsic

semiconductor, respectively; and αi = . It follows
from formulas (3) and (4) that, in the case of the disso-
ciative mechanism of impurity diffusion in the p-type
semiconductor, the coefficient α should decrease and
the diffusivity should increase in comparison with the
intrinsic semiconductor (at the diffusion temperature).
Formulas (3) and (4) were used to estimate the coeffi-
cients α and αi for Cr in GaAs under the aforemen-
tioned experimental conditions (1050°C,  = 1 atm)
using the values

Here, the diffusivity corresponds to Cu diffusion via
interstices in GaAs [12]. In this case, GaAs with n =
1017 cm–3 at the diffusion temperature takes on the
intrinsic conductivity type with the carrier density ni =
1018 cm–3. An estimate showed that αi = 107 and α = 103

for Cr in GaAs. Thus, a certain redistribution of Cr
atoms (increase in the interstitial component) and a cer-
tain enhancement of Cr diffusion occur in p+-GaAs,
which is in agreement with the dissociative diffusion
mechanism.

In the case of the dissociative mechanism, a change
in the arsenic-vapor pressure should lead to the follow-
ing dependence of the concentration of interstitial
impurity atoms and the diffusivity (see [6, 17]):

(5)

The experimental dependence of the Cr diffusivity in
GaAs on the arsenic-vapor pressure (Fig. 3) qualita-
tively agrees with the theoretical dependence in the
case of the dissociative mechanism.

The independence of the Cr diffusivity on  in
the case of GaAs wafers covered by a SiO2 film sug-
gests the following. Experimental data on diffusion in
the Si–SiO2 system show that SiO2 is a good mask for
As impurity. Therefore, in our experiment, the SiO2
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film on GaAs should prevent penetration of As into the
GaAs wafer and, as a result, retain the ratio of Ga and
As vacancies established during the crystal growth. The
crystal growth, most likely, was accompanied by a
deviation from stoichiometry (arsenic deficiency), and
the vacancy equilibrium corresponded to that occurring
upon annealing at a low arsenic-vapor pressure.

Thus, the studies carried out allowed us to determine
the dependence of the Cr diffusivity in GaAs on tem-
perature, arsenic-vapor pressure, conductivity type, and
charge density in the case of diffusion from a deposited
layer at strictly controlled parameters of the diffusion
process. The data on the effect of the conductivity type,
carrier density, and arsenic-vapor pressure on the Cr
diffusivity in GaAs suggest the dissociative mechanism
of Cr impurity diffusion in GaAs.
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Abstract—AlGaAsSb and GaAsSb alloys of different composition were grown by molecular-beam epitaxy
(MBE) on GaSb, InAs, and GaAs substrates, using both conventional and cracker antimony effusion cells. The
incorporation coefficients of dimer and tetramer antimony molecules, which totally describe the kinetic pro-
cesses on the growth surface, were calculated. The differences in the incorporation of Sb2 and Sb4 molecules in
MBE-grown GaAsSb alloys are shown. The effect of the MBE-growth parameters (substrate temperature and
incident fluxes of group-V and group-III elements) on the composition of (Al,Ga)AsSb alloys and the incorpo-
ration coefficient of Sb was studied in detail. The incorporation coefficients of tetramer and dimer antimony
molecules were found to vary over a wide range, depending on the substrate temperature and the ratio between
the arrival rates of the group-III and the group-V elements. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A conventional Knudsen effusion cell used in
molecular-beam epitaxy (MBE) of III–V compounds
provides atomic fluxes only for group-III elements,
whereas group-V elements are evaporated in the form
of tetramers. However, it is well known that the growth
of III–V compounds using dimers of metal components
has certain advantages [1]. Therefore, in order to obtain
fluxes of dimers of group-V elements in modern MBE
systems, cracker effusion cells are used, which provide
dissociation of tetramers in an additional high-temper-
ature zone of special design.

The use of cracker effusion cells makes it possible to
attain more intense interaction of molecules with the
growth surface and substantially improve the electric
and optical characteristics of semiconductor hetero-
structures. These advantages are especially pronounced
in the case of heterostructures on the basis of anti-
monides of group-III elements [2]. As is well known,
nominally undoped GaSb layers have p-type conductiv-
ity, which is, most likely, due to intrinsic defect com-
plexes (a Ga vacancy and a Ga atom substituting a Sb
atom in the Sb sublattice). As a rule, the residual hole
density is no less than 1016 cm–3. In conventional epit-
axy, antimony tetramers (Sb4), which are dominant
upon evaporation of elemental antimony, have low
mobility on the growth surface and tend to form clus-
ters and precipitates. This circumstance leads, on the
one hand, to an increase in the number of unoccupied
Sb sites on the growth surface, which are occupied by
Ga atoms [3], and, on the other hand, to the appearance
of local areas with a rather high concentration of Ga
vacancies. Hence, the use of more mobile dimers (Sb2)
1063-7826/04/3803- $26.00 © 20266
or Sb atoms leads to a decrease in the concentration of
point defects. However, the effect of the composition of
fluxes of group-V elements on the composition of mul-
ticomponent alloys and the incorporation coefficients
of metal components has not been adequately studied.

In this study, we get insight into the physicochemi-
cal aspects of the MBE of multicomponent AlGaAsSb
and GaAsSb alloys (which have the same period as
InAs and GaSb) grown using both conventional arsenic
and antimony effusion cells (As4 and Sb4) and a cracker
antimony effusion cell (Sb2). It is noteworthy that the
problem of the composition control as applied to
(Al,Ga)AsSb alloys was studied previously in [4–13],
but, in these studies, combinations of either cracker
(As2 and Sb2) [4–8] or conventional (As4 and Sb4)
[11−14] effusion cells were used. The features of the
epitaxy of (Al,Ga)AsSb alloys using a conventional
source of Sb4 and a cracker source of As2 were also
studied [9, 10], but the reverse combination (a cracker
source of Sb2 and a conventional source of As4) has not
been investigated. Here, we studied experimentally the
distinctive features of the incorporation of Sb2 and Sb4
molecules in MBE-grown (Al,Ga)AsSb alloys and esti-
mated the incorporation coefficients of these molecules
in (Al,Ga)AsSb alloys grown using an As4 source.

2. METHOD FOR ESTIMATING 
INCORPORATION COEFFICIENTS

The difficulties in controlling the composition of
multicomponent solid solutions containing two volatile
group-V components are due to their strong competi-
tion upon incorporation in a metal sublattice. In this
case, the search for the regularities in controlling the
004 MAIK “Nauka/Interperiodica”
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composition of AlGaAsSb alloys can be performed
only in terms of kinetic concepts. The main parameters
determining the composition of the metal sublattice of
an alloy are the incorporation coefficients of antimony
and arsenic. The incorporation coefficient is defined as
the ratio of the number of atoms of the ith element
incorporated in the crystal lattice to the total number of
incident atoms of this element. It should be noted that
direct measurements of the incorporation coefficients
are not always possible since they require one to adapt
the growth chamber and replace one of the sources of
molecular beams with a mass spectrometer to measure
fluxes of particles desorbed from the substrate. At the
same time, it is well known that the composition of the
metal sublattice of an MBE-grown AlxGa1 – xAsySb1 – y
alloy is determined by the ratio of the incorporation rate
of As to the total incorporation rate of metal atoms. The
latter parameter, in turn, is determined by the incorpo-
ration rate of group-III atoms. Taking into account this
circumstance, the relationship between the content of
As in the metal sublattice y with the incorporation coef-
ficient of Sb, αSb, can be written as

(1)

where  is the incident flux of Sb molecules (j = 2
and 4 for Sb dimers and tetramers, respectively) and JIII
is the flux of group-III atoms. In this case, αSbJSb can be
considered as an effective flux of Sb atoms, thermalized
on the growth surface. The incorporation coefficients of
group-III atoms at MBE-growth temperatures typical
of antimonides (480–550°C) can be assumed equal to
unity [15]. Readings of an ionization sensor used to
measure fluxes are proportional to the intensity of
molecular fluxes at a substrate:

(2)

where  is the equivalent molecular-beam pressure
measured by a Bayard–Alpert gauge, ηi is the relative
sensitivity of the gauge, Pi is the partial vapor pressure,
mi is the mass of evaporated particles, Ti is the evapora-
tor temperature, k is the Boltzmann constant, and K* is
the empirical constant taking into account the specific
features of the gauge used. In this study, the constant
K*, which was carefully determined from the layer-
growth rate, amounted to 0.158. The relative sensitivity
of the Bayard–Alpert gauge, according to the data of
[16], is determined by the empirical expression

(3)

where Zi is the number of electrons in the ith atom (or
molecule). The sensitivity of the Bayard–Alpert gauge,
calculated according to (3), is  ≈ 4.77 for Sb

y 1
αSb j

JSb j

J III
------------------,–=

JSb j
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dimers,  ≈ 9.14 for Sb tetramers, ηAl ≈ 0.96 for Sb
atoms, and ηGa ≈ 1.73 for Ga atoms.

With regard to these data, the incorporation coeffi-
cient of antimony can be determined from the measured
values of equivalent pressures in molecular beams and
the alloy composition as

(4)

3. EXPERIMENTAL

The structures under investigation were grown on an
MBE RIBER 32P system equipped with conventional
effusion cells for all sources, except for the Sb source.
To evaporate antimony, we used both a conventional
effusion cell and an RB-075-Sb cracker source, which
provides, depending on the temperature in the cracker
zone, fluxes of Sb tetramers, dimers, or atoms. Before
the growth, fluxes were calibrated by a Bayard–Alpert
gauge for each structure.

The (Al,Ga)AsSb alloys were MBE-grown on
InAs(100) and GaSb(100) substrates and, in some
cases, on GaAs. The thickness of epitaxial layers was
generally about 1 µm. Three sets of experiments were
performed using a cracker Sb source. In the first set (A),
the epitaxial layers were grown in different arsenic
fluxes, with the other parameters being constant; in the
second set (B), only the Sb flux was changed; and, in
the third set (C), epitaxy was performed at different
substrate temperatures Ts. The cracking-zone tempera-
ture was maintained at 920°C, which provided almost
complete dissociation of Sb tetramers into dimers. In
addition, layers of (Al,Ga)AsSb alloys were grown using
a conventional Sb effusion cell (Sb4). The fluxes of
group-III elements were constant (1.35 × 1014 cm–2 s–1)
for all the structures and corresponded to a deposition
rate of ~0.25 monolayers per second for both Ga and
Al. The equal intensities of incident Ga and Al fluxes
provided identical contents of these elements in the
grown layers.

The composition of the grown alloys was deter-
mined using a CAMEBAX X-ray spectral microana-
lyzer and by double-crystal X-ray diffractometry
(XRD). The microanalysis data on the composition of
the metal components were used in the analysis and
simulation of the XRD rocking curves for more exact
determination of the lattice mismatch between an epi-
taxial layer and a substrate: we chose the composition
of the metal sublattice providing the best agreement
between the experimental and calculated XRD rocking
curves. The simulation was performed under the
assumption of pseudomorphic phase matching or com-
plete relaxation of elastic stresses, depending on the
ratio between the real thickness of an epitaxial layer
and the critical thickness for the given lattice mismatch
∆a/a. The critical thicknesses were calculated by the

ηSb4

αSb j
1 y–( )

ηSb j

η III
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PIII

PSb
--------
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equilibrium-strain model [17] and corrected with
regard to the experimental data in the literature.

A typical XRD rocking curve is shown in Fig. 1.
Along with the substrate peak, the curve contains a
peak located at θ ≈ –200 (∆a/a ≈ 10–3), which is due to
the diffraction from the Al0.5Ga0.5AsySb1 – y layer. Along
with the small lattice mismatch, comparable values of
the intensities and half-widths of the peaks from the
epitaxial layer and the substrate, as well as the presence
of thickness oscillations, indicate the absence of relax-
ation of elastic stresses in the Al0.5Ga0.5AsySb1 – y layer.
The simulation of the XRD rocking curve under the
assumption of pseudomorphic matching between the
layer and substrate yields the value y = 0.12.

4. EXPERIMENTAL RESULTS

Measurements of the composition of the samples
from set A, grown in different As fluxes, showed that,
when the Sb-flux density is sufficient for stabilization
of the growth surface of the AlGaSb layer by group-V
atoms, changes in the As flux over a fairly wide range
do not lead to a noticeable change in the composition of
the metal sublattice of the AlGaAsSb alloy. The content
of arsenic in the AlGaAsSb epitaxial layers amounts to
~(1–4)% in this case, depending on the growth temper-
ature. Such a content of arsenic in epitaxial layers is
typical of most Sb-containing structures grown without
using a valved As effusion cell and, in essence, is the
background content. We should also note that the sam-
ples grown at a ratio of the effective fluxes of the group-
V and group-III elements JV/JIII > 10 (i.e., at high As-
flux densities) had a dull surface with worse morphology
in comparison with the samples grown at JV/JIII ~ 1.
Along with the deterioration of the surface morphology
at JV/JIII > 10, we also observed an increase in the half-
width and a decrease in the intensity of diffraction
peaks on the X-ray rocking curves. A more significant
deterioration of the morphology and structural quality

Intensity, arb. units
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100

–2000 –1000 0 1000 2000
θ, seconds of arc

Ai0.5Ga0.5As0.12Sb0.88 InAs substrate

Fig. 1. θ–2θ-XRD rocking curve for a AlGaAsSb layer
grown on an InAs(100) substrate at Ts = 480°C.
was observed for samples grown on InAs substrates at
Ts = 540°C. Apparently, 540°C is too high for the InAs
buffer layer and a significant increase in the As flux is
required to maintain the stoichiometry on the growth
surface. At this temperature and the As pressure corre-
sponding to JV/JIII ≈ 1 at Ts < 500°C, the surface of the
InAs buffer layer begins to degrade, and the initial
stages of the epitaxial growth of AlGaAsSb run under
nonoptimal conditions. Therefore, the samples from
sets B and C were grown under the following condi-
tions: JSb/JIII ≤ 0.5–1.5, JAs/JSb ≈ 2, and Ts = 480–520°C.

The equivalent Sb-flux pressures corresponding to

the minimum pressure  necessary for the growth of
Al0.5Ga0.5Sb on a surface enriched in Sb at Ts = 480 and
520°C amounted to ~1.4 × 10–6 and ~1.7 × 10–6 Torr,
respectively. This difference is due only to a change in
αSb since the above temperatures are not sufficient for
substantial decomposition of GaSb [18]. The values of

 were determined from the changes in the surface
reconstruction observed by high-energy electron dif-
fraction during the epitaxy of AlSb test layers. The Sb-
flux pressure determined in this way was doubled since,
in the case of epitaxial growth of Al0.5Ga0.5Sb, alumi-
num and gallium have the same deposition rates.

For MBE-grown (Al,Ga)AsSb alloys, the material-
balance equation takes the form

i.e., the total incorporation rate of arsenic and antimony
corresponds to the incorporation rate of the group-III
element. The ratio of the incorporation coefficients
αAs/αSb depends on the intensities of the fluxes and the
substrate temperature. The experimental data on the
composition of the samples from sets B and C are
shown in Figs. 2 and 3 as the dependences of the As
content y in Al0.5Ga0.5AsySb1 – y on the equivalent Sb
pressure and the growth temperature.

The experimental dependences obtained by us show
that the incorporation of arsenic into the structure is sig-
nificantly hindered in comparison with antimony, espe-
cially at low substrate temperatures. These results are in
good agreement with data on the interchange reactions
between As and Sb atoms at the InAs/GaSb interface
[19–24], which indicates a significant difference in the
efficiency of the As–Sb substitution when InAs and
GaSb surfaces are exposed to fluxes of Sb and As
atoms, respectively. It is noteworthy that, when an InAs
surface is exposed to a Sb flux, an InSb layer is always
formed, independent of the molecular composition of
the Sb vapor. At the same time, when a GaSb surface is
exposed to an As flux, a GaAs layer is formed only
when the incident flux consists of As dimers [20].
Hence, the activity of Sb molecules significantly
exceeds that of As molecules, not only when there is
competition between the processes of incorporation of
arsenic and antimony, but also when the epitaxial

PSb
min

PSb
min

J III αAsJAs αSbJSb;+=
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growth is interrupted, except for the case when the
arsenic flux consists of As2 molecules. At the same
time, analysis of the change in the composition of the
solid phase as a function of the ratio of incident fluxes
in terms of the thermodynamic model [25] predicts a
significant dominance of arsenic in the grown layer
even when the As-flux density is insignificant.

As can be seen from Fig. 2, when the Sb-flux pres-
sure exceeds the minimum equivalent pressure required
for the growth of AlGaSb on a Sb-enriched surface

(  > ) in the temperature range Ts = 480–520°C,
the content of As in AlxGa1 – xAsySb1 – y layers is equal
to 1–4% and, in fact, is the background content corre-
sponding to the rather high background As pressure in
the growth chamber. In this case, the background con-
tent depends mainly on the growth temperature rather
than the As-flux density. This parameter is equal to
1−2% at low temperatures (~480°C) and may be as
high as 8–10% at Ts = 520°C. When the Sb-flux pres-

sure decreases below , an abrupt increase in the As
content in the grown layer is observed. The reason is
that the effective Sb flux is now insufficient to maintain
the general stoichiometry (equal contents of group-III
and group-V atoms: NIII = NV) on the growth surface in
an invariable flux of group-III atoms. In this case, the
growth stabilized with respect to the group-V elements
is maintained by the As flux.

It is noteworthy that relaxation of elastic stresses
might occur in AlxGa1 – xAsySb1 – y layers about 1 µm
thick with the As content exceeding 20% due to the
large mismatch with the substrate lattice. In addition,
the these compositions are within the immiscibility
region characteristic of AlGaAsSb alloys at the temper-
atures under consideration. However, we did not
observe any decomposition of alloys with compositions
within the immiscibility region or any changes in the
conditions for Sb incorporation in the epitaxial layers
under study. No significant effect of the substrate mate-
rial on the alloy composition was observed either since
the samples grown under the same conditions on lat-
tice-matched InAs and GaSb substrates and on highly
mismatched GaAs substrates were of the same compo-
sition. Thus, the main factor determining the alloy com-
position is the Sb-incorporation coefficient.

No alloy decomposition was observed in [9] either;
however, the solubility limitations manifested them-
selves in the hindered incorporation of arsenic in the
lattice, which made it difficult to attain the center of the
composition diagram of the four-component system.
Apparently, for the configuration of the As2 and Sb4
effusion cells used in [9], the activity and reaction abil-
ity of As dimers and Sb tetramers are comparable, and
epitaxial growth occurs under conditions closer to equi-
librium, when the kinetic factors are not dominant and
the effects of lattice-period stabilization, as well as
elastic stresses, manifest themselves.

PSb* PSb
min

PSb
min
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The experiments show that the As content in
AlGaAsSb layers can be increased by increasing the
density of the fluxes of Al and Ga atoms. The reason is
that, as the flux of group-III atoms increases, the anti-
mony shortage at the interface increases and, therefore,
the incorporation of excess As in unoccupied lattice
sites is enhanced. The dependence of the As content on
the flux of group-III atoms is described well by expres-
sion (1). These results are also in agreement with the
data of [11, 12], where a similar dependence was
revealed.
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Fig. 2. Experimental dependences of the composition of an
Al0.5Ga0.5AsySb1 – y alloy on the effective Sb-flux pressure
at the substrate temperature Ts = (1) 480 and (2) 520°C. The
vertical lines indicate the minimum Sb pressure required to
stabilize the growth surface of Al0.5Ga0.5Sb layers by the

group-V elements:  = 1.4 × 10–6 and 1.7 × 10–6 Torr at

480 and 520°C, respectively. The dashed curves connect the
experimental points for each temperature.
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In the case of MBE growth of GaAsSb, significant
quantitative differences in the behavior of Sb2 and Sb4
molecules were observed, despite the fact that the qual-
itative dependences of the alloy composition on the Sb
flux were similar to those for AlGaAsSb (Fig. 2). The
GaAsSb layers grown under the same conditions con-
tained more arsenic when Sb4 molecules were used.
Most likely, the dissociation rate of Sb4 molecules is
significantly lower than that of Sb2 molecules; there-
fore, more arsenic atoms become incorporated in the
lattice in this case.

The temperature dependence of the alloy composi-
tion at fixed Sb, As, Al, and Ga fluxes is shown in Fig.
3. With an increase in Ts, an abrupt increase in the As
content in the grown layer is observed. This fact can be
explained as follows. Due to the lower binding energy
of Sb4 (or Sb2) molecules, their dissociation rate signif-
icantly exceeds that of As4 molecules. Therefore, anti-
mony is incorporated much faster than arsenic at low
temperatures, which limits the As incorporation. In this
case, there are almost no unoccupied sites on the
growth surface for As atoms appearing due to the disso-
ciation (except for cases when there is a shortage of anti-
mony). The increase in the temperature equalizes the dis-
sociation rates of Sb4 and As4 molecules (since the latter
have a higher activation energy). Hence, an increase in
temperature leads to an increase in the number of As
atoms that have time to incorporate, along with Sb
atoms, in the crystal lattice. In addition, the desorption
rate of antimony also increases with increasing Ts.

5. RESULTS OF CALCULATIONS

The dependences of the incorporation coefficients
of Sb2 and Sb4 molecules on the Sb flux and the sub-
strate temperature (the MBE parameters that determine
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Fig. 4. Dependence of the incorporation coefficient of Sb on

the  ratio for the case of MBE of AlGaAsSb
alloys using Sb dimers at Ts = (1) 520 and (2) 480°C.

PSb* /PSb
min
the alloy composition in the case under consideration)
are of prime interest.

It is convenient to represent the results of calcula-
tions carried out on the basis of the analysis of the
experimental data and the simple model (see Section 2)
in the form of the dependence of the Sb-incorporation
coefficient on the ratio of the equivalent flux pressure to
the minimum pressure required for the MBE growth of
AlGaSb under stoichiometric conditions on the growth

surface, , rather than on . Figure 4 shows
these dependences for the coefficients of incorporation
of dimers (αSb2) in AlGaAsSb alloys at two temperatures.

When the Sb flux density is low (  ! 1), the
incorporation coefficient of Sb, αSb2, is constant and
close to unity (at low Ts). The incorporation coefficient
begins to decrease at flux pressures of about (0.7–

0.8) . Probably, this decrease accounts for the
dependence of the incorporation coefficient of Sb on
the degree of coating of the layer surface by Sb atoms.
Under conditions of As excess (the Sb flux amounted to
~20–30% of the general flux of group-V elements) and
sufficiently high growth rates, only some of the Sb
atoms have time to occupy stable positions in the metal
sublattice, while the rest are occupied by As atoms.

With a further increase in the Sb flux (  > ), the
alloy composition does not change, being governed by
the background As content (see Fig. 2); hence, the Sb
incorporation coefficient decreases proportionally to

the ratio . The coefficient αSb2 changes in a sim-

ilar way with increasing ratio  at higher substrate
temperatures as well; however, the maximum value of
αSb2 is significantly smaller (only ~0.73 at Ts = 520°C).

It is obvious that the incorporation coefficient of
antimony, determined under conditions of its shortage
on the growth surface stabilized by metal atoms, is of
practical interest. In this case, αSb attains the maximum

value  at a given temperature and is independent of
the flux of antimony molecules and group-III atoms.
The dependence of the maximum incorporation coeffi-

cient of Sb2 molecules, , on the substrate tempera-
ture is shown in Fig. 5. At temperatures below 500°C,

the coefficient  is close to unity. With an increase

in temperature,  decreases. The data obtained are
in good agreement with the results of [12, 13], where
the behavior of antimony was analyzed and the temper-
ature dependence of the alloy composition was studied.
The characteristic activation energy is about 1.5 eV.

It is noteworthy that the Sb incorporation coefficient
for Sb4 molecules in the case of epitaxial growth of
AlGaAsSb behaves in a similar way. Nevertheless, the
epitaxy of GaAsSb alloys is characterized by signifi-
cantly different behavior of Sb tetramers. For dimers,
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the dependence of the incorporation coefficient on the

ratio  in the case of epitaxial growth of
GaAsSb quantitatively and qualitatively coincides with
the dependence shown in Fig. 4 for the epitaxy of
AlGaAsSb; i.e., αSb2 is independent of the flux of
group-III atoms and is close to unity over a wide range
of fluxes at low temperatures. However, the results
obtained using Sb tetramers indicate a decrease in the
incorporation coefficient of Sb in the case of the MBE

of GaAsSb (the maximum coefficient  ≈ 0.6) in

comparison with the MBE of AlGaAsSb (  ≈ 1).

Notably, the decrease in the incorporation coefficient is
not related to the decrease in the flux of group-III atoms
(see (4)) since the experiments were performed under

conditions where  < 1 (the leveling-off portion

of the αSb ( ) dependence). The effect of the
flux of group-III atoms on the alloy composition in the
metal sublattice has not been adequately studied and
requires more detailed analysis. However, with regard
to the data of [8, 11], we can suggest that the decrease
in the incorporation coefficient of Sb in MBE-grown
GaAsSb is due to the decrease in the growth rate rather
than the effect of aluminum.

The numerical values of  obtained in this study

are, on the one hand, in good agreement with the data
of [12], where it was shown that the incorporation coef-
ficient of Sb4 in the case of MBE of AlGaAsSb at tem-
peratures below 500°C is close to unity. On the other
hand, our results are consistent with the data of [13],
where the incorporation coefficient of Sb4 was found to
be equal to 0.42 for MBE-grown GaAsSb.

The results obtained for AlGaAsSb samples grown
using different As fluxes (set A) can be explained as fol-
lows. Since the incorporation coefficient of Sb is close to

unity at low temperatures (Ts < 500°C) and  < 1,
almost all incident Sb atoms are incorporated in the lat-
tice and As atoms are incorporated only in unoccupied
sites in the metal sublattice. In this case, an increase in
the As flux even by an order of magnitude does not
change the alloy composition, while a significant
decrease in the As flux may break the epitaxial growth
since the stoichiometric conditions on the grown-layer
surface (the equality of the surface concentrations of

group-V and group-III elements:  ≈ 1) are no
longer valid. Therefore, when As4 molecules along with
Sb2 or Sb4 molecules are used in the MBE growth of
AlxGa1 – xAsySb1 – y and GaAsySb1 – y alloys, the most
effective control of the metal-sublattice composition is
obtained by changing the Sb flux at fixed values of the
Al, Ga, and As fluxes and the substrate temperature.
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6. CONCLUSIONS

In this study, we report the results of studying
(Al,Ga)AsSb alloys grown by MBE using both conven-
tional and cracker Sb effusion cells. It is found that the
kinetics of the surface processes, described on the
whole in terms of the incorporation coefficients, most
significantly affects the composition of the metal sub-
lattice of alloys. In the range of growth temperatures
from 480 to 520°C, the incorporation of antimony is
dominant, which is in obvious contradiction with the
thermodynamic estimates. It is shown that, when As4
molecules are used, the alloy composition can be most
effectively controlled by changing the Sb flux at fixed
Al, Ga, and As fluxes and substrate temperature. The
results of the calculations of the incorporation coeffi-
cients of metal components for the case of low-tempera-
ture (below ~500°C) MBE of AlGaAsSb alloys showed
that, using either cracker or conventional Sb effusion
cells, the incorporation coefficient of Sb is close to unity.
For the MBE of GaAsSb alloys, it is found that the incor-
poration coefficient of Sb tetramers is smaller than that
of Sb dimers. It is shown that the value of the incident
flux of group-III elements significantly affects the incor-
poration coefficient of Sb tetramers.
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Abstract—Methods for determining the concentration of gallium in germanium doped using nuclear transmu-
tations induced by thermal and epicadmium neutrons from measurements of resistivity in the region of low (liq-
uid-helium) temperatures are considered. In order to evaluate the gallium concentration, it is suggested to use
the concentration dependences of hopping resistivity ρ3 and the resistivity measured at a temperature of 2.5 K.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The method of neutron-induced nuclear-transmuta-
tion doping of semiconductors [1] attracts the attention
of researchers because this method features advantages
over conventional methods of doping. These advan-
tages consist in a high precision of doping and a high
uniformity of the impurity distribution. Germanium
with p-type conductivity (gallium is the major impu-
rity) is obtained as a result of neutron-induced transmu-
tation doping; the degree of compensation (K) is con-
trolled by the energy spectrum of reactor neutrons and
by its hardness (see, for example, [2]). Germanium
doped using neutron-induced nuclear transmutations is
a convenient object for studying the basic problems of
conductivity in the impurity band and of insulator–
metal transition and is also the most important material
for fabrication of low-temperature resistance thermom-
eters and detectors of high-energy particles.

In this context, it is important to solve the problem
of determining the concentration of transmutation-
introduced impurities. Study of the Hall effect is one of
the conventional methods for determining the impurity
concentration. However, degeneracy of the germanium
valence band (i.e., the presence of light- and heavy-hole
bands) and the dependences of the Hall factor on the
impurity concentration and a magnetic field make it dif-
ficult to determine the gallium concentration (NA). The
contribution of light holes to the Hall effect and the
dependence of this contribution on the doping level
were studied by Alekseenko et al. [3]. Experimental
determination of the Hall coefficient is a time-consum-
ing procedure. The gallium concentration can be evalu-
ated from an analysis of temperature dependences of
the concentration of free charge carriers. Interaction
1063-7826/04/3803- $26.00 © 20273
between impurities when their concentration exceeds
1 × 1016 cm–3 is one of the causes that limit the use of
the aforementioned method. An analysis of temperature
dependences of resistivity in the region of hopping con-
ductivity is a simpler method. As is well known, the
resistivity is described by the following expression in
the case of moderately low temperatures and in the
region of hopping conductivity with a constant activa-
tion energy (ε3):

(1)

Here, k is the Boltzmann constant; T is temperature;
and ρ3 is an exponential factor defined as [4]

(2)

where α(K) is a function that depends on the degree of
compensation and a is the Bohr radius of the impurity.
According to expression (2), the hopping conductivity
is very sensitive to a variation in the concentration of
the majority impurity. The energy ε3 is independent of
temperature and is expressed as [4]

(3)

where e is the elementary charge, χ is the permittivity,
and F(K) is a universal function of the degree of com-
pensation.

In this study, we consider methods for determining
the gallium concentration in germanium doped using
nuclear transmutations induced by thermal and epicad-
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mium (fast) neutrons; we rely on measurements of
resistivity in the region of hopping conductivity.

2. EXPERIMENTAL

We studied samples of undoped germanium with an
electron concentration of 3 × 1013 cm–3. The samples
were irradiated with various doses of reactor neutrons;
the flux of fast neutrons with energies E ≥ 0.1 MeV was
in the range of 1 × 1017 cm–2 < Φf < 1 × 1019 cm–2. In
order to cut off the slow component of the reactor-neu-
tron spectrum (E < 0.5 eV) and to attenuate the factors
related to the nuclear-transmutation doping due to ther-
mal neutrons, we irradiated the samples in cadmium
containers with a wall thickness of 0.5 mm. During irra-
diation, the ratio between the doses of thermal (Φth) and
fast neutrons was equal to about 10. The aforemen-
tioned values of the cadmium shield thickness and the
Φth/Φf ratio are not infrequently used in experiments.
The samples were annealed for 24 h at 450°C after irra-
diation. The resistivity of the samples was measured in
the temperature range of 1.5 K < T < 4.2 K.

3. DISCUSSION

The method for determining the concentration of the
majority impurity by studying the temperature depen-
dences of hopping conductivity consists in the follow-
ing. One determines the value of the resistivity ρ3 by
linearly approximating the low-temperature portions of
the temperature dependence of the resistivity on the
Arrhenius scale with subsequent extrapolation to 1/T = 0.
Previously [5–10], the mechanism of hopping conduc-
tivity with a constant activation energy ε3 (1) was used
in the analysis of resistivity extrapolated to 1/T = 0. The
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Fig. 1. The resistivity ρ3 as a function of the gallium con-
centration NA. (1) Experimental data from [5, 10] and
(2, 3, 4) experimental data from [6, 7, 8], respectively. Solid
lines represent the linear approximation.
majority-impurity concentration was then estimated

from the concentration dependence ρ3 = f( ).

In Fig. 1, we show the concentration dependences

ρ3 = f( ) for germanium doped with gallium using
the nuclear-transmutation processes initiated by ther-
mal neutrons. We used data published over a period of
many years [5–8, 10]. It was previously assumed [1, 5]
that K = 0.4 in germanium doped with gallium using
nuclear transmutations initiated by thermal neutrons.
Recent evolution of nuclear physics data led to the
value of the degree of compensation in this material
K = 0.3, which is confirmed by experimental data
[11−14, 2]. When comparing the results obtained in dif-
ferent studies, we corrected experimental data [5–7, 10]
with respect to concentration taking into account that
K = 0.3.

At NA ≤ 1 × 1016 cm–3, experimental data can be
approximated by a straight line whose slope corre-
sponds to a1 ≈ 90 Å. The value a1 ≈ 90 Å was also deter-
mined in the context of the effective-mass method for
germanium doped with gallium [4]. It is noteworthy
that, in the range of concentrations under consideration,
experimental data are consistent with the theoretical

dependence ρ3 = f( ) reported by Poklonskiœ et al.
[9]. At 1 × 1016 cm–3 < NA < 3 × 1016 cm–3, a deviation
from the linear dependence is observed, which can be
related to the processes of multielectron hops (see, for
example, [15]). The range of concentrations from NA =
3 × 1016 cm–3 to the concentration corresponding to the
insulator–metal transition (and to higher concentra-
tions) was studied in detail in [5, 8, 10]. We showed
that, in the concentration range under consideration, the
experimental data [5, 8, 10] can be approximated by a
straight line whose slope corresponds to a2 ≈ 57 Å.
A decrease in the Bohr radius for a hole in p-Ge with
increasing impurity concentration was discussed previ-
ously [6, 8, 16] and was related to a change in the
asymptotic behavior of the wave functions when the
insulator–metal transition was approached. The critical
concentration corresponding to the insulator–metal
transition for uncompensated germanium doped with
gallium is equal to NC = 1 × 1017 cm–3 [17]. It follows

from the Mott criterion a = 0.26 ± 0.05 [18] that
a = 56 ± 11 Å. Almost coinciding values of the Bohr
radius were determined in different studies. The value
a2 = 57 Å determined by us from the hopping conduc-
tivity is in good agreement with the Bohr radius deter-
mined from the Mott criterion. The closeness of the
Bohr radius determined from measurements of hopping
conductivity in the region of intermediate concentra-
tions to that determined from the Mott criterion was
also noted by Zabrodskiœ et al. [8].

Having analyzed the experimental results reported
in many publications, we suggest using the concentra-

NA
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NA
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tion dependence ρ3 = f( ) for determining the gal-
lium concentration in germanium doped using nuclear
transmutations initiated by thermal neutrons; this
dependence includes two linear portions described by
formula (2), where a1 = 90 Å for NA ≤ 1 × 1016 cm–3 and
a2 = 57 Å for NA ≥ 3 × 1016 cm–3 (up to the point of the
insulator–metal transition).

It is possible to evaluate more easily the gallium
concentration in germanium doped via nuclear trans-
mutations initiated by thermal neutrons if the concen-
tration dependence of resistivity measured at T = 2.5 K
{ρ2.5 = f(NA)} is used. We have hopping conductivity at
T = 2.5 K; as is well known, the hopping resistivity
depends heavily on the concentration of the majority
impurity via which the hopping conductivity proceeds.
This method is less time consuming compared to the
determination of the gallium concentration from the

dependence ρ3 = f( ), since now it is not necessary
to measure the temperature dependence of resistivity in
a wide range. In order to determine the gallium concen-
tration from the dependence ρ2.5 = f(NA), it is necessary
to measure the resistivity at T = 2.5 K only. In Fig. 2
(curve a), we show the dependence ρ2.5 = f(NA) for ger-
manium doped using nuclear transmutations initiated
by thermal neutrons; this dependence is plotted in a
wide range of concentrations (up to the point of the
insulator–metal transition and beyond). The curve was
corrected with respect to concentration taking into
account that K = 0.3.

In practice, it is often necessary to determine the
gallium concentration in germanium doped using
nuclear transmutations initiated by epicadmium neu-
trons. In this case, one cannot use the dependence ρ2.5 =
f(NA) for germanium doped via nuclear transmutations
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2
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1016 NA, cm–3

ρ2.5, Ω cm

Fig. 2. The resistivity at T = 2.5 K as a function the gallium
concentration NA. (a) The data for germanium doped using
nuclear transmutations initiated by thermal neutrons [17];
(b) the data for germanium doped using nuclear transmuta-
tions initiated by epicadmium neutrons: (1) the data of this
study and (2) the data reported in [19].
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initiated by thermal neutrons. Consequently, it is neces-
sary to obtain the dependence ρ2.5 = f(NA) for germa-
nium doped using nuclear transmutations initiated by
epicadmium neutrons.

Temperature dependences of resistivity in germa-
nium doped using nuclear transmutations initiated by
epicadmium neutrons are shown in Fig. 3; all samples
feature hopping conductivity at T < 4.2 K. The hopping
conductivity in this material was also studied previ-
ously [19, 20]. The samples were irradiated under sim-
ilar conditions in our experiments and in [19]. The gal-
lium concentration in the samples under investigation
was determined from the obtained values of ρ3 taking
into account the Bohr radii a1 = 90 Å (for NA ≤ 1 ×
1016 cm–3) and a2 = 57 Å (for NA ≥ 3 × 1016 cm–3) and
dependences (2).

In Fig. 2, curve b represents the dependence ρ2.5 =
f(NA) for germanium doped with gallium using nuclear
transmutations initiated by epicadmium neutrons. In
order to determine the gallium concentration in the
samples [19], the data on the hopping conductivity
were analyzed using the above-described method.

As can be seen from Fig. 2, there is qualitative
agreement between experimental data for germanium
doped using transmutations initiated by thermal neu-
trons and those for germanium doped using epicad-
mium neutrons. A small quantitative difference is
related to the fact that the degree of compensation in
germanium doped using nuclear transmutations initi-
ated by epicadmium neutrons (K ≈ 0.5 [2]) exceeds that
in germanium doped using nuclear transmutations ini-
tiated by thermal neutrons. According to expression (1),
the resistivity depends on ρ3 and ε3. The values of α(K)
in formula (2) are equal to 1.79 and 1.81 for K = 0.3 and
0.5, respectively [4]; as a result, there is a small quanti-
tative difference between the values of ρ3 in these two
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Fig. 3. Temperature dependences of resistivity in germa-
nium doped using nuclear transmutations initiated by epic-
admium neutrons. NA = (1) 4.7 × 1015, (2) 7.7 × 1015, (3)

8.5 × 1016, and (4) 1.1 × 1017 cm–3.
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cases for the same impurity concentration. The values
of F(K) in formula (3) are equal to 0.7 and 0.75 for
K = 0.3 and 0.5, respectively [4]; consequently, the
value of ε3 is larger in germanium doped using nuclear
transmutations initiated by epicadmium neutrons than
in germanium irradiated with thermal neutrons (for
identical impurity concentration). According to expres-
sion (1), this means that the plot of resistivity vs. impu-
rity concentration for germanium doped using nuclear
transmutations initiated by epicadmium neutrons runs
above a similar plot for germanium irradiated with ther-
mal neutrons (for the same impurity concentration).
This conclusion is confirmed by experimental data
shown in Fig. 2.

4. CONCLUSION

Thus, it is possible to evaluate the gallium concen-
tration in germanium doped using nuclear transmuta-
tions initiated by neutrons on the basis of the value of
ρ3 determined from temperature dependences of the
hopping conductivity using the concentration depen-

dence ρ3 = f( ); the latter dependence consists of
two linear portions described by formula (2) where a1 =
90 Å at concentrations NA ≤ 1 × 1016 cm–3 and a2 = 57 Å
at NA ≥ 3 × 1016 cm–3 (up to the point of the insulator–
metal transition). It is simpler to evaluate the gallium
concentration in germanium doped using nuclear trans-
mutations initiated by neutrons on the basis of resistiv-
ity measured in the temperature region where the hop-
ping conductivity is observed (for example, at T =
2.5 K). Dependences ρ2.5 = f(NA) for germanium doped
using nuclear transmutations initiated by thermal and
epicadmium neutrons make it possible to determine the
gallium concentration using the value of resistivity
measured at T = 2.5 K.
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Abstract—The effect of high-temperature annealing at high hydrostatic pressures on photoluminescence of
heavily doped GaAs:Be layers grown by molecular-beam epitaxy on GaAs substrates was studied. A blue shift
of the band-edge luminescence line and an increase in the relative intensity of the shoulder at the high-energy
wing of this line were detected after annealing in the spectra of layers with a beryllium atom concentration
higher than 5 × 1019 cm–3. The same layers featured a concentration-related decrease in the GaAs lattice param-
eter, which does not conform to the Vegard law. These effects can be attributed to the formation of beryllium inclu-
sions in heavily doped GaAs. Due to different compressibility and thermal expansion coefficients of Be inclusions
and GaAs, high-temperature and high-pressure treatment gives rise to structural defects; hence, the probability of
transitions that are indirect in the k space increases. © 2004 MAIK “Nauka/Interperiodica”.
Heavily doped p-GaAs is widely used to produce
ohmic contacts and active layers in device structures,
such as tunnel diodes and bipolar transistors. One of the
important parameters of heavily doped layers is the
minority-carrier lifetime controlled by recombination
via defect levels and Auger recombination. Such impu-
rities as carbon and beryllium are widely used in grow-
ing heavily doped p-GaAs layers formed by molecular-
beam epitaxy (MBE). It was shown recently that
recombination of nonequilibrium electrons in GaAs
layers heavily doped with carbon is mainly controlled
by Auger processes, since carbon is fully incorporated
into the GaAs lattice as a shallow substitutional accep-
tor and does not form defects with deep levels [1].

This study is devoted to the effect of high-tempera-
ture and high-pressure treatment on the luminescence
properties of heavily doped GaAs:Be layers grown by
MBE. The formation of structural defects acting as
nonradiative-recombination centers was detected in
GaAs:Be layers.

GaAs:Be layers 1.5 µm thick were grown using
MBE on semi-insulating GaAs(100) substrates. The
layers were separated from the substrate by a buffer
GaAs layer 10 nm thick, at the center of which
20 (AlAs)5(GaAs)5 superlattice periods were grown.
The GaAs:Be layers were covered with a layer of nom-
inally undoped GaAs 10 nm thick. The layers were
annealed for 1 h at a temperature of 870 K, equal to the
1063-7826/04/3803- $26.00 © 20277
layer growth temperature; the annealing was carried out
either at atmospheric pressure or at a high hydrostatic
pressure (12 kbar) [2].

Steady-state photoluminescence (PL) was measured
at a temperature of 77 K, using a setup described in [3].
The steady-state PL was excited by an Ar+ laser with a
wavelength of 488 nm. To determine the relaxed lattice
constant in initial and hydrostatically compressed
GaAs layers, the Fewster method [4] and high-resolu-
tion X-ray diffractometry were used. The set of high-
angle (006, 335, and 117) Bragg reflections was ana-
lyzed. The parameters of the relaxed lattice were calcu-
lated using the expression

(1)

where a⊥  and a|| are the lattice parameters in the direc-
tions perpendicular and parallel to the layer–substrate
interface, respectively,

and ν is the Poisson ratio equal to 0.311 for GaAs.

The concentrations of beryllium atoms CBe and
holes Np were determined using the secondary ion mass
spectrometry (SIMS) and Van der Pauw methods,
respectively. The SIMS and Hall measurement data for

a
a⊥ 2Ca||+

1 2C+
------------------------,=

C
1 ν–
1 ν+
------------,=
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the samples under investigation are listed in Table 1.
Beryllium is mostly incorporated into the gallium sub-
lattice and is a shallow acceptor (the hole binding
energy at the acceptor is 28 meV). The hole concentra-
tion decrease as the measurement temperature
decreases from 300 to 77 K for samples C and D is
apparently caused by deep acceptors ionized at room
temperature. Previously, we observed a similar effect in
nominally undoped GaAs layers [5]; therefore, we
assumed that the Hall hole concentration at 77 K was
equal to the beryllium concentration BeGa in the gal-
lium sublattice. The data listed in Table 1 show that the
total concentration of beryllium atoms in layers deter-
mined using SIMS exceeds that of BeGa obtained from
the Hall data. These additional atoms can fill interstices
or aggregate as beryllium inclusions. We note that the
concentration of BeGa in sample D is lower than in sam-
ple C; however, the beryllium concentration deter-

Table 1.  Concentrations of holes (Np) and beryllium atoms
(CBe) in GaAs:Be layers

Sample

Np ± 10%,
1019 cm–3

Np ± 10%,
1019 cm–3

CBe, 
1019 cm–3before annealing 

under pressure
after annealing 
under pressure

300 K 77 K 300 K 77 K

A 0.5 0.5 0.5 0.5 0.5

B 2.6 2.7 2.5 2.0 5

C 8 7 5.0 2.4 18

D 9.2 5.8 4.2 1.8 21.5
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Fig. 1. Spectra of low-temperature (T = 77 K) photolumi-
nescence of GaAs:Be layers with the beryllium atom con-
centration (determined by SIMS) CBe = (1) 0.5, (2) 5,
(3) 18, and (4) 21.5 × 1019 cm–3.
mined by SIMS was higher. This can mean that the con-
centration of beryllium inclusions and (or) interstitial
atoms is not directly proportional to the beryllium atom
concentration.

The low-temperature PL spectra of GaAs:Be layers
with various doping levels are shown in Fig. 1. The
edge-luminescence band caused by interband transi-
tions with conservation of quasi-momenta of nonequi-
librium carriers dominates in the spectra of all the ini-
tial layers, measured at 77 K. This band shifts to longer
wavelengths with the hole concentration in proportion
to p1/5 due to the impurity-induced narrowing of the
band gap [6]. Furthermore, the samples with a high
doping level exhibit a shoulder in the short-wavelength
wing of this band. This is caused by radiative recombi-
nation of electrons localized near the conduction-band
bottom with holes having an energy corresponding to
the Fermi energy in the valence band [7]. These transi-
tions are indirect in the k space and result from quasi-
momentum scattering at the potential of impurities and
defects. We note that the optical properties of the sam-
ples are highly uniform over their area. For example,
the PL spectra measured at five different points over the
sample area are almost identical for each GaAs:Be film
under investigation.

Annealing of the layers at a high hydrostatic pres-
sure did not affect the PL spectra of the layers with hole
concentrations p ≤ 2.6 × 1019 cm–3. In the spectra of
more heavily doped layers (see Fig. 2), an increase in
the intensity of the short-wavelength shoulder (indi-
cated by an arrow) was observed, as well as the blue
shift of the edge PL band. The blue shift of the edge PL
band peak is apparently caused by a decrease in the
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Fig. 2. Photoluminescence spectra of heavily doped
GaAs:Be layers: (1) the initial one and (2) the layer after
870-K annealing at a pressure of 12 kbar. The arrow indi-
cates the position of the shoulder caused by radiative transi-
tions that are indirect in the k space.
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concentration-related narrowing of the effective band
gap, as evidenced by the decrease in the hole concentra-
tion after annealing under pressure (see Table 1).

The PL enhancement caused by transitions that are
indirect in the k space suggests the formation of a high
lattice defect density comparable to the beryllium atom
concentration. This conclusion is also confirmed by the
following data.

(i) The sixfold decrease in the PL intensity after
annealing and hydrostatic compression.

(ii) The Hall measurement data (see Table 1) show-
ing an approximately twofold decrease in the hole con-
centration after annealing under high pressure, which
indicates the formation of compensating defects.

(iii) The X-ray diffraction data on the crystal struc-
ture of GaAs:Be layers.

The lattice constant a|| in the direction parallel to the
substrate surface is equal to the GaAs lattice constant
aGaAs = 5.65332 Å for all the layers under investigation.
However, a decrease in the lattice constant a⊥  measured
in the direction perpendicular to the layer–substrate
interface was detected in all the heavily doped GaAs:Be
layers; relaxation of the lattice parameters was also
observed [8]. There are two known causes of the
change in the lattice parameters of a material doped
with electrically active impurity atoms: (i) the effect of
the impurity atom size and (ii) the effect of free carriers.
The relative changes in the lattice parameters of p-type
semiconductors with the zinc-blende band structure,
caused by the two aforementioned factors, are given by
(see [9–11])

(2)

where Na is the beryllium atom concentration in the gal-
lium sublattice (equal to the hole concentration in the
samples at 77 K—see Table 1); Np is the hole concen-
tration in the valence band (at 300 K); and βs and βp are
the parameters describing the size effect (correspond-
ing to the Vegard rule) and the effect of holes,

(3)

(4)

Here, N0 = 2.21 × 1022 cm–3 is the concentration of gal-
lium atoms in undoped GaAs; Rd and Rs are the cova-
lent radii of beryllium (1.11 Å) and gallium (1.22 Å),
respectively; B is the GaAs bulk modulus, equal to
7.5 × 106 N/cm2; and D is the deformation potential for
the valence-band top, equal to 0.7 eV.

The changes in the relaxed lattice parameters of
GaAs:Be layers are listed in Table 2. We can see that the
experimentally detected decrease in the relaxed lattice

∆a/a βsNa βpN p,+=

βs

4 Rd Rs–( )
3aN0

------------------------- 2.03 10 24– ,×= =

βp
D

3B
------- 0.4978 10 24– .×= =
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parameters for samples B–D is smaller than those cal-
culated using formula (2). This effect is apparently
associated with beryllium inclusions that are formed as
the layers grow. If such beryllium-containing inclu-
sions are formed during the layer growth, annealing at
a high hydrostatic pressure should affect the defect
structure in GaAs:Be and cause an additional change in
the lattice parameters. This change, i.e., the increase ∆a'
in the lattice parameters after annealing, was indeed
experimentally observed, as can be seen in Table 2.
This change is caused by additional lattice defects
introduced by annealing due to the difference between
the compressibility and thermal expansion coefficients
of the initial material and beryllium-containing inclu-
sions. It is known that the stresses arising near the inter-
faces between precipitates and the host during anneal-
ing under a high hydrostatic pressure can reach a criti-
cal value when dislocation loops and other defects are
introduced [12].

To validate the assumption on the effect of hydro-
static pressure on defect generation, reference annealing
of initial samples was carried out at the same temperature
and atmospheric pressure. We did not detect any changes
in the shape and intensity of the PL spectra after anneal-
ing; the changes in the Hall concentration of holes were
within the accuracy of measurements (±10%).

Thus, the structural defects associated with beryl-
lium were detected in heavily doped GaAs:Be layers
(the beryllium atom concentration was lower than 5 ×
1019 cm–3) annealed at a high hydrostatic pressure.
These defects manifest themselves as nonradiative-
recombination centers and increase the probability of
radiative transitions without quasi-momentum conser-
vation, which are associated with recombination of
electrons near the conduction-band edge and holes at
the Fermi level in the valence band.
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Abstract—The impedance of single-crystal PbTe:Ga and Pb0.94Ge0.06Te:Ga samples was studied in the frequency
range from 102 to 106 Hz at temperatures of 4.2 to 300 K. It was shown that the effects associated with long-term
relaxation processes do not result from a ferroelectric phase transition, because they are observed at much lower
temperatures. The low-temperature features of the behavior of the capacitance in Pb0.94Ge0.06Te:Ga are regarded
as a contribution from the impurity subsystem. © 2004 MAIK “Nauka/Interperiodica”.
Gallium has variable valence in lead telluride and a
number of solid solutions based on this compound. This
gives rise to a system of impurity levels and leads to sta-
bilization of the Fermi level position and long-term
relaxation processes at temperatures T below TC ≈ 80 K.
In all of the known cases, the Fermi level is stabilized
in solid solutions based on gallium-doped lead telluride
within the energy gap, which leads to the formation of
a semi-insulating state in crystals at low temperatures
[1]. Taking into account the dramatic change in conduc-
tivity under illumination at T = TC, the nonlinearity of
the current–voltage characteristics, and the anomalous
magnetic properties of PbTe:Ga at low temperatures,
the possibility that a doping-induced phase transition
may occur cannot be ruled out completely.

Direct experimental information about the occur-
rence of the phase transition and its possible influence
on correlation processes in the system composed of a
crystal lattice and impurity centers can be obtained by
studying the full impedance. In addition to PbTe:Ga,
single-crystal samples of Pb0.94Ge0.06Te:Ga (whose
electrical and photoelectric characteristics have been
previously studied in detail [2–5]) were chosen as
objects of study.

The samples were rectangular plates with an area of
~4 × 4 mm2 and a thickness of ~1 mm. The plate surface
was coated with an alloy containing 95% In, 4% Ag,
and 1% Au. The measurements were performed in a
chamber screening the samples from background illu-
mination, with E7-12 and MIT 9216A ac bridges at fre-
quencies f of 100 Hz to 1 MHz in the temperature range
4.2–300 K.

Figure 1 shows temperature dependences of the dc
resistivity ρ of PbTe:Ga (curve 1) and Pb0.94Ge0.06Te:Ga
1063-7826/04/3803- $26.00 © 20281
(curve 2). The high-temperature portions of the curves
(Fig. 1, inset) describe an activated temperature depen-
dence of conductivity, with activation energies Ea ≈
50 (1) and 75 meV (2), calculated using the relation ρ ∝
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Fig. 1. Temperature dependences of the resistivity of
(1) PbTe:Ga and (2) Pb0.94Ge0.06Te:Ga samples. Inset: the
high-temperature portions of the same curves in relation to
inverse temperature.
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exp(Ea/kT). The ρ(T) curve for the Pb0.94Ge0.06Te:Ga
sample shows a peak at T = TM . 90 K. The real part of
the impedance, Z', virtually coincides with ρ at frequen-
cies lower than 105 Hz. With a frequency of 1 MHz, the
value of Z' in the vicinity of the peak is approximately
two times smaller than ρ.

As can be seen from Fig. 1, the crystals studied are
not insulators; their conductivity, especially at elevated
temperatures, is rather high. It was possible to obtain
reliable impedance data only at temperatures below
80 K for lower-resistivity PbTe:Ga and below 170 K for
Pb0.94Ge0.06Te:Ga. In processing the experimental data,
the capacitance of the crystals was calculated from the
real (Z') and imaginary (Z") parts of the impedance in
the approximation of an equivalent parallel RC circuit.

The temperature dependences of the capacitance of
Pb0.94Ge0.06Te:Ga samples at different frequencies are
shown in Fig. 2. It can be seen that the C(T) curve
exhibits a distinct peak at TF . 140 K, and the position
of this peak shows no clearly pronounced frequency
dependence (Fig. 2, inset). The temperature at which
the peak lies is ~20 K lower than the temperature of the
transition from the cubic phase to a rhombohedral
phase for an undoped alloy of the same composition.
A comparable decrease in the phase transition temper-
ature has also been observed when Pb1 – xGexTe alloys
are doped with indium [6].

At low temperatures (T < 70 K), the capacitance of
Pb0.94Ge0.06Te:Ga exhibits a strong temperature depen-
dence. At low frequencies f ≈ 103 Hz, an abrupt, nearly
stepwise rise in the capacitance C of almost an order of
magnitude is observed. As f increases, the magnitude of
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Fig. 2. Temperature dependences of capacitance for the
Pb0.94Ge0.06Te:Ga sample. Numbers by the curves indicate
the frequency in Hz. Geometric capacitance of the sample
C0 = 0.18 pF.
this abrupt change decreases, so that the C(T) curve
becomes rather smooth at f = 105 Hz. For PbTe:Ga, the
capacitance at T < 70 K is virtually independent of fre-
quency f and temperature T. The value of C corresponds
to a dielectric constant ε ≈ 1000.

An additional contribution to the capacitance,
observed for Pb0.94Ge0.06Te:Ga in the low-frequency
range, cannot be attributed to polarization-induced pro-
cesses or to resonance effects in the crystal lattice itself.
Most probably, the increase in capacitance results from
processes associated with the recharging of impurity
centers. A similar effect was previously observed in the
same frequency range in heterojunctions of germa-
nium-silicon diodes and was interpreted as a contribu-
tion from the recharging of interfacial states to the
capacitance of the p–n junction [7].

A possible factor determining the difference in
behavior between the impurity subsystems in PbTe:Ga
and Pb0.94Ge0.06Te:Ga samples is the absence of Fermi
level stabilization in Pb1 – xGexTe:Ga solid solutions.
Specifically, this is indicated by the results of previous
experimental studies concerned with the effect of irra-
diation with high-energy electrons on the electrical
properties of Pb1 – xGexTe:Ga samples [3, 5]. It is known
that the range of gallium impurity concentrations at
which the effect of Fermi level stabilization is observed
in PbTe:Ga is rather narrow [1]. Since irradiation with
high-energy electrons gives rise to defects of the donor
type, the type of conduction in lightly doped p-PbTe:Ga
crystals changes as the irradiation dose is raised, with
the subsequent stabilization of the Fermi level position
[8]. In Pb1 – xGexTe:Ga samples, irradiation leads to a
decrease in the resistance and a subsequent transition to
metallic conduction. This may be associated with the
presence of an excess amount of gallium in the samples
studied. In the absence of stabilization of the Fermi level,
the nonuniform distribution of the impurity throughout
the crystal should affect the galvanomagnetic character-
istics of the samples. This has been confirmed by the
results of Hall measurements in Pb1 – xGexTe:Ga [2].

It is important that the phase transition temperature
TF in Pb0.94Ge0.06Te:Ga was found to be considerably
higher than the characteristic temperatures TC (~80 K)
at which persistent photoconductivity appears, temper-
atures TM (~90 K) at which the peak in the ρ(T) curve
lies, and temperatures (~70 K) at which low-frequency
anomalies appear in the temperature dependences of
capacitance. Thus, the data obtained indicate that there is
no direct relationship between the phase transition and
long-term relaxation processes in the samples studied.

This study was supported in part by the Russian
Foundation for Basic Research (project nos. 01-02-16356
and 02-02-17057) and INTAS (grant no. 2001-0184).
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Abstract—An expression for the current-independent resistance (Ohm’s law) of a bipolar semiconductor is
derived within the linear approximation for concentrations of nonequilibrium carriers. It is shown that the devi-
ation of the resistance from the classical value is caused by a space charge arising in the sample. The semicon-
ductor sample resistance can be higher and lower than the classical value, depending on the ratio of surface con-
ductivities of electrons and holes. This effect is most pronounced in samples with low-rate surface recombina-
tion and a length shorter than the diffusion length. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In many physical problems associated with the for-
mation of nonequilibrium electrons and holes (photoef-
fect, injection of carriers, Hall effect, etc.) in semicon-
ductors, their recombination plays a fundamental role.
Expressions for rates of bulk recombination were
derived in [1] based on the Shockley–Read model [2]
within the linear approximation for concentrations of
nonequilibrium carriers. The recombination model pro-
posed in [1] was used in [3] to calculate the resistance
of a bipolar semiconductor sample. The boundary con-
ditions (BCs) obtained in [4, 5] and used in [3] are suf-
ficient to calculate the integration constants only under
the assumption that the sample is quasi-neutral and are
not correct for several reasons. In [3], it was assumed
that the nonequilibrium concentration of electrons ∆n
and holes ∆p are equal in the entire volume of the sam-
ple (∆n = ∆p), which is the so-called quasi-neutrality
condition. In this case, the charge (Debye charge) aris-
ing in the semiconductor near-junction region, whose
thickness is on the order of the Debye length, is disre-
garded. Furthermore, the number of unknown parame-
ters decreases; in fact, the nonequilibrium concentra-
tion of electron–hole pairs (EHPs) is the only unknown
function. To determine the latter, it is quite sufficient to
involve the known BCs [6] relating the EHP flux to the
rate of their surface recombination. In this case, the
BCs are formulated outside the region of the Debye sur-
face charge [7] at a certain quasi-surface, rather than at
the actual metal–semiconductor interface. Another con-
sequence of the quasi-neutrality is the fact that the elec-
tric field in the sample is uniquely determined by the
concentration gradient of nonequilibrium EHPs. In this
case, a new contradiction arises: on the one hand, the
electric field is a nonlinear function of the sample coor-
dinate; on the other hand, this field is independent of the
coordinate, judging by the Poisson equation. All these
contradictions can be eliminated by solving exactly the
1063-7826/04/3803- $26.00 © 20284
set of continuity equations [1], taking into account the
Poisson equation and using the BCs at an actual metal–
semiconductor interface. In this case, the bulk diffusion
and Debye surface charges, as well as the electrostatic
potential induced by them, will be necessarily taken
into account.

The aim of this study is to determine the resistance
of a bipolar semiconductor sample, taking into account
the BCs at the actual metal–semiconductor interface.

2. THEORY

Let us consider a semiconductor sample shaped as a
parallelepiped (–a ≤ x ≤ a, 0 ≤ y ≤ b, 0 ≤ z ≤ d; a ! b, d)
with a direct electric current j0 flowing along the x axis.

The distributions of the carrier concentrations and
the electrostatic potential are defined by the continuity
equations (see [1])

(1)

(2)

and the Poisson equation,

(3)

where jn and jp are the electron- and hole-current densi-
ties, τn and τp are the semiconductor parameters in units
of time (but they are not electron and hole lifetimes
[1]), ∆n and ∆p are the nonequilibrium electron and
hole concentrations, ∆ϕ is the nonequilibrium electro-
static potential, (–e) is the elementary charge, ε is the
semiconductor permittivity, and ε0 is the permittivity of
free space.

1
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------- ∆n
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-------– 0,=
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Eqs. (1) and (2) satisfy the law of charge conservation

as they should, which suggests that

(4)

Let us formulate the BCs for Eqs. (1)–(3). In the
most general case, the expressions for electron and hole
currents in the linear approximation with respect to
changes in the electric and chemical potentials are
given by

(5)

where σn(p) is the n-type (p-type) conductivity of the
semiconductor and ∆Fn(p) is the change in the chemical
potentials of electrons and holes, caused by a change in
their concentrations.

To derive the BCs for the hole flux to the surface
(x = a), we integrate Eq. (2) over x from a – δ to a + δ
with δ tending to zero. We obtain

(6)

Taking into account that jp(a + δ) = 0 (there are no holes
in the metal), we finally obtain

(7)

where

are the parameters characterizing the recombination
properties of the surface but are not the surface recom-
bination rates of electrons and holes in the strict sense.
Similarly, for the surface x = –a, we derive

(8)

where

Since condition (4) is valid in the entire semiconductor
volume and at its interface with the metal, there is no
need to introduce additional BCs for jn.

When deriving BCs (11) and (12), we assumed that
surface recombination centers are located in a thin sur-
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face layer much thinner than the Debye length (see the

definition of ). Hence, in contrast to the BCs used
previously [3–5], this model accounts for (in terms of
∆n|x = ±a and ∆p|x = ±a) the influence of the Debye surface
charge on the photovoltage induced at the actual metal–
semiconductor interface.

We now use fundamental condition (4), being a con-
sequence of the law of charge conservation, to derive
the BCs for nonequilibrium electric and chemical
potentials. To this end, we substitute expressions (5)
into identity (4) and obtain

(9)

Let us integrate Eq. (9) with respect to x from a – δ to
a + δ with δ tending to zero,

(10)

The last integral in Eq. (10) is equal to zero, since the
integrand is finite. The next-to-last integral in Eq. (10)
can be finite only in the case of the step ∆ϕ at the inter-
face. We recall that ∆ϕ is the change in the potential,
caused by the direct electric current j0 in the sample.
A physical cause, which can give rise to the step ∆ϕ is
the voltage drop at the finite metal–semiconductor
resistance,

(11)

where ∆ϕM is the change in the electric potential of the

metal contact and  is the sample surface conductivi-

ties (the  units are 1/Ω cm2).

Taking into account the constant chemical potential
of the metal contact, Eqs. (10) and (11) are written as

(12)

where  =  is the n- and p-type conduc-

tivities near the surface x = a on the semiconductor side
(surface conductivities). The units of the surface con-

ductivities  are the same as those of the bulk ones,
1/Ω cm.

Similarly, for the surface x = –a, we obtain

(13)
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where  = .

If the surface conductivity at the metal–semicon-
ductor contact is sufficiently high (the contact is
ohmic), relation (11) can be written as

(14)

Relation (14) is all the more valid at j0 = 0. In this case,
Eqs. (12) and (13) yield

(15)

Hereinafter, we assume that BCs are symmetric:

 =  = Sn(p),  =  = ; the contacts
are assumed to be ohmic. Solving Eqs. (1)–(3) with
BCs (14) and (15) and supplementary condition (4), we
obtain

(16)

(17)

(18)

where

(19)

is the diffusion length,

is the Debye length, νn, p = Sn, pτ/λ, θ = , and τ =
τnτp/(τn + τp) is the lifetime of nonequilibrium EHPs in
the sample bulk.

A comparison of expressions (16) and (17) shows
that a space charge indeed arises in the semiconductor,
which causes the redistribution of the potential (the
bracketed term in expression (18)).
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It follows from expressions (14) and (18) that the
voltage drop U = ∆ϕM(–a) – ∆ϕM(a) in the sample is
given by

(20)

From Eq. (20), we find the sample resistance

(21)

where R0 =  is the classical resis-

tance of the sample.

We note that, at  = σn(p), the sample resistance
is equal to the classical value irrespective of Sn, p and the
sample thickness. This result is obvious enough, since
there is no physical metal–semiconductor interface in
this case. At the same time, it confirms the validity of
BCs (14) and (15). Such a situation can be experimen-
tally realized using a “dumbbell-shaped” sample cut
out from a semiconductor crystal. When deriving
expressions (16)–(18), we assumed that the diffusion
length greatly exceeds the Debye radius.

3. DISCUSSION

It follows from relation (13) that the resistance of
the sample is equal to the classical value R = R0 in the
case of intense carrier recombination (Sn, p @ λ/τ) at
surfaces x = ±a, since there are no nonequilibrium car-
riers in the sample.

Let us consider the case of low-rate surface recom-
bination of carriers, Sn, p ! λ/τ in more detail. In this
case, the sample resistance is given by

(22)

For short samples (a ! λ), we use formula (22) to
obtain

(23)

At θ ! 1 (  ! ), it follows from formula (23) that

(24)

i.e., the resistance of the sample in this case is caused

only by electrons and is the highest. At θ @ 1 (  @ ),
formula (23) is written as

(25)
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i.e., the resistance of the sample becomes much lower
than the classical value.

Let us consider the causes of this extraordinary
effect in detail. As follows from relations (16) and (17),
nonequilibrium EHPs in the bulk of the sample (the
terms ∝  are drifted by the current j0 from the
anode to the cathode; therefore, their concentration
near the surface x = a is positive. Using boundary con-
dition (12) and taking into account the ohmic contacts,
we obtain

Since  @ , we have ∆n(a) @ ∆p(a), and the con-
centrations of nonequilibrium carriers are positive.
Hence, a negative surface charge is induced near the
surface x = a at a distance of the Debye length, and the
electrostatic potential of the contact increases.

Relation (18) yields the distribution of the electro-
static potential in short samples at low-rate surface
recombination,

(26)
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Dependence of the normalized resistance of a Ge sample on
its length at θ = (1) 0.1, (2) 1, and (3) 5 and T = 310 K.
SEMICONDUCTORS      Vol. 38      No. 3      2004
It follows from distribution (26) that ϕ is a steadily
decreasing function of x at θ ! 1, and the electric field
is positive at all the points of the sample. At θ @ 1, ϕ is
a nonmonotonic function of x, having extrema at dis-
tances rDlna/rD from the sample surfaces; as a result,
the electric field becomes negative in surface regions.

The figure shows the dependence of the resistance
of an intrinsic Ge sample (T = 310 K, λ = 0.1 cm, µn =
3800 cm2/(V s), and µp = 1800 cm2/(V s) on its length
at various ratios of the surface conductivities θ in the
case of Sn, p @ λ/τ. We can see that the resistance
depends heavily on θ, especially in short samples.

4. CONCLUSION

It was shown that the deviation of the resistance
from the classical value under symmetric boundary
conditions is caused by a space charge arising in the
semiconductor. The space charge is formed not only at
the Debye length from the sample surface, but also at a
diffusion length. Depending on the ratio of the surface
n- and p-type conductivities, the resistance of the sam-
ple may become higher or lower than the classical
value. This effect is most pronounced in samples whose
rate of surface recombination is quite low and whose
length is much shorter than the diffusion length.
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Abstract—The results of measuring the magnetization M and magnetic susceptibility χ of Cd1 – xZnxTe crystals
are presented. The hysteresis of the M(H) dependence, which is caused by the presence of arbitrarily oriented mag-
netic clusters, is observed in magnetic fields H < 2 kOe. Van Vlek paramagnetism, which is caused by electric
fields of defects, makes a substantial contribution to the magnetic susceptibility. The anomalies in the χ(T) depen-
dence in the temperature region T < 50 K are associated with variation in the charge state of interstitial Te for
x = 0.12. For x = 0.21, these anomalies can be caused either by the paramagnetism of noninteracting defects or
by antiferromagnetic ordering of the defect subsystem formed by ZnCd and Tei. The effect of annealing on the
magnetic state of a defect subsystem in the samples is ascertained. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of a CdTe-based material with
quite high resistivity is a rather complex problem of the
materials science of semiconductors but is of great cur-
rent interest. Such a material is necessary for the devel-
opment of active elements of numerous devices, e.g.,
modulators and detectors. The starting point for the
solution of this problem should be the modern concep-
tion of the actual structure of CdTe, which is deter-
mined by growth conditions.

It is evident a priori that wide-gap semiconductors
with a band gap of Eg > 1 eV should possess low con-
ductivity and be diamagnetic due to the known charac-
teristic of a chemical bond formed by two bound elec-
trons with opposite spins. However, all II–VI com-
pounds are in fact nonstoichiometric, and intrinsic
defects, namely, vacancies (VA and VB) and interstitials
(Ai and Bi), cause deviation from the ideal structure.
The emergence of defects during growth causes a sub-
stantial variation in physical properties. Therefore, the
establishment of the correlation between growth condi-
tions and physical properties is not only of practical
interest. It is also necessary in order to refine our notion
of the nature of physical properties of actual crystals.

At this stage, the state of research into the defects
formed during growth in II–VI crystals has been ana-
lyzed in most detail in [1, 2]. Taguchi and Ray [1] paid
special attention to the formation and stability of iso-
lated and bound defects whose charge states may vary
under external effects. Under specific conditions, for
example, at low temperatures, donors and acceptors
become paramagnetic [3], whereas the donor–acceptor
1063-7826/04/3803- $26.00 © 20288
pairs (DAPs), which are formed in the crystals, may
cause the formation of specific magnetic clusters [4].

Kröger was the first to point out the potential of
magnetic methods for studying defects [5]. Later on,
the magnetic properties of CdTe doped with Ge [6, 7],
In and Cl [8], Zn [9], and ZnO:Li [10] were investi-
gated. The results of these investigations enabled
researchers to reveal the substantial contributions of the
Van Vlek paramagnetism, the precession Langevin dia-
magnetism, and the paramagnetism of mutually interact-
ing DAPs to the total magnetic susceptibility. Moreover,
the results of investigations for CdTe:Ge [11] and PbTe:In
[12] crystals are indicative of a clearly pronounced hyster-
esis of magnetization in weak magnetic fields.

The investigation of the effect of isomorphic substi-
tutions on the physical properties is undoubtedly also of
interest. Komar et al. cast doubt on the current notion
that the variation in the composition in the CdTe–ZnTe
system is accompanied by variation in physical proper-
ties [13]. Their results indicate that the point-group

macrosymmetry of the samples varies from 3m to 3m.
Consequently, at least an electret state is formed in the
samples. This state is destroyed on heating above 450 K.
The problem of studying the effect of heat treatment on the
magnetic properties of Cd1 – xZnxTe was not formulated.

In this study, we continue a series of papers on the
results of measurements of the magnetization curves
and magnetic susceptibility of actual II–VI crystals.
Below, we will consider the magnetic properties of
starting and thermally treated Cd1 – xZnxTe (x = 0.12,
0.21) single crystals in magnetic fields as strong as H =
4.25 kOe in the temperature range T = 4.2–300 K.
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2. EXPERIMENTAL

Single crystals grown by the Bridgman–Stockbarger
method from a melt under a high Ar pressure were stud-
ied [14]. During the entire crystal growth cycle, the
pressure in the chamber was maintained at about
100 atm. Graphite crucibles with strengthening pyro-
lytic-carbon coating were used as the containers for
charging. The charge consisted of preliminarily synthe-
sized CdTe with the addition of crystalline ZnTe in an
amount necessary to form a Cd1 – xZnxTe ternary solid
solution with a nominal Zn content x = 0.12 or x = 0.21
in most of the ingot. As multistage purification was
applied to each of the main elements, all the compo-
nents used before charging had a purity no lower than
the 6N grade.

The Zn content in the solid solution was measured
by electron-probe microanalysis (EPMA) using a JEOL
JSM-820 scanning microscope with a LINK 10000 sys-
tem for X-ray microanalysis. The concentration of the
background impurities was measured by laser mass
spectroscopy (LMS) using an EMAL-2 system. The
integrated impurity level was no higher than 10–4 wt %
for 75 elements. The degree of structural quality of the
crystals was monitored by X-ray diffraction (XRD)
using a double-crystal X-ray diffractometer based on a
standard DRON-3 system. According to the data
obtained, low-angle boundaries and twins were absent
in the starting samples, whereas the average half-width
of their rocking curves was equal to 16″–20″. Investiga-
tion of the current–voltage characteristics of the sam-
ples with nonrectifying contacts showed that even
undoped samples had a high resistivity in the range
from 1010 to 1011 Ω cm.

X-ray structural investigations (an Enraf-Nonius
diffractometer, MoKα radiation, sinθ/λ < 1.14 Å–1 at
room temperature were performed for spherical sam-
ples of mixed CdTe–ZnTe crystals. When refining the
atomic models of the structure, we assumed that the
distribution of substitutional atoms in the samples is
stochastic. In this case, according to the binomial distri-
bution, the probability of formation of coordination tet-
rahedra of the [TeCd3Zn] and [TeCd2Zn2] type, for
example, for x = 0.21, is equal to 0.41 and 0.17, respec-
tively. Since the local symmetry of such tetrahedra cor-
responds to the point-symmetry groups 3m and mm2,
the packing of mesotetrahedra into the unit cell should
satisfy the symmetry considerations and correspond to
the minimum of the thermodynamic potential. The total
dipole moment should be equal to zero. Processing the
data of the precision X-ray diffraction experiment indi-
cates with a high degree of confidence that the Zn site
splits along the 〈111〉  crystallographic directions
(Fig. 1). Calculations of single-particle atomic poten-
tials for disordered models showed that a multivalley
potential with energy barriers comparable to kT (k is the
Boltzmann constant) emerges only for Zn atoms. This
fact means that the clusters, which are grouped into
domains, can emerge in the sample. The domain dimen-
SEMICONDUCTORS      Vol. 38      No. 3      2004
sions are apparently determined by the growth condi-
tions of the samples. Thus, the results of processing the
X-ray diffraction experiment do not contradict the fact
that spontaneous polarization was found in CdTe–ZnTe
crystals [13]. The local electric fields emerging in this
case lead to a mixing of the energy levels of valence
electrons and, as a result, to the emergence of at least
the additional contribution of Van Vlek paramagnetism
to the total magnetic susceptibility [8, 10, 11].

Starting samples shaped as plates oriented along the
〈111〉  direction were cut from ingots (boules). For mag-
netic measurements, the plates were cut into parallel-
epipeds 3.0 × 3.0 × 3.5 mm3 in size. The samples in a
copper container were suspended on a Kevlar filament
inside a flow-through He cryostat placed between the
poles of a constant magnet with special heads. As a
recording facility, a Cahn-1000 Electrobalance was
used. All measurements of the magnetic susceptibility
and magnetization curves were carried out under condi-
tions of increasing temperature. The sensitivity of the
setup was ~3 × 10–8 cm3/g for a sample weight of ~0.3 g.
Owing to the difficulty of exactly fixing the samples
relative to the magnetic field direction, the results pre-
sented are averaged in the (111) plane. The magnetiza-
tion of the samples was measured at T = 4.2, 77.5, and
293 K in a magnetic field from 0.05 to 4.25 kOe. The
construction of the setup did not provide reversal of the
magnetic field H. The samples measured were subse-
quently annealed in a muffle furnace at 450 K for 2 h
and mounted inside the cryostat and cooled, after which
the measurements were repeated.

3. RESULTS AND DISCUSSION

The results of measuring the magnetization M of
CdTe–ZnTe samples at 4.2, 77.3, and 290 K, as well as the
temperature dependences of magnetic susceptibility χ, are
shown in Figs. 2 and 3. When analyzing the results pre-
sented, the following conditions should be established.
(i) For all cases, when the total susceptibility is nega-
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Fig. 1. Most probable variant of splitting the Zn atomic site
in the CdTe lattice.
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tive, magnetic hysteresis is observed in the fields H <
2 kOe. (ii) For H > 2 kOe, the samples tend to the equi-
librium state with the minimum of the corresponding ther-
modynamic potential under the condition ∂M/∂H < 0.
(iii) The M(H) dependence, which corresponds to the
paramagnetic state of the sample with x = 0.21 (Fig. 2,
curve 1) with subsequent transition to the stable ther-
modynamic state in fields stronger than 4 kOe, is an
exception. (iv) In the fields ~3 kOe, the magnetic sus-
ceptibility at T > 100 K is virtually independent of the
concentration of Zn atoms. (v) The most significant dis-
tinction is observed only in the low-temperature range.

As was already noted above, the magnetic suscepti-
bility of actual crystals is composed of the magnetic
susceptibility of the nominally pure sample χd and the
quantity ∆χp. The latter characterizes the contribution
of intrinsic defects and their possible associations with
impurities. The value of –3.5 × 10–7 cm3/g given previ-
ously should be accepted for χd [5, 9]. As was shown by
White, χd is practically independent of the external
effects [4]. In this case, the difference (χ – χd) will char-
acterize the contribution of defects ∆χp to the magnetic
susceptibility of the samples under investigation.
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Fig. 2. Magnetization curves for the Cd1 – xZnxTe single
crystals. (a) x = 0.12 and (b) x = 0.21. T = (1) 293, (2) 77.3,
and (3) 4.2 K.
We believe that the role of substitutional atoms and
intrinsic lattice defects is twofold. On the one hand,
their presence causes lattice strain and, consequently, is
accompanied by local electric fields in the piezoelec-
tric. On the other hand, the defects themselves and their
associations may be the carriers of the magnetic
moment in the electron subsystem of the crystals. In the
crystals investigated, local electric fields of defects,
namely, substitutional atoms and interstitial tellurium,
cause the elimination of anisotropic (with allowance
made for spin–orbit interaction) degeneracy of electron
levels in the Brillouin zone. This degeneracy is linear in
field [15]. It is our opinion that this is inevitably accom-
panied by partial mixing of the ground and excited
states. This assumption enables us to explain the sub-
stantial distinction between the measured values of χ
and estimates given in [5, 9] due to the contribution of
Van Vlek paramagnetism, which is also practically
independent of T. Therefore, we can further assume that
the anomalies observed experimentally are the conse-
quence of some magnetic interactions in the electronic
subsystem of the samples. The direct manifestation of
these interactions is the magnetic hysteresis in the fields
H < 2 kOe, which emerges due to the existence of a
large number of metastable states caused by the split-
ting of the Zn sites in the lattice. For semiconductors,
magnetic hysteresis is caused by irreversible rotation of
magnetization vectors of magnetic clusters formed by
defects [4, 16]. When the external effects are varied, for
example, the Zn concentration and temperature, the
slow rotation is suppressed. Two suppressing factors
should be taken into the consideration. One factor is the
contribution of the Langevin paramagnetism of defects,
which possess a magnetic moment and do not affect
each other under the fixed parameters of interaction.
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Fig. 3. Temperature dependences of the magnetic suscep-
tibility for Cd1 – xZnxTe single crystals. (1) x = 0.12 and
(2) x = 0.21. H = 3 kOe. The portion of dependence 2 is in
the inset.
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The other factor is the antiferromagnetic ordering of the
defect subsystem formed by substitutional atoms and
interstitial tellurium. This portion of the dependence is
described by the Curie–Weiss law with the constant C ≈
2 × 10–6 cm3/g. It seems impossible as yet to specify
definitively the type of defects and their concentration.

An anomaly is clearly seen in the inset to Fig. 3; spe-
cifically, the magnetic susceptibility is partially satu-
rated. The derivative ∂χ/∂T is largest at T ≈ 130 K.
A similar saturation phenomenon is observed for CdTe
crystals doped with other impurities [9]. All these facts
enable us to state that the experimentally revealed
anomaly is associated with the magnetic cluster formed
by DAPs of the (VCdXCd) type. In this cluster, the Al
atoms play the role of background impurity X. We esti-
mated their contribution to the magnetic susceptibility
to be equal to 4 × 10–8 cm3/g at T  0.

The situation for the samples with a lower Zn con-
centration is similar to that for Ge-doped CdTe [11].
Panchuk et al. considered the peak in the χ(T) depen-
dence at T ≈ 50 K as the result of variation in the charge
state of interstitial Te from  to  [8]. With a fur-
ther decrease in temperature, the carriers are localized
at acceptors and render them uncharged. The variation
in the charge state of interstitial Te is accompanied by
varying the strength of local electric fields. This process
is naturally accompanied by a decrease in the contribu-
tion of Van Vlek paramagnetism. This leads to an
increase in the magnitude of total magnetic susceptibil-
ity for the samples with a lower Zn content.

The effect of thermal treatment on the effective
values of the magnetic susceptibility of starting
CdTe–ZnTe samples is illustrated by the data shown in
Fig. 4. Attention should be paid to the considerable
variations in these dependences. The curves are virtu-
ally identical except for the range 50–100 K. This fact
means that the incorporation of Zn atoms into the lattice
is governed by certain mechanisms that lead to both
electrical [13] and magnetic ordering of substitutional
defects in starting samples. Therefore, it is not surprising
that thermal treatment of the samples leads to a variation
in the thermodynamic state of “quenched” samples, spe-
cifically, to the minimization of the thermodynamic
potential. This process is apparently accompanied by
variation in the charge state of the defect subsystem as
a whole. This leads to a decrease in the local electric
fields and, consequently, in the contribution of Van
Vlek paramagnetism to the total magnetic susceptibil-
ity. The question of which centers are responsible for
such electrical and magnetic interactions remains
debatable.

We assume that anomalies of χ(T) in the range T =
20–50 K are associated with the magnetic ordering of
the defect subsystem of the samples. Hence, we may
conclude that the transition to the diamagnetic state of
the sample as a whole is inevitably accompanied by

Tei'' Tei'
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magnetic fluctuations of susceptibility, which are most
noticeable after thermal treatment of the samples. It is
difficult to fix the orientation of the samples in the Fara-
day method. Therefore, the difference between the
experimental data for the starting and the thermally
treated samples should be caused by the anisotropy of
the physical processes occurring in the medium.

Thus, the lattice defects exert a substantial effect on
the magnetic properties of the crystals investigated.
Specifically, substitutional atoms and interstitial tellu-
rium determine the magnitude of the Van Vlek para-
magnetism. The existence of charged DAPs of the
(VCdXCd) type makes an insignificant contribution to the
total magnetic susceptibility. The role of substitutional
atoms is clearly pronounced only in the low-tempera-
ture range and leads to an anomalous dependence of the
contribution of defects to the total magnetic susceptibil-
ity of the crystals. Thermal treatment substantially
affects the temperature dependences of the magnetic
susceptibility of the samples. This leads to an increase
in the magnitude of effective values of χ(T) due to an
increase in the contribution of the Van Vlek paramag-
netism caused by the electric fields of defects.

4. CONCLUSION

The existence of Van Vlek paramagnetism in CdTe–
ZnTe mixed crystals can be used as the basis of a
method for studying the actual structure of diamagnetic
crystals. The potential of this method is considerably
extended at temperatures below 4 K. Such methodolog-
ical developments are necessary in order to understand
the physical processes that determine the operational
efficiency of practical devices, for example, detectors
of hard radiation.
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Fig. 4. Temperature dependences of the magnetic suscepti-
bility for annealed Cd1 – xZnxTe single crystals. (1) x = 0.12
and (2) x = 0.21. H = 3 kOe. The heating rate is 450 K/2h.
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Abstract—Transport properties of coarse-grain CdTe polycrystals are investigated. The results are inter-
preted on the basis of the assumption that a fairly large number of traps exist at the grain boundaries with
trap energy levels being uniformly distributed within the band gap. It is shown that the exposure to white
light affects appreciably the mobilities of majority carriers due to a variation in the height of intergrain
energy barriers. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, polycrystalline semiconductors attract
increased attention due to their potential use in micro-
electronics and in production of inexpensive solar cells
[1, 2]. The progress in technologies of production of
polycrystalline films already enabled researchers to
suggest numerous new devices, namely, resistors,
diodes, and bipolar and MOS transistors [3, 4]. Today,
it is already clear that multilayered three-dimensional
integrated structures based on polycrystalline films will
be realized in the immediate future.

The potential usefulness of polycrystalline semicon-
ductors depends on the crystalline quality of the grains
and electronic properties of their boundaries. Despite
the fact that the technological problems of preparing
the polycrystalline materials have already been solved,
the practical importance of intergrain boundaries as the
dominant factor that affects the electrical properties of
these materials is realized only now. Intergrain bound-
aries, in a general case, affect the electronic properties
of the material in two ways.

First, the potential barriers induced by intergrain
boundaries substantially reduce the mobilities of
majority carriers, which leads to an increase in the
effective resistivity of a semiconductor. This is undesir-
able for many practical applications because of both
increased resistivity and difficulties in obtaining sam-
ples with reproducible resistivity.

Second, intergrain boundaries include dangling
bonds, which may serve as carrier traps and attract
impurities or intrinsic defects. These states reduce the
mobilities and lifetimes of minority carriers.

A lot of models that more or less successfully inter-
pret the experimental data have been suggested previ-
ously (see [5, 6]). However, none of these models
explain the inconsistency between the results of crystal-
lographic measurements and measurements of elec-
tronic characteristics of polycrystals. Perhaps only
1063-7826/04/3803- $26.00 © 20293
coarse-grained (>100 µm) polycrystals are an excep-
tion. However, in this case as well, the experimental
methods that enable one to determine the energy distri-
butions, i.e., the density of states of localized levels
(traps) related to intergrain boundaries, are also based
only on the measurements of majority-carrier transport
characteristics [7]. Thus, de Graaf et al. measured the
temperature dependences of conductivity of polycrys-
talline films using the doping method [8]. It was found
that the density of electronic states within the band gap
increases abruptly at the edges of the conduction (Ec)
and valence (Ev) bands (Fig. 1).
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Fig. 1. Energy distribution of density of electronic states
within the band gap at the grain boundaries in Si [8]:
(a) acceptor traps and (b) donor traps.
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2. SCATTERING MECHANISMS 
AND TRANSPORT OF MAJORITY CARRIERS 

IN COARSE-GRAINED POLYCRYSTALS

In the ordinary sense, a polycrystal comprises the
totality of grains (crystallites) separated by intergrain
boundaries. The grain conductivity is determined by the
concentration of dopants, by their activation energy,
and by the mechanism of carrier scattering. As a rule,
the current–voltage characteristic follows Ohm’s law.
The temperature dependences of grain conductivity
under conditions of moderate doping enable one to
determine the activation energies of dopants. However,
the total current through the sample for polycrystals is
determined both by the grain conductivity and by the
mechanism of carrier transfer from one grain into
another, i.e., by the mechanism of overcoming the
intergrain barrier.

Fripp attempted to interpret the electrical properties
of polycrystalline semiconductors on the basis of a so-
called segregation model, according to which the impu-
rity atoms are collected at intergrain boundaries, where
they become electrically inactive [9]. However, it
turned out that this model failed to account for either
the temperature dependences of conductivity of poly-
crystals or the free-carrier mobilities.

The second model, suggested by Seto [10] and fur-
ther improved by Baccarani and Ricco [11], implies the
existence of a fairly large number of near-interface
traps, which make free carriers immobile. On the basis
of this model, the transport phenomena in polycrystals,
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Fig. 2. Energy-band diagram of the intergrain boundary in
p-conductivity polycrystals. Ip is the hole current through
the barrier, It and Ie are the currents caused by the capture of
holes at traps and by emission of holes from the traps, and
E is the energy.
which determine their main electrical properties, may
be explained. In this case, it is assumed that the current
of free carriers through the intergrain barriers follows
the laws of thermionic emission and that these traps are
occupied only partially when the depletion region does
not exceed the crystallite size.

The schematic energy-band diagram of the inter-
grain boundary for p-type polycrystals is shown in
Fig. 2. This model, which is already well developed
now, was formulated for the first time by Petritz [12]
and Mueller [13]. It is assumed, and this is already
proven, that the holes are captured by the interface
states, which are located above the Fermi level at the
intergrain boundary EF (Fig. 2). The negatively charged
acceptors in the space charge region compensate the
corresponding positive charge. This model predicts the
existence of the total hole current Ip flowing from the
left to the right,

(1)

Here, β = e/kT, e is the elementary charge, T is the tem-
perature, k is the Boltzmann constant, A* is the Rich-
ardson constant, and U is the voltage applied. The for-
ward-biased (left) barrier is denoted as eϕ, and eζ is the
Fermi level energy in crystalline grains, which depends on
the dopant concentration and the degree of compensation.
All energies are reckoned from the valence-band top.

According to this formula, the current Ip in a poly-
crystal of length L with the average grain size a is
expressed by the formula

(2)

where Ua/L is the voltage drop per intergrain boundary.
This quantity is usually small compared with kT/e,
which enables us to determine the barrier conductivity σ
using the expansion of the voltage-dependent term in
formula (2) in a Taylor series:

(3)

where σ∞ is a constant, and

(4)

It follows from (3) that, by measuring the temperature
dependence of the barrier conductivity, it is possible to
determine the activation energy Ea and, consequently,
the barrier height

(4a)

It was noted above that a polycrystal is the totality
of grains and intergrain boundaries. Therefore, the tem-
perature dependence of conductivity is determined by
both the barrier and the grain conductivities. Both these
constituents follow an exponential law, although with
different activation energies. In the first case, this is the
activation energy of the barrier conductivity, and in the
second case, this is the activation energy of the doping
impurity. Therefore, in order to reveal the role of barri-
ers in the total conductivity of a polycrystal, polycrys-

I p A*T2 β ζ ϕ+( ) 1 βU–( )exp–[ ]–{ } .exp=

I p A*T2 β ζ ϕ+( )–[ ] 1 βUa/L–( )exp–[ ] ,exp=

σ I p/U σ∞ Ea/kT–( ),exp= =

Ea EF T( ) kT eA*Ta/kσ∞( ).ln+=

eϕ Ea eζ .–=
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tals with various doping levels of grains are investi-
gated. As a rule, this method does not allow one to
obtain unambiguous results since it is virtually impos-
sible to grow polycrystals with grains that are identical
in size and possess different doping levels. The second
cause of ambiguity is related to the possible impurity
segregation; as a result, certain number of impurity
atoms remain electrically neutral, which is confirmed
by experiments with ion doping of Si polycrystals by
phosphorus [11].

Taking into account all these difficulties, we suggest
a somewhat different method for investigation of poly-
crystals. Its essence is in the investigation of tempera-
ture dependences of conductivity of the samples
exposed to optical radiation with a specified spectrum
and a variable intensity. This enables us to generate a
strictly controlled number of excess carriers.

Our results and their interpretation are given below.

3. EXPERIMENTAL

Electrical properties of high-purity textured p-CdTe
polycrystals with resistivity at room temperature ρ ~
102–105 Ω cm were investigated. The samples were cut
from polycrystalline ingots grown at 600–620°C during
the finish purification of CdTe [14]. The contacts were
formed (after etching the samples in a bromine–metha-
nol solution) by Au deposition from a solution of gold
chloride. As a rule, these contacts were almost ohmic.

The temperature dependences of resistivity were
measured in the temperature range from T = 290 to 65 K.

The samples were illuminated using a halogen lamp
with a filament temperature of ~3000°C, which pro-
vided the white-light illumination of the samples with a
photon-flux density of ~1018 cm–2 s–1.

4. RESULTS AND DISCUSSION

The temperature dependence of resistivity of the
p-CdTe sample cut along the growth direction of the
single-crystal grain is shown in Fig. 3 (curve a). The
sample resistivity at 270 K was ρ ~ 6 × 102 Ω cm, which
corresponds to a free-hole concentration of ~1.3 ×
1014 cm–3 and concentration of acceptor centers NA ≈
3 × 1014 cm–3.

Two slopes are pronounced in the temperature
dependence of resistivity for this sample. The first slope
is in a temperature range of 280–170 K, and the second
slope is in the region of 160 K and below. The first slope
corresponds to the activation energy (0.24 ± 0.02) eV
and is apparently caused by local centers, which were
observed by us previously [15, 16].

The second slope is more difficult to interpret. It
cannot be attributed to the hole capture at shallower
acceptors with a decrease in the temperature since the
energy level of these acceptors calculated from the
slope should be equal to 0.07 eV. However, it is known
SEMICONDUCTORS      Vol. 38      No. 3      2004
that the number of ionized acceptors at the temperature T
is given by

(5)

where NV is the density of states in the valence band and
p is the free-hole concentration (p ! NA). In the temper-
ature range under consideration, all acceptors with the
energy ∆E = 0.07 eV are ionized and, consequently,
could not contribute to the variation in the free-carrier
concentration.

Hence, it follows that this second slope is caused by
a decrease in the hole mobility with decreasing temper-
ature due to hole scattering at charged intergrain bound-
aries. The intensity of this scattering can be varied by
decreasing or increasing the degree of charging of the
intergrain boundary. This is confirmed by Fig. 3, which
shows the temperature dependence for the same sample
measured under the effect of white light (curve b).

When curves a and b in Fig. 3 are compared, three
facts should be noted.

First, as should be expected, the illumination does
not affect the energy position of the level of the local
center, which captures the holes with decreasing tem-
perature. The corresponding activation energy, as
before, is equal to (0.24 ± 0.02) eV. Second, a rather
large number of nonequilibrium carriers generated by
radiation for some reason causes no substantial
increase in conductivity in a temperature range of 280–

N
A

– NA/ 2 p/Nv( ) ∆E/kT( )exp 1+[ ] ,=

104

103

102

2 4 6 8 10 12 14 16
1000/T, K–1

Resistivity, Ω cm

a

b

Fig. 3. Temperature dependences of resistivity for low-
resistivity p-CdTe: (a) without illumination and (b) with
irradiation by white light.
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170 K. Third, most importantly, the hole mobility in the
temperature region below 170 K decreases as µ ∝  T–3/2,
which is characteristic of carrier scattering by acoustic
phonons.

The interpretation of the above results may cause
doubts, especially with allowance made for the fact that
these results are apparently obtained for CdTe poly-
crystals for the first time. However, the results are
explainable based on the model of the barrier conduc-
tivity of polycrystals, and we are firmly sure of this fact.

It follows from the data presented in Fig. 3 that the
barrier conductivity (see formula (3)) is controlled by
the activation energy Ea = (0.07 ± 0.005) eV. Conse-
quently, the potential barrier height at the grain bound-
aries can be calculated from formula (4a). The Fermi
level in the grain eζ = Ev – kTln(p/Nv) at ~200 K is
located (0.20 ± 0.01) eV above the valence-band top.
Correspondingly, the barrier height will be (0.13 ±
0.01) eV. The existence of this barrier is caused by the
accumulation of a certain charge at a grain boundary.
Unfortunately, the magnitude of this charge could not
be calculated since the energy dependence of density of
states at intergrain boundaries for CdTe polycrystals is
known only qualitatively. However, this charge can be
varied either by increasing or decreasing the Fermi
level via doping or by illuminating the sample by radi-
ation with a particular spectrum.

Absorption of light in the vicinity of the barrier
causes the neutralization of localized charges, thus
decreasing the barrier height and increasing the barrier
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Ec

_

__
_

__
_

_
_
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++

++
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Fig. 4. A model of neutralization of the charge captured by
the traps at the intergrain boundary with the generation of
carriers by light with photon energy hν.
conductivity. Petritz used the method of modulation of
the barrier height for the first time in 1956 [17].

The model serving as the basis for our explanation
of the results obtained is illustrated in Fig. 4. The radi-
ation absorbed by the sample generates excess holes
and electrons in the sample: ∆p = Gτp and ∆n = Gτn,
respectively. Here, G is the number of photons
absorbed in 1 cm3 of the sample per 1 s, and τp and τn
are the hole and electron lifetimes. Note that τp < τn for
CdTe polycrystals. Therefore, the nonequilibrium con-
centration of electrons generated is substantially higher
than the nonequilibrium hole concentration. However,
this circumstance does not affect the conductivity type
of the sample, since the initial slopes of a and b curves
in Fig. 3 are identical. However, the character of con-
ductivity at T < 160 K is appreciably affected. This is
explained by the fact that the nonequilibrium electrons
rapidly neutralize the holes captured by intergrain traps,
which causes a substantial decrease in the barrier height.

The inequality between ∆n and ∆p also explains an
insignificant variation in the sample conductivity at
high temperatures. The holes excited by the light are
captured by partially emptied intergrain traps and there-
fore do not contribute to conductivity.

It seems appropriate to make some comments
related to the temperature range in which the barrier con-
ductivity starts to play a substantial role. The electron
emission current, which is determined by formula (1),
accounts only for the presence of carrier energy suffi-
cient to overcome the barrier. However, when passing
from one grain into another one, the carrier should also
possess a certain quasi-momentum to find an empty cell
in the second grain. This quantum-mechanical selection
rule causes a decrease in the rate of intergrain transi-
tions. Therefore, the thermionic emission current
should be decreased by a factor η, whose lowest value
equals 0.8 at 300 K and 0.05 at 77 K [2]. This factor is
mainly determined by misorientation of crystallo-
graphic axes of neighboring grains. Therefore, at high
temperatures, when scattering by a large number of
phonons efficiently “helps” the carrier to find its place
in the k space of the corresponding grain, this factor is
large. With decreasing temperature, when the number
of phonons in the polycrystal becomes smaller and
smaller, η decreases.

Figure 5 shows the temperature dependence of resis-
tivity for a sample with a higher resistivity. However,
the grain sizes in this sample are approximately the
same as in the sample for which the results are shown
in Fig. 3. The dependence has the same general form.
The main contribution is as before made by defects
with an ionization energy of (0.24 ± 0.02) eV, whereas
the intergrain barrier height calculated from the second
slope is equal to ~(0.07 ± 0.01) eV. This is understand-
able, since the Fermi level in this sample is located sub-
stantially farther from the valence-band top and, conse-
quently, corresponds to the region of substantially
lower density of states (Fig. 1).
SEMICONDUCTORS      Vol. 38      No. 3      2004
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4. CONCLUSION

In this study, we used the model of formation of
intergrain barriers due to the accumulation of localized
charges at the interfaces and assumed that the current of
free carriers through the barrier follows the laws of
thermionic emission. On this basis, we attempted to
explain the transport phenomena in coarse-grained
CdTe polycrystals.

This model is debatable. Specifically, the transport
phenomena in polycrystalline film were recently inves-
tigated by Meng and Cui [18]. They believe that the
current through the barrier is the tunneling current. The
barrier height calculated on the basis of this assumption
is 0.55 eV. We cannot agree with this since the experi-
mentally measured barrier heights in similar Si poly-
crystals do not exceed 0.03 eV.

We showed that it is possible to determine the bar-
rier height without doping. Furthermore, the effect of

109
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Resistivity, Ω cm

1000/T, K–1

Fig. 5. Temperature dependence of resistivity for high-resis-
tivity p-CdTe.
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white light substantially increases the majority-carrier
mobility, which may facilitate the preparation of low-
resistivity substrates from CdTe polycrystals.
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Abstract—The investigation of high-resistivity CdS single crystals by photoelectric deep-level transient spec-
troscopy (PEDLTS) is discussed. Computer simulation of the experiment is carried out. This simulation enables
us to compare the results obtained by the PEDLTS and thermally stimulated conductivity methods. The exper-
imental potentials of these methods are compared. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In some fields of application of semi-insulating
semiconductors, the effect of defects inducing deep lev-
els in the band gap on the electrical properties of the
material should be investigated. These fields are the
development of semiconductor radiation detectors, var-
ious photoelectric converters, semiconductor lasers,
and in-line control of substrates during the production
of microcircuits.

At present, there are two main methods for investi-
gation of deep levels in high-resistivity (as high as
1013 Ω cm) semi-insulating semiconductors, which
enable one to obtain “electrically measured” parame-
ters of deep levels. These are the traditional method of
thermally stimulated conductivity (TSC) and the
PICTS method (photoinduced current transient spec-
troscopy), which was suggested relatively recently [1, 2]
(see also [3]). Both methods may be applied not only to
high-resistivity semiconductors. However, there are
other numerous investigative methods applied to lower-
resistivity materials. Therefore, it is of interest to apply
these methods precisely to high-resistivity semicon-
ductors.

In this study, the results of investigation of high-
resistivity CdS crystals by the PICTS method are dis-
cussed. The currently existing theoretical model of the
method is not without some contradictions [4, 5]. The
bulk properties of crystals are considered in the model.
However, the nonequilibrium carriers in the band are
generated by radiation with hν = Eg, which is absorbed
in a relatively thin surface layer. This calls for special
care when the experiment and additional estimates are
carried out, and the question always remains open as to
which properties of the crystal, whether surface or bulk
ones, are related to the phenomena observed. Another
contradiction of the model is the question of experi-
mental detectability of deep levels or occupancy of
1063-7826/04/3803- $26.00 © 20298
deep levels by nonequilibrium carriers in the tempera-
ture range where the PICTS signal should be detected.
In this study, a computer simulation of the experiment
by the PICTS method was carried out, which enabled
us to refine the theoretical model.

2. EXPERIMENTAL

A number of CdS crystals grown by the Czochralski
method under a controlled ratio of vapor pressures of
starting components were investigated. The prelimi-
nary results of investigations have recently been
reported [6], and a more detailed description is being
prepared for publication. The setup was described in
detail elsewhere [7]. The excitation by an Ar laser at the
wavelength λ = 4880 Å was used in the experiment.
Previously, Ag-doped CdS crystals were excited by an
Ar laser with λ = 4880 Å and complicated spectra with
overlapping peaks from several levels were observed
[4]. Our investigations carried out using the same exci-
tation for high-purity CdS crystals showed that this
choice of excitation radiation is not quite appropriate.
For some samples, the use of laser excitation provides
well-structured spectra, whereas for other samples the
spectra are “broadened” and structureless. This is
apparently associated with the quality of the surface
treatment. Optical radiation with wavelength λ =
4880 Å is absorbed in a thin surface layer, which may
be completely located within the surface space charge
region, where the analysis of recombination processes
of nonequilibrium carriers is more complicated. Taking
into account the requirement of uniformity of excitation
over the entire sample bulk, I carried out the PICTS
measurements with excitation by quasi-monochromatic
light with hν < Eg (hν = 2.3–2.5 eV). The radiation gen-
erated by a DKSSh-500 xenon lamp and passed
through an MSD-1 monochromator with entrance and
exit slits 5 mm in width, corresponding to the spectral
004 MAIK “Nauka/Interperiodica”
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region of ~300 Å, was used. Corresponding optical fil-
ters eliminated overlapping with other orders of the
grating. The inset in Fig. 1 shows the PICTS spectra
obtained for a CdS single crystal grown with the ratio
of partial vapor pressures P(S)/P(Cd) = 4 using laser
excitation and excitation with hν < Eg. In [6], this sam-
ple was denoted as N3. It can be noted that a decrease in
the photon energy of excitation radiation for the N3 sin-
gle crystal does not affect the spectrum shape radically.
The peak in a region of 80–120 K from deep levels with
Et = 0.06 eV and Snt = 10–19 cm2 is dominant in the spec-
trum as before. However, some specific features can be
revealed at higher temperatures. Figure 1 shows the
spectra obtained for various energies of excitation radia-
tion for a CdS single crystal grown at P(S)/P(Cd) = 7.5.
In [6], this sample was denoted as N4. For this crystal,
the spectrum shape changes radically with decreasing
photon energy of excitation radiation. The “broadened”
structureless spectrum is transformed into a well-
resolved spectrum, which is practically identical to the
spectrum of the N3 crystal with the same excitation.
Thus, with decreasing photon energy of excitation radi-
ation, the shape of PICTS spectra is improved. In this
case, the signals from deep levels are detectable and are
detected reliably.

An incandescent lamp with color filters cutting off
some portions of the radiation spectrum was used as the
source of excitation radiation. In this case, the presence
or absence of some peaks attributed to various deep lev-
els in the PICTS spectrum and the ratio of peak intensi-
ties depend on the spectrum of the excitation radiation.
The temperature position of the peaks and parameters
of deep levels, which are determined from these spec-
tra, are virtually independent of the spectrum of the exci-
tation radiation. Note that, in some studies [1, 4, 8–10],
the excitation by light with hν < Eg was also used in the
PICTS experiments. This often made it possible to
obtain signals from deep levels that were indistinguish-
able using the excitation with hν ≥ Eg. In this case, it
was implicitly assumed that the nonequilibrium filling
of deep levels occurs due to captured carriers generated
by the optical excitation from the band.

The possibility of detection of deep levels in PICTS
measurements was evaluated on the basis of an estimate
of the quasi-Fermi level shift under optical excitation
[5]. The quasi-Fermi level shift for electrons under pho-
toexcitation with hν ≈ Eg, which was estimated from
the photoconductivity, amounts to 0.03–0.08 eV. How-
ever, the deep levels with Et ≈ 0.6 eV are detectable.
A crystal in the state of thermodynamic equilibrium
was considered by Balland et al. [5]. The incident opti-
cal pulses periodically disturb the equilibrium state of
the samples, and, during the dark period, the sample
relaxes to the equilibrium state. For semi-insulating
CdS crystals, even at 300 K, the characteristic relax-
ation times of impurity photoconductivity may be on
the order of 102 s or longer. Consequently, during mea-
surements with a characteristic periodicity of the opti-
SEMICONDUCTORS      Vol. 38      No. 3      2004
cal excitation of no more than 0.1–1 s, the sample is
always in a nonequilibrium state, and the model devel-
oped by Balland et al. [5] calls for refinement.

3. THEORETICAL MODEL 
OF THE PICTS METHOD

Let us consider a high-resistivity n-type semicon-
ductor with a single level of capture of majority carri-
ers. Let us introduce the following notation: Et is the
energy position of the electron capture center relative to
the conduction band; Nt is the concentration of capture
centers; ent is the rate of electron emission from the
level (henceforth, when necessary for emphasis, the

following notation is used:  is the rate of thermal

emission and  is the rate of optical emission); Cnt is
the capture coefficient of electrons from the conduction
band; g1 is the rate of electron generation under the
photoexcitation; nt is the electron concentration at the
level; and n are the concentrations of free carriers in the
band. Under the photoexcitation of the sample, the
electron concentration in the conduction band and at
deep levels can be written as [4]

      

where τn is the electron lifetime in the band. Hence-
forth, we disregard the thermal emission of electrons
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Fig. 1. PICTS spectra of the N4 crystal (corresponding to a

thermal emission rate of ~103 s–1) with different photon
energy of the excitation radiation hν: (1) 2.40, (2) 2.45,
(3) 2.50, and (4) 2.54 eV. Excitation is performed using an Ar
laser. Vertical arrows denote the peaks for which the com-
puter simulation was carried out. The PICTS spectra for the
N3 crystal are given in the inset (the thermal emission rate

~103 s–1). The excitation with hν = 2.40 eV is represented
by a solid curve, and the laser excitation with hν = 2.54 eV
is represented by a dashed line.
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from the Et level (electron traps) as well as the dark car-
rier concentration in the high-resistivity material.

Solving kinetic equations (1) and (2) for time when
the steady state with the photoexcitation is attained, the
steady-state population of the level Et may be repre-
sented as

(3)

where the parameter β, which determines the nonequi-
librium filling of the level, is introduced. The physical
meaning of the parameter β is the ratio of the rate of
depletion of the level to the rate of its filling. The pho-
tocurrent relaxation after switching off the illumination
is described by the set of Eqs. (1) and (2) for g1 = 0.

Yoshie and Kamihara solved the set of Eqs. (1) and
(2) analytically using some simplifying assumptions
[4]. They showed that, at specific temperatures, a rapid
decay caused by the recombination of nonequilibrium
carriers from the band exists in the kinetics of relax-
ation of the photocurrent. This decay includes an expo-
nential component with the characteristic time τx =

1/ , which is caused by the thermal emission of non-
equilibrium carriers from deep levels. From the princi-
ple of detailed balance for the thermal emission rate,
we have

(4)

where Snt is the cross section of electron capture by a
deep level, v th is the thermal velocity of the electron,
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Fig. 2. Calculation of temperature dependences of the rate
of thermal emission from deep levels (dotted curve 1) and
filled deep levels (solid curves): (2) for the “thermal” mech-
anism of filling the levels and (3–6) for the “optical” mech-
anism. The parameters of calculation: (3) α = 1, β0 = 0.1;
(4) α = 0.1, β0 = 1; (5) α = 0.1, β0 = 0.1; and (6) α = 0.01,
β0 = 0. The temperature range TPICTS, where the PICTS sig-
nal from the deep level considered should be detected, is
denoted by vertical lines.
Nc is the effective density of states in the conduction
band, and g is the degeneracy factor of the capture level.
Using Eq. (4), it is possible to find Snt and Et from the
experimental temperature dependence of τx obtained.
To determine τx at various temperatures, the analysis of
the form of kinetics of photocurrent relaxation is usu-
ally used. In this analysis, signal processing similar to
that in the DLTS method (deep-level transient spectros-
copy) is used [11].

4. ANALYSIS OF POPULATION 
OF DEEP LEVELS

In previous studies, it was assumed that the deep lev-
els are filled due to the capture of nonequilibrium carriers
from the band during the illumination of the sample. The
rate of optical filling or depletion of deep levels was dis-
regarded [1, 2, 4, 5]. Let us call this mechanism of filling
of deep levels “thermal.” In this case, the steady-state fill-
ing of deep levels under photoexcitation is described by
formula (3), in which β has the form

(5)

Let us estimate filling of deep levels for Et = 0.06 eV
and Snt = 10–19 cm2. We use the following values: g1 =
3 × 1014 cm–3 s–1 and τn = 10–3 s. The parameters of deep
levels are taken from the experiment (see peak A in
Fig. 1). Figure 2 shows the temperature dependences of
the thermal emission rate and population of deep levels
(curves 1, 2) calculated from formulas (4) and (5).
When the temperature dependence of population of
deep levels is analyzed, three temperature ranges can be
distinguished. In the low-temperature range, the ther-
mal emission rate from the level is negligibly low and
deep levels are not depleted during the dark period,
being constantly in the filled state. At high tempera-
tures, deep levels are in thermodynamic equilibrium
with the band, are partially filled during the optical exci-
tation of the sample, and are rapidly emptied (τx ! τn)
during the dark period. In this case, these levels do not
introduce noticeable variations in the form of kinetics
of the photocurrent relaxation. The temperature range
marked by vertical lines in Fig. 2 and denoted TPICTS,
where the signal from the deep level under consider-
ation can be detected, corresponds to the detected val-
ues ent ≈ 50–5000 s–1. A substantial variation in the pop-
ulation of deep levels occurs under the periodic optical
excitation of the sample in the TPICTS range. It is notice-
able that the deep level is practically empty for the
“thermal” mechanism of filling in the TPICTS range.
However, the signal from this deep level is dominant in
the PICTS spectra for all crystals under investigation
for both extrinsic and intrinsic optical excitation of the
sample.

β
ent

g1τnCnt

------------------.=
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Let us consider another mechanism of filling the
deep levels referred to as “optical.” Under illumination,
the level with energy Et can be emptied due to direct
optical transitions into the conduction band with the

rate . This level may also be filled due to electron
transition from the valence band to the level with the

rate . Making allowance for both of these processes
when solving Eqs. (1) and (2) for the steady-state pho-
toexcitation, we will derive the expression

(6)

Disregarding the recapture, i.e., considering  >
g1τnCnt, the parameter β may be represented in the form

(7)

where β0 =  determines the initial filling of deep
levels at low temperatures when the thermal emission

rate may be disregarded, and α = 1/  is the normaliz-
ing coefficient. Disregarding the temperature depen-
dence of the rates of optical filling and depletion of
deep levels, we assume that β0 and α are independent of

temperature. The rates  and  are unknown to us.
Zielinger and Tapiero noted that the Frank–Condon
shift could not be too large [12]. Therefore, using the
excitation with hν = Eg or hν < Eg, but close to this

value, it is reasonable to assume that  < .

Figure 2 shows the temperature dependences of
population of deep levels (curves 3–6) calculated from
formula (7) with the above parameters Snt, τn, and Et for
various values of β0 and α. It can be seen that, with the
“optical” mechanism of filling in the TPICTS range, the
deep level is partially populated depending on α and
weakly depending on β (see curves 4, 5). If the optical
mechanism of filling the deep level under consideration
dominates over the thermal one, α ≤ 10 is required. It is
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Fig. 3. Simulated PICTS spectra (the solid line corresponds
to τx = 1/657 s and dashed line corresponds to τx = 1/1314 s)
and simulated TSC spectrum represented by the dotted line.
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difficult to estimate α experimentally since it is difficult
to isolate the contribution of a specific transition to the
total photocurrent signal. The estimate of the total rate
of optical emission from the initial slope of the curve of
the photocurrent rise [13] under extrinsic excitation
showed that the emission rate of nonequilibrium carri-
ers for the optical excitation level used was higher than
or about 0.2 s–1.

For a more detailed analysis, a computer simulation
of the experiment with the optical mechanism of filling
the deep levels was carried out using the above initial
data. During the simulation, the kinetics of photocur-
rent relaxation upon switching off the illumination was
calculated in the temperature range chosen for each
temperature in this range with a step of 1 K using
Eqs. (1) and (2), and the standard two-point processing
of kinetics (“double boxcar”), i.e., obtainment of the
PICTS signal, was carried out. In the temperature range
chosen, two PICTS spectra corresponding to τx =
1/1314 and 1/657 s were plotted. To simplify the simu-
lation, it was assumed that the electron lifetime is indepen-
dent of temperature. The validity of this suggestion will be
considered below. We assume that, during the entire ther-
mal scanning procedure, the steady state of the photocur-
rent is attained. Thus, by the time that the illumination is
switched off, the initial density of nonequilibrium elec-
trons in the conduction band n = g1/τn, whereas the popu-
lation of deep levels is determined by Eq. (7).

The spectra obtained by simulating the experiment
with the optical mechanism of filling (see Fig. 3) fea-
ture a peak in the TPICTS temperature range. Figure 4
shows the simulated PICTS spectra for α = 5 and α = 1.
It can be seen that, with decreasing α, which causes an
increase in the deep-level population, the signals
detected increase. For comparison, the corresponding
experimentally obtained PICTS spectrum is also shown
in Fig. 4. The parameters of the deep level determined
from processing of the spectra agree well with the val-
ues used in the simulation. It was found from the simu-
lation that the signal from the deep level considered
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Fig. 4. PICTS spectra corresponding to the thermal emission
rate ~1000 for α = 5 (solid line) and α = 1 (dashed line). The
experimental curve (dotted line) is shown for comparison.
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could be observed experimentally with the optical
mechanism of filling the deep level for α ≤ 10 and could
not be observed with the thermal mechanism of filling.

This level possesses a rather small capture cross sec-
tion, which is indicative of a weak interaction with the
conduction band. A deep level with Et = 0.56 eV and
Snt = 10–13 cm2 was considered in a similar way (peak B
in Fig. 1). The estimate of population of the deep level
showed that, to reveal this deep level experimentally, its
thermal filling by nonequilibrium carriers is sufficient.

With illumination of the samples by light with hν < Eg,
the photon energy is insufficient for direct band-to-
band transitions. The existence of nonequilibrium car-
riers in the conduction band is caused by optical elec-
tron excitation from filled acceptor deep levels. How-
ever, with the illumination of the sample, the donor
deep levels are also filled with electrons, which are
optically excited from the valence band. Both of these
processes are equiprobable, and the prevalence of one
of them is determined by the cross sections of photoion-
ization and by the concentration of the centers forming
the deep levels. Since the minority lifetime for CdS is
very short, acceptor levels rapidly capture the nonequi-
librium holes generated in the second case. Both pro-
cesses of optical excitation lead to the accumulation of
nonequilibrium holes in the lower half of the band gap
at acceptor deep levels. This may cause a complex tem-
perature dependence of the majority carrier lifetime.
During the simulation, it was assumed for simplicity
that the lifetime is temperature-independent. The mech-
anism of “optical” filling of deep levels suggested in the
model is independent of τn. The temperature depen-
dence of τn determines only the temperature depen-
dence of the steady-state photocurrent and, correspond-
ingly, the initial amplitude of the relaxation kinetics of
the photocurrent. To exclude this dependence, the
experimental PICTS signal is usually normalized to the
magnitude of the steady-state photocurrent [4]. This
allows one to assume that the initial values of the kinet-
ics parameters are constant when analyzing the shape
of relaxation kinetics of the photocurrent.

5. COMPARISON OF PICTS AND THERMALLY 
INDUCED PHOTOCONDUCTIVITY METHODS

To identify the level with Et = 0.06 eV and Snt =
10−19 cm2, a computer simulation of the experiment
with thermally induced conductivity was carried out;
the initial data in this simulation were identical to those
in the simulation of the PICTS experiment. Figure 3
shows the calculated curve for a thermal scanning rate
of 1 K/s. It turns out that the peak detected by the
PICTS method in a range of 80–100 K corresponds to
a deep level responsible for the TSC peak at 53 K. This
result can be explained by analyzing the population of
the deep level shown in Fig. 2. The conditions of sam-
ple excitation for both methods are different. However,
the TSC peak is located in a temperature range of
intense variation in the dark population of deep levels
in the PICTS experiments. In this case, the thermal
emission rates are lower than those detected in the
PICTS method. By the TSC method, a deep level with
Snt = 10–19 cm2 and Et = 0.06 eV was observed close to
~50 K for CdS in some studies [14, 15]. This deep level
is usually interpreted as being related to interstitial Cd.
A computer simulation of TSC experiments for the
level responsible for the B peak in Fig. 1 was carried out
in a similar way. In this case, the experimental PICTS
parameters of the deep level are the following: Et =
0.58 eV and Snt = 10–13 cm2. It is found that this deep
level corresponds to the TSC peak at ~263 K.

It is reasonable to carry out the analogy of PICTS
measurements with the TSC method. In both methods,
the sample is driven away from thermodynamic equi-
librium during the experiment. To reveal the deep level,
its filling with nonequilibrium carriers is necessary.
During thermal scanning, the deep level “manifests
itself” when the temperature at which the thermal emis-
sion rate from the deep level becomes insignificant is
attained. In the TSC method, the variation in the free-
carrier concentration is caused by thermal emission
from deep levels filled by a single-shot prolonged illu-
mination prior to the onset of thermal scanning. This
variation serves as the signal that carries information on
the parameters of the deep level. In this case, the higher
the heating rate, the larger the signal magnitude. In the
PICTS method, the cycles of filling–emptying of deep
levels are repeated many times during heating. The
scheme of carrying out the experiment enables us to use
the principle of signal accumulation, where some vari-
ants of relaxation kinetics of photocurrent are summed.
The requirements to the stability of thermal scanning
are simplified in the PICTS method. Only one require-
ment is imposed on the thermal scanning conditions in
this case. Specifically, the heating rate should be low
enough to consider that K cycles of photoexcitation of
the sample with subsequent relaxation are carried out at
the same temperature. In this case, the signal-to-noise
ratio during the detection of relaxation kinetics of the
photocurrent is increased by a factor of K1/2.

It should be noted that the set of relaxation kinetics
of the photocurrent measured at various temperatures
during thermal scanning in the PICTS method com-
prises the intermediate data, which are subjected to cor-
relation processing. During this processing, if the com-
ponent caused by the electron thermal emission from
the deep level with the form A0exp(–t/τx) occurs in the
relaxation kinetics of the photocurrent, the useful signal
at its maximum takes the form A0Fi/τx. Here, Fi  is a
numerical coefficient that depends on the specific form
of the weighting functions used for processing. For
example, for weighting functions of the form

Wi t( )

1, at t0 t t0 τ i,+≤<
1, at t0– τ i+ t t0 2τ i,+≤<

0, at t t0 or t t0 2τ i+><





=
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which are often used in practice, the Fi  magnitude is
equal to 0.1–0.8. Thus, in the PICTS method, the inten-
sity of the useful signal expressed in terms of the num-
ber of free electrons in the conduction band equals
nt0τnR, where R = FiK1/2 is the coefficient accounting for
statistical processing of the signal. Hence, it follows
that the PICTS method is more sensitive for deep levels
with lower concentrations than is the TSC method. Cer-
tain advantages of the PICTS method (more informa-
tive; one thermal scanning is sufficient during measure-
ments) were noted by Yoshie and Kamihara [4]. Pro-
cessing of the relaxation signal of the photocurrent is
similar to that in the DLTS method. Namely, hardware-
or software-realized correlators with different weight-
ing functions [16] and regularization methods that
enable one to extract the simultaneously emerging con-
tributions to the signal from several deep levels [17] are
used. This provides a considerably higher resolution in
temperature in the PICTS method. Note that the tem-
perature position of the signal from the same deep level
in the TSC and PICTS methods is different, and a com-
puter simulation of the experiment should be used to
compare the data.

6. CONCLUSION
A computer simulation of the PICTS experiment

made it possible to correlate the results obtained with
the published data obtained by the TSC method. The
relation is established between the TSC peaks at 53 K
and the PICTS peaks in a range of 80–100 K as well as
between the TSC peaks at 263 K and the PICTS peaks
at 250–300 K. By example of the deep level with Et =
0.06 eV and Snt = 10–19 cm2, it is shown that the “opti-
cal” mechanism of filling the deep levels can be active
in CdS in contrast to the “thermal” mechanism of filling
the level, which was considered in the phenomenologi-
cal model of the PICTS technique. The experimental
potential of the TSC and PICTS methods is compared.
It is found that the latter method is preferable for the
investigation of semi-insulating materials.
SEMICONDUCTORS      Vol. 38      No. 3      2004
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Abstract—The effect of compositional and positional disorder on electronic properties of (Group III)-nitride solid
solutions with the wurtzite structure was studied by the method of a model empirical pseudopotential using
32-atom supercells. The calculated values of the band-gap bowing parameter are found to be equal to 0.44, 2.72,
and 4.16 for AlGaN, InGaN, InAlN, respectively. It is shown that the major contribution to the band-gap bowing
parameter is made by the compositional disorder, whereas the bond-length relaxation reduces the effect of com-
positional disorder and the effects of the volume deformation. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Development of light-emitting diodes, laser diodes,
and high-frequency transistors based on the Group III
nitrides GaN, AlN, and InN [1] motivated intense theo-
retical studies of properties of these compounds. By
varying the composition of ternary solid solutions, one
can change the physical properties smoothly. So-called
band engineering, in which case the band gap is con-
trolled by the solid-solution composition, is a techno-
logically important example.

Both the theoretical [2–4] and experimental [5–11]
values of the composition-related band-gap bowing
parameter for solid solutions of the III–N compounds
feature an appreciable spread. The properties of the
binary GaN, AlN, and InN compounds have been stud-
ied in detail using both the empirical-pseudopotential
method [12–14] and the methods based on first princi-
ples [12, 15]. However, theoretical studies of properties
of solid solutions under consideration are typically
based on the virtual-crystal approximation or the coher-
ent-potential approximation (CPA); these methods
amount conceptually to the replacement of a certain
microscopic configuration by an averaged effective
medium and, thus, cannot account for experimentally
observed compositional dependences of the band gap
[2]. The recursion method [16] and calculations based
on density-functional theory are the most promising for
correct theoretical description of electronic properties
of solid solutions; these methods make it possible to
study any specific atomic configurations [3, 4, 17, 18].

In this paper, we report the results of studying the
alloying effects on electronic properties of unordered
AlGaN, InGaN, and InAlN ternary solid solutions; we
use supercells containing 32 atoms in atomic configu-
rations obtained on the basis of density-functional the-
ory [19]. The calculations were performed by the den-
1063-7826/04/3803- $26.00 © 20304
sity-functional method that had proven to be quite use-
ful for describing the properties of quantum dots,
superlattices, and solid solutions with spatial modula-
tion of the composition [20–22].

2. THE CALCULATION PROCEDURE

The calculation procedure was described in detail
elsewhere [5, 23]. We use the functional pseudopoten-
tial form which is continuous in reciprocal space and
depends on the local strain ε that describes the charge
redistribution and screening of the pseudopotential due to
changes in the local environment [21, 22]; thus, we have

(1)

Initial parameters ai were determined using the pro-
cedure for approximation of norm-preserving pseudo-
potentials obtained from first principles by Hamman
[24] and screened by the Levine–Louie [25] dielectric
function. We then modified the parameters so that
experimental values of the energies of band-to-band
transitions at the high-symmetry points of the Brillouin
zone and optical properties of pure binary compounds
could be reproduced [23, 26] (Table 1). In order to take
correctly into account the effect of local strains, we
included the values of the deformation potentials in the
fitting procedure; i.e.,

(2)

The parameters a4 were selected in such a way that
they made it possible to obtain the recommended values
of deformation potentials [27]: ag = –8.2 eV for GaN,
ag = –9 eV for AlN, and ag = –4 eV for InN. The final

v k ε,( ) a0

k2 a1–( )
a2 a3k2( )exp 1–
--------------------------------------- 1 a4Tr ε( )+[ ] .=

ag V
∂Eg

∂V
---------.=
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Table 1.  Energies of band-to-band transitions (T = 0 K)

Transition
Energy, eV

this study other calculations and experiments

GaN Γ6V–Γ1C (Eg) 3.5 3.507a, 3.5b, 3.5c

Γ3V–Γ6V (the width of the upper valence band) 7.3 6.8b, 7.4 (8)d

Γ1V–Γ6V (∆cr) 0.02 0.019a, 0.02b, 0.038c

L2.4V–L1.3C 7.76 7.57b, 6.4 (8.2)d

M4V–M3C 8.11 7.7b, 7.6 (8.4)d

H3V–H3C 8.47 9b, 8.1 (9.9)d

AlN Γ1V–Γ1C (Eg) 6.2 6.23a, 6.24c

Γ3V–Γ1V (the width of the upper valence band) 7 6.1 (6.9)d

Γ1V–Γ6V (∆cr) –0.22 –0.164a, –0.17c

L2.4V–L1.3C 8.75 8.6d

M4V–M3C 9.4 8.5d

H3V–H3C 9.8 10.5d

InN Γ6V–Γ1C (Eg) 0.7 0.7e, 2.04b

Γ3V–Γ6V (the width of the upper valence band) 6 5.77b

Γ1V–Γ6V (∆cr) 0.04 0.041a, 0.017b, 0.06c

L2.4V–L1.3C 5.17 5.83b

M4V–M3C 5.21 5.8b

H3V–H3C 5.93 6.5b

Note: a The recommended values [27]. b Calculations by the empirical-pseudopotential method [13]. c Calculations based on first princi-
ples and an empirical pseudopotential [12]. d Calculations from first principles taking into account and disregarding the GW correc-
tions [15]. e Experimental data for InN [7, 31].
values of the parameters ai are listed in Table 2. The
pseudopotentials obtained in this way are in good agree-
ment with those calculated recently [13, 14].

In order to simulate electronic properties of AlGaN,
InGaN, and InAlN solid-solution nitrides and take into
account the compositional disorder in these nitrides, we
used the 32-atom supercells AnB16 – nN (A = Al or In,
B = Ga or Al) that corresponded to the doubled
(along three directions) primitive unit cell in the
wurtzite structure [3, 19]. For a given number of atoms A
n = 0, …, 16, we can obtain various atomic configura-
tions in contrast to the virtual-crystal approximation,
according to which an unordered solid solution is
replaced by a crystal with identical averaged “virtual”
atoms in the cationic sublattice. We calculated the elec-
tronic structure only for configurations that had the
lowest energy; the latter was calculated in the context of
density-functional theory [19]. In Fig. 1, we show an
example of such a structure for n = 4.

A nitrogen atom can have an environment of A4B4 – m
(where m = 0, 1, 2, 3, 4) in ternary solid solutions with
the wurtzite structure. In order to take into account vari-
ations in the pseudopotential screening in relation to
local atomic surroundings in the solid solution, we con-
structed the nitrogen pseudopotntial VN as a linear com-
SEMICONDUCTORS      Vol. 38      No. 3      2004
bination of the nitrogen pseudopotentials in binary
compounds AN and BN [21]; i.e.,

(3)

Such a linear combination of pseudopotentials in the
anionic sublattice represents the essence of the virtual-
crystal approximation; however, the description of an
unordered solid solution is based on explicit consider-
ation of each atom rather than on averaging over the
entire crystal. At the same time, it should be noted that,
for configurations with the lowest energy [19] in a
supercell containing 32 atoms and with atomic content

VN AmB4 m–( ) m
4
----VN AN( ) 4 m–

4
-------------VN BN( ).+=

Table 2.  Parameters of screened atomic pseudopotentials in
GaN, AlN, and InN (in atomic units)

Atom a0 a1 a2 a3 a4

Ga 1500 1.88 104.7 0.27 0.3

N in GaN 1224 4.76 83.3 0.419 0

Al 9.42 1.79 1.49 0.245 0.7

N in AlN 18 5.08 2.7 0.236 0

In 11 1.173 1.358 0.264 2.5

N in InN 45.85 5.1 4.875 0.421 0
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of 25, 50, and 75% cations, all nitrogen atoms have the
same local surroundings, which corresponds to the vir-
tual-crystal approximation.

A deviation from the ideal lattice configuration is
observed in solid solutions, in addition to composi-
tional disorder. Atoms are displaced from their ideal
sites specified by Vegard’s rule, which is related to the
difference between the bond lengths for compounds
that form the solution (so-called positional disorder)
(Fig. 2). Dependences of the bond lengths RAN(x) and
RBN(x) on the composition in an A1 – xBxN solid solution
can be characterized by the dimensionless parameter [28]

(4)

where  is the B–N bond length for the B impu-

rity in an AN crystal and  and  are the bond
lengths in pure binary compounds.

We used the method of the valence-force field (VFF)
[28] to calculate the following expression for the
dependence of the relaxation coefficient for the bond
length e on characteristics of constituents of the solid
solution:

(5)

Here, fi is the ionicity according to Phillips. Using the
values fi = 0.449 for AlN, fi = 0.5 for GaN, and fi = 0.578
for InN [29], we obtained the values of the relaxation
coefficient e = 0.7–0.8 for solid solutions of III–N com-
pounds; these values are in good agreement with exper-
imental data and the values obtained by calculations
based on density-functional theory [30].

In order to take into account the structural relax-
ation, atoms in a 32-atom supercell were displaced
from their ideal sites so that the lengths of all bonds cor-
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Fig. 1. An ordered structure of Al1 – xBxN with x = 0.25. The
2 × 2 × 2 cell in the wurtzite structure contains 12 atoms of
A (white spheres), 4 atoms of B (black spheres), and 16
atoms of N (gray spheres).
responded to the values obtained from expression (5).
We calculated the value of the local strain [22] for each
cationic atom; this strain appears in formula (1) as a
correction to the pseudopotential; i.e.,

(6)

where V is the volume of a tetrahedron with nearest cat-
ion neighbors at the vertices for a pure binary com-
pound and ∆V is a change in the volume due to a varia-
tion in the crystal lattice of the solid solution and to the
structural relaxation.

In the calculations, we used the basis of 2055 plane
waves, which corresponded to the energy cutoff at 14 Ry.

3. DISCUSSION

Experimental compositional dependences of the
band gap are described by the following quadratic
equation with the bowing parameter b:

(7)

In order to analyze the effect of various factors on
the bowing parameter, we decompose b into its compo-
nents; i.e.,

(8)

where bVD is the bowing caused by the effect of the vol-
ume deformation, bCE is the bowing caused by the charge
exchange between various bonds in an unordered solid
solution, and bSR is the bowing-parameter component
related to the bond-length (structure) relaxation.

The results of our calculations are shown in Fig. 3
and are listed in Table 3. As can be seen, a deviation
from the linear dependence Eg(x) is observed even in
calculations based on the virtual-crystal approxima-
tion; this deviation is caused by a difference in the lat-
tice constants of compounds that form the solid solu-

Tr ε( ) ∆V
V

-------,=

Eg x( ) Eg1 Eg2 Eg1–( )x bx 1 x–( ).–+=
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Fig. 2. Schematic representation of variations in the bonds
lengths RAN(x) and RBN(x) in relation to the composition of
the Al1 – xBxN solid solution. VCA stands for the virtual-
crystal approximation.
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Fig. 3. The band gaps in relation to the composition of solid solutions of III–N compounds. Experimental data are represented by
the symbols 1–7. (a) Experimental data for AlGaN (T = 300 K) taken from (1) [15] and (2) [6]; data for InGaN (T = 77 K) taken
from (3) [7] and (4) [9]; and (c) data for InAlN (T = 77 K) taken from (5) [10], (6) [11], and (7) [31]. Calculated dependences are
represented by curves. Dashed lines correspond to the virtual-crystal approximation, dotted lines represent the results of calculations
with compositional disorder taken into account, and solid lines correspond to calculations with both the compositional disorder and
structural relaxation taken into account.
tion and, as a consequence, by deformation of the vol-
ume of the unit cell for constituent compounds when
the solid solution is formed. In this case, the value of
the bowing parameter is proportional to the difference
between deformation potentials (2) for compounds that
form the solid solution and to the relative variation in
the lattice constant when the solid solution is formed:

(9)bVD
∆a
a

-------∆ag.∝
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The smallest value of the bowing parameter related
to the volume deformation is observed in AlGaN,
where the lattice-constant mismatch between GaN and
AlN amounts to 2.5%, whereas the deformation poten-
tials are almost the same. The largest bowing magni-
tude is observed in InAlN, where the lattice-constant
mismatch is as large as 12% and the deformation poten-
tials differ by a factor of 2. The volume deformation is
the only effect that gives rise to bowing and can be
taken into account in the virtual-crystal approximation.
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However, this effect by itself, as can be seen from Fig. 3
and Table 3, cannot ensure agreement between the
results of calculations and experimental data.

The simulation of unordered solid solutions using
specified atomic configurations in a 32-atom supercell
makes it possible to calculate the value of additional
band-gap bowing parameter bCE related to the differ-
ence between atoms in the cationic sublattice. As our
and other [18] calculations of the valence-electron
charge density show, a redistribution of electrons between
the AN and BN bonds is observed in the AxB1 – xN solid
solution: the charge is transferred from the bond with a
lower ionicity to that with a higher ionicity. Thus, the
charge distribution in such a system differs from that
obtained in the virtual-crystal approximation, which
results in changes in the energy-band structure and in
additional band-gap bowing parameter bCE. The differ-
ence between ionicities of binary compounds forming
the solid solution determines the magnitude of the
charge redistribution and, correspondingly, the band-
gap bowing parameter bCE. It is impossible to take this
effect into account in the virtual-crystal approximation
since dissimilar atoms in the cationic sublattice are
replaced in this approximation by “virtual” atoms that
are identical at all lattice sites.

Taking into account the bond-length relaxation also
leads to a variation in the compositional dependences
of the band gap, which can be described using an addi-
tional component bSR of the band-gap bowing parame-
ter. As our calculations show (see also [18]), the bond-
length relaxation results in a decrease in nonuniformity
of the charge distribution; this nonuniformity is caused
by the presence of dissimilar atoms in the cationic sub-
lattice. Thus, the charge distribution becomes closer to
that obtained in the virtual-crystal approximation.
Structural relaxation also reduces the volume-deforma-
tion effect since the bond lengths in the solid solution
become almost equal to the corresponding values in
binary compounds. As a result, this effect leads to a
decrease in the total band-gap bowing parameter, and
bSR is a negative quantity.

The results obtained are in good agreement with
well-known experimental data (Table 3, Fig. 3). The
calculation for AlGaN yields an almost linear depen-
dence of the band gap on the solid-solution composi-

Table 3.  Experimental and theoretical values of the band-
gap bowing parameter and its components

Solid 
solution

bVD, 
eV

bCE, 
eV

bSR, 
eV

b, eV 
Our cal-
culations

b, eV 
DFT 
[3]

bexpt, 
eV

AlGaN 0.37 0.28 –0.21 0.44 0.71 0.2–1 
[5, 6]

InGaN 0.92 2.28 –0.48 2.72 1.7 2.5 [7]

InAlN 1.84 4.04 –1.72 4.16 4.09 3 [31]

Note: bexpt denotes the experimental data.
tion (b = 0.44 eV), which is attributed to a small differ-
ence between the lattice constants, deformation poten-
tials, and ionicities in GaN and AlN. Anomalously large
values of b are experimentally observed for InGaN and
InAlN: 3.2 eV [8, 9] and 6.76 eV [10, 11], respectively.
These experimental values of the band-gap bowing
parameter were obtained under the assumption that the
InN band gap was equal to 3 eV; in addition, the data
were obtained for samples that had a low content of
InN. However, it has been recently reported that the
band gap of InN is equal to 0.7 eV [7, 31]. Correspond-
ingly, it is necessary to use much smaller values of the
band-gap bowing parameter for approximation of
experimental data. In our calculations by the empirical-
pseudopotential method, we assumed that Eg = 0.7 eV
for InN (Table 1). In Figs. 3b and 3c, we show the
curves Eg(x) for InGaN and InAlN according to our cal-
culations; the obtained values of the band-gap bowing
parameter are equal to 2.72 and 4.16 eV for InGaN and
InAlN, respectively, and are in good agreement with
experimental data [10, 11, 31]. Large values of the
band-gap bowing parameter for InGaN and InAlN are
related to an appreciable lattice-constant mismatch
(10 and 12%, respectively) and large differences in
deformation potentials and ionicities for binary com-
pounds that form these solid solutions.

Calculations show that compositional disorder and
structural relaxation affect profoundly not only the
band gap but also the energy-band structure as a whole.
The presence of dissimilar atoms in the cationic sublat-
tice and their displacement from ideal sites lead to a
lowering of the crystal symmetry, which manifests
itself in splitting of the energy bands along the main
directions in the Brillouin zone. In addition, taking into
account both compositional and positional disorder
results in an appreciable variation in the widths of
energy bands in the solid solutions with respect to the
corresponding widths obtained in the virtual-crystal
approximation; i.e., the valence band is widened and
the asymmetric gap (the main parameter on the ionicity
scale suggested by Wall et al. [32]) is narrowed. Our
calculations of compositional dependences of the
charge-asymmetry coefficient gi suggested in [29] as a
measure of ionicity showed the presence of bowing in
these dependences; at the same time, the value of the
charge-asymmetry coefficient for InxAl1–xN with x = 0.5
was found to be smaller than for the binary AlN and
InN compounds. Approximation of the results of calcu-
lations yields the following relations:

(10)

(11)

(12)

gi AlxGa1 x– N( ) 0.542 0.615 0.542–( )x,+=

gi InxGa1 x– N( ) 0.542 0.638 0.542–( )x+=

– 0.019x 1 x–( ),

gi InxAl1 x– N( ) 0.615 0.638 0.615–( )x+=

– 0.145x 1 x–( ).
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4. CONCLUSION
We studied electronic properties of ternary solid

solutions based on III–N compounds using the method
of a model empirical pseudopotential and employing
supercells. It is shown that, if the internal local strains
in the solid solutions and both compositional and posi-
tional disorder are taken into consideration, a bowing in
the compositional dependences of the band gap Eg(x) is
observed, which accounts satisfactorily for the avail-
able experimental data. The largest contribution to the
band-gap bowing parameter is made by the composi-
tional disorder. The bond-length relaxation reduces the
effect of compositional disorder and the volume-defor-
mation effects. The chosen model can satisfactorily
account for electronic properties of ternary solid solu-
tions and makes it possible to gain insight into the causes
of appearance of bowing in the dependence Eg(x).
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Abstract—Dependences of the exponent of radiation flux attenuation on the ZnSe grain size and the wave-
length are experimentally determined. At a wavelength of 1.1 µm, the minimum and maximum attenuation is
observed in crystals with the smallest and largest grain sizes, respectively. A reverse situation arises at a wave-
length of 10 µm. It is concluded that the optical radiation at wavelengths of 1.1 and 10 µm is scattered at internal
grain defects and mainly at grain boundaries, respectively. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Zinc selenide is used in infrared (IR) optical devices
with a transparency range of 0.5–13 µm, where the
refractive index has a dispersion from 2.61 to 2.386 [1].
This property fully satisfies industrial requirements.
However, it is practically impossible to produce ZnSe
single crystals of large sizes and high structural quality.
The production problems are associated with the fact
that ZnSe crystals exist in two modifications [2], with
hexagonal and cubic lattices in high- and low-tempera-
ture ranges, respectively. The latter modification is used
in IR optical devices. The crystals are typically grown
from melt, and crystallization is carried out in the high-
temperature phase. Then, already in the solid state, the
transition to the low-temperature phase takes place
upon cooling. This process is often not completed;
hence, twins, regions of elastic stresses, dislocations,
and grains, at which the energy is dissipated, are
formed in the crystal.

Recently, a growing number of applications have
been found for polycrystalline materials produced
using various methods: ceramics-based technology
(CT), evaporative deposition (ED) from liquid phase,
and chemical vapor deposition (CVD). The materials
differ in grain size, the degree of crystal quality, and
physical properties. Polycrystalline materials, in addi-
tion to above-mentioned defects, contain grain bound-
aries that scatter light [3]. This study is devoted to the
optical properties of polycrystalline zinc selenide.

The studies were carried out at wavelengths of 1.1
and 10 µm. The data on the grain sizes, degree of
imperfection, and optical properties were statistically
processed. The samples were prepared as planar trans-
parent disks 20 mm in diameter and 4–5 mm thick with
polished surfaces. Hydrothermal etching [4] was used
to reveal defects. The light transmittance was deter-
1063-7826/04/3803- $26.00 © 20310
mined using a SPECORD JR-75 system with a relative
error of 1%.

The grain boundary is an interlayer with a perturbed
structure containing intergrain dislocations and impuri-
ties. The presence of the latter is explained by the fact
that the growth of crystalline grains is accompanied by
their self-purification with segregation of impurity
atoms into the intercrystallite space. Therefore, the
refractive index of the grain boundaries differs from
that in grains n = 2.403 by ∆n. The optical inhomoge-
neity E = ∆n/n characterizes the purity of polycrystal-
line materials. It was experimentally determined that
∆n = 10–3 for zinc selenide at a wavelength of 10 µm;
hence, E ≈ 4 × 10–4. Since E is small, the scattering of
radiation related to refraction at the grain boundaries
can be disregarded. Therefore, the basic mechanism of
radiation-flux attenuation is reflection from grain
boundaries when the grain size significantly exceeds
the radiation wavelength. In the case of grain sizes
comparable to or shorter than the wavelength of light,
the diffraction effect should also be taken into account.

Under the assumption of chaotic grain orientations,
one of the basic characteristics of optical systems is the
light transmission in the operating range of the spec-
trum with the coefficient µ of radiation-flux attenuation

where  is the reflectance averaged over angles of inci-
dence and d is the average grain size. Taking into
account multiple reflection from grain boundaries, the
optical transmittance is theoretically defined as

µ d 1– R,=

R

T
1 R2–( )e µL–

1 R2e 2µL––
-----------------------------,=
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where R = (n – 1)2/(n + 1)2 is the reflectance. As a result,
we obtain the formula for calculating the attenuation
coefficient [5] at the wavelength λ,

where L is the sample thickness.

µλ L 1– nλ
2 1+
2nλ

--------------Tλ ,log–=

Table 1

Material 
type

Average density 
of grains, mm2

Transmittance at 
a wavelength of 

1.1 µm T, %

Attenuation 
coefficient 

µ1.1

CVD 7.89 × 10–5 63 0.261

ED 5.02 × 10–3 54 0.265

CT 5.20 × 10–1 42 0.474

Single 
crystals

– 53–56 –
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Sample no. and 
material type
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1 (Single 
crystals)

– – 3.2 × 107 0.183

2 (CT) 6.88 1.77 2.0 × 106 0.049

3 (CT) 5.12 3.27 5.0 × 105 0.053

4 (CT) 4.16 6.32 1.5 × 106 0.043

5 (CT) 4.12 5.65 8.0 × 105 0.044

6 (CT) 3.54 5.53 3.8 × 106 0.036

7 (CT) 3.19 4.64 2.4 × 106 0.036

8 (CT) 2.90 5.07 5.0 × 106 0.049

9 (CT) 1.72 5.29 1.3 × 106 0.057

10 (CT) 1.28 7.75 3.0 × 106 0.097

11 (CT) 0.98 9.79 5.0 × 106 0.077

12–1 (ED) 3.8 × 10–1 12.42 2.5 × 106 0.176

12–2 (ED) 2.4 × 10–2 14.46 2.5 × 106 0.176

13–1 (ED) 2.0 × 10–1 5.19 1.7 × 106 0.254

13–2 (ED) 3.8 × 10–1 5.37 1.7 × 106 0.254

14–1 (CVD) 2.2 × 10–2 16.7 1.6 × 106 0.243

14–2 (CVD) 6.4 × 10–4 16.7 1.6 × 106 0.243

15–1 (CVD) 2.0 × 10–2 2.16 2.3 × 106 0.336

15–2 (CVD) 4.6 × 10–4 2.16 2.3 × 106 0.336
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2. RESULTS

Previously, we have established that the size distri-
bution of grains in the materials under investigation is
exponential [6].

Optical transmission spectra in the visible and near-
IR regions show that the transmittance increases with
the wavelength of light and attains a maximum at
1.1 µm (see Table 1). CVD-type crystals have the
smallest average grain size, almost perfect structure,
and the smallest attenuation coefficient. The transmit-
tance of ED-type crystals is virtually identical to that of
single crystals.

Table 2 lists the results of studies at a wavelength of
10 µm. For comparison, the data on single crystals are
also listed.

These data show that the material produced using
the CT is characterized by the largest grain sizes. The
average cross-sectional area of grains in the ED- and
CVD-type materials is smaller than that of the CT-type
material by one and two to four orders of magnitude,
respectively. The difference in the linear density of twin
boundaries and dislocations is insignificant for all the
crystals. Coarse- (CT) and fine- (CVD) grained materi-
als feature the lowest and highest attenuation coeffi-
cients, respectively. The attenuation coefficient of the
ED-type material differs slightly from that of single
crystals.

We note that the smallest attenuation coefficient
(0.036) is characteristic of CT-type materials with a
grain cross-sectional area of 3–4 mm2. The average
grain size of the CT-type material is 103 µm, which
exceeds the wavelength of 10 µm by two orders of mag-
nitude; therefore, the light attenuation is mainly con-
trolled by reflection from grain boundaries. The grain
diameter in the ED-type material is of the same order of
magnitude as the radiation wavelength. The grain diam-
eter of the CVD-type polycrystalline material is an
order of magnitude smaller than the wavelength; there-
fore, in addition to reflection from grain boundaries, the
attenuation is also affected by the diffraction effect.

3. CONCLUSIONS

(i) The optical properties of a polycrystalline mate-
rial are controlled not only by the grain size but also by
the grains' structural quality.

(ii) The material structural quality and grain size are
controlled by the growth method; the smallest and larg-
est grain sizes are characteristic of ED- and CT-type
materials, respectively.

(iii) At the wavelength of 1.1 µm, the smallest and
largest attenuation coefficients are characteristic of
CVD- and CT-type samples, respectively. As for the
studies at 10 µm, a reverse situation arises. The ED-type
material has an attenuation coefficient close to that of
single crystals.
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(iv) At the wavelength of 10 µm, light is mainly scat-
tered by grain boundaries of a polycrystalline material
containing grain-confined dislocations and impurity
atoms. At 1.1 µm, scattering is mostly associated with
grain defects, i.e., twin boundaries and dislocations.

The studies showed that the optical properties of
polycrystalline zinc selenide are no worse than those of
single crystals and, in some cases, are superior.
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Abstract—Pseudomorphic Si0.76Ge0.24/Si heterostructures grown by molecular-beam epitaxy were irradiated
with 350-keV Ge+ ions at a temperature of 400°C so that the peak of the ions’ energy losses was located within
the silicon substrate (deeper than the SiGe–Si interface). The effect of ion implantation on the relaxation of elas-
tic stresses and the defect structure formed as a result of postimplantation annealing is studied. It is found that
annealing at a temperature even as low as 600°C makes it possible to ensure a very high degree of relaxation of
elastic stresses in the heterostructure and a comparatively low density of threading dislocations in the SiGe layer
(<105 cm–2). The results obtained make it possible to suggest a method for the formation of thin SiGe/Si layers
that feature a high degree of relaxation, low density of threading dislocations, and a good surface morphology.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The active interest in epitaxial growth of Si1 – xGex
layers on Si substrates is related primarily to the fact
that new electronic and optoelectronic devices can be
fabricated on the basis of SiGe/Si heterostructures. As
is well known, SiGe films obtained as a result of
pseudomorphic growth on Si substrates are found to be
elastically stressed owing to the large mismatch
between the lattice parameters of Si and Ge (4.12%). At
the same time, SiGe layers with a high degree of relax-
ation are required to fabricate certain types of devices
based on SiGe/Si structures (field-effect transistors,
photodetectors, and solar cells) [1]. In addition, the use
of relaxed SiGe buffer layers presents additional oppor-
tunities for controlling the energy-band structure and
for integrating devices based on III–V compounds into
conventional silicon technology. It is well known that
the relaxation of elastic stresses in heterostructures
occurs if the critical thickness of an epitaxial layer is
exceeded by introducing misfit dislocations into the
vicinity of the interphase boundary. It is important that
tilted segments of the dislocations introduced thread
through the epitaxial layer [2]. The presence of thread-
ing dislocations in the film significantly impairs its
characteristics and makes it virtually impossible to use
such structures in electronic and optical devices [3].
Therefore, reducing the threading-dislocation density is
the most important problem in the development of elec-
tronic devices based on SiGe/Si heterostructures.
1063-7826/04/3803- $26.00 © 20313
At present, epitaxial growth of Si1 – xGex buffer lay-
ers with a gradient of Ge concentration is the most
highly developed method for fabricating SiGe films
with a high degree of relaxation and a comparatively
low density of threading dislocations (105–106 cm–2)
[4, 5]. However, in order to obtain films with a low den-
sity of threading dislocations, one has to ensure that
gradients of Ge concentration are very low (typically,
5–10% per micrometer). This circumstance necessi-
tates a large thickness of the buffer layer (several
micrometers); as a result, growth times are long and a
large amount of material is consumed. This signifi-
cantly increases the production cost of devices and
makes it more difficult to integrate them into Si inte-
grated circuits. Another serious drawback of the
method described above is the large-amplitude surface
roughness of the buffer layers with a gradient of Ge
concentration [6]. Introducing nonequilibrium point
defects into the heterostructures is an alternative
approach to solving the above-formulated problem. It
has been recently shown that nonequilibrium point
defects introduced into the heterostructures promote
the relaxation of stresses and, at the same time, can
reduce the density of threading dislocations to a great
extent [7–15]. Point defects can be introduced by low-
ering the growth temperature, which leads to a satura-
tion of the growing layers with nonequilibrium point
defects of the vacancy type [7–12], and also by irradiat-
ing the layers with low-energy ions in the course [11–13]
004 MAIK “Nauka/Interperiodica”
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or after completion [14–21] of epitaxial growth. It is
generally believed that promoted relaxation of stresses
is caused by the formation of clusters of point defects
that act as origination sites for misfit dislocations. How-
ever, the specific mechanism of promotion of elastic-
stress relaxation in SiGe/Si heterostructures oversatu-
rated with point defects has not yet been ascertained
and requires further investigation.

In our previous publications [19–21], we reported
the results of studying the effects of the ion type and the
temperature and dose of ion implantation on relaxation
of elastic stresses in pseudomorphic SiGe/Si hetero-
structures. We found that irradiation of heterostructures
with Ge+ heavy ions at elevated temperatures increased
the rate of the relaxation process appreciably. In this
study, we concentrate on studying the effect of irradia-
tion of Si0.76Ge0.24/Si heterostructures with Ge+ ions on
the dislocation structure formed as a result of relaxation
of elastic stresses in the course of postimplantation
annealing. We then discuss the causes of the increase in
the relaxation rate.

2. EXPERIMENTAL

An undoped pseudomorphic Si0.76Ge0.24 135-nm-
thick layer was grown on the Si(100) substrate using
molecular-beam epitaxy at a substrate temperature of
550°C. The layer thickness was chosen so that the
stress relaxation was suppressed in the course of
growth. The film composition was determined from the
analysis of X-ray diffraction. The spread of Ge concen-
tration over the wafer did not exceed 2%. The wafer
was cut into the samples with an area of about 1.5 ×
1.0 cm2. The samples were irradiated with 350-keV
Ge+ ions at a temperature of 400°C; the doses were
1013, 2.5 × 1013, and 5 × 1013 cm–2. On the basis of cal-
culations carried out using the SUSPRE software pack-
age, the energy of implanted ions was chosen so that the
peak of the ion energy losses was beyond the
Si0.76Ge0.24/Si interface (i.e., in silicon, at a depth of
about 200 nm from the outer surface of the heterostruc-
ture). The doses were chosen so that, on the one hand,
the amorphization of the layer was avoided and, on the
other hand, a high concentration of nonequilibrium
point defects was formed. Samples irradiated with ions
and unirradiated (reference) samples were annealed in
a vacuum furnace (at a pressure of ~10–6 Torr) for
15 min at temperatures of 500, 550, and 600°C. The
temperature was maintained constant to within ±2°C.
The relaxation of elastic stresses in the samples was
studied by transmission electron microscopy (TEM)
using a JEM 200CX microscope with an accelerating
voltage of 200 kV, by double-crystal X-ray diffraction
(using a Rigaku RU-200 diffractometer and Cu Kα radi-
ation or Mo Kα radiation), and by analyzing the spectra
of low-temperature photoluminescence (PL). The
degree of elastic-stress relaxation was determined from
the X-ray diffraction data using the following formula:

.

Here,  and  are the lattice parameters of the
pseudomorphic and relaxed SiGe layers in the direction
perpendicular to the growth plane, and ac is the lattice
parameter of bulk SiGe. The PL was excited at a tem-
perature of 4.2 K using radiation from an Ar laser
(514.5 nm). The PL signal was detected using a cooled
germanium photoresistor and an MDR-2 wide-aperture
monochromator. In order to determine the contribution
of different regions in the structure under investigation
to the PL signal, we used layer-by-layer chemical etch-
ing of the sample. The PL spectrum was measured after
each specific layer was etched off. The density of
threading dislocations in the layer was evaluated from
the density of etching pits after the treatment of the
sample in an HF : Cr2O3 : H2O (4 : 1 : 1.5) solution
using a Nomarski optical microscope. The roughness of
the sample surfaces was evaluated using a Dimension
3100 NanoScope IIIa System (Digital Systems)
atomic-force microscope (AFM).

3. RESULTS

According to the X-ray diffraction and PL data, the
degree of relaxation of elastic stresses in the as-grown
Si0.76Ge0.24/Si structures is equal to zero. The curves of
X-ray reflection diffraction for all the samples mea-
sured before and after ion implantation have a similar
shape. In order to reveal the effect of ion implantation
on the relaxation process, we annealed first the sample
irradiated with the highest dose of ions (5 × 1013 cm–2)
and then the reference (unirradiated) sample each for
15 min at a temperature of 500°C. However, the curves
of reflection diffraction of both samples were unaf-
fected by this annealing. Therefore, these samples were
subjected to an additional annealing for 15 min at a
temperature of 600°C. In Fig. 1, we show the curves of
reflection diffraction for the reference sample (curve 1)
and the sample irradiated with a dose of 5 × 1013 cm–2

(curve 2). Both samples were subjected to the two-stage
annealing: first, for 15 min at 500°C and then for
15 min at 600°C. It can be seen that the second anneal-
ing resulted in an appreciable relaxation of stresses in
the irradiated sample: the degree of relaxation in this
sample R is about 80% (curve 2), whereas R is on the
order of 1% for the reference sample (curve 1).

In Fig. 2, we show the TEM images of cross sections
of the aforementioned samples. It can be seen that, in
agreement with the X-ray diffraction data, the networks
of misfit dislocations in these samples differ widely.
A planar network is observed in the reference sample
(Fig. 2a); the dislocation density and, accordingly, the
degree of relaxation are low in this sample. In contrast,
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the network of misfit dislocations is three-dimensional
and very dense in the implanted sample (Fig. 2b); the
upper boundary of this network coincides with the
SiGe–Si interface (indicated by an arrow). The thick-
ness of the region containing the network of misfit dis-
locations is 30–50 nm (indicated by two parallel lines

104
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101

Intensity, arb. units

–3000 –2000 –1000 0
∆θ, seconds of arc

1
2

3

Si

Fig. 1. Curves of reflection diffraction 004 (Cu Kα radia-
tion) for (1) a reference (unirradiated) sample annealed
first for 15 min at 500°C and then for 15 min at 600°C and
(2, 3) two samples irradiated with Ge+ ions at 400°C with a
dose of 5 × 1013 cm–2 and then annealed (2) first for 15 min
at 500°C and then for 15 min at 600°C and (3) annealed for
15 min at 550°C.

100 nm

100 nm

SiGe

SiGe

Si

Si

(a)

(b)

Fig. 2. A TEM image of cross sections (g = 〈220〉) of the
samples subjected to two-stage annealing, first for 15 min at
500°C and then for 15 min at 600°C: (a) the reference sam-
ple (the bright field) and (b) the sample irradiated with a
dose of 5 × 1013 cm–2 of Ge+ ions (the dark field). The upper
boundary of the misfit-dislocation network in the irradiated
sample coincides with the SiGe–Si interface (indicated by
the arrow).
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in Fig. 2b), which is smaller than the corresponding val-
ues observed typically at high degrees of relaxation. It
is worth noting that the depth to which the dislocation
half-loops propagate into the substrate is comparatively
small, and the number of these loops is not large con-
sidering the high degree of relaxation observed. We
also note that a significant deterioration of the sample’s
surface morphology is not observed in the TEM image
of the sample with a high degree of relaxation (Fig. 2b)
(a corrugated surface is typically observed in the case
of a high degree of relaxation). According to the AFM
data, the rms amplitude of the surface roughness for
this sample is equal to a mere 0.4 nm for the scanned
area of 8 × 8 µm2 (Fig. 3). The dislocation lines
observed by TEM for planar films and by AFM and
Nomarski optical microscopy are straight and long.
According to an estimation based on the TEM data, the
density of threading dislocations in the SiGe layer is
lower than 106 cm–2. It follows from the density of etch-
ing pits observed at the sample surface and measured
using Nomarski optical microscopy that the density of
threading dislocations is lower than 105 cm–2.

In Fig. 4, we show a PL spectrum measured imme-
diately after the structures were grown; the spectrum
includes the SiGe TO (transverse optical phonon), SiGe
ZP (zero phonon), and Si TO lines (curve 1). The PL
spectra of two samples subjected to two-stage anneal-
ing first for 15 min at 500°C and then for 15 min at
600°C—for the reference sample (curve 2) and for a sam-
ple irradiated with 5 × 1013 cm–2 of Ge+ ions (curve 3)—
are also shown in Fig. 4 (the TEM images of cross sec-
tions of these samples are shown in Fig. 2). It can be
seen from comparison of spectra 2 and 3 that the relax-
ation proceeds in the samples under consideration dif-
ferently: the spectrum of the reference sample features
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7.55.02.50
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nm

Fig. 3. An AFM image of the surface of a sample irradiated
with 5 × 1013 cm–2 dose of Ge+ ions with subsequent
annealing first for 15 min at 500°C and then for 15 min at
600°C.
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the well-known dislocation-related spectral lines D1
(0.81 eV), D2 (0.87 eV), D3 (0.93 eV), and D4 (1.0 eV),
whereas the spectrum of implanted samples features
lines peaked at 0.89, 0.93, 0.97, and 1.005 eV, as well
as the line D1 and a shoulder at 0.87 eV that corre-
sponds to the line D2. So far, we have failed to attribute
these lines to specific recombination centers; we have
also failed to find any published data on these lines. The
layer-by-layer etching of the samples in combination
with PL measurements showed that the recombination
centers responsible for the appearance of the lines
under consideration were located at a depth that
exceeded the thickness of the SiGe layer (the PL inten-
sity increased as more of the SiGe sublayers were
etched off). It may be assumed that these lines are
related to a specific dislocation structure formed in the
irradiation-damaged region of the silicon substrate.

In order to gain insight into the initial stage of the
stress relaxation, we annealed the samples, which were
irradiated with different doses of ions, for 15 min at
550°C. In Fig. 1 (curve 3), we show the curve of reflec-
tion diffraction for a sample irradiated with a dose of
5 × 1013 cm–2 and then annealed for 15 min at 550°C.
It can be seen that the SiGe peak broadens and shifts
closer to the Si peak as a result of annealing, which is
indicative of relaxation of stresses in the structure. The
degree of stress relaxation in the structure under con-
sideration amounts to about 1%. At the same time, the
curves of reflection diffraction for the samples irradi-
ated with lower doses (the same as the curve for the ref-
erence sample) virtually did not change as a result of
annealing at a temperature of 550°C.
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Fig. 4. PL spectra of (1) an as-grown Si0.76Ge0.24/Si struc-
ture and (2, 3) two samples subjected to the two-stage
annealing first for 15 min at 500°C and then for 15 min at
600°C: (2) the reference sample and (3) the sample irradi-
ated with a dose of 5 × 1013 cm–2 of Ge+ ions. The spectra
are shifted along the vertical axis to make it easier to trace
the spectra. T = 4.2 K.
In Fig. 5, we show the PL spectra measured imme-
diately after ion implantation (curve 1), after chemical
etching (curve 2), and after postimplantation annealing
for 15 min at a temperature of 550°C (curve 3). The PL
spectrum of the reference sample annealed under the
same conditions is also shown (curve 4) for the sake of
comparison. The PL spectrum measured after ion
implantation features a line peaked at 1.018 eV and
related to the recombination of electron–hole pairs at
multivacancies [22]; the corresponding phonon replicas
are also observed (Fig. 5, curve 1). Excitonic lines
related to the SiGe layer are not observed, since the
radiation defects apparently give rise to a more efficient
recombination channel. The PL intensity increases after
a 160-nm-thick layer is chemically etched off (Fig. 5,
curve 2). This means that the PL signal originates at a
depth of >160 nm, i.e., in the Si substrate (the SiGe
layer thickness is 135 nm). This fact is consistent with
the TEM data and with calculations of the depth corre-
sponding to the peak of energy losses of ions according
to the SUSPRE software package (~200 nm). As a
result of annealing, the 1.018-eV line and its phonon
replicas disappear and broad bands peaked at 0.86–0.89
and 0.94 eV come into existence (Fig. 5, curve 3). Sim-
ilar PL bands were previously observed by Schmidt
et al. [23]; however, the origin of these bands remains
unknown. It is of interest that the spectrum of the refer-
ence sample includes the well-known dislocation-
related line D2 peaked at 0.87 eV in addition to two
lines related to the stressed SiGe layer (the SiGe-TO
line at 0.90 eV and the SiGe-ZP line at 0.96 eV) (see
Fig. 5, curve 4). The presence of the D2 line in the PL
spectrum indicates that relaxation of elastic stresses
sets in as a result of annealing for 15 min at 550°C,
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Fig. 5. PL spectra of a sample irradiated with Ge+ ions at
400°C with a dose of 5 × 1013 cm–2; the spectra were mea-
sured (1) immediately after irradiation, (2) after chemical
etching, and (3) after postirradiation annealing for 15 min at
550°C. Curve 4 represents the PL spectrum of the reference
(unirradiated) sample annealed under the same conditions.
All spectra were measured at 4.2 K.
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although, according to the X-ray diffraction data, the
degree of relaxation in this sample is equal to zero. This
discrepancy is attributed to the fact that PL is a method
that is more sensitive to initial stages of relaxation than
X-ray diffraction.

4. DISCUSSION

On the basis of the above results, we may assume
that irradiation of SiGe/Si heterostructures with Ge+

ions at elevated temperature gives rise to point-defect
complexes that are conducive to subsequent relaxation
of elastic stresses by providing the generation sites for
dislocations. As was mentioned above, the TEM study
of a cross section of a sample that is implanted and then
annealed revealed a very dense network of misfit dislo-
cations below the SiGe–Si interface (Fig. 2b), which
indicates that the dislocation loops were generated in a
rather thin layer beneath this interface. These loops
expanded in the course of annealing, reached the SiGe–
Si interface, and formed a network of misfit disloca-
tions. Furthermore, a high generation rate of disloca-
tion loops should give rise to a uniform distribution of
these loops and, as a result, to a uniform distribution of
threading segments of dislocations, which in turn is
conducive to mutual annihilation of these segments.
This circumstance may account for the low density of
threading dislocations in the SiGe layer.

Thus, we obtained thin and highly relaxed SiGe
films with a comparatively low density of threading dis-
locations as a result of annealing at a moderately high
temperature (600°C). This method appears to be very
useful for fabricating thin SiGe layers with a high
degree of relaxation and a good surface morphology. It
should be noted that the thickness of the layers we
obtained is appreciably smaller (for the same degree of
relaxation) than the thickness of buffer layers with a
gradient of Ge concentration [5] and that of SiGe films
formed on buffer Si layers grown at comparatively low
temperatures [4]. Previously, Hollander et al. [14, 15]
successfully used the implantation of H+ ions with a
dose of 3 × 1016 cm–2 to obtain SiGe layers with a high
degree of stress relaxation and a low density of defects.
However, in the conditions of our experiments, both the
annealing temperature and the implantation dose
required for appreciable promotion of relaxation were
much lower than in the case of hydrogen implantation.
This fact can be explained in the following way: heavy
Ge+ ions that give rise to dense collision cascades and a
fairly high temperature of implantation (400°C) and
ensure a high diffusive mobility of point defects intro-
duced by implantation are conducive to the formation
of defect complexes; the latter then act as sites for the
origination of dislocation loops. The above assumption
is also confirmed by the results of our previous studies
[19, 20], in which we did not observe any significant
promotion of stress relaxation in structures irradiated
with lighter Ar+ ions (with a dose of 1014 cm–2) at 400°C
or in structures irradiated with Ge+ ions at a lower tem-
perature of 230°C (the dose was 5 × 1013 cm–2).
SEMICONDUCTORS      Vol. 38      No. 3      2004
5. CONCLUSION

Irradiation of Si0.76Ge0.24/Si heterostructures with
Ge+ ions at a temperature of 400°C leads to an appre-
ciable promotion of elastic-stress relaxation in the
course of postimplantation annealing. In contrast to
unirradiated samples, the relaxation of stresses in irra-
diated structures proceeds at a significant rate at such
comparatively low temperatures as 550–600°C. The
results obtained suggest a method for obtaining thin
SiGe layers on Si with a high degree of stress relax-
ation, a comparatively low density of misfit disloca-
tions (<105 cm–2), and a low surface roughness. The
main advantages of the method under consideration are
low implantation doses (~1013 cm–2) and the low tem-
perature of the postimplantation annealing. Data from
TEM, X-ray diffraction, and PL make it possible to
conclude that complexes of point defects formed as a
result of implantation of Ge+ ions are responsible for
the promoted relaxation of stresses in the heterostruc-
tures under consideration.
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Abstract—The dependence of native potential inhomogeneities on spatial dispersion of the dielectric response
of the two-dimensional electron gas at the surface of a heavily doped semiconductor is discussed. The ampli-
tude and scale of the disorder potential in the case of a strongly degenerate surface electron gas are determined.
It is shown that the inhomogeneities considered depend on the surface and bulk parameters. © 2004 MAIK
“Nauka/Interperiodica”.
The previous analysis of inhomogeneities of the
electric potential at the surface of extrinsic semicon-
ductors [1, 2] produced by the discrete character of the
distribution of the bulk charge has shown that, in the
presence of a high density of surface delocalized elec-
tronic states, the average value of the random potential
is on the order of several meV. For most surface pro-
cesses at room and higher temperatures, the changes in
the electron potential energy are small compared to the
thermal energy and, as a rule, can be disregarded. How-
ever, these estimations can fail, at least for heavily
doped structures (with concentrations of about 1018 cm–3

or higher), for which the probability of localization of a
charged defect directly at the surface is increased. First
of all, for these systems it is necessary to take into
account that potential perturbations created by point
charges, specifically, by electrically active defects in
surface depletion layers, are nonlinearly screened by
the two-dimensional electron gas [3]. Obviously, the
dependence of the surface dielectric response on the
degree of inhomogeneity of the initial potential must
result in a change in the average magnitude of the ran-
dom potential. It should also be noted that the depen-
dence of the response on the surface density of states
obtained in [2] produces appreciable estimation errors
for densities exceeding about 1012 cm–2 eV–1. In this
case, the surface-potential inhomogeneities obtained
for a heavily doped semiconductor increase in the pres-
ence of a delocalized electron gas. The reason for this
unsatisfactory result consists in the limitations of the
use of the standard imaging method when calculating
the electric field and potential at the surface for finite
densities of electronic states. To obtain the best approx-
imation, one must evaluate the permittivity of the
medium using a wider range of wave vectors for the ini-
tial perturbation; i.e., one must take into account the
spatial dispersion of the permittivity. The aim of this
study is to find the dependence of the amplitude of the
1063-7826/04/3803- $26.00 © 20319
random potential at the surface of a heavily doped
semiconductor on the dispersion properties of a two-
dimensional electron gas.

In order to evaluate the effect of spatial dispersion
on the native-potential inhomogeneities, we consider
the case of a strongly degenerate two-dimensional elec-
tron gas. Let the Fermi energy for surface electrons EF
be much greater than the thermal energy kT. We write
the potential energy of an electron in the field of the
ith Coulomb center (singly charged donor) in the sur-
face plane outside of dielectric medium as

(1)

Here, ρ is the radial coordinate in the plane of electron
localization and di is the doubled distance of the
ith Coulomb center to this plane. The Fourier transform
of the potential (1) is well known,

(2)

where q is the magnitude of the wave vector in the sur-
face plane. The screened potential, which is generated
by the ith Coulomb center at the surface, is determined
in the usual way,

(3)

where J0(s) is the Bessel function of order zero, Ui(q) =
Vi(q)/κ(q) is the Fourier transform of the screened
potential, and κ(q) is the dielectric response function of
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the medium. In this case, in the presence of a free semi-
conductor surface, the function κ(q) has the form [3]

(4)

where ε is the static permittivity of the semiconductor,
kF is the wave vector of a surface electron at the Fermi
level, qs = 4πe2D0/(ε + 1), and D0 is the surface density
of states. Under conditions of strong degeneracy of the
two-dimensional electron gas, we should set κ(q) for
q ≤ 2kF. For a small inhomogeneity of the perturbation,
i.e., for q ! qs, the dielectric response function is given by

(5)

Using transform (3) and expression (5), we obtain the
screened potential

(6)

this potential can also be obtained using the Thomas–
Fermi approximation. Averaging the potential (6) and
assuming that the positions of charged impurities at the
surface are independent, we find the dependence of
native potential inhomogeneities δU on the parameters
of the system [2],

(7)

Here, L0 =  is the width of the depletion
layer, U0 is the magnitude of the band bending, N0 is the
doping level, and Ns = N0L0 is the surface charge den-
sity. The result (7) is valid in the presence of a delocal-
ized high-density electron gas at the surface. For com-
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Fig. 1. Function Φ(y), Eq. (13).
plete localization of the surface charge, the potential of
the ith center at the surface can also be calculated using
the formalism of the dielectric response function. This
situation corresponds to the other limiting case for the
perturbation wave vectors, q @ qs. It follows from for-
mula (4) that, in this range of wave vectors q, the per-
mittivity is equal to the arithmetic mean of permittivi-
ties of the neighboring media. Since in this case κ is a
constant, we directly obtain the screened potential in
the form

(8)

For a Poisson ensemble of discrete impurity charges in
the depletion layer, the expression for the characteristic
amplitude of potential inhomogeneities at the surface
with localized states was obtained in [2]. Averaging
expression (8) and then finding the maximum of the
functional, we obtain the following result:

(9)

Generally, when analyzing native inhomogeneities
at the semiconductor surface, it is necessary to find the
screened potential taking into account the correspond-
ing dielectric response function (4). As before, we
assume that the electron gas at the semiconductor sur-
face is strongly degenerate. Using expression (3) and
changing the integration order in the expression for the
average value of the surface potential inhomogeneity
δU(R) over an area of radius R, we obtain

(10)

where J1(s) is the first-order Bessel function. Subse-
quent calculations show that the maximum of δU(R) is
attained at some value of the radius R = R0, which is
approximately estimated as

(11)

the radius R0 gives an order-of-magnitude estimate of
the scale of potential inhomogeneities at the semicon-
ductor surface. The value δU can be estimated by
directly substituting formula (11) into expression (10),

(12)

where a new function Φ(y) introduced here is given by

(13)

The function Φ(y) is plotted in Fig. 1. It follows
from the definition of this function [4] that Φ(0) = 1 and
that its asymptotic behavior is described by Φ(y) ∝  1/y
as y @ 1.
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Formula (12) is not yet the final form of the expres-
sion for the average potential inhomogeneity. The mag-
nitude of the band bending U0 in this formula a priori
depends on the density and the spectrum of the surface
states. In the case of a strongly degenerate electron gas
at the surface of a semiconductor with a high density of
electronic states, the Fermi level is pinned in the middle
of the surface state band, whose width is many times
larger than the energy kT. Using general theoretical rea-
soning [5], we can assume that the surface band is sym-
metric with respect to the midgap. Thus, for heavily
doped semiconductors, disregarding the Fermi energy
in the semiconductor bulk, we find that the surface band
bending is given by

(14)

where Eg is the band gap and ∆U is the variation of band
bending due to the finite surface-state density. Using
the electrical neutrality condition for the entire system,
we find that the magnitude of the surface charge must
be equal to the charge of the depletion layer,

(15)

Taking into account the explicit dependence of ∆U and
L0 on U0, we use expression (15) to derive the equation,
whose solution is written as

(16)

By using formula (16) to evaluate the parameters in
expression (12), we can determine the amplitude of the
potential inhomogeneity at the semiconductor surface,
related to the discreteness of the charge distribution in
the depletion layer. A typical dependence of the ampli-
tude of the potential inhomogeneity on the surface den-
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Fig. 2. Amplitude of the native potential inhomogeneity at
the surface of heavily doped Si (ε = 12, Eg = 1.1 eV) as a
function of the surface density of states for the impurity
concentrations of 1018 cm–3 (solid curve) and 1019 cm–3

(dashed curve).
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sity of states is shown in Fig. 2 for two doping levels.
The scale of potential inhomogeneities (Fig. 3) is deter-
mined by expression (11), in which the width of the
depletion layer depends on the surface density of states.

Now let us sum up. It follows from the above analy-
sis that, in the presence of a strongly degenerate elec-
tron gas at the semiconductor surface, the amplitude of
potential inhomogeneities considered is limited. If spa-
tial dispersion of the permittivity of the system is taken
into account, a nonmonotonic variation of optimum
fluctuations of the surface potential is obtained, with
the largest value exceeding the thermal energy at room
temperature. The characteristic inhomogeneity scale
grows with decreasing surface density of states; this
variation exhibits a saturation as the largest values of
potential inhomogeneities are attained (Fig. 3). The cal-
culations show that the limiting values of the scale R0
are on the order of the average distance between the

impurity atoms .
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Abstract—Theoretical analysis of the emission-line broadening in the case of the Coulomb interaction of car-
riers has been performed. An approximate analytical expression for the contour of spectral lines with exponen-
tial fall-offs was derived using the perturbation theory for a nondegenerate many-body electron–hole system.
A qualitative explanation of the known experimental data, including the contour asymmetry and the change in the
contour width with varying temperature and excitation level, is given. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An adequate theoretical description of the spectral
characteristics of semiconductor structures requires
taking into account the effects of emission-line broad-
ening. Analysis of the emission processes in terms of
the density-matrix formalism with introduction of an
empirical time of interband-polarization decay, as well
as the description of many-body processes in the first
order of perturbation theory with an energy-indepen-
dent carrier-relaxation time, leads to the Lorentzian
profile of a homogeneously broadened emission line
[1]. The investigation of laser structures of high crystal-
lographic perfection, in which the effect of spatial inho-
mogeneities on the spectral broadening was negligible,
showed that the form factor of homogeneous broaden-
ing has exponential edges [2].

The non-Lorentzian shape of emission lines was
theoretically justified in [3, 4] with regard to non-Mark-
ovian processes. However, since the calculations are
rather complex, the emission processes can be investi-
gated only numerically in the proposed models, which
hinders any analysis of the influence of the excitation
conditions and the parameters of semiconductor mate-
rials on the spectral profile.

In this study, we performed a theoretical analysis of
the emission-line broadening in quantum wells in the
case of Coulomb interaction between carriers in the
approximation of two-dimensional electron–hole sys-
tem. The main concept of the proposed method lies in
the use of many-body perturbation theory for determin-
ing the functional dependence of the wings of the emis-
sion-line profile with subsequent extrapolation of the
central part of the profile with regard to the normaliza-
tion condition. On the basis of the analytical expression
for a homogeneously broadened spectral line obtained
in the parabolic-band approximation, the effect of dif-
ferent factors on the transition-line shape was analyzed.
1063-7826/04/3803- $26.00 © 20322
2. PROBABILITY OF OPTICAL TRANSITIONS 
WITH REGARD TO THE COULOMB 

INTERACTION

Let us consider spontaneous optical transitions due
to which a state with n electron–hole pairs changes to a
state with (n – 1) electron–hole pairs. We will choose
single-particle wave functions in the form of Bloch
functions with different wave vectors. Different sec-
ond-quantization operators will be used for the states in
the conduction and valence bands. The electromag-
netic-interaction operator, which describes radiative
transitions with conservation of the wave vector, can be
written in the form

(1)

where  and  are the annihilation operators for a
conduction electron with the wave vector q and a
valence hole with the wave vector –q, respectively.

We will introduce the interaction between conduc-
tion electrons, between valence holes, and between
electrons and holes into the Coulomb interaction oper-
ator, disregarding the spin and exchange interaction
between electrons and holes:

(2)

Here,  and  are the creation operators for a con-
duction electron and a valence hole, respectively, with
a certain wave vector and  is the matrix element
of the Coulomb interaction.

V̂ ph b̂ q– âq,
q

∑∝

âq b̂ q–

V̂ Vki ki'– δki' k j'+ k j ki+,

i j i' j', , ,
∑=

× 1
2
--- âi'

+â j'
+â jâi

1
2
--- b̂i'

+
b̂ j'

+
b̂ jb̂i âi'

+b̂ j'
+
b̂ jâi–+ 

  .

â+ b̂
+

Vki ki'–
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The operator adding the first-order perturbation-the-
ory corrections to the initial many-body states can be
written formally as

(3)

where Eck and Evk are the energies of one-particle states
of the conduction and valence bands counted from the
energies of the ground one-particle states with k = 0.
The uncertainty in the expansion coefficients before
terms with similar energies of initial and mixed states
will be taken into account separately in a further analysis.

Expression (3) is used to find the first-order Cou-
lomb corrections to the radiative transitions. For the
conduction band, we can write

(4)

A similar expression is valid for the valence band. The
matrix elements of the first-order corrections for the
Coulomb interaction between carriers in different
bands to the radiative transitions have the form

(5)

Matrix element (4) and the first term in (5) describe
the recombination of an electron and a hole with a
transfer of excess momentum to another electron. The
third term in (5) describes the variation in the recombi-

Ψ̂cv 1 Vki ki'– δki' k j'+ k j ki+,

i j i' j', , ,
∑+





=

×
âi'

+â j'
+â jâi

2 Ecki
Eck j

Eck j'
– Ecki'

–+( )
---------------------------------------------------------------

+
b̂i'

+
b̂ j'

+
b̂ jb̂i

2 Ev ki
Ev k j

Ev k j'
– Ev ki'

–+( )
-------------------------------------------------------------------

–
âi'

+b̂ j'
+
b̂ jâi

Ecki
Ev k j

Ev k j'
– Ecki'

–+( )
--------------------------------------------------------------





,

M̂cc b̂ q–

q

∑ Vki q– δq k j'+ k j ki+,

i j j', ,
∑=

×
â j'

+â jâi

Ecki
Eck j

Eck j'
– Ecq–+( )

-----------------------------------------------------------.

M̂cv Vki ki'– δki' q– k j ki+,

i j i' ; ki' q≠, ,
∑

q

∑–=

×
âqâi'

+b̂ jâi

Ecki
Ev k j

Ev( ) q–– Eck j'
–+( )

-------------------------------------------------------------------

– Vki q– δq k j'+ k j ki+,

i j j' ; k j' q≠, ,
∑

q

∑

×
b̂ q– b̂ j'

+
b̂ jâi

Ecki
Ev k j

Ev k j'
– Ecq–+( )

-------------------------------------------------------------

– Vki q–

b̂ ki– âki
1 ncq– nv( ) q––( )

Ecki
Ev( ) ki– Ev( ) q–– Ecq–+( )

------------------------------------------------------------------------.
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∑
q

∑
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nation probability for an electron–hole pair with a zero
quasi-momentum. One of the methods of theoretical
analysis of the latter effect was reported in [5].

With regard to matrix elements (4) and (5), the normal-
ized probability of a radiative transition with energy "ω,
which describes spontaneous transitions from the
nth electronic state (this state, among others, includes
the one-particle states of the conduction band with the
wave vectors k1 and k2 and the one-particle state of the
valence band with the wave vector k3) to the (n – 1)th
electronic state (which, instead of the aforementioned
set of one-particle states, includes only the one-electron
state of the conduction band with the wave vector k4),
has the form

(6)

where ∆"ω = "ω – Eg, Eg is the effective band gap in a
quantum well. Here, we used the energies of the initial
and final many-electron states, with the Coulomb inter-
action being disregarded. Accounting for the Coulomb
interaction even in the first-order of perturbation theory
leads to the dependence of ωc on all the one-electron
components of the many-particle state, which signifi-
cantly complicates further analysis. We can conclude
qualitatively that a change in the energy of an ensemble
of particles due to their interaction should shift the
argument of the delta function to lower energies (the
effect of narrowing of the band gap) and broaden the
delta function itself upon averaging over the set of
many-electron states. The latter circumstance also leads
to the broadening of emission lines. The effect of this
mechanism requires separate investigation and is
beyond the scope of this study.

When the argument of the delta function is taken
into account, one can see that, for specified different
values of k1, k2, and k3, the value of ωc, depending on
the energy of emitted photons, has three resonance
peaks near the energies of the direct transitions with the
corresponding wave vectors. This phenomenon is due
to the fact that perturbation theory was used; it would
be absent if an exact basis expansion of many-electron
states was used instead of approximate expression (3).
Far from the resonances, only the basis components of
expansion (3) with small coefficients are present in the
transition probability (6), which justifies the applica-
tion of perturbation theory in these spectral regions.

ωc

Vk1 k3+ Vk1 k2+–( )
Eck1

Eck2
Eck4

– Ec( ) k– 3
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--------------------------------------------------------------------




=
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----------------------------------------------------------------------
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Vk2 k3+
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–+( )

----------------------------------------------------------------------
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
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× δ Eck1
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Ev k3
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Let us distinguish the terms with poles with respect
to each variable (k1, k2, and k3) individually in expres-
sion (6):

(7)

where

(8)

(9)

where Erk = Eck + (Ev)–k. The quantity ωc2(∆"ω – )

is derived from expression (9) for ωc1(∆"ω – ) by
the interchange k1  k2.

3. STATISTICAL AVERAGING 
OF THE PROBABILITY OF OPTICAL 

TRANSITIONS

The quantum-mechanical probability (6) with the
specified values of k1, k2, k3, and k4 can be applied to
the entire ensemble of many-particle states. In order to
calculate the resulting contribution to the rate of spon-
taneous transitions, it is necessary to sum expression
(6) over all the initial many-particle states containing
the noted one-particle state, with regard to their occu-
pation numbers. Summation over the final states is left
out in accordance with the quasi-momentum conserva-
tion law and the existence of only one final state with
k4 = k1 + k2 + k3. The calculation will be performed dis-
regarding the Coulomb interaction, as for the delta
function in expression (6). Using the occupation num-
bers nc1, nc2, nv3, and nc4, we will find the statistical fac-

ωc ωc1 ∆"ω Erk1
–( ) ωc2 ∆"ω Erk2
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-----------------------------------------------------------------------------------,
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– ∆"ω–+ +( )

∆"ω Erk1
–( )2

-----------------------------------------------------------------------------------,

Erk2

Erk1

                                                                
tor for the states with the corresponding set of wave
vectors:

(10)

In the approximation of a nondegenerate elec-
tron gas for nck = exp[(Fe – Eg – Eck)/kT] and nvk =
exp[(–Evk – Fh)/kT] and with regard to the electroneu-
trality of the quantum-well layer, we obtain

(11)

where Nc and Nv are the effective densities of states of
electrons and holes and ∆F = Fe – Fh is the difference
between the quasi-Fermi levels for electrons (Fe) and
holes (Fh). 

In order to obtain contributions to the spectral
broadening of individual components of the probability
of optical transitions, one has to fix the wave vector ki
(i = 1, 2, 3) responsible for a pole and integrate (with
regard to the statistical factor) ωci over the phase space
of the remaining wave vectors. Finally, denoting the
argument of the obtained functions by the same vari-
able 

 

k

 

 and summing these functions, we will find the
line shape for the direct transition with the indicated
wave vector, which is valid for the entire spectral range
(except for the region 

 

∆

 

"

 

ω

 

 – 

 

E

 

r

 

k

 

 

 

≈

 

 0). The values of the
broadening function in this region can be estimated by
way of its limitation and normalization to the probability
of optical transitions, disregarding Coulomb interaction.

4. CALCULATION 
OF THE EMISSION-LINE PROFILE

In order to calculate the emission-line profile, it is
necessary to specify the dependence of the energies of
one-electron states on the wave vector. In the parabolic-
band approximation, we have

(12)

where 

 

m

 

c

 

 and 

 

m

 

v

 

 are the electron and hole effective
masses, respectively. We will use the matrix element of
the Coulomb interaction in a two-dimensional system
in the simplest form

(13)

where 

 

ε

 

 is the permittivity of a semiconductor material
(see, for example, [6]) and 

 

S

 

 is the area of the quantum-
well layer.

Let us consider the component of the probability of
optical transitions (8) that has a pole when the energy
of light photons coincides with the energy of direct
transitions involving the states of the valence band with

pk1 k2 k3, , nc1nc2nv 3 1 nc4–( ).=

pk1 k2 k3, ,
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the wave vector k3: ∆"ω = . To obtain the spec-

tral-line profile, we will integrate the product of (8) and
(11) over the phase space of the wave vectors k1 and k2:

(14)

Here, the factor 1/2 accounts for the indistinguishabil-
ity of many-electron states to interchanges between k1
and k2.

Integral (14) cannot be calculated analytically, but it
can be estimated for the limiting cases |∆"ω'| @ kT and
|∆"ω'| @ , where ∆"ω' = ∆"ω – Er. With this

purpose in mind, it is convenient to perform a linear
transformation of the integration variables, which
reduces the quadratic form of the components of the
wave vectors in the delta function to the diagonal form.
For the long-wavelength wing of the spectral line
(∆"ω' < 0), we can find

(15)

where I0 is the modified Bessel function of the first

kind,  =  + , and

Here, Ry ≈ 13.6 eV.

For the short-wavelength wing of the spectral line
(∆"ω' > 0), we have

(16)

Expressions (15) and (16) are not positive at arbi-
trary ratios of the effective masses. Since the probabil-
ity of spontaneous transitions (6) cannot be negative, in
the resulting rate of spontaneous transitions at an arbi-
trary frequency, the negative contribution of expres-
sions (15) and (16) obtained for small values of 

should be compensated by the contribution at large val-
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ues of  and by the other component of the tran-

sition probability (9).
By analogy with the previous case for the compo-

nent of the spectral-line profile corresponding to the
probability of optical transitions (9), we have the fol-
lowing estimates for the spectral-line wings:

(17)

for the long-wavelength wing (∆"ω' < 0) and

(18)

for the short-wavelength wing (∆"ω' > 0).
Expressions (17) and (18) are positively defined at

any ratios of the effective masses and, in comparison
with expressions (15) and (16), show slower decay,
which provides positive values for the wings of the
resulting profile.

As the numerical calculations show (see Fig. 1), the
approximate expressions for the components of the
spectral profile yield a sufficiently good approximation
even at detunings |∆"ω'| > kT. For radiative transitions
with Er < kT, the recombination of an electron–hole pair
with a transfer of excess momentum (upon electron–
hole Coulomb interaction) to an electron makes the
main contribution to the long-wavelength (∆"ω' < 0)
broadening: Lc1(∆"ω'). At the same time, the recombi-
nation with a transfer of excess momentum either to an
electron or to a hole contributes predominantly to the
short-wavelength broadening: Lc1(∆"ω') and Lv1(∆"ω'),
respectively.

5. EXTRAPOLATION OF THE EMISSION-LINE 
PROFILE NEAR THE RESONANCE

Exponential and power factors are clearly pro-
nounced in expressions (15)–(18); these factors origi-
nate from the statistical and quantum-mechanical prop-
erties of a many-body system. The exponent of the
exponential factor, which is due to the statistical factor
(11), includes the minimum sum of the energies of
interacting carriers at which the difference between the
energies of the initial and final many-particle states
(with regard to the quasi-momentum conservation) cor-
responds to the specified energy detuning from the cen-
ter of the emission line, ∆"ω'. In the other factor, the
part of the exponent equal to 2 is due to the use of per-
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turbation theory, while the remaining part is related to
the form of the matrix element of the Coulomb interac-
tion (13). Thus, the spectral-line wings calculated by
the above method would formally coincide with the
Lorentzian shape if the constant matrix element were
used in the analysis and the quasi-momentum conserva-
tion law were disregarded.

Therefore, we will perform limiting of the spectral
line in the region of small detunings by analogy with
the Lorentzian shape and matching of the exponential
factors for positive and negative detunings as in [2].
Assuming that the total intensity of the emission line is
the same as in the one-electron approximation for direct

10–2
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∆ "ω'/kT

102
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–4

102

100

10–4

–8 0 4 8

3
3

1

3

1

1

3

1

1
3

1
3

3

1

1
3

(a)

(b)

Fig. 1. Components of the broadening profile related to the
recombination of an electron–hole pair with a transfer of
excess momentum to (a) an electron and (b) a hole. The
components of the broadening due to the Coulomb interac-
tion with a transfer of excess momentum to a hole are
derived from expressions (15)–(18) by the replacement
mc  mv . The dashed line shows the ratio of the values
obtained by numerical integration to the approximate func-
tions. Curves 1 refer to the processes of interband Coulomb
interaction and their interference with the processes of
intraband Coulomb interaction, and curves 3 refer to the
processes of intraband Coulomb interaction and their inter-
ference with the processes of interband Coulomb interac-
tion. For the profile Lc3, absolute values are given. The
parameters are as follows: T = 286 K, mc = 0.055me, mv  =
0.49me, Er = 0, and ∆F – Eg = 0.

     
radiative transitions, we will write the form factor of
homogeneous broadening as follows:

(19)

Here, we assumed that mv @ mc and excluded the expo-
nential and Bessel factors, which only weakly depend
on the energy of the states, from the long-wavelength
part on the profile. The parameter γ is found from the
normalization condition in which integral (19) over all
energies of emitted photons is equal to unity.

At low excitation levels, when the decay of the pro-
file near the resonance is mainly due to the power fac-
tor, the parameter γ can be expressed analytically:

(20)

The decay of the spectral line near the resonance at γ < kT
is mainly due to the quantum-mechanical factor. At γ > kT,
the statistical factor plays the dominant role. For the
energies of photons |∆"ω'| < γ, when the effect of artifi-
cial normalization is significant, the main reason for the
emission-line broadening due to Coulomb interaction is
the splitting of the energy levels of many-particle states.

6. RESULTS AND DISCUSSION

The results of calculations of the form factor of
homogeneous broadening using expression (19) are
shown in Fig. 2. Although the above calculations are
valid for a nondegenerate electron–hole system, Fig. 2
also contains curves corresponding to the case of a degen-
erate system, which can be used to interpret the known
experimental data. We may conclude the following.

(i) The emission-line profile has asymmetric expo-
nentially decaying wings. The long-wavelength wing
decays slower than the short-wavelength one. The
asymmetric exponential behavior of the decay is related
to the statistical energy distribution of charge carriers
and the fact that the laws of conservation of energy and
momentum are satisfied upon interaction. Such behav-
ior is not related to the form of the interaction matrix
element. Therefore, a similar exponential factor will be
present in the spectral-line profiles obtained for quan-
tum wires and semiconductors with bulk properties.

(ii) The emission line broadens as the excitation
level increases. Mathematically, the broadening of an
emission line is expressed by the fact that the inte-
grated-emission intensity increases proportionally to
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exp[
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], while the emission intensity in the line
wings is 

 

∝

 

exp[3
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/2

 

kT

 

]. Taking into account the fact
that an increase in the excitation level leads to an
increase in the number of particles in the bands, the line
broadening is explained as follows: the increase in the
rate of the three-particle processes (which is propor-
tional to the third power of the number of particles, 

 

n

 

3

 

)
is ahead of the increase in the rate of direct radiative
transitions involving two particles (which is propor-
tional to 

 

n

 

2

 

).

(iii) The dependence of the emission-line width on
the excitation level is more pronounced at high temper-
atures. At low temperatures, the range of splitting of the
levels of many-particle states becomes equal to the
thermal energy 

 

kT

 

 at lower relative excitation levels
(
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F

 

 – 

 

E

 

g

 

)/

 

kT

 

 (see expression (20)), after which the
spectral-line profile turns out to be close to the asymp-
totic curve determined by a statistical factor indepen-
dent of the excitation level (see Fig. 2a). For the same
reason, the degree of asymmetry of the profile wings is
higher at lower temperatures.

The aforementioned qualitative features of the emis-
sion-line profile are in agreement with the experimental
results [2]. A quantitative comparison with experiment
requires a more detailed account of the features of the
band structure of the emitting quantum-well layers
(instead of the use of the parabolic-band approxima-
tion), estimation of the degeneracy effect and the spins
of interacting particles, and analysis of the conditions
of inhomogeneous excitation of samples, which hardly
seems possible in the scope of one study. As can be seen
from Fig. 2, the width of spectral profiles is comparable
with the experimental data [2] for temperatures of 286
and 77 K and is underestimated for 4.2 K. However, one
should take into account that, at equal injection cur-
rents, the quantity (

 

∆

 

F

 

 – 

 

E

 

g

 

)/

 

kT

 

 increases as tempera-
ture decreases, and the spectral-line profile approaches
the asymptotic curve. Apparently, for this reason, the
experimental value of the decay decrement for the long-
wavelength edge of the spontaneous-emission spec-
trum, 

 

ε

 

1

 

 = 3.2 meV at 4.2 K, coincides quantitatively
with the asymptotic decay decrement in expression (19):

 

ε

 

1

 

 = 

 

kTm

 

v

 

/

 

m

 

c

 

. The short-wavelength edge of the emis-
sion line decays slower than formula (19) predicts. This
circumstance may be caused by the splitting of the lev-
els of many-particle states (more significant at low tem-
peratures), which was not taken into account in this
study. Concerning the effect of the electron–phonon
interaction on the spectral broadening, according to our
estimation, this interaction should lead to the appear-
ance of phonon replicas in the emission spectrum.
Apparently, their absence in the experimental spectra
indicates the dominance of the Coulomb mechanism at
sufficiently high excitation levels.
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7. CONCLUSION

The theoretical analysis of the emission-line broad-
ening due to the Coulomb interaction between charge
carriers shows that the exponential fall-offs in the line
profiles are related to the statistical energy distribution
of carriers. The asymmetry of the line profile is the con-
sequence of the laws of conservation of energy and
momentum of an electron–hole system upon Coulomb
interaction. The emission-line broadening with an
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increase in the excitation level is explained by the fact
that the increase in the rate of three-particle recombina-
tion, which determines the intensity of the line wings,
is ahead of the rate of direct radiative two-particle tran-
sitions, which determine the intensity of the central part
of the spectral line.
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Abstract—Properties of InAs QD arrays on a <100> GaAs surface in relation to the surface temperature and
InAs growth rate are studied experimentally and theoretically. A kinetic model of QD formation in heteroepi-
taxial growth is developed, which allows the calculation of the mean lateral size and surface density of islands
as functions of the growth conditions and duration. Experimental study of optical and structural properties is
performed for QDs with an effective thickness of 2 ML, grown at different substrate temperatures and growth
rates. The calculated results correlate well with the experimental data. The raising of the surface temperature
and slowing of the growth rate result in a considerable increase in the QD mean lateral size and a decrease in
their surface density. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The direct formation of coherent nanosize islands in
heteroepitaxial growth is the main technological proce-
dure for fabricating QD arrays [1]. The unique optical
and electrical properties of semiconductor heterostruc-
tures with QDs, which are related to the atomic-like
spectrum of QD energy states, make these structures
rather promising for application in modern opto- and
microelectronics [2]. One of the main problems in the
technology of QD growth is the fabrication of QD
arrays with prescribed optical and structural properties
[1]. The solution of this problem demands theoretical
and experimental studies of the dependence of QD
properties on technologically controllable parameters
of their growth. In the case of MBE growth of InAs on
singular (100)GaAs substrates, the basic growth param-
eters to be controlled are the following: the surface tem-
perature, T; the amount of InAs deposited, H0 (the
effective thickness after the termination of growth of
the island layer); the ratio between the fluxes of Group
III and Group V elements; the growth rate of InAs, V;
and the time of exposure, ∆texp, to the As flow after the
termination of growth before the overgrowth of the
sample. Evidently, the experimentally observed depen-
dence of structural characteristics of QD arrays on the
last two parameters [3] cannot in principle be described
in terms of equilibrium theoretical models [4, 5], so a
kinetic approach must be developed [6–8].

In this study, we apply a kinetic model of coherent
island formation in MBE [7, 8] to theoretical study of
the dependences of structural properties of QD arrays
on the growth rate and temperature. Growth experi-
ments in an InAs/GaAs system were performed at dif-
1063-7826/04/3803- $26.00 © 20329
ferent growth rates of InAs and surface temperatures
and with zero exposure and fixed H0 = 2 monolayers
(ML). Studies of QD photoluminescence (PL) spectra
that were begun in [7] were continued. Structural prop-
erties of QD arrays were studied by transmission elec-
tron microscopy (TEM). A comparison was made
between the predictions of the theoretical model and
the experimental data obtained. Good agreement was
observed, which made it possible to obtain depen-
dences of the average size of islands, their surface den-
sity, and the spectral position of the PL peak from a
2-ML InAs QD array on a (100)GaAs surface on the
InAs growth rate and surface temperature. The data
obtained indicate that QDs are formed at the growth
stage under study in the kinetic mode.

2. THEORY

As shown in [7], the process of QD growth by the
Stranski–Krastanow mechanism at the kinetic stage can
be discussed in terms of the classical theory of nucle-
ation in a materially open system [9]. If the principal
mechanism of island growth is the consumption of
material from the wetting layer (WL), which results
from the difference between elastic energies within the
island and in the WL, the role of the metastable con-
densable phase is played by WL with average thickness
h > heq, the coherent islands act as nuclei of a new
phase, and the quantity ζ = h/heq – 1 is the metastability
parameter of the system [7]. The equilibrium thickness
of the WL, heq, is determined by the balance between
elastic and wetting forces, in accordance with the
Müller–Kern criterion [10]. The islands are formed via
fluctuation-assisted overcoming of the activation bar-
004 MAIK “Nauka/Interperiodica”
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rier by nuclei of the new phase. The island nucleation
intensity I strongly depends on the metastability
parameter and temperature: I ∝  exp[–F(T, ζ)]. The
activation barrier for nucleation, F, can be represented
in kBT units as

(1)

The equilibrium temperature, Te, determines the island
nucleation intensity at a given surface temperature T
and wetting layer thickness h. With small variations of
the surface temperature, Te can be considered as inde-
pendent of T. For pyramidal islands with a square base,
the expression for Te has the form [8]

(2)

where σ(0) and σ(θ) are specific surface energies in
planes of the substrate surface and side faces of the pyr-
amid, taking into account the renormalization necessi-
tated by lattice mismatch [1]; θ, the contact angle of the
pyramid; z(θ), the θ-dependent coefficient of elastic
energy relaxation in an island [11]; λ, the elastic mod-
ulus of the deposit; ε0, the lattice mismatch; Ψ0, the
density of the wetting energy on the substrate surface
[10]; and h0, the ML thickness. Equation (2) shows that
Te sharply decreases as the lattice mismatch increases:

Te ∝  1/ ; i.e., all other factors being the same, the acti-
vation barrier for nucleation is lower in systems with a
larger mismatch. The equilibrium temperature increases
with increasing contact angle θ, because the relaxation of
elastic strain in high islands is stronger than in flat ones.

The characteristics of the island formation process
for a supercritical effective thickness of deposition at
the kinetic stage are defined by the kinetic parameter Q
[7], which is of the same order of magnitude as the ratio
between the time needed to grow an equilibrium WL
and the time it takes atoms from the WL to reach the
growing islands. Evidently, Q is very large: Q > 103 for
typical MBE conditions. The dependence of Q on the
surface temperature and growth rate is given by

(3)

where TD is the diffusion temperature, which defines
the temperature dependence of the coefficient of diffu-
sion of atoms from the WL to islands (caused by elastic
stress), and Q0 = Q(V0, T0), the value of Q at the growth
rate V0 and temperature T0. The strong inequality Fc =
(5/2)lnQ @ 1, where Fc is the activation barrier for
nucleation at the maximum thickness of the WL,
ensures that the classical nucleation theory can be
applied to the description of the QD formation process
[6, 7, 9]. The maximum WL thickness hc, at which
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island nucleation occurs at the highest rate, is ensured
by the balance between the delivery of atoms from the
molecular beam into the WL and their consumption
from the WL by the growing islands. Reaching the
maximum metastability of the system at some point is
a characteristic feature of the nucleation process in
materially open systems [9] (in the case of MBE, the
atomic beam incident onto the substrate surface plays
the role of the external source). As shown in [7, 8],
owing to the very sharp dependence of the nucleation
intensity on the WL thickness, the process of island
nucleation occurs at virtually constant effective thick-
ness H ≈ hc. Thus, the maximum WL thickness nearly
equals the critical effective thickness of deposition,
which corresponds to the appearance of a 3D reflection
in the reflection high-energy electron diffraction
(RHEED) patterns [1]. The expression for critical
thickness obtained in [7] can be represented as

(4)

Expression (4) shows that, despite the kinetic nature of
the critical thickness, hc only weakly depends on the
growth rate, and it is mainly defined by the energetics
of the heteroepitaxial system. This conclusion corre-
lates with the results obtained using equilibrium mod-
els of QD formation [5]. If the desorption in the time
scale of interest is negligible, the time dependence of
the efficient thickness is H = Vt at t < t0 and H = H0 + Vt0

at t > t0, where the instant of time t = 0 corresponds to
the onset of the growth process and t = t0, to the termi-
nation of growth of the island layer (in an InAs/GaAs
system with the In flow shut off). The growth time of a
WL with equilibrium thickness is teq = heq/V, and the
growth time for a WL of critical thickness is tc = hc/V.
The time of WL growth from equilibrium to critical
thickness is tc – teq.

In our model, the hierarchy of times of different
stages of island formation is ∆t ! tR ! tc – teq, where
∆t is the duration of the islands’ nucleation stage, and tR,
the characteristic time of their size relaxation. There-
fore, the nucleation time of islands is much less than the
time of their size relaxation, which, in turn, is much less
than the time of formation of the WL with critical thick-
ness. The stage of Ostwald ripening is a later stage of
the process; it cannot occur in the kinetic stage, which
corresponds to times 0 < t < tc + 3tR [12]. The desorp-
tion of atoms from the surface is negligible at such
small times. Other effects that could change the growth
mechanisms of the islands, e.g., a decrease in the
growth rate due to an additional potential barrier for the
delivery of atoms from the WL to islands, which is
induced by elastic stress [13], or dipole–dipole elastic
interaction of islands [1], are also insignificant at the
kinetic stage. The relations obtained in [7] for the dura-
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tion of the nucleation stage and the characteristic time
of size relaxation of the islands

(5)

(6)

demonstrate the existence of the above hierarchy of
times with sufficiently large Q.

In the case H0 > hc + ∆H/2, where ∆H = V∆t is the
range of effective thicknesses corresponding to the
nucleation stage, the growth is terminated after the end
of island nucleation. The surface density of islands
reaches a constant value given by the relation [7]

(7)

where l0 is the average interatomic distance on the sur-
face. This value remains virtually unchanged at the
stage of size relaxation of the islands. The size distribu-
tion of islands is nearly Gaussian at H0 > hc + ∆H [8].
The time dependence of the lateral size of islands, L,
which corresponds to the peak of the size distribution
(“average size”), at the relaxation stage (tc < t < 3tR) is
found in the form of an inverse dependence t(L) [7]:

(8)

where l = L/LR. It is usually assumed here that zero-size
islands nucleate, because the critical size in the classi-
cal nucleation theory is much less than LR [6–9]. The
average lateral size of islands, LR, upon termination of
the size relaxation stage is given by

(9)

where a = (6h0 /l0)1/3 is a geometric factor. Equa-
tion (9) shows that an increase in the surface density
always leads to a decrease in the lateral size and vice
versa, since at the end of the size relaxation stage the
WL thickness equals its equilibrium value heq, and all
the additional amount of deposited material is distrib-
uted among the islands. The function U(l) on the right
side of (8) contains no parameters of the model, and,
therefore, the dependence of l on (t – tc)/tR has the uni-
versal form shown in Fig. 1. This dependence makes it
possible to find, for a given effective thickness H0, the
evolution of the average size with the time t or the
time of exposure to As flow by using an apparent rela-
tion t – tc = t0 – tc + ∆texp. Zero exposure, which corre-
sponds to the overgrowth of structures immediately
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after the shutoff of In flow, corresponds to the instant of
time t = t0 and size L(t0).

The given analytical expressions solve the problem
of quantitative description of island formation at the
kinetic stage. Equation (2) makes it possible to calcu-
late the equilibrium temperature Te for the known ener-
getics of a heteroepitaxial system and island configura-
tion. Equation (4) allows one to calculate the unknown
constant Q0 in Eq. (3) at known heq and hc for the growth
rate V0 and temperature T0. Critical thickness at differ-
ent temperatures and growth rates can be calculated
from (4) by setting the value of TD. The characteristic
times of the nucleation and size relaxation stages are
calculated from Eqs. (5) and (6). The average size and
surface density of islands as functions of four control
parameters of the growth process, T, V, H0, and ∆texp,
can be determined using Eqs. (7)–(9) and the universal
dependence shown in Fig. 1. Thus, the principal param-
eters of the model are the equilibrium thickness of the
WL, heq; equilibrium temperature, Te; and diffusion
temperature, TD. Finding heq and Te requires that the
energy parameters of the system be determined pre-
cisely, taking into account renormalizations related to
lattice mismatch, together with the contact angle θ.
Finding TD demands a detailed study of the atomic dif-
fusion from the WL into the island, induced by elastic
stress. The principal qualitative conclusion made from
Eqs. (3), (7), and (9) is that the island size increases as
the growth rate decreases and temperature rises, which
is followed by a corresponding decrease in island den-
sity. This conclusion is supported by the experimental
data obtained for two systems, InAs/GaAs(100) [7] and
Ge/Si(100) [14].

In the calculation, the following parameters of the
model were used: h0 = 0.303 nm, l0 = 0.429 nm, α =
1.82 ≈ const, Q0 = 600 at T0 = 440°C and V0 = 0.1 ML s–1,
TD = 4700 K, h0 = 2 ML, and ∆texp = 0; heq and Te values

3.53.02.52.01.51.00.5
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Fig. 1. Universal dependence of the reduced average island
size L/LR on the reduced time (t – tc)/tR at the stage of size
relaxation of the islands; obtained by inversion of Eq. (8).
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Characteristics of the process of formation of island arrays and their structural properties at different surface temperatures and
growth rates

V,
ML s–1 T, °C heq, ML Te, K

hc, 
ML Q Fc

∆H, 
ML ∆t, s tR, s tc–teq, s N, 1010 

cm–2
L(t0), 
nm LR, nm

0.01 440 1.12 4630 1.70 6000 21.7 0.039 3.9 13.2 58 2.8 16.3 18.5

0.03 440 1.0 7630 1.75 2000 19.0 0.056 1.9 6.0 25 4.8 12.7 15.9

0.05 440 0.94 9900 1.77 1200 17.7 0.066 1.3 4.1 16.6 6.7 11.0 14.7

0.1 440 0.9 11400 1.80 600 16.0 0.080 0.8 2.3 9 13 8.8 12.1

0.01 485 1.12 4590 1.68 16200 24.2 0.033 3.3 12.3 56 0.62 23.1 27.0

0.03 485 1.02 8110 1.74 5400 21.5 0.048 1.6 5.5 24 1.3 18.9 23.9

0.05 485 0.95 11300 1.77 3240 20.2 0.058 1.2 3.8 16.4 1.7 17.1 20.2

0.1 485 0.9 13700 1.79 1620 18.5 0.069 0.7 2.2 8.9 3.3 12.7 17.6
were varied taking into account that heq ≈ 1 ML and hc ≈
1.7–1.8 ML. The growth rate was varied in the range
0.01–0.1 ML s–1 for two temperatures, T = 440 and
485°C. The numerical characteristics of the process of
formation of island arrays and their structural proper-
ties for given values of the parameters modeling the
InAs/GaAs(100) heteroepitaxial system are listed in the
table. The numerical data show a strong dependence of
the average size and surface density of islands on the
growth rate and substrate temperature. The hierarchy of
times for the stages of nucleation and size relaxation of
islands and the formation of a WL with critical thick-
ness exists for all the studied range of temperatures and
growth rates. In all cases, islands have no time to reach
their maximum size LR at zero exposure, so that the
observed size L(t0) < LR.

3. EXPERIMENT

Growth experiments were performed in an EP1203
MBE setup, with semi-insulating singular (100)GaAs
substrates. After removal of the oxide layer at 630°C

0.04 0.060 0.08 0.10 0.12
1100

1120

1140
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1200
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2

lnAs growth rate, ML/s
0.02

PL QDs peak position, nm

Fig. 2. Position of the peak of PL from InAs QDs as a func-
tion of the InAs deposition rate for two surface temperatures
Tsub: (1) 440 and (2) 485°C.
and growth of the GaAs buffer, an active region consist-
ing of an InAs QD layer with an effective thickness of
2 ML was grown. The active region was confined
between Al0.3Ga0.7As/GaAs short-period superlattices
(25 Å/25 Å, 10 pairs) to prevent the transport of non-
equilibrium carriers to the surface region and into the
substrate in the course of optical studies. On top, the
structure was covered with a 50-Å-thick capping layer
immediately after the shutoff of the In flow, at the same
substrate temperature. The substrate temperature was
then raised, and the remaining part of the structure was
grown at 600°C. To study the dependence on substrate
temperature in the growth of an InAs/GaAs QD system,
two sets of samples were grown at active region growth
temperatures T = 440 and 485°C. The rate of InAs
growth was varied from 0.01 to 0.1 ML s–1 in both sets.
In all the experiments, the residual pressure of As4
vapor in the growth chamber was 1.8 × 10–6 Pa.

The deposition of InAs QDs was monitored by
recording and analyzing RHEED patterns. The
observed dynamics of the variation in the RHEED pat-
tern revealed a sharp transition from a striped diffrac-
tion pattern, which corresponds to planar growth, to a
pointlike pattern corresponding to 3D growth. This
transition, which is characteristic of the Stranski–
Krastanow growth mechanism, was observed after the
deposition of a 1.7–1.8-ML-thick InAs layer in all the
range of temperatures and growth rates under study.

The PL was excited using an argon-ion laser (λ =
514.5 nm, excitation density ~100 W/cm2). The light
emitted was detected with a cooled Ge photodiode. The
spectra obtained show that, with the deposition rate
decreasing from 0.1 to 0.01 ML s–1, the PL peak related
to the recombination via QDs shifts steadily to longer
wavelengths from 1126 to 1196 nm for T = 485°C and
from 1104 to 1155 nm for T = 440°C. Figure 2 shows
the dependence of the PL peak position on the growth
rate for two temperatures. The red shift of the PL peak
is associated with the increase of the lateral size of InAs
QDs, which occurs upon deposition over a longer time
at a lower growth rate. A similar red shift of the PL peak
is clearly pronounced when submonolayer migration-
SEMICONDUCTORS      Vol. 38      No. 3      2004
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enhanced epitaxy [15] is used, in which the growing
structure is kept for a certain time in an arsenic flow,
with the flow of metal atoms interrupted, in order to
enhance the surface migration of adatoms and thereby
raise the lateral size of nanoislands. Thus, the red shift
of the emission wavelength agrees qualitatively with
the trends following from the theoretical model.

To obtain quantitative data on the dependences of
structural properties of InAs QD arrays on the surface
temperature and growth rate, TEM studies of the grown
samples were performed. The morphology of QD
arrays was studied using a Philips EM420 transmission
electron microscope operating at an acceleration volt-
age of 100 kV. The array density and lateral size of QDs
were determined from the analysis of planar TEM
images. Samples for study were prepared by mechani-
cal grinding and polishing in a Gatan 603 Dimple
Grinder setup, with subsequent chemical etching in a
H2SO4 : H2O2 : H2O (5 : 1 : 1) solution. The density of
QD array was determined from the analysis of bright-
field (BF) TEM images obtained under double-beam

100 nm(a)

(b) 200 nm

Fig. 3. TEM images of 2-ML InAs QDs produced at T =
485°C and V = 0.03 ML s–1. (a) Multibeam mode, beam
incidence parallel to [001] direction; (b) BF(g = 220) mode.
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conditions, with active diffraction vector g = 220
(Figs. 3a, 4a). The lateral size was estimated from TEM
images obtained under multibeam conditions with nor-
mal incidence of the electron beam onto the growth sur-
face (Figs. 3b, 4b).

The TEM data showed a strong dependence of the
morphology of QD arrays on the growth temperature
and on the rate of InAs deposition. As the deposition
rate increases from 0.01 to 0.1 ML s–1, the density of the
QD array in a single-layer structure increases from
3.5 × 1010 to 1.2 × 1011 cm–2, for a substrate temperature
of 440°C, and from 7 × 109 to 3 × 1010 cm–2 for 485°C
(Fig. 5). In this case, the average lateral size of QDs
decreases from 12 to 10 nm, for a substrate temperature
of 440°C, and from 21 to 13 nm for 485°C (Fig. 6). Fig-
ures 3a and 3b show TEM images of a 2-ML QD array
grown with an InAs growth rate of 0.03 ML s–1 at
485°C, obtained in multibeam and BF(220) modes,
respectively. Similar images of a structure grown at a
substrate temperature of 440°C and InAs growth rate of
0.05 ML s–1 are shown in Figs. 4a and 4b. It is worth

100 nm(a)

(b) 200 nm

Fig. 4. TEM images of 2-ML InAs QDs produced at T =
440°C, V = 0.05 ML s–1. (a) Multibeam mode, beam inci-
dence parallel to [001] direction; (b) BF(g = 220) mode.
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noting the good agreement of the experimental data with
the theoretical calculations in Section 2 (Figs. 5, 6).

Thus, we performed theoretical and experimental
studies of the dependences of structural and optical
properties of QD arrays in an InAs/GaAs system on the
rate of InAs growth and surface temperature. The
derived kinetic model of coherent island formation via
the Stranski–Krastanow mechanism allows one to cal-
culate the average size and surface density of islands as
functions of time for different temperatures and growth
rates. Optical and structural properties of 2-ML
InAs/GaAs QDs grown at different rates and different
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Fig. 5. Theoretical and experimental dependences of the
surface density of InAs QDs on the InAs growth rate for two
surface temperatures Tsub: (1, 3) 440 and (2, 4) 485°C;
(3, 4) calculated.
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Fig. 6. Theoretical and experimental dependences of the
average size of InAs QDs on the InAs growth rate for two
surface temperatures Tsub: (1, 3) 440 and (2, 4) 485°C;
(3, 4) calculated.
surface temperatures were studied, and the experimen-
tal data were compared with the predictions of the the-
oretical model. The results obtained show that, with the
InAs growth rate increasing from 0.01 to 0.1 ML s–1,
the average size of a QD decreases from ~21 to ~13 nm
at a temperature of 485°C and from ~12 to ~10 nm for
440°C. In this situation, the surface density increases,
respectively, from ~7 × 109 to ~3 × 1010 cm–2 and from
~3.5 × 1010 to ~1.2 × 1011 cm–2. The array of QDs with
maximum density and minimum size is formed at ele-
vated growth rates and low surface temperatures. The
theoretical and experimental results obtained make it
possible to control the properties of QD arrays at the
kinetic stage of their formation.
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Abstract—The effect of a uniform external electric field on quantum confined charge-carrier states in a
spherical layer is considered. The dependence of the energy shift on the external field and on the size of the
sample is obtained. The electro-optical absorption coefficient is calculated for interband dipole transitions.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nowadays optical and electro-optical properties of
various quasi-zero-dimensional structures with spheri-
cal symmetry such as quantum dots (see, e.g., the
review [1]) and multilayered spherical nanohetero-
structures [2–6] are being intensively studied. These
studies are stimulated by the fact that such heterophase
systems are very promising materials for fabricating
new devices of modern optoelectronics. Clearly, a nec-
essary stage in the studies of these structures is the
examination of physical properties of “individual”
nanocrystalline spherical layers. Such nanocrystals are
interesting from both purely physical and applied
points of view. First of all, they combine the properties
of quantum films and spherical quantum dots and there-
fore can be used both in a “pure” form and as a compo-
nent for the fabrication of multilayered spherical nano-
heterostructures with desired characteristics. In this
respect, the study of the effect of an external electric
field on charge-carrier states in such layers is of certain
interest. Numerous experimental and theoretical stud-
ies deal with the Stark level splitting and electro-optical
effects in quantum films (e.g., see the review [7]). In
some studies, the quantum confined Stark effect in
spherical quantum dots was also considered [8–10]. For
example, the dependence of the Stark energy-level shift
caused by quantum confinement of electrons and holes
on the sample size was experimentally observed in [8,
9]. In [10], the theory of the Stark effect in quantum
dots was developed under conditions where, in addition
to the quantum confinement of each type of carrier, the
electron–hole pairs can be bound to form a bulk exci-
ton. A new electro-optical method was suggested that
makes it possible to determine the “critical” size of the
sphere such that for spheres of greater size a three-
dimensional exciton can be formed.

The aim of this study is to theoretically analyze the
modification of the energy spectrum of charge carriers
confined in a spherical layer in a uniform electric field
1063-7826/04/3803- $26.00 © 20335
and the corresponding effect of the external field on the
shape of the band of interband optical absorption.

2. ELECTRONIC STATES IN A LAYER
We will consider a case in which the layer is quite

thin and the so-called strong quantum-confinement
conditions are satisfied; i.e., the layer thickness L is
much smaller than the Bohr radius aex of a three-dimen-
sional exciton in the layer. At the same time, from the
technical point of view, the most realistic case corre-
sponds to layers of “large” radius such that the thick-
ness L of the layer itself is much smaller than the radii
R1 of the core and R2 of the surrounding medium:

(1)

In this case, an adequate physical model of the layer is
the model of a “potential well folded into a sphere”
(e.g., see [11]):

(2)

This model approach is justified if the band gap of
the layer is narrow compared to that of the material of
the core and the medium, and if the band offsets at the
interface (for overlapping band gaps of the contacting
materials) are much greater than the charge-carrier con-
finement energy in the layer. In this respect, the compo-
sition CdS/HgS/CdS is typical (see Appendix). Using
this model and the approximation of the isotropic effec-
tive mass µ, we obtain the following expressions for the
energies and the envelope wave functions of unper-
turbed one-electron states in the layer:

(3)

L2
 ! R1 2,

2 , R1 2, aex.≈

U r( )
0, for R1 r R2,<≤
∞, for r R2, r R1.≤≥
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0( ) π2

"
2n2
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(4)

where n, l, and m are the radial, orbital, and azimuthal
quantum numbers, respectively; Yl, m(ϑ , ϕ) are the nor-
malized spherical functions; r, ϑ , and ϕ are the spatial
spherical coordinates; and the effective “rotational”
radius R0 is defined by the condition

(5)

Let us assume that the external uniform field F is
directed along the Z axis, so that F = F(0, 0, F). Gener-
ally, if the permittivities of the “core” (ε1), the layer (ε2),
and the environment (ε3) are different, we obtain the
following expression for the electrostatic potential ϕ(r)
inside the layer [12]:

(6)

where

From general considerations, it is clear that for this case
the external field can be considered as a perturbation if
the energy ∆E(F) transferred from the field to a particle

is much smaller than the confinement energy ,

(7)

The corresponding perturbation operator is given by

(8)

where q is the particle charge.
It can then easily be seen that there is no linear Stark

effect in the system.
We obtain the following general expression for the

second-order correction ∆  to the energy of arbi-
trary state  n, l, m〉:

(9)
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where Vn, n' is the matrix element of operator (8) con-

structed from the radial wave functions (r) appear-
ing in Eq. (4),

(10)

where

For Vl, l ± 1, we have

(11)

Substituting expressions (10) and (11) into formula (9)
and performing summation over n' [13], we obtain the

expression for the correction ∆ ,

(12)

where fn, l, gn, l, and tl are given by

(13)
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The general expression for the perturbation part of the

wave function (r, ϑ , ϕ) is

(15)

3. INTERBAND TRANSITIONS 
IN THE PRESENCE OF A UNIFORM 

ELECTRIC FIELD

To be specific, we assume that the incident wave
with frequency ω is linearly polarized and the polariza-
tion vector e is directed along the Z axis, so that e =
e(0, 0, 1). Then, in the dipole approximation, the per-

turbation  related to the light wave can be written in
the form

(16)

where A0 is the wave amplitude, m0 is the free-electron
mass, e is the elementary charge, and c is the speed of
light in free space. The matrix element of interband
transitions v  c can be generally expressed as

(17)

where Ac, v is the matrix element of operator (16) con-
structed from the Bloch amplitudes for the valence (v)
and conduction (c) bands. Substituting expressions (4)
and (15) into Eq. (17) and retaining the first-order
terms, we obtain for Mc, v

(18)

where
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zc, v = nc, v – ; ψ'(z) and ψ''(z) are the first and second

derivatives of the logarithmic derivative of Euler’s
Γ function ψ(z) = Γ'(z)/Γ(z), respectively; and δi, k is the
Kronecker delta. The upper sign in Eqs. (20) and (21)
corresponds to l  l + 1 transitions and the lower
sign, to l  l – 1 transitions.

Let us find out which region of the interband absorp-
tion spectrum corresponds to transitions with matrix
elements (18)–(21). Due to the difference in selection
rules (except for the selection rule ∆m = 0, which is
common to all transitions), for transitions (19)–(21)
there is no “interference” between the matrix elements

M(0), , and  in the calculation of the absorp-
tion coefficient. Accordingly, the interband absorption
band is a set of series with the following threshold fre-
quencies:

(1) transitions nc = nv, lc = lv:

(22)

(2) transitions nc = nv, lc = lv ± 1:

(2a) nc = nv, lc = lv – 1:

(23)

(2b) nc = nv, lc = lv + 1:

(24)

(3) transitions nc ≠ nv, lc = lv ± 1:
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(3a) nc ≠ nv, lc = lv – 1:

(25)

(3b) nc ≠ nv, lc = lv + 1:

(26)

Here,  is the band gap of the bulk semiconductor

formed from the layer material,  =  + , and
µc and µv are the electron and hole effective masses.

4. DISCUSSION AND CONCLUSIONS

The results obtained in this paper in the framework
of the suggested model can be summarized as follows.

(i) Since the energy shift explicitly depends on m,
the external field partially removes the degeneracy in
the azimuthal number. In the presence of the field, the
energy levels are found to be doubly degenerate, except
for the states with m = 0, which are nondegenerate.

(ii) Under the above approximations, the orbital
motion and radial motion can be “separated” for the
unperturbed system, and the Stark shift to a large
degree depends on the configuration and the dimen-
sions of the sample. On the one hand, the energy shift
is determined by the quantity

(27)

This quantity is characteristic of the rotation motion
that occurs over the sphere and is perturbed by a uni-
form field. In particular, using expression (27) with ε1 = ε3
and ε2 = 2ε1, we obtain the well-known result for the
correction to the ground state energy with l = 0 (e.g.,
see [14]),

(28)

On the other hand, the correction to the energy of radial

motion ∆ (FL) also contributes to the Stark shift. It
is readily seen in expressions (12) and (13) that this
contribution to the field-induced shift is determined by
the degree of the layer “sphericity” as compared to a
plane-parallel film. This degree is defined in our case by
the relation λ = L/R0. Taking the ground-state level as
an example, we can easily see that, in the limiting case

λ  0, the expression for the correction ∆ (FL) in
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expression (12) assumes a form similar to the result for
the Stark effect in a “conventional” quantized film [7],

(iii) The band of interband optical absorption con-
sists of two series: the “fundamental” one (expressions
(19) and (22)), for which only the transitions diagonal
in all three quantum numbers (n, l, m) are possible, and
the “field satellites” (expressions (20), (21), and (23)–
(26)), where the selection rules in “angular” quantum
numbers ∆m = 0 and ∆l = ±1 are valid. These series do
not overlap, and for each series its own selection rules
hold and determine the corresponding threshold fre-
quencies. The absorption (20), (21) is due exclusively
to the presence of the external field and is modulated in
each of the series by the field factors (Fd)2 and (FL)2,
respectively.

(iv) The presence of the field also results in an
explicit dependence on the effective charge-carrier
masses; this can be used for experimental determina-
tion of the optical effective masses of the charge carrier.

(v) It can be seen from the patterns of effective vari-
ation in the band gap

which are determined for each case by formulas (22)–(26),
that, by varying the field and the dimensions of the sam-
ple, we can produce the desirable controllable changes
in some parameters of the sample. This can be used for
fabricating both single layers and compositional multi-
layered nanoheterostructures with specified (and con-
trollable) characteristics.

APPENDIX

We consider the model approach developed for the
composition CdS/HgS/CdS. In the table, we list the
corresponding physical parameters for β-CdS and
β-HgS semiconductor crystals (the data are taken from
[2–4, 15, 16]).

In the table, we use the following notation: µc and µv
are the charge-carrier effective masses, a is the lattice
constant, Eg is the band gap of the bulk sample, Uc is the
conduction band minimum measured from the vacuum
level, Uv is the valence band maximum, ∆Uc and ∆Uv

are the offsets for the corresponding bands, aex is the
Bohr radius of a three-dimensional exciton in the mate-
rial under consideration, and ε0 is the static permittivity.

I. APPLICABILITY OF THE PROPOSED MODEL

If we assume that the HgS layer has the thickness

L ≈ 5–10 nm, then L2/  ≈ 0.01–0.04 and Coulomb
interaction can be disregarded. The condition for strong
confinement is satisfied for charge carriers in the layer.
If we take the values in the range R1 ≈ 15–30 nm for the

∆E1 0,
2( )

 . 
1
3
--- qFL
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---------- 
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2 1

48E1 0,
0( )---------------- 1 15
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Table

Material a, nm ε0 Eg, eV µc/m0 µv/m0 Uc, eV Uv, eV ∆Uc, eV ∆Uv, eV aex, nm

CdS 0.5818 9.1 2.5 0.2 0.7 –3.8 –6.3 – – ~3

HgS 0.5851 18.2 0.5 0.036 0.044 –5 –5.5 1.2 –0.8 ~50
core radius, then, on the one hand, there is no carrier
confinement in the core (and in the surrounding shell).
On the other hand, conditions (1) are satisfied, since

L2/  ≈ 0.1, and the separation of the particle motion
into its radial and rotational components is also justi-
fied. For the specified system dimensions, the estima-
tion yields the following values of Econf and Erot for
electrons (c) and holes (v):

(a) L = 5 nm, R1 = 15 nm, R2 = 20 nm,

(A.I.1)

(b) L = 10 nm, R1 = 30 nm, R2 = 40 nm,

(A.I.2)

Comparison of the carrier confinement energies 
in (A.I.1) and (A.I.2) with the band offsets ∆Uc, v in the
table clearly shows that, for low excited states, the
model of the quantum well (2) is also valid with satis-
factory accuracy for the composition considered.

II. EXTERNAL FIELD AS A PERTURBATION

For the structure under consideration, condition (7)
assumes the form

(A.II.1)

In order to find the upper limit of the values of the field
considered as a perturbation using condition (A.II.1),
it is convenient to derive the following fairly accurate
formula:

(A.II.2)

It follows that for

,

the electric field can be treated as a perturbation if the
electric-field strength is lower than

R1
2

Econf
c 42.4 10 3–  eV, Econf

v 34.7 10 3–  eV,×≈×≈

Erot
c 3.7 10 3–  eV, Erot

v 3 10 3–  eV;×≈×≈

Econf
c 10.6 10 3–  eV, Econf

v 8.7 10 3–  eV,×≈×≈

Erot
c 10 3–  eV, Erot

v 0.82 10 3–  eV.×≈≈

Econf
c v,

qFR1( )2µR0
2

3"
2

---------- qFL( )2

18E1 0,
0( ) π4

--------------------- 1 4L
2R1
---------+ 

   ! E1 0,
0( ) .+

F ! 
6 10 18–×

LR1
2

---------------------.

L 5–10 nm, R1 15–30 nm≈≈

F 103–102 V/cm.≈
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Accordingly, the Stark shift of the ground-state level is
given by
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∆E1 0,
2( ) 6 10 4–  eV×≈

for   L 5 nm, R 1 15 nm, F 2 10 
3

  V/cm; × = = =

∆E1 0,
2( ) 1.2 10 4–  eV×≈
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Abstract—Results obtained in a study of the structural and optical properties of GaAs-based heterostructures
with InAs quantum dot layers overgrown with InGaAsN quantum wells are presented. Transmission electron
microscopy has been applied to analyze how the thickness of the InGaAsN layer and the content and distribu-
tion of nitrogen in this layer affect the size of nanoinclusions and the nature and density of structural defects.
It is shown that the size of InAs nanodomains and the magnitude of the lattice mismatch in structures containing
nitrogen exceed those in nitrogen-free structures. A correlation between the luminescence wavelength and the
size and composition of nanodomains is demonstrated. Furthermore, a correlation between the emission inten-
sity and defect density in the structure is revealed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One way to extend the spectral range of GaAs-based
light-emitting devices is to use structures in which
quantum dots (QDs) are overgrown with a layer with an
InGaAs quantum well (QW) [1–7]. Specifically, het-
erostructures of this type provide lasing in
InAs/InGaAs/GaAs structures at 1.3 µm [3–7].
Attempts to shift the emission band further to wave-
lengths of 1.5 µm or more encounter difficulties, which
may possibly be resolved by using InGaAsN solid solu-
tions [1, 2, 7–9]. Therefore, studying the formation and
optical properties of GaAs-based heterostructures with
InAs QDs overgrown with InGaAsN layers is an impor-
tant task of current interest.

2. EXPERIMENTAL

The samples studied were grown on an EP1203
machine equipped with an EPI Unibulb RF Plasma
Source of chemically active nitrogen. Standard
epiready (001)-oriented GaAs wafers doped with sili-
con to 5 × 1018 cm–3 served as the substrates. The sam-
ples had a structure typical of lasers, with a waveguide
that contains the active region. To fabricate the active
region, InAs QD nanodomains with an effective thick-
ness of 3 monolayers were deposited and then over-
grown with In0.18Ga0.82As/In0.18Ga0.82(AsaNb) layers.
The thicknesses (x/y) of the InGaAs/InGaAsN over-
growth layers are listed in the table. The nitrogen con-
1063-7826/04/3803- $26.00 © 20340
tent in the overgrowth layer was chosen so that the aver-
age content of nitrogen was the same for all the samples
(b ≈ 0.01).

The characterization of the structure was carried out
by means of transmission electron microscopy (TEM)
on a Hitachi H8000 (Japan) microscope. High-resolu-
tion electron micrographs were analyzed with an origi-
nal software package [10].

The photoluminescence (PL) was studied on a spe-
cial-purpose setup with a closed-cycle optical helium
cryostat and cooled germanium diode. The PL was
excited with an argon laser (wavelength 514 nm, power
density ~100 W/cm2).

3. RESULTS AND DISCUSSION

The structural studies revealed the formation of
InAs-enriched nanodomains with a characteristic size
of about 4 nm in the growth direction and 11 ± 3 nm in
the lateral direction. An electron micrograph of the
active region is shown as an example in Fig. 1. An anal-
ysis of high-resolution electron micrographs (Fig. 2)
demonstrated that the content of InAs in these nan-
odomains is 60% or more. It is noteworthy that there
exists a size distribution of the nanodomains. In addi-
tion, layers in the interdomain regions are characterized
by a lattice mismatch of about 1.5–2% in the growth
direction, which corresponds to an InAs content of
about 12–18% in the case of an InGaAs QW. It should
004 MAIK “Nauka/Interperiodica”
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PL (position and intensity of the emission band) and TEM (lattice mismatch, characteristic height and lateral size of the
nanoinclusions, the density of extended and point defects) data

Structure of overgrowth layer PL TEM

x = 1 nm, y = 4 nm λ = 1490 nm, I/I0 = 1.35% (∆a/a0)max = 7.5%

h = 4.5 nm, l = 11 nm, ρext ≈ 5 × 104 cm–3, ρpnt ≈ 1015 cm–3

x = 2 nm, y = 3 nm λ = 1451 nm, I/I0 = 3.5% (∆a/a0)max = 6.5%

h = 4 nm, l = 10 nm, ρext ≈ 2 × 104 cm–3, ρpnt ≈ 3 × 1014 cm–3

(InAs–3ML, x = 1 nm,
y = 4 nm) × 3

λ = 1470 nm, I/I0 = 2.3% (∆a/a0)max = 7.2%

h = 4 nm, l = 10 nm, ρext ≈ 105 cm–3, ρpnt ≈ 1016 cm–3

x = 5 nm, y = 0 nm λ = 1289 nm, I/I0 = 100% (∆a/a0)max = 6%

h = 4.5 nm, l = 13 nm, ρext ≈ 3 × 103 cm–3, ρpnt ≈ 2 × 1010 cm–3

Note: x and y are the thicknesses of the nitrogen-containing and nitrogen-free layers, respectively; λ is the PL wavelength; I and I0, the
relative PL intensities of a sample under study and the reference sample, respectively (a structure containing no nitrogen was used
as the reference); h and l, the characteristic sizes of nanodomains in the vertical and lateral directions, respectively; and (∆a/a0)max,
the relative lattice mismatch in InAs/InGaAsN nanodomains and the embedding GaAs matrix.
also be noted that a region with zero lattice mismatch is
observed directly over a QD. This may mean that either
the QW is only formed in the interdomain region or the
lattice mismatch is compensated for by an increased
concentration of nitrogen. In addition, comparing the
results obtained for structures with and without nitro-
gen in the QW shows that the addition of N leads to a
decrease in the average size of the nanodomains. It is
noteworthy that, in the case of a multilayer structure
(table, third row), the density of nanodomains
decreases as one passes from the bottom to the top
layer, with the characteristic dimensions remaining
unchanged.

The structures obtained contain defects of both the
extended and the point type. An example of an electron
SEMICONDUCTORS      Vol. 38      No. 3      2004
micrograph that reflects the content of defects in the
structure is given in Fig. 1c. The densities of the
extended (ρext) and point-type (ρpnt) defects in the struc-
tures studied are evaluated in the table. Comparison of
the estimated defect densities shows that reducing the
thickness of the nitrogen-containing layer from 4 to
3 nm leads to a decrease in defect density by approxi-
mately a factor of 2–4. At the same time, the defect den-
sity in a multilayer (stacked) structure, on the contrary,
increases. It is noteworthy that some of the defects pen-
etrate the upper layers from the lower layers. In addi-
tion, the strain produced when part of the defect-free
nanodomains are overgrown promotes the formation of
defects in the upper layers.
AlGaAs

AO

AlGaAs

AO

200 nm

100 nm

(a)

(c)

(b) 20 nm

AO

Fig. 1. (a, b) (002) and (c) (022) dark-field (110) cross-sectional electron micrographs of a GaAs-based heterostructure with InAs
QDs overgrown with a 〈1 nm InGaAs〉/〈4 nm InGaAsN〉  layer.
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5 nm

∆a/a0 = 0;
x = 0; 0.12; 0.24; 0.36; 0.48; 0.60

0.015; 0.030; 0.045; 0.060; 0.075

∆a/a0

Fig. 2. High-resolution (110) cross-sectional electron micrographs of a GaAs-based heterostructure with InAs QDs overgrown with
a 〈1 nm InGaAs〉/〈4 nm InGaAsN〉  layer and a map of the lattice mismatch distribution in InAs/InGaAsN nanodomains in the direc-
tion (002); a0 is the lattice constant of the embedding GaAs matrix.
The PL spectra of the heterostructures studied are
shown in Fig. 3. It can be seen that the introduction of
nitrogen into the overgrowth matrix shifts the emission
band from around 1.3 µm for a structure containing no
nitrogen to the region of 1.54 µm for a structure con-
taining 1.5% N. The intensity of PL from nitrogen-con-
taining structures is lower by a factor of 10–100,
depending on the content and distribution of nitrogen.
If the distribution of nitrogen is modified in such a way
that the integral content of nitrogen remains the same
but the thickness ratio of the separating and nitrogen-
containing layers, x : y, changes from 1 : 4 to 2 : 3, the
PL intensity increases by approximately a factor of 4.

The structure with stacked QD layers (Fig. 3, curve 3)
demonstrates an increase in the PL band intensity by a

1600140012001000
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Fig. 3. PL spectra of heterostructures with InAs QDs over-
grown with the following layers: (1) 〈1 nm InGaAs〉/〈4 nm
InGaAsN〉 , (2) 〈2 nm InGaAs〉/〈3 nm InGaAsN〉 , (3)(〈1 nm
InGaAs〉/〈4 nm InGaAsN〉) × 3, and (4) 5-nm InGaAs.
factor of 2–3 compared to a “single-layer” structure,
with a minor short-wavelength shift.

Analysis of the data obtained in structural and opti-
cal studies of single-layer heterostructures shows a sat-
isfactory correlation between the density of extended
defects and the PL band intensity. At the same time,
correlation analysis of the nanodomain size and the
position of the emission band reveals an opposite
dependence; i.e., a shift to longer wavelengths occurs
as the QD size decreases, which can be accounted for
by the incorporation of nitrogen into the nanodomains.

Comparison with the structural data for
InGaAsN/GaAs heterostructures [1] shows that the
growth scheme employed in the present study leads to
a decrease in the QD size and defect density, which, in
turn, leads to a significant rise in the PL intensity.

4. CONCLUSION

Thus, the structural and optical properties of GaAs-
based heterostructures in which InAs QDs are over-
grown with an InGaAsN layer with varied nitrogen dis-
tribution were studied. It was shown that the size of the
InAs nanodomains and the magnitude of the lattice
mismatch were smaller in structures containing nitro-
gen compared to structures that do not contain nitrogen.
A correlation between the wavelength of the PL band
and the size and composition of nanodomains was dem-
onstrated. Furthermore, a correlation between the emis-
sion intensity and the defect density in the structure was
revealed.
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Abstract—The diffusion of a chromium bottom contact has been studied through thin 10-nm amorphous sili-
con film. The concentration of the diffused impurity has been analyzed by an X-ray photon spectroscopy tech-
nique and the diffusion coefficient was estimated. Diffusion annealing was carried out in vacuum (10–6 mTorr),
the temperature was kept at 400°C, and the annealing time was varied from 0 to 300 min. The authors propose
that diffusion of chromium in thin hydrogenated amorphous film is limited by silicide formation at the metal–
silicon interface. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

While production of microelectronic devices is
moving into the nanoscale region, chromium diffusion
in amorphous silicon (a-Si:H) is a significant area of
study for a number of reasons. Good electrical contacts
to semiconductors are crucial for the proper function-
ing of circuits because signals enter and leave devices
through them. One requirement for contacts is chemical
stability. Furthermore, it is essential that a contact does
not introduce unwanted electrical characteristics such
as signal rectification or high resistance into the circuit.
Since a-Si:H consists of a random network of atoms,
distorted considerably from the minimum energy sites
of its crystalline counterpart, it can easily interact with
other materials. Interaction at a metal/a-Si:H contact
can cause irreversible interfacial degradation; however,
it may also be used to some advantage.

Memory devices based on a-Si:H [1] that act as two-
state digital devices or analog devices with a continuum
of states depending on the nature of their metal contacts
(e.g. chromium or vanadium) are finding applications
as nonvolatile switching materials. The nature of the
top metal interaction is of crucial importance to the
switching characteristics.

Amorphous silicides formed in hydrogenated amor-
phous silicon are not well understood despite the fact
that silicides are widely used in contacting technologies
for the thin film transistors needed in active matrix liq-
uid crystal displays. The most widely studied metal is
chromium, and it has been shown that silicide layers at
most a few nanometers thick are formed after sputter-
ing chromium onto hydrogenated amorphous silicon
even with no subsequent annealing treatment. Recent

1This article was submitted by the authors in English.
1063-7826/04/3803- $26.00 © 20344
work [2] suggests that using an ultrathin metal-like
chromium silicide in an entirely amorphous structure
naturally forms a hot electron device with a high elec-
tron barrier emitter and low electron barrier collector.
The aim of this work is a further understanding of the
chromium diffusion mechanism and metal/a-Si:H
interface reactions mediated by thermal annealing.

2. EXPERIMENTAL

Hydrogenated amorphous silicon layers were
deposited onto Corning 7059 glass preliminarily coated
with sputtered chromium as shown in Fig. 1. Films
were deposited using plasma-enhanced chemical vapor
deposition (PECVD) from silane at a substrate temper-
ature of 300°C, applied RF power of 6.5 W, and a silane
flow rate of 40 sccm, giving a growth rate of ~0.9 Å/s.
Typical layers had a thickness of 10 nm for Cr diffusion
experiments and 600-nm films on silicon wafers for
Fourier transform infrared spectroscopy (FTIR).

Chromium was sputtered on glass substrates to a
thickness of 30 nm and immediately amorphous silicon
was grown to avoid Cr surface oxidation. Films for
thickness measurements were patterned using an inter-

.......................................................

Glass

XPS
a-Si:H

Metal

Fig. 1. Schematic representation of layers for diffusion
study.
004 MAIK “Nauka/Interperiodica”
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digital photomask, and after removing the photoresist
film, the surface was profiled using a thickness profiling
technique. To study the thermal diffusion of chromium,
samples on glass were annealed at 400°C in vacuum
(10–6 mTorr) and then the samples were analyzed for
presence of chromium in an X-ray photon spectroscopy
(XPS) system. The spectra are shown in Fig. 2.

All the XPS measurements that we performed were
for the chromium diffusion studies using Mg-K-alpha
radiation. The apparatus (a VG HB 100 adapted to
incorporate XPS) was operated in a constant analyzer
energy mode with the X-ray gun itself running at 130 W.
The pass energies were 50 eV for survey scans and
20 eV for region scans. Spectra were collected using
VGX900 software and the system was kept calibrated
using the procedures outlined in ISO/DIS 15472.

3. DISCUSSION

The diffusion at the contact metals in PECVD amor-
phous hydrogenated films shows unusual behavior of
the diffusing materials and is quite different than that
found in crystalline silicon [3]. The diffusion coeffi-
cient of the impurity in amorphous silicon depends only
weakly on the impurity itself, and the diffusion coeffi-
cient and its activation energy are nearly equal to those
of hydrogen. It was found that boron diffuses quite fast
with a diffusion coefficient of about 10–13 cm2/s, and the
antimony diffusion coefficient was found to be
10−14 cm2/s at 400°C. Activation energies are the same
for both and are about 1.5 eV.

A. Polman et al. [4] studied the diffusion of copper
in annealed and unannealed a-Si:H in the temperature
range 150–270°C. The diffusion rate in annealed amor-
phous silicon is a factor of 2–5 higher than in unan-
nealed a-Si:H. The diffusion activation energy Ea =
1.39 eV in annealed a-Si:H is not significantly different
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Fig. 2. XPS signal from amorphous Si: (1) before and (2)
after annealing at 400°C, 5 h.
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than in unannealed a-Si:H, where it is measured to be
Ea = 1.25 eV.

The diffusion of silver has been studied in a previous
work [5] and those authors conclude that silver diffuses
in undoped amorphous silicon interstitially and through
hydrogen vacancies with activation energies of 1.3 eV
and 1.7 eV, respectively. Interstitial diffusion is
described as Di = 4.4 × 10–3exp(–1.3/kT) cm2/s and dif-
fusion through vacancies as Dv = 70exp(–1.7/kT) cm2/s.

In our experiments, an annealing temperature of
400°C has been chosen for two reasons: it is known that
diffusion of metals in a-Si:H at temperatures lower than
400°C is small and requires very long diffusion anneal-
ing times, and, second, hydrogen effusion occurs at
temperatures higher than 400°C and changes the amor-
phous structure and its network. The experimental
results are shown in Fig. 3. As we can see from the
graph, the hydrogen concentration decreases from 15 to
8.3 at % mainly at the beginning of the anneal, where
the initial drop in the first 30 min is obviously due to
hydrogen effusion from the film. At longer times, the
change in the hydrogen content is relatively small, and
after 5 h of annealing, the remaining hydrogen is about
6 at %. The change in hydrogen content in the begin-
ning can also be explained due to relaxation processes
in the amorphous matrix. With the release of some
hydrogen, we create additional “hydrogen vacancies,”
enabling diffusion of chromium impurities. The XPS
surface analysis technique allowed detection of Cr
atoms that diffused through the very thin 10-nm a-Si:H
layer. The time dependence of the Cr concentration is
also plotted in Fig. 3. For purpose of theoretical calcu-
lations, a thick layer of Cr (30 nm) can be considered as
an unlimited source, and diffusion through a thin film
can be described as diffusion in a body with one imper-
meable border [6]. The impurity concentration at the
first boundary of a body (x = 0) has a constant value C0
which does not change with time. The second boundary
is regarded as impermeable, with dC/dx = 0 at x = l. For

100
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0.1
0 50 100 150 200 250 300
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Concentration, %

Annealing time, min

Fig. 3. Concentration of chromium (1) and hydrogen (2)
after annealing in vacuum. Dashed lines are our theoretical
calculations for diffused chromium.
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such a body, the impurity concentration as a function of
coordinate x and time t is given by

(1)

At the boundary x = l, the concentration changes with
time,

(2)

After a transient period of time, the terms with large k
will decay away and only the first term (with k = 0) will
have to be considered,

(3)

The calculation (dashed line in Fig. 3) gives a good
match with the experimental results except for the last
point.

Simulation results allowed us to estimate Cr diffu-
sion in thin a-Si:H films with a diffusion coefficient of
4 × 10–17 cm2/s, which is quite slow compared to impu-
rities such as Cu, Sb, B, and Ag. The reason is likely the
processes at the silicon and metal interface. Initially,
during even short deposition of a-Si:H on metal, Cr
forms a silicide layer, which creates a barrier for the dif-
fusion and subsequently prevents penetration of Cr
atoms into the bulk. The diffusion process is followed
apparently by the growth of a silicide layer, which gives
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a fast increase in Cr concentration at the end of the
annealing (t = 300 min).

The same experiments were carried out using
vanadium metal as the diffusion source, but even after
a 5-h annealing in vacuum, vanadium was not found to
diffuse through 10-nm-thick amorphous silicon.

4. CONCLUSIONS

We have studied diffusion (at 400°C) of chromium
in 10-nm a-Si:H films by means of XPS and found that
it includes two processes. First of all, there is silicide
formation and growth during annealing at the metal–
silicon interface and, secondly, silicide limits diffusion
of Cr atoms through the thin amorphous silicon film.
We propose a new XPS-based method of diffusion
analysis of contact materials on thin films.
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Abstract—Electroluminescence and current–voltage characteristics of tunnel diodes obtained by implantation
of Er, O, and B ions into n-Si(111) with the subsequent heat treatment are investigated in a temperature range
of 80–300 K in the breakdown mode. The observed increase in electroluminescence intensity with temperature
for Er ions is caused by thermal emptying of the traps that captured the holes in the n-region of the diode at low
temperatures. This emptying leads to a variation in the breakdown characteristics. It is shown that some of the
traps at low temperatures retain the charge captured even after the voltage applied to the diode is switched off.
This circumstance gives rise to the peculiar memory effect in the structures investigated. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Investigations of semiconductor structures doped
with rare earth elements are aimed at developing elec-
troluminescence emitters and radiation detectors for
optoelectronics and fiber-optic communications. Elec-
troluminescence (EL) at the wavelength λ ≈ 1.54 µm in
diodes based on Si:(Er, O) is related to Er3+ ions. The
EL intensity is typically highest in the breakdown mode
of the p–n junction at room temperature. Both for tun-
nel [1] and for avalanche [2, 3] breakdown of the
(100)Si:(Er, O) diodes, a decrease in the intensity of the
Er3+-related EL band is observed as temperature
increases from 77 to 295 K. This behavior is usually
associated with an increase in a fraction of the nonradi-
ative transitions between the levels of Er3+ ions of the
first excited state 4I13/2 to the ground state 4I15/2, as well
as with the broadening of the EL lines corresponding to
these transitions. In the (111)Si:(Er, O)-based diodes,
which exhibit avalanche breakdown at room tempera-
ture, the temperature dependences of intensity of Er3+-
induced EL contain portions of increase in EL in the
temperature range mentioned above [3–5]. This effect
was described for the first time in detail and explained
by us [4]. It was shown that the temperature range of
Er3+-induced EL corresponds to the portion of sharp
rise in temperature in the diode voltage with a fixed cur-
rent in the breakdown mode. From the sign reversal of
the derivative of the temperature dependence of this
voltage, it was concluded that the portion of the
increase in EL intensity with temperature corresponds
to the transition from tunnel breakdown (at lower tem-
peratures) to avalanche breakdown. The variation in the
breakdown mechanism was attributed to the hole cap-
ture by the traps in the depletion n-type layer of the
p−n junction at sufficiently low temperatures. As the
temperature varied from 300 to 80 K, an anomalous
decrease in the EL intensity associated with the phe-
1063-7826/04/3803- $26.00 © 20347
nomena described, as well as a decrease in the effi-
ciency of excitation of Er3+ ions, was also observed.

The existence of the portion of increase in EL intensity
in the temperature dependence of intensity of Er3+-
induced EL was also recently observed in (111)Si:(Er, O)
diodes with tunnel breakdown at room temperature [6].
This study is devoted to a more detailed investigation of
this effect. We measured for the first time the parame-
ters that characterize the kinetics of filling the hole traps
in such structures and ascertained that the traps that
retain a captured positive charge after the voltage
applied to the diode is switched off are involved in the
effect of the temperature-related increase in the EL
intensity.

2. EXPERIMENTAL

The main difference between the tunnel
(111)Si:(Er, O)-based light-emitting diodes (LEDs)
investigated in this study and the avalanche
(111)Si:(Er, O) diodes investigated earlier in detail [4]
is the higher (by a factor of 3) doses of implanted Er and
O ions. The implantation of Er ions (energies of 2.0 and
1.6 MeV and doses 3 × 1014 cm–2) and O ions (0.28 and
0.22 MeV, 3 × 1015 cm–2) into the polished Czochralski-
grown n-Si(100) wafers with a resistivity of 5 Ω cm was
accompanied by the amorphization of the surface layer.
The B ions (40 keV, 5 × 1015 cm–2) and P ions (80 keV,
1015 cm–2) were implanted into the front and rear sides
of the wafer, respectively, to produce heavily doped p+-
and n+-type layers. Sequential thermal treatments at
620°C for 1 h and at 900°C for 0.5 h caused the recrys-
tallization of the amorphous layer and formation of Er-
containing optically and electrically active centers.
According to the secondary-ion mass spectrometry
(SIMS) data, the Er-doped Si layer was formed as a
result of implantation and thermal treatments. This
004 MAIK “Nauka/Interperiodica”
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layer had a virtually constant Er concentration of
~1019 cm–3 at a distance of 0.5–0.8 µm from the semi-
conductor surface. The concentration of electrically
active centers determined from the capacitance–voltage
characteristics was ~1018 cm–3. According to the SIMS
data, the peak concentration of B atoms was ~3 ×
1020 cm–3. Mesa diodes were fabricated with an active
area of S = 2.3 mm2. The current–voltage (I–V) charac-
teristics of diodes were measured at a frequency of
32 Hz with a pulse width of 0.5 ms. EL was excited by
rectangular current pulses with widths of 2–5 ms and a
pulse-repetition period of 30 ms. The samples under
investigation were mounted on a massive copper cylin-
der. The temperature of the samples was measured
using a thermocouple also mounted on this cylinder.
When measuring the EL spectra, the emission of diode
structures was focused by a lens system onto the
entrance slit of an MDR-23 monochromator and was
detected on its exit using an uncooled InGaAs diode
with a resolution of 7 nm in the range λ = 1.0–1.65 µm.

3. RESULTS AND DISCUSSION

The EL spectra for a reverse-biased diode with a
current of 300 mA at 300 and 80 K are shown in Fig. 1.
The peaks at λ = 1.538 µm, which are caused by radia-
tive electron transitions between the levels 4I13/2 and
4I15/2 of Er3+ ions split in the crystal field, are observed
in the spectra. In addition to these peaks, a relatively
weak and almost λ-independent emission, which is
caused by transitions of “hot” electrons within the con-
duction band of Si, so-called “hot” EL [7], is observed
in the spectra. The dependence of intensity of Er3+-
induced EL on the current density at 300 and 80 K for
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Fig. 1. Electroluminescence spectra of light-emitting diodes
at 80 and 300 K with a current of 300 mA.
the diodes investigated in this study was reported in [6].
Unlike avalanche (111)Si:(Er, O) diodes [4], the inten-
sity of Er3+-induced EL in these diodes is higher at 80 K
than at 300 K. This relationship is retained in a wide
current range until the virtual leveling off of depen-
dences of the EL intensity on the current density is
attained. It should also be noted that the virtual leveling
off of the EL dependences at 80 and 300 K is attained
at almost the same current densities, unlike the
(111)Si:(Er, O) diodes, whose breakdown at 300 K fol-
lowed the avalanche mechanism [4].

The reverse portion of the I–V characteristic of the
diode structure at various temperatures is shown in
Fig. 2. The dependences shown were obtained with
increasing sample temperature after keeping the sample
under a reverse pulse current of 100 mA for several
minutes at 80 K. An increase in the breakdown voltage
with decreasing temperature is characteristic of tunnel
diodes. However, the breakdown voltage Vth, i.e., the
voltage obtained by the linear extrapolation of depen-
dences in Fig. 2 for large currents to a zero current, var-
ies nonmonotonically in the temperature range from 80
to 300 K (see curve 1, Fig. 3). As the temperature
increases from 120 to 165 K, a slight increase in the
breakdown voltage is observed. The temperature
dependence of Er3+-induced EL at a wavelength of λ =
1.538 µm, which was measured simultaneously with
the measurements of the I–V characteristic for a current
of 100 mA, is represented by curve 2 in Fig. 3. From
comparison of curves 1 and 2 in Fig. 3, it can be seen
that the portion of increasing breakdown voltage with
increasing temperature corresponds to the portion of
the temperature-related increase in the EL intensity. In
this respect, the diodes investigated by us are similar to
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Fig. 2. Reverse portion of the current–voltage characteris-
tics of a light-emitting diode measured at various tempera-
tures.
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the (111)Si:(Er, O) LEDs investigated previously,
which follow the avalanche breakdown mechanism at
room temperature [4]. The most substantial qualitative
difference is that the LEDs investigated in this study
have the temperature dependence of the breakdown
voltage characteristic of the tunnel breakdown mecha-
nism; i.e., the breakdown voltage increases with
decreasing temperature. Such is the case both for the
temperatures below the portion of the temperature-
related increase in the EL intensity and for higher tem-
peratures. The experimental results reported here sug-
gest that, as in [4], the temperature-related increase in
the intensity of Er3+-induced EL is caused by the ther-
mal emptying of hole traps occupied at low tempera-
tures. The emptying affects breakdown characteristics,
such as the width of the space charge region, as well as
the spatial and energy distribution of hot carriers. The
variation in the breakdown characteristics, in turn,
affects the EL intensity.

All the investigations of temperature dependences
of Er3+-induced EL in reverse-biased (111)Si:(Er, O)
diodes were carried out under conditions in which a
pulse voltage was applied to the diodes. Thus, in the
time intervals between the current pulses inducing EL,
the voltage was not applied to the diode. Therefore, two
possible mechanisms of hole-trap filling may be sug-
gested:

(i) Traps are rapidly filled with holes during each
current pulse passage and are emptied in the absence of
voltage.

(ii) It is possible that the traps are filled with holes
during a certain number of pulses rather than during a
single current pulse and remain filled in the absence of
the external voltage for a long time.

The first situation may occur, for example, if the
traps are arranged in the part of the space charge region
of the p–n junction that becomes electrically neutral
after the external voltage is switched off. The second
situation can occur, for example, if the traps are
arranged in the part of the space charge region of the
p−n junction whose depletion of majority carriers
(electrons) is also retained after the external voltage is
switched off. The results of the experiments described
below showed that both these mechanisms occur in the
diodes investigated by us. For the first of them, the fill-
ing of hole traps in the n layer of the p–n junction
should cause an increase in the current after applying
each rectangular voltage pulse to the diode. The reason
is that filling the traps causes a decrease in the break-
down voltage and shifts the I–V characteristic to lower
voltages. If the time in which the current increases sub-
stantially exceeds the time in which the voltage across
the diode increases, this effect can be easily detected
experimentally. In our experiments, the rise time of the
dc voltage pulses was ~1 µs. During measurements of
curve 2 in Fig. 3 at 170–300 K, the shape of current
pulses with an amplitude of 100 mA for times >1 µs
virtually repeated the shape of the voltage pulses (see
SEMICONDUCTORS      Vol. 38      No. 3      2004
Fig. 4a). At temperatures that corresponded to an
increase in EL intensity and at lower temperatures, a
substantial increase in the current was actually
observed for several milliseconds, which is shown in
Fig. 4b for 80 K and a current amplitude of 100 mA.

We note once more that the experiments on measur-
ing EL at low temperatures described above were car-
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Fig. 3. (1) Temperature dependence of the breakdown volt-
age (Vth) of diodes; (2, 3) temperature dependences of
intensity of electroluminescence of Er3+ ions at a wave-
length of λ = 1.538 µm with a reverse current of 100 mA;
(2) after keeping the sample before measurements for sev-
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the current.
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voltage pulses are applied to the diode: (a) at 170–300 K
and (b) at 80 K. The amplitude of the current pulses is
100 mA. The time constant of the voltage rise and decay is
~1 µs.
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ried out after keeping the sample at 80 K under a
reverse pulsed current of 100 mA for several minutes.
If the sample is cooled without applying the voltage and
the EL measurements are taken ~2 s after applying the
pulse voltage, the temperature dependence of the EL
intensity for the same current is described by curve 3
rather than curve 2 in Fig. 3. Curve 3 differs from curve 2
only in the temperature range that corresponds to an
increase in the EL intensity and at even lower tempera-
tures. No pronounced increase in the EL intensity with
temperature is observed in dependence 3. Thus, the
experimental results show that the hole traps exist in the
structures investigated, whose filling time at 80 K and
for a current of 100 mA considerably exceeds the long-
est pulse duration used by us (5 ms). These traps are
practically not emptied during the absence of voltage in
the pulse-to-pulse intervals. It is these traps that mainly
determine the increase in EL intensity with increasing
temperature.

For a reverse current of 100 mA, a current pulse
duration of 5 ms, and a repetition period of 30 ms, the
decay of the EL intensity at 80 K was completed in
about several tens of seconds (less that 1 min). The
dependence of intensity of Er3+-induced EL on the den-
sity N of carriers passing through the p–n junction at
80 K and a reverse pulse current of 100 mA is shown in
Fig. 5. The origin of the time coordinates corresponds
to the time the structure was kept under the pulse cur-
rent t ≈ 2 s (N ≈ 9 × 1018 cm–2), which is short compared
to the time required for equilibrium EL intensity to be
established. The latter, as can be seen from Fig. 5, was
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Fig. 5. Dependence of Er3+-induced electroluminescence at
a wavelength of λ = 1.538 µm on the density of carriers
passing through the p–n junction with a reverse current of
100 mA at 80 K. The origin of the time coordinates for the
carrier density corresponds to the time of passing of the
reverse current with a pulse amplitude of 100 mA and dura-
tion of 5 ms, which is equal to 2 s.
virtually attained at N ≈ 3 × 1020 cm–2. The EL intensity
decreases by more than a factor of 2 compared with that
for t = 2 s. The data obtained show that the diode struc-
tures under investigation feature a peculiar memory
effect at low temperatures. Specifically, after passing
the current and voltage switch-off, these structures
retain information on the current effect. To erase this
information, it is sufficient to heat the structure to a
temperature higher than the region of the temperature-
related increase in the EL intensity. It is possible that
the trap formation is associated with the formation of
SiO2-like precipitates in Si [8].

Thus, the breakdown voltage of the p–n junction
decreases due to the hole capture by traps in the
absence of rapid trap emptying after the voltage is
switched off. These notions may provide the basis for
an alternative explanation to the one suggested by
Andreev et al. [9] of so-called “delayed” Er3+-induced
EL. Delayed EL is observed in the reverse current mode
for Si diodes selectively doped by molecular beam epi-
taxy. In fact, let us assume that the hole traps with the
aforementioned properties were filled during the pas-
sage of forward current through the structures investi-
gated in [9]. In this case, with polarity reversal of the
voltage applied to the diode from forward to reverse,
considerable reverse currents and intensities of Er3+-
induced EL can be observed for reverse voltages lower
than the breakdown voltage in equilibrium conditions
before the hole traps are filled. This situation takes
place until the hole traps are emptied and the break-
down voltage of the p–n junction is increased accord-
ingly. As can be understood from the description pre-
sented in [9], it is this effect that is observed in this
study. Andreev et al. [9] attributed the observed effect
to the capture of electrons by the traps during the pas-
sage of the forward current and to excitation of Er3+-
induced EL by electrons from the traps emptied in the
reverse voltage mode [9]. It should be noted that the
SiO2-like precipitates probably exist in the structures
investigated in [9]. This indirectly confirms the above
hypothesis that hole trap formation may be associated
with the formation of such defects.

4. CONCLUSION

The experimental results presented confirm the ear-
lier assumption that the temperature-related increase in
the intensity of Er3+-induced EL in (111)Si:(Er, O)-
based LEDs in the tunneling mode is caused by the
thermal emptying of the traps in the n-type layer, which
capture holes at a low temperature. This emptying
affects the breakdown characteristics. It is shown for
the first time that the hole traps that retain the positive
charge captured after the voltage applied to the diode
was switched off are formed in such structures. It is
these traps that mainly determine the temperature-
related increase in the EL intensity and the peculiar
memory effect in the structures investigated at low tem-
peratures. Based on the results obtained, an alternative
SEMICONDUCTORS      Vol. 38      No. 3      2004
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explanation to that given by Andreev et al. [9] is sug-
gested for so-called “delayed” Er3+-induced EL in
selectively Er-doped Si diodes.
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Abstract—Second-harmonic generation in InGaAs/GaAs/InGaP quantum-well lasers is studied. It is shown
that second-order lattice nonlinearity of permittivity leads to the generation of the fundamental TM mode of the
dielectric waveguide at a doubled lasing frequency. Additional lasing lines near the second-harmonic peak are
observed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The potential wide application of blue–green radia-
tion in the optical recording of data, the design of mon-
itors, high-resolution lithography, spectroscopy, and
medical diagnostics has stimulated research aimed at
developing lasers that operate in this spectral range.
The research is being conducted in several areas: infra-
red (850–890 nm) frequency doubling in solid-state
crystal LiTaO3 due to nonlinear interaction [1] and the
employment of II–VI (ZnSeS/CdZnSe) [2] or III–V
(GaN/InGaN) [3] semiconductor materials. One more
possibility for obtaining blue–green radiation with the
help of III–V materials is to make use of the nonlinear
properties of GaAs diode lasers. Indeed, the electric
field of the electromagnetic wave in the laser cavity is
high (~104 V/cm), and the nonlinear permittivity of
GaAs is six times that of LiNbO3. The observation
of second harmonic generation (SHG) in vertical-
cavity lasers was reported in [4–6]. There are also
data on SHG in stripe-type diode lasers based on a
(In, Ga)As/GaAs heterostructure with two quantum
wells (QWs) and radiation extraction through an aper-
ture in the upper electrode [7]. In this study, we
observed the second harmonic generated in
InGaAs/GaAs/InGaP structures from the chips that
served as mirrors for fundamental wave lasing.

2. HETEROSTRUCTURES AND FABRICATION 
OF THE LASERS

Laser heterostructures of InGaAs/GaAs/InGaP
were grown by MOVPE (metal-organic vapor-phase
epitaxy) at atmospheric pressure and consisted of the
following layers: an n+-GaAs substrate, a 0.7-µm-thick
lower confining layer of n-InGaP, a 0.8-µm-thick
i-GaAs waveguide layer with an active region of
InGaAs with two 9-nm-wide QWs, an upper confining
layer of p-InGaP, and a contact layer of p+-GaAs. The
1063-7826/04/3803- $26.00 © 20352
structures were fabricated based on technology
described in [8]. The resulting lasers operated at a
wavelength of λ = 0.94–0.99 µm. All of them had a
stripe width of w = 100 µm and a cavity length of L =
1 mm. The diodes were mounted on a copper heat sink
with their stripe contact down. A multilayer reflective
coating and an antireflection coating were deposited
onto the rear and the front laser faces, respectively.

3. RESULTS AND DISCUSSION

Direct-current driving of lasers was used during the
experiments. Spectral characteristics were measured
using an MDR-23 grating monochromator at 300 K.
Along with the spectral characteristics, we also studied
the angular dependences of the radiation intensities in
the planes parallel and perpendicular to the p–n junc-
tion at fixed wavelengths (the intensity patterns).

Figure 1 shows the spectra of SHG (curve 1) and the
first-harmonic generation (curve 2) detected at a driv-
ing current of 1.5 A (which corresponds to 1.1 W power
of the fundamental lasing wave). The peak half-width
was measured as 1 and 3.5 nm for the second harmonic
and the fundamental waves, respectively.

In order to establish the origin of the SHG, we mea-
sured the SHG power as a function of the fundamental-
wave power (Fig. 2). It can be seen that the dependence
is quadratic and, therefore, the SHG stems from the sec-
ond-order nonlinearity. To find out the origin of this
nonlinearity, we carried out a polarization study of the
laser radiation.

According to the results of our polarization mea-
surements, the electric-field vector of the second har-
monic is perpendicular to the QW plane (TM-mode).
Note that, in materials with a zinc blende structure, the

second-order susceptibility tensor  corresponding
to the lattice nonlinearity has nonzero components only

εijk
2( )
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at i ≠ j ≠ k (the coordinate axes x, y, and z are chosen
along the [100], [010], and [001] directions, respec-
tively; the direction of growth is [001]). Since the fun-
damental lasing mode is the TE waveguide mode and
propagates along the [110] direction, its electric-field
vector lies in the x–y plane. Therefore, the electric field
of the second harmonic generated due to the lattice non-
linearity should be directed along the z axis ([001]
direction), which is exactly what is observed experi-
mentally. This circumstance suggests that the lattice
nonlinearity is the source of the SHG. The estimations
of the SHG power suggest that its ratio to the funda-
mental harmonic power does not exceed 10–6.

In the vicinity of the double-frequency radiation
peak, we observed satellite peaks whose intensities var-
ied from sample to sample. Figure 3 shows the
observed SHG spectrum on which three satellite peaks
can be clearly seen. The two highest of them are equally
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Fig. 1. Spectra of InGaAs/GaAs/InGaP diode lasing: (1) the
second harmonic and (2) the fundamental wave.
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Fig. 3. Second harmonic spectrum observed at certain chips
of the diode lasers.
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spaced ~50 meV from the short- and long-wavelength
sides of the main peak. Note that the ratio of the inten-
sity of the long-wavelength satellite (Stokes line) to the
intensities of the second harmonic and the short-wave-
length satellite (anti-Stokes line) is approximately 1 to
30 and 2 to 1, respectively. One more low-intensity sat-
ellite is observed near the Stokes line. It is well known
that the optical-phonon energies do not exceed 37 meV
in GaAs [9] and are about 43 meV (InP-like phonon)
and 47 meV (GaP-like phonon) in InGaP. It is conceiv-
able that the satellites appear as a result of the Raman
scattering of the second harmonic in InGaP. The small
difference between the intensities of the Stokes and
anti-Stokes lines, as well as the high intensity of the
lines themselves, indicates the presence of a large num-
ber of nonequilibrium optical phonons in the active
region. No satellites were detected in the vicinity of the
fundamental lasing line.
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Fig. 2. Second harmonic power vs. fundamental wave
power.
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Fig. 4. Second harmonic intensity patterns (1) in the plane
of the p–n junction and (2) in the plane perpendicular to the
p–n junction; the inset shows the fundamental intensity pat-
terns for the same laser.
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Figure 4 shows the intensities of the second har-
monic and the fundamental-wave radiation versus the
angle θ in the planes parallel and perpendicular to the
p–n junction. The intensity pattern for the second har-
monic is similar to that for the main laser mode and cor-
responds to the fundamental TM mode of the dielectric
waveguide. This fact indicates that the second-order
lattice nonlinearity of permittivity gives rise to the fun-
damental TM mode of the dielectric waveguide at a
doubled frequency. Note that the angular intensity pat-
tern of the Stokes line (see Fig. 5) also corresponds to
the fundamental mode of the dielectric waveguide.

Thus, we observed generation of the fundamental
TM mode at double the frequency of the main lasing

1.2

0.8

0.4

0

–40 0 20 40–20
θ, deg

Intensity, arb. units

1

2

Fig. 5. Long-wavelength satellite (Stokes line) intensity
patterns (1) in the plane of the p–n junction and (2) in the
plane perpendicular to the p–n junction.
wave in a QW laser. It was established that the SHG
takes its origin from the lattice nonlinearity of GaAs
permittivity.
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Abstract—Ge photovoltaic cells based on GaAs/Ge heterostructures have been produced by a combination of
metal-organic chemical-vapor deposition and Zn diffusion from the gas phase. The cells are characterized by
increased photocurrent and open-circuit voltage. The calculated efficiency of a Ge solar cell under concen-
trated sunlight exceeds 5.5%. The photocurrent achieved in a Ge photovoltaic cell is close to that obtained
in GaAs solar cells under similar conditions of illumination with air-mass-zero (AM0) sunlight, which
enables one to design high-efficiency concentrator-type cascade solar cells with a GaAs top cell and a Ge bot-
tom cell. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, there has been a considerable growth in
interest in the crystallization of GaAs on Ge sub-
strates using metal-organic chemical-vapor deposi-
tion (MOCVD) in order to produce cascade solar cells.

In a GaAs/Ge-based cascade solar cell, the short-
wavelength portion of the solar spectrum with a photon
energy of hν > Eg(GaAs) is absorbed in the top cell. The
unabsorbed light with hν < Eg(GaAs) passes to the bot-
tom cell and at hν > Eg(Ge) is absorbed near the second
(bottom) p–n junction in Ge. Thus, owing to utilization
of the IR spectral range, a tandem cell makes it possible
to raise the efficiency of solar energy conversion com-
pared to a single-junction GaAs cell. It is especially
important that the photocurrent achieved in the Ge cell
of this monolithic cascade cell is not lower than that in
the GaAs cell, since these cells are connected in series.

Structure polarities of two types are possible for
GaAs/Ge heterostructure solar cells grown on an n- or
p-type substrate. In this case, Ge can be “active” or
“passive.” In the latter case, no p–n junction is formed in
Ge, and Ge does not contribute to the efficiency of the
cell. This approach was used in several studies [1, 2].

More important is the situation with “active” Ge
used as a bottom cell in tandem. In the 1990s, a mono-
lithic GaAs/Ge tandem cell was presented [3, 4] in
which the junction in Ge was produced by Ga diffusion
into an n-Ge substrate during MOCVD epitaxial
growth. The “contribution” made by the Ge cell to the
conversion efficiency was η = 1.5–1.7%, with the open-
circuit voltage Uoc = 0.16 V and the short-circuit current
Jsc = 21.9 mA/cm2 in the wavelength range 800–
1800 nm under AM0 illumination. Later, fabrication of
tandem (GaAs/Ge) and triple-junction (GaInP/GaAs/Ge)
solar cells on n-Ge was reported [5–8]. Despite signifi-
1063-7826/04/3803- $26.00 © 0355
cant improvements in cascade solar cells as a whole and
its bottom Ge element in particular (Uoc = 0.22–0.24 V,
η = 2.5–3%, Jsc = 23.6 mA/cm2), the potentiality of Ge
has not yet been completely realized. First of all, this is
related to difficulties in the stabilization of parameters
of the p–n junction formed in Ge by the diffusion of Ga
and As from the gas phase in the MOCVD process. For
example, the open-circuit voltage and the depth at
which the p–n junction lies are strongly dependent on
the initial growth temperature. Thus, intentional diffu-
sion of acceptors, e.g., Zn atoms, into a n-Ge substrate
seems to be a more reliable method of forming p–n
junctions. This type of diffusion provides a fairly deep
p–n junction in Ge and suppresses the parasitic junction
formed by Ga diffusion.

In this study, the diffusion of Zn into Ge from the
gas phase was performed either prior to epitaxial
growth of GaAs or after it, across the MOCVD-grown
GaAs layer.

2. MOCVD GROWTH OF GaAs LAYERS ON Ge

The close lattice constants of Ge and GaAs create
prerequisites for the fabrication of epitaxial layers with
low dislocation density. However, the growth of a polar
crystal (GaAs) on a nonpolar one (Ge) can give rise to
the formation of out-of-phase dislocations. Since the
zinc-blende symmetry of GaAs is lower than the sym-
metry of the diamond structure of Ge, growing GaAs on
a (100) Ge substrate yields two orientations, (100A) and
(100B), in which the lattices of the epitaxial layer and
substrate are parallel. This may lead to domain-type
growth of GaAs on Ge, with out-of-phase boundaries
(involving Ga–Ga and As–As bonds), which are centers
of nonradiative recombination and channels of current
2004 MAIK “Nauka/Interperiodica”
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leakage in p–n junctions. Thus, one of the requirements
for MOCVD growth of GaAs on Ge is to create condi-
tions for single-domain growth or growth with the for-
mation of domains whose size is much greater than that
of the device. The conditions of MOCVD that provide
single-domain growth of a polar crystal on a nonpolar
one were analyzed in [9]. It was found that the density
of out-of-phase domains decreases with increasing
pressure and growth temperature in the reaction cham-
ber, as well as with decreasing growth rate. Further-
more, it was noticed that the density of out-of-phase
domains decreases with decreasing width of atomic
steps formed on the (100) surface of the Ge substrate
owing to its slight misorientation in the (110) direction;
in other words, the probability of single-phase growth
increased as the substrate misorientation angle
increased. On this basis, we chose growth parameters
that ensured a decrease in the density of out-of-phase
domains: Ge substrates misoriented by 6° from (100)
were used, and the pressure in the growth chamber was
760 Torr.

As mentioned above, another important issue in the
growth of GaAs on Ge is the doping of Ge with As and
Ga atoms from the growing GaAs layer. According to
published data [10], the depth of As diffusion into Ge is
several micrometers, and that of Ga into Ge is several
tenths of a micrometer. Since the diffusion rate of As
and Ga decreases as the growth temperature increases,
the temperature of GaAs growth in this study was low-
ered in steps from 680 to 550°C, which reduced the
coefficient of diffusion from the growing layer by
nearly two orders of magnitude [11].

3. EXPERIMENTAL RESULTS

The wide-gap GaAs layer for a GaAs/Ge hetero-
structure was grown by MOCVD in an installation with
a horizontal reactor under atmospheric pressure. n-Ge
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Fig. 1. Half-widths of PL spectra of (1) GaAs layers grown
on Ge by MOCVD at different temperatures and (2) GaAs
layers grown on GaAs at 680°C.
doped with As served as substrates. The Ga and As pre-
cursors were, respectively, trimethylgallium (TMG)
and arsine (AsH4). In the temperature range used (680–
550°C), the growth rate is determined by the diffusion
of the Group III element (Ga) in the gas phase to the
growth surface, and it is temperature-independent [12].

Figure 1 shows the temperature dependence of the
half-width of the photoluminescence (PL) peaks for
GaAs layers grown on Ge substrates at different tem-
peratures and on a GaAs substrate at a growth temper-
ature of Tgr = 680°C and growth rate of ~1µm/h. As can
be seen in this dependence, the half-widths of PL peaks
for GaAs layers grown on Ge substrates at 680 and
630°C virtually coincide, although they are nearly
twice the half-width of PL peaks for similar layers on
GaAs substrates. As the growth temperature decreased
from 680 to 550°C, the PL intensity decreased by
nearly two orders of magnitude, but the surface mor-
phology of the structure changed only slightly; i.e., the
lowering of the growth temperature of GaAs layers on
Ge should not lead to any significant increase in the
recombination rate at the heterointerface nor to a
decrease in the coefficient of the minority carrier col-
lection in a photocell. The key factor is that GaAs is not
the photosensitive layer in the GaAs/Ge photocell
structure, its function being to lower the recombination
rate on the GaAs/Ge heterointerface.

In order to obtain photovoltaic cells on n-Ge sub-
strates, we studied the following technologies for the
fabrication of photosensitive structures (see table).

N1. Planar diffusion of Zn from the gas phase into a
Ge substrate with subsequent growth of a wide-gap
window layer (GaAs), additional Zn diffusion for the
doping of this layer, and deposition of a dielectric coat-
ing to reduce current leakage.

N2. Deposition of a Si3N4 dielectric coating, open-
ing of windows in the insulator in the areas meant for
the conversion of light, selective diffusion of Zn, selec-
tive crystallization of a GaAs layer, and additional Zn
diffusion for the doping of this layer.

N3. Growth of a planar GaAs layer on the surface of
a Ge substrate, deposition of Si3N4 dielectric coating,
opening of windows in the insulator, and selective dif-
fusion of Zn.

N4. Deposition of dielectric coating, opening of
windows in the insulator in the areas meant for the con-
version of light, selective growing of a GaAs layer, and
selective diffusion of Zn in the same areas.

The first method can be used in the fabrication of a
cascade solar cell in a single technological process. In
this case, the diffusion of Zn into Ge can be performed
in a MOCVD reactor with subsequent overgrowth with
the second wide-gap GaAs cell for a multijunction solar
cell. In other methods, the dielectric coating prevents
the diffusion p–n junction from extending to the lateral
surface of a photovoltaic cell. A similar approach was
applied in the fabrication of GaSb-based thermophoto-
voltaic cells [13].
SEMICONDUCTORS      Vol. 38      No. 3      2004
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Technological procedures for fabrication of p-GaAs/p-Ge/n-Ge structures
Preepitaxial gas diffusion of Zn into Ge was per-
formed at 670–680°C [14]. At higher temperatures,
deposition of Zn onto the Ge surface was observed. In
the case of diffusion into Ge across a thin (0.1 µm)
GaAs layer, the diffusion temperature was lowered to
620°C, and in the case of additional Zn diffusion to
obtain heavy doping of the surface GaAs layer, the dif-
fusion temperature was 550°C. The diffusion of Zn was
performed in saturated Zn vapor in an atmosphere of
hydrogen purified with a Pd filter, in a graphite boat
placed in a quartz reactor.

Figure 2 shows spectra of a GaAs/Ge heterostruc-
ture solar cell fabricated by scheme N1, with the GaAs
layer crystallized at a temperature of 590°C. The rather
high internal quantum yield (0.8–0.9) in the wavelength
range 900–1500 nm indicates the high quality of the
GaAs/Ge heterointerface and the optimal doping pro-
file in the p-emitter of the cell based on this heterostruc-
ture. The maximum photocurrent density of 28.9 mA/cm2

(at Tgr of GaAs equal to 550, 590°C), calculated from
the spectral dependence of the internal quantum yield
for the extra-atmospheric sunlight spectrum AM0 in the
wavelength range 900–1820 nm, is comparable with
the photocurrent density obtained in GaAs photocells
(λ = 400–900 nm), measured under the same condi-
SEMICONDUCTORS      Vol. 38      No. 3      2004
tions. An obvious advantage of this method is that it can
be used in the growing of a GaAs/Ge structure in a sin-
gle MOCVD process, because it does not include an
intermediate stage of deposition of dielectric coating.
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Fig. 2. Spectra of (1) internal and (2) external quantum yield
and (3) reflectance of a photovoltaic cell based on a
p-GaAs/p-Ge/n-Ge heterostructure.
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Fig. 5. (1) Fill factor of the current–voltage characteristic,
(2) open-circuit voltage, and (3) calculated efficiency of
concentrator solar cells vs. the sun concentration (illumina-
tion through a GaAs filter, AM0 sunlight spectrum).
Based on the measured spectral characteristics of
the photocells, we calculated photocurrent density
(Fig. 3) for all the four technological procedures, with
the growth temperature of the wide-gap GaAs window
varying from 680 to 550°C. It can be seen from these
dependences that, when the optical losses are taken into
account, the photocurrent density in the cells changes
from 12–15 to 17–20 mA/cm2 as the growth tempera-
ture is decreased from 680 to 590°C. The maximum
open-circuit voltage Uoc = 0.26 V at these photocurrent
densities was obtained in the cells fabricated using
scheme N3 at growth temperatures of 630 and 550°C.

One should note that photocells with a high photo-
current density (Jmax = 28.9 mA/cm2, calculated from
the internal quantum yield) were also grown using tech-
nological scheme N3 (at Tgr of GaAs equal to 630,
550°C). Thus, this approach is also promising for the
fabrication of high-efficiency photovoltaic cells. The
advantages of the N3 method—comparatively high
photocurrent density and open-circuit voltage—can be
explained by the planar growth of the wide-gap GaAs
window with the most uniform morphology of the
growing layer and by the selective diffusion of Zn, as a
result of which the p–n junction does not extend to the
surface of the photovoltaic cell.

Figure 4 shows the open-circuit voltage as a func-
tion of photocurrent density for concentrator solar cells
fabricated on the basis of GaAs/Ge heterostructure by
schemes N1 and N3 at different temperatures. As can be
seen in the figure, the open-circuit voltage Uoc increases
linearly with increasing photocurrent density to become
0.42–0.43 V at a photocurrent density of 10 A/cm2. As
far as we know, this is the maximum open-circuit volt-
age for a GaAs/Ge heterostructure measured under the
conditions of this kind.

Figure 5 shows how the fill factor FF of the current–
voltage characteristic, Uoc, and the cell efficiency
behave as the sunlight concentration increases. The
efficiency calculated for a photocurrent density of
28.9 mA/cm2 reaches its maximum of 5.5–5.7% at a
200-fold sunlight concentration.

Thus, our study showed that the combination of
MOCVD with the diffusion of Zn from the gas phase
makes it possible to fabricate Ge photocells based on a
GaAs/Ge heterostructure that are characterized by
increased photocurrent and open-circuit voltage. The
calculated efficiency of a Ge cell exceeds 5.5%, which
is nearly twice the value reported earlier for concentra-
tor Ge cells under solar irradiation in space. The photo-
currents obtained in a Ge cell are close to those obtained
in GaAs solar cells under the same AM0 conditions,
which enables one to fabricate high-efficiency cascade
solar cells with a top GaAs and a bottom Ge cell.
SEMICONDUCTORS      Vol. 38      No. 3      2004
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Abstract—Internal optical loss in high-power semiconductor lasers based on quantum-well separate-confine-
ment heterostructures was studied. Calculations show that the major portion of the internal optical loss occurs
in the active region and emitters. Making the laser waveguide thicker and the cavity longer reduces the internal
optical loss. Two possible approaches to the design of laser heterostructures are considered, and optimal solu-
tions are suggested. The difference in the internal optical loss between lasers on InP and those on GaAs sub-
strates is attributed to the larger cross section of photon absorption by holes in InP. Good agreement between
the calculated and experimental values of the internal optical loss in lasers on InP and GaAs substrates is
obtained. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductor heterolasers emit light in the spec-
tral range from the visible to the far-infrared. These
lasers are used in fiber optic communication, informa-
tion recording and reading systems, duplication tech-
nology, material processing, pumping of solid-state and
fiber amplifiers, medicine, ecology, spectroscopy, and
so on. In a variety of applications, heterolasers must
have a high emission power. Raising the power of
coherent emission is associated with the development
of lasers with a high quantum efficiency of stimulated
emission [1–3], low temperature sensitivity [2, 4, 5],
maximum accessible driving current [3, 6, 7], and
finally, high differential quantum efficiency [3, 6, 7].
These lasers can be produced only on the basis of het-
erostructures with low internal optical loss [1, 7–9];
thus the minimization of the internal optical loss is a
critical condition in the design of high-power semicon-
ductor lasers. Quantum-well separate-confinement
double heterostructures (SC DHS) have proved to be
most promising for this task [1, 2, 6, 7]. However, the
advantages of these heterostructures show their worth
only in lasers with a long cavity, i.e., with low external
optical loss [8, 10, 11]. The reduction of length of SC
DHS laser diodes causes an increase in the external
optical loss and a rise in the threshold current density
[8, 10, 11]. The reduction of internal optical loss with
simultaneous reduction of the output loss (increasing
the cavity length) results in the retention of a high dif-
ferential quantum efficiency and raises the maximum
accessible driving current, which is necessary for the
fabrication of high-power semiconductor lasers [1–7].

In this paper, we analyze internal optical loss in sep-
arate-confinement laser heterostructures on GaAs and
InP substrates (the emission wavelength λ ≈ 1 µm and
λ ≈ 1.58 µm, respectively). The dependences of optical
loss on the configuration and structural parameters of
1063-7826/04/3803- $26.00 © 20360
laser diodes, in particular, on the cavity length and the
thickness of the waveguide layer, are studied.

2. BASIC DEFINITIONS

Total optical loss, α, in a semiconductor laser
includes two principal terms:

(1)

The external (“useful”) optical loss is αext =
(1/L)ln(1/R), where R = 0.3 is the reflectivity of natu-
rally cleaved mirrors of the laser cavity and L is the cav-
ity length.

The internal optical loss, αint, is a combination of
losses related to the free-carrier absorption in different
layers of a heterostructure:

(2)

where  is the internal optical loss coefficient for a
single layer of a laser heterostructure and Γi is the opti-
cal confinement factor (fraction of the electromagnetic
emission) in a layer of a laser heterostructure (ΓQW, in
the active region; ΓW, in the waveguide; and Γcl, in the
emitters).

The free-carrier absorption of light causes electron
and hole transitions within a single band, and it
increases as the free-carrier density and the wavelength
of the absorbed light increases. In view of the law of
conservation of momentum, transitions within a single
band are possible only with interaction with a third par-
ticle (phonon or impurity). The type of particles partic-
ipating in the momentum scattering defines the expo-
nent K in the dependence of the free-carrier absorption
coefficient on the emission wavelength: αi ∝  λK [12].
For the case of momentum scattering by the acoustic
deformation potential, K = 1.5; for scattering by polar
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optical phonons, K = 2.5; and for scattering by ionized
impurities, K = 3.5 [12]. Therefore, the free-carrier
absorption should be stronger in long-wavelength
lasers with heavily doped epitaxial layers.

In lightly doped semiconductors (with momentum
scattering by phonons prevailing), the coefficient of
absorption by free carriers depends linearly on their
density, and in heavily doped ones, quadratically [13].
In lightly doped semiconductors, the optical loss coef-
ficient is expressed by [14]

(3)

where n, p are the 3D-densities of electrons and holes
and σn, σp, the free-electron and free-hole absorption
cross sections, which are defined experimentally. In the
calculations of the absorption coefficient in GaAs at
room temperature for photon energies in the vicinity of
the GaAs energy gap [14], the values σn = 3 × 10–18 cm2

and σp = 7 × 10–18 cm2 were used. Experimental depen-
dences of the free-carrier absorption coefficient in
p-InP and n-InP as functions of the wavelength for dif-
ferent carrier densities at room temperature are pre-
sented in [15]. It is worth noting that a sharp minimum
in this dependence is observed in n-InP at a emission
wavelength of 1.6 µm [15]. The free-hole absorption is
several tens of times stronger than that by free elec-
trons, which is related to the larger absorption cross
section σp. In p-InP, at a wavelength of 1.5 µm, σp =
20 × 10–18 cm2 [15]. The free-carrier absorption cross
sections in InGaAs (bandgap Eg = 1.214 eV) and
InGaAsP (Eg = 1.458 eV) solid solutions at a wave-
length of 0.98 µm are given in [16]: σp = 14 × 10–18 cm2

and σn = 6 × 10–18 cm2. The values of σn and σp from
[14–16] are used in further calculations.

According to (3), the coefficient  depends on the
density of electrons and holes; thus, to minimize optical
loss, it is necessary to minimize the carrier density in
different layers of a laser heterostructure, especially in
p-regions. Therefore, the active region and waveguide
layers are not doped intentionally. In order to inject car-
riers into the active region, we are forced to heavily
dope the emitter layers. The density of injected carriers
in the active region cannot be greatly reduced, because
it is determined by the gain that is necessary to reach
the lasing threshold; in other words, it is the threshold
density. In separate-confinement lasers with a long cav-
ity, the principal part of the threshold density is the
transparency carrier density of the material, n0, at
which the gain is zero; i.e., the medium neither absorbs
nor amplifies [17]. The value of n0 depends on the prop-
erties of the material of the active region, the type of the
laser heterostructure (double heterostructure, quantum-
well separate-confinement heterostructure, or hetero-
structure with quantum dots), and the technological
perfection of the epitaxial method used. In this study,
we do not discuss the possibility of reducing n0.

α i
l σnn σp p,+=

α i
l
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3. OPTICAL CONFINEMENT FACTOR

In all the experiments concerning the development
of high-power semiconductor lasers, we have used
quantum-well separate-confinement heterostructures
optimized for efficient lasing at the prescribed wave-
length in a particular system of semiconductor solid
solutions [1, 4, 7, 18]. The possibility of increasing the
power of the laser optical emission is related to the
reduction of the internal optical loss in epitaxial layers
and, consequently, to the optimal distribution of the
electromagnetic radiation within the layers. In the fab-
rication of SC DHSs, the most readily variable param-
eters are the thickness W and the composition of the
waveguide layer (energy gap, Egw). Below we present
the calculated dependences of the optical confinement
factor as functions of these parameters for three types
of SC DHS lasers.

At first, the calculations were done for a model
structure on an InP substrate (Fig. 1a). The structure
comprised two 60-Å-thick strained quantum wells
(QW) located at a distance of 120 Å from each other
and emitting at a wavelength of 1.55 µm. The calcula-
tions were done for three compositions of the solid
solution in the waveguide layer, InGaAs with Egw = 1.1,
1.2, and 1.3 eV, for a layer thickness W in the range 0.1–
2 µm (Fig. 2a, 2b). Evidently, in order to improve the
laser performance parameters (to reduce the threshold
current and raise the output power), it is necessary to
raise the fraction of the electromagnetic emission
(Γ-factor) in the active region and to reduce it in the
emitters. The optimal thickness for narrow-gap
waveguides (Egw ≈ 1.1 eV) is W ≈ 0.6–0.7 µm, at which
the Γ-factor in the active region, ΓQW, is close to its

3 W
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Egw

W1

3

1

Egw1 Egw

W
2

3 3
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(b)

Fig. 1. Band diagrams of SC DHS lasers: (a) with an
extended waveguide and (b) with an extended step-like
waveguide. (1) Active region, (2) waveguide layers, (3) p-
and n-emitters. (W, W1) and (Egw1, Egw) are the waveguide
thicknesses and band gaps, respectively.
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maximum value (1.75%), and the Γ-factor of the emit-
ter layer, Γcl, decreases to 10%. However, in this hetero-
structure electrons are emitted from QWs into the
waveguide, which raises the threshold density of carri-
ers and enhances the temperature sensitivity of laser
diodes [1, 19, 20]. To reduce the emission of electrons
from QWs, it is necessary to use a waveguide with
wider energy gap, Egw ≈ 1.2 eV, and to reduce the “leak”
of the waveguide mode to emitters; the waveguide
thickness should exceed 1 µm. At the same time, the
increase in the waveguide thickness reduces ΓQW
(Fig. 2a) and enhances the current leakage into the
p-emitter [11, 20], which depresses the quantum effi-
ciency of stimulated emission [3].

Our calculations have shown that no one single solu-
tion exists for the problem of optimal (in respect to
Γ-factors) model heterostructures (Fig. 1). Therefore,
the optimization must be performed for each particular
laser heterostructure. Below we discuss two experi-
mental structures [1, 7, 17, 18].

Structure X-2582 (Fig. 3a) was grown on a GaAs
substrate, its waveguide layer consisted of undoped
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Fig. 2. Optical-confinement factors for (a) the active region,
ΓQW, and (b) a single emitter, Γcl, for even modes: (1–3) zeroth
and (4) second, vs. the thickness of an InGaAsP
waveguide, W, for three InGaAsP/InP SC DHSs (λ = 1.55 µm).
Band gap of the solid solutions: (1, 4, 5) 1.1, (2, 6) 1.2, and
(3, 7) 1.3 eV. Points 5–7 on the abscissa axis mark the
waveguide thickness at which the first odd mode appears.
 0.52-µm-thick GaAs, and its configuration was similar

to that of the first optimal model structure. The active
region of structure X-2582 was a single strained QW of
InxGa1 – xAs (x = 20%) solid solution, 90 Å in thickness,
emitting at a wavelength of 1 µm. The emitter layers
were fabricated from In0.51Ga0.49P solid solution. Opti-
cal-confinement factors for similar structures were cal-
culated as functions of the waveguide thickness W in
the range 0.1–0.7 µm (Figs. 4a, 4b). A limitation on the
wavelength thickness appears because of the appear-
ance of a second even (not fundamental) mode at W =
0.8 µm. For the fundamental mode, the optical confine-
ment factor in the QW, ΓQW, reaches its maximum at
W = 0.2 µm (Fig. 4a); the optical confinement factor in
the p-emitter, Γpcl, decreased as W increased (Fig. 4b);
thus, the penetration of the field into the heavily doped
p-emitter decreased.

The configuration of the second experimental laser
heterostructure KP-1168 (Fig. 3b), which emitted at a
wavelength of 1.58 µm, was similar to the second optimal
model structure (Fig. 1b). Structure KP-1168 had a dou-
ble-step extended waveguide [7, 17], InP emitter layers,
and two strained 60-Å-thick QWs of In1 – xGaxAs1 – yPy
solid solution. The step waveguide was comprised of
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Fig. 3. Band diagrams of SC DHSs: (a) InGaP/GaAs/InGaAs
(structure X-2582, λ = 1 µm); (b) InGaAs/InP (structure
KP-1168, λ = 1.58 µm). Calculated doping profiles for:
(dashed line) Si donor impurity; (dot–dash line) acceptor
impurities: (a) Mg and (b) Zn. z is the structure growth coor-
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two layers of InGaAsP solid solution. The thickness of
the narrow-gap waveguide layer W1 = 0.232 µm
(energy gap Egw1 = 0.992 eV); for the wide-gap layer,
W = 0.672 µm (Egw = 1.181 eV). The dependences of
the optical-confinement factors of the p-emitter and
active region as functions of the thickness of the nar-
row-gap waveguide W1 were calculated for three values
of the wide-gap waveguide thickness (W = 0.4, 0.672,
and 0.9 µm). For all the values of W, the optical confine-
ment factor as a function of W1 exhibits a peak at W1 ≈
0.4 µm and decreases with a further increase in the
thickness of the narrow-gap waveguide W1, as well as
the optical confinement factor of the heavily doped
region of the p-emitter (Figs. 5a, 5b).

The run of the dependences of the optical confine-
ment factor in epitaxial layers of the laser heterostruc-
tures used in the experiment coincides with the corre-
sponding dependences calculated for the model laser
heterostructure (Fig. 2). The optical confinement factor
of the active region, represented as a function of the
waveguide thickness, exhibits a maximum and then
decreases by a factor of 1.5–2, depending on the refrac-
tive indices of the waveguide and emitter layers
(Figs. 2a, 4a, 5a). The increase in the waveguide layer
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Fig. 4. Optical-confinement factors vs. the thickness of a
GaAs waveguide, W, in an InGaP/GaAs/InGaAs SC DHS,
similar to structure X-2582. (a): (1) ΓQW (active region) and
(2) ΓΛ (Coulomb potential well). (b): (1) ΓW (waveguide)
and (2) Γpcl (p-emitter).
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thickness reduces the fraction of the electromagnetic
radiation in heavily doped emitter layers for all the ver-
sions of the separate-confinement laser heterostructures
(Figs. 2b, 4b, 5b).

4. FREE-CARRIER DENSITY IN THE LAYERS 
OF LASER HETEROSTRUCTURES

As mentioned in Section 2, in order to reduce the
optical loss it is necessary to minimize the carrier den-
sity in different layers of a laser heterostructure. Mod-
ern MBE and MOCVD techniques allow the fabrica-
tion of layers with a residual level of dopant concentra-
tion as low as 1013 cm–3. In the structures under study,
KP-1168 (λ = 1.58 µm) and X-2582 (λ = 1 µm), the
doping level in the waveguide layers was (2–3) ×
1015 cm–3. In the calculation of the internal optical loss,
the carrier density in the waveguide and emitters was
assumed to be equal to the calculated doping level.

In structure KP-1168 (Fig. 3b), the concentration of
Si dopant in the 0.8-µm-thick n-type emitter was 5 ×
1017 cm–3, and in the n-substrate it was 2 × 1018 cm–3. In
the 1.24-µm-thick p-emitter, the concentration of the
acceptor Zn impurity increased from 1017 to 5 ×
1017 cm–3 at a distance of 0.13 µm from the waveguide.
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ness of the wide-gap waveguide, W: (1) 0.4, (2) 0.672, and
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In undoped QWs of the active region, the free-car-
rier density equals the threshold density, which is nec-
essary to ensure the stimulated emission in a laser
diode. In structure KP-1168, the threshold density of
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Fig. 6. Density of (1) electrons, nQW, and (2) holes, pQW, in
the active region vs. the cavity length of a laser diode, L.
(a) Structure KP-1168 and (b) structure X-2582.
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Fig. 7. (1) Total internal optical loss, αint, and (2) optical
loss in the active region, αQW, vs. the cavity length of a laser
diode, L. Structure X-2582; waveguide thickness W = 0.52 µm.
holes appeared to be twice as high as the threshold den-
sity of electrons. This is related to the fact that holes in
the active region are strongly localized in a deep QW,
whereas electrons are weakly localized in a shallow
QW (the binding energy of these electrons at room tem-
perature is less than kT). Electrons are emitted into the
waveguide, which is confirmed by our experimental
data [11, 20].

Owing to the attraction between the electrons emit-
ted into the waveguide and holes that are strongly local-
ized in a deep QW, a Coulomb potential well with char-
acteristic width Λ = 120–140 Å is formed in the
waveguide; it confines the electrons emitted into the
waveguide to the vicinity of the QW. The ratio between
the density of electrons emitted into the waveguide, nW,
and that of electrons in the strained QW, nQW, for struc-
ture KP-1168 was determined from the experimental
data [17], using the model in [21]. The emission of elec-
trons into the waveguide raised the threshold density of
holes in the active region, because, in accordance with
the electrical neutrality principle, the density of holes in
a QW, pQW, equals the sum of the electron densities in a
QW and in the waveguide:

(4)

Figure 6a shows the calculated densities of electrons
and holes in the active region of this structure as func-
tions of the cavity length L of a laser diode.

In the laser structure X-2582 (Fig. 3a), the binding
energy of electrons in the QW of the active region was
2kT. Nevertheless, electrons were emitted into the
waveguide, and the threshold density of holes exceeded
that of electrons by a factor of about 1.5 (Fig. 6b).

In the n-emitter of structure X-2582, the concentra-
tion of the Si donor impurity was 2.5 × 1017 cm–3, and
the concentration of the Mg acceptor impurity in the
p-emitter was also 2.5 × 1017 cm–3 (Fig. 3a).

5. FREE-CARRIER LOSS

In the calculation of internal optical loss, the choice
of absorption cross sections is important, because they
may introduce large errors into the calculated data. In
the calculations for structure X-2582, we used the fol-
lowing values of the absorption cross sections: σn = 6 ×
10–18 cm2 and σp = 14 × 10–18 cm2 [15]. Figure 7 shows
the dependences of total internal optical loss and loss in
the active region vs. the cavity length of a laser diode
with a fixed waveguide thickness W = 0.52 µm. The
loss in the region of the Coulomb potential well was
~0.15 cm–1; in the emitters, ~0.2 cm–1. Despite the fact
that the electromagnetic field is concentrated mainly in
the waveguide (ΓW ≈ 0.86), the loss in the waveguide
outside the region of the Coulomb potential well was
only 0.016 cm–1. The active region makes the main con-
tribution to the optical loss on free carriers. The
enhancement of the cavity length of a laser diode

pQW nQW nW .+=
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reduces the threshold density in the active region and,
consequently, the internal optical loss.

In [18], the internal optical loss in heterolasers
based on structure X-2582 was determined experimen-
tally; it was 1.3–1.8 cm–1.

To reveal the effect of the waveguide thickness W on
the total internal optical loss, model SC DHS lasers
based on structure X-2582 were studied, with W varied
from 0.1 to 0.7 µm with fixed cavity length L = 1 mm
(Fig. 8). In the calculation, the variation in the threshold
density in the active region of structures with different
W was disregarded; according to our estimates, this
assumption is admissible. The total optical loss
decreases as the waveguide thickness increases, owing
to the reduction of loss in heavily doped emitters.

In the calculation of internal optical loss in the struc-
ture with a double-step waveguide (KP-1168), the
value σp = 20 × 10–18 cm2 was used for the absorption
cross section for holes. The cross section for electrons
was determined from the experimental dependences
presented in [15]. Figure 9 shows the calculated inter-
nal optical loss as a function of the cavity length for a
laser diode for structure KP-1168 (waveguide thick-
nesses: W = 0.672 µm, W1 = 0.232 µm). Regardless of
the cavity length, the main contribution to the total opti-
cal loss in this structure is made by the loss in the active
region. The loss was only 0.045 cm–1 in the narrow-gap
waveguide outside the region of the Coulomb potential
well, 0.1–0.05 cm–1 in the region of the Coulomb
potential well (for different cavity lengths), 0.105 cm–1

in both parts of the wide-gap waveguide, 0.032 cm–1 in
the n-emitter, and 0.214 cm–1 in the lightly doped and
0.526 cm–1 in the heavily doped part of the p-emitter.
These values were virtually independent of the cavity
length. One should stress that the loss in the active
region surpasses the loss in the Coulomb potential well,
though the optical-confinement factors are equal for
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loss in the active region, αQW, vs. the waveguide thickness,
W, in a structure similar to X-2582. Cavity length of a laser
diode L = 1 mm.
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both cases. The density of both types of carriers is high
in the active region, whereas in the Coulomb well only
the electron density is high. At the same time, the
absorption of light by free holes is tens of times stron-
ger than by electrons. Increasing the cavity length of a
laser diode reduces the threshold current density and,
consequently, the contribution of the internal optical
loss related to the absorption in the active region.

One should note the great scatter (between 3.6 cm–1

[7] and 9 cm–1) in the experimental values of the inter-
nal optical loss, obtained from the dependence of the
reciprocal of the external differential quantum effi-
ciency, 1/ηd, on the cavity length L [17]. This is indica-
tive of the existence of optical loss in the structure,
which was not considered in calculations. Furthermore,
this fact is related to the difficulty of determining the
cross section of the free-carrier absorption in InGaAsP
solid solutions and, consequently, the inaccuracy of the
available values.

To reveal the effect of the thickness of a double-step
waveguide on the total internal loss, model SC DHS
lasers were investigated. Figure 10 shows the calcu-
lated internal optical loss as a function of the thickness
of the narrow-gap waveguide, W1, for three values of
the thickness of the wide-gap waveguide, W, for the
laser cavity length L = 0.77 mm. The variation of the
threshold density in the active region of laser diodes
was disregarded in the calculations.

The internal optical loss in a step-waveguide laser is
significantly reduced when the thickness of the wide-
gap waveguide, W, increases, and it is only slightly
reduced with an increase in the thickness of the narrow-
gap waveguide, W1 (Fig. 10). As W increases, the pene-
tration of the electromagnetic wave into the heavily
doped region of the p-emitter and the loss on free carri-
ers in this region are considerably reduced.
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366 PIKHTIN et al.
6. CONCLUSION

Our study has shown that, in quantum-well sepa-
rate-confinement heterostructures, most of the losses
related to the free-carrier absorption occur in the active
region and in heavily doped p-emitters. To reduce the
internal loss in laser heterostructures, especially those
on InP substrates, it is necessary to reduce the density
of nonequilibrium carriers in the layers, as well as the
fraction of the electromagnetic field in heavily doped
layers, especially in p-emitters.

Two approaches are possible. The first involves an
increase in the abrupt change in the refractive index
across the interface between the waveguide and emitter,
and, therefore, a decrease in the penetration of the elec-
tromagnetic field into emitter layers, with the reduction
of the optical loss in these layers. In this case, the opti-
cal confinement factor in the active region is maximal,
which ensures a low threshold density and low internal
optical loss in the active region. Coincident with the
minimum internal optical loss, the maximum internal
quantum efficiency of stimulated emission is provided,
because the leakage current from the waveguide to the
p-emitter is lower in a relatively thin and narrow-gap
waveguide [11, 20]. The assortment of semiconductor
solid solutions used in the design of laser heterostruc-
tures is most commonly limited by the list of starting
compounds and the requirement of lattice matching. As
a result, given a sufficient change in the refractive index
across the interface between the waveguide and the
emitter, the depth of the QW in the active region is
insufficient for an effective confinement of electrons.
The small depth of a QW results in an incomplete col-
lection of injected carriers and raises the temperature
sensitivity of the threshold current density.

The second approach to the design of laser hetero-
structures with low internal loss is to increase the width
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Fig. 10. Total internal optical loss, αint, vs. the thickness of a
narrow-gap waveguide, W1, in a structure similar to KP-1168.
Cavity length of a laser diode L = 0.77 mm. Thickness of a
wide-gap waveguide, W: (1) 0.4, (2) 0.672, and (3) 0.9 µm.
of the wide-gap waveguide layer, with a small change
in the refractive index across the waveguide–emitter
interface. In this case, the internal optical loss in the
structure is reduced, because the part of the emission
entering the emitter layers is reduced. The expansion of
the waveguide is limited by the condition that higher
order modes appear. To reach the maximum internal
quantum efficiency of the stimulated emission, it is nec-
essary to use an expanded step-like waveguide [7].

One should note that the expansion of the
waveguide results in a relative increase in the threshold
current density, because the optical confinement factor
in the active region is reduced. However, the optimiza-
tion of a quantum-well heterostructure for a high-power
semiconductor laser is directed to minimize the total
internal optical loss, which decreases as the waveguide
thickness increases.

It has been shown that most of the internal optical
loss in an optimized quantum-well heterostructure
occurs in the active region. Thus, a significant decrease
in the threshold current density, e.g., the use of an array
of quantum dots in the active region [22, 23], should
reduce the internal optical loss and significantly
increase the emitted optical power. However, the opti-
mization of a laser structure with quantum dots must
also be performed with minimization of the internal
optical loss.
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