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Abstract—Atomic-force microscopy and analysis of both photothermal (quasi-static) strains of surfaces and
the kinetics of intensity of specularly reflected light were used to study special features of defect production in
GaAsin relation to the number N of focused laser pulsesincident on the surface. Irradiation of the semiconduc-
tor was accompanied by its electronic excitation, local heating, and deformation of surface layers. It is shown
for the first time that the genesis of surface defects and damage in semiconductors (within the laser spot with a
micrometer diameter) has a multistage character in the vicinity of the plasticity threshold. The defect-induced
and plastic nanometer-scal e surface displacements AU, increase with increasing N only if the shearing surface

strains ¢ exceed the previously determined values 10~ < ¢ < 10~ for deformation-related elasticity (quasi-
elagticity) limitsin GaAs. The origination of nanoscal e defects and their self-organization at the early stages

of photostrains in the semiconductor is discussed. The possible relation between the defects observed and
the subsequent catastrophic damage to micrometer-sized regions of GaAs at large values of N is considered.

© 2004 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

The interaction of pulsed laser radiation with a
GaAs surface has been studied for more than 20 years.
The persistent interest in this interaction is caused by
the wide use of gallium arsenide in modern microelec-
tronics and optoelectronics [1] and also, in particular,
by the fact that nonequilibrium pulsed laser irradiation
can initiate various phase transformations in semicon-
ductors and affect a number of properties of the surface
layer withintheirradiated zone[2, 3]. When interacting
with GaAs, optical radiation irreversibly changes the
chemical composition and microstructure of this com-
pound [2-6], as well as its luminescent [3, 7, 8] and
electrical [6, 7, 9] characteristics, and it stimulates the
generation of point and extended defects[7, 10, 11] and
affects the properties of oxide layers[2, 3, 12] and the
surface profile [13, 14].

The single-shot irradiation of semiconductors with
nanosecond laser pulses (or laser pulses with other
widths) in the spectral region of the band-to-band
absorption of light was used in the majority of early
studies; the density W of the incident energy was var-
ied. Theirradiated areas were comparatively large (typ-
ically, larger than 1-10 mm?); the distribution of opti-
cal-radiation intensity was quasi-uniform throughout
the irradiated area, which ensured that there were no
shearing strains within this area. Variationsin the semi-

conductor properties were caused mainly by the gener-
ation of defects and were observed near the surface; for
these variations to occur, the incident-energy density W
in the pulses should have been close to the calculated
thresholds W,, for the formation of the surface (meta-
stable) liquid phase [2, 3]. The results were predomi-
nantly explained by the thermal effect of illumination
[2-6] or the combined effect that involved (for W< W)
electronic excitations in the semiconductor [7, 10].

In order to gain insight into the contribution of pho-
tostrains to the production of defects, we carried out
direct photostrain studies of semiconductorsand metals
using a different approach. Thisis based on the use of
localized and multiple moderate-energy focused sin-
gle-mode irradiation events with controlled and almost
Gaussian light-intensity distribution [15-18]; i.e., we
have I(r, t) = Wexp(—r%/w?)(t/t?)exp(-t/t,), where W =
10-100 mJcm? < W,,, is the incident-energy density at
the laser-spot center, w = 10-100 um is the laser-spot
radius at the sample surface, and T = 0.1-1 ps is the
characteristic width of the pulses. As expected, we
observed an appreciable increase in the strain-related
effects. Specifically, we observed the low-threshold
effect of shearing strains and stresses that arise due to
local irradiation on point-defect production in the sur-
face layers of germanium and silicon [19-22].

Naturally, controlled photodeformation effects in
the vicinity of previously detected deformation-related
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limits of elasticity (quasi-elasticity) in semiconductors
0o(Wp) [21-25] attract particular interest. Our previous
publications concerned with the af orementioned effects
included primarily electrical and optical studies of Ge
and Si under conditions of laser scanning of actual sur-
faces. The number of laser pulses was maintained con-
stant (N = 10°), whereas the value of W was varied
[19-22]. At the sametime, the number N of laser pulses
can be considered as one of the most natural control
parameters (along with the energy density W). There-
forethe study of the earliest stages of defect production
(when N is still small) is of most interest. In order to
simplify the interpretation of the results, it is appropri-
ate to carry out the measurements in the absence of
laser scanning, i.e., when the laser-beam position at the
surfaceis fixed.

Previously, we used X-ray and chemical microanal-
ysis, electron microscopy, and Auger spectroscopy to
study the situation where the |aser-beam position at the
GaAs surface was fixed and the value of N was large
(N = 10°-10°) [26]. We found that GaAs was a more
complex object than Ge or Si, mainly dueto the volatil-
ity of arsenic [2, 3] and possible development of vari-
ouslow-threshold phenomena[ 26, 27]. Note, for exam-
ple, that nonsteady (acoustic) strains initiated by local-
ized irradiation induced decomposition of GaAs in a
thin (~4—7 nm) surface layer. This decomposition gave
rise to a nearly equal number of unbonded Ga and As
atomseven at fairly large distances (on the order of mil-
limeters) from the irradiated zone with aradius of w =
20 pum [26]. The long-range effect of laser pulses
observed by Barskov et al. [26] was not related (as in
[28]) to anonsteady thermal field localized inthevicin-
ity of theirradiated region. Indeed, some processes that
vary quite slowly with time and are mainly related to
the temperature gradients are dominant on the micro-
second time scale within the laser-spot area; these pro-
cesses are quasi-static and are referred to as photother-
mal strains of solid-state surfaces [16-25]. These slow
shearing strains in pulsed photoacoustic spectroscopy
of the laser-beam deflection [15-18] are typically char-
acterized by the values of loca inclinations of the
strained surface ¢ = (dU,/dr), where U, is the effective
normal displacement of the surface and r isthe distance
from the beam center. When ¢ > ¢, = (5-6) x 105 and,
accordingly, energy densities W > W, = 100 mJcm?
[22], macrodamage (structural catastrophe) was previ-
ously observed in micrometer-scale GaAsregions|[26].
Microcraters of regular circular shape with a depth of
~(1-5) pm and radius w = ~20 pum were formed
(mainly due to noncongruent evaporation of arsenic) at
the GaAs surfaces within the laser spot at large values
of N [26]. We emphasi ze that the genesis of earlier (ini-
tial) stages of defect production in local GaAs regions
asthe value of N increased has not yet been studied.

In this study, we used atomic-force microscopy
(AFM) and analysis of both photothermal surface
strains (PTSSs) and the intensity of specularly reflected
light to gain insight for thefirst time into the process of
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formation of finer, nanoscale variations in the GaAs
surface profile as a result of multiple quasi-static pho-
tostrains in micrometer-sized regions of semiconduc-
torsin the vicinity of thresholds ¢ (W) [22] with wide
ranges of variationsin N (from unity to 10°).

Thisstudy may be useful to justify the boundaries of
nondestructive modes in GaAs laser microscopy [29]
and to simulate the degradation processes in small-
sized (1-10 pm) semiconductor optoelectronic devices
(for example, those designed for millimeter-region
wavelengths) subjected to local overheating [30, 31]
and, as a consequence, to strains[32].

2. EXPERIMENTAL

Thesampleswere 5 x 5mm?in area, had a(100) ori-
entation of the surface, and were cut from a single epi-
taxial GaAs structure composed of a 2.4-pm-thick film
with electron concentration n = 10 cmr3, Thefilm was
grown by liquid-phase epitaxy on a heavily doped sub-
strate (n* = 10'® cm3) with a thickness of ~250 pum.
Details of the preliminary preparation of the surface for
irradiation were described in [26].

The GaAs samples were irradiated with focused
laser pulses (without scanning the beam) in atmo-
spheric air at room temperature. The second harmonic
of apulsed Nd:YAG laser with wavelength A = 0.53 um
and characteristic pulse width T = 0.4-0.5 s was used
for irradiation. The total pulse width at a 0.1 level of
| max Was no smaller than 1.5 ps. The pul se-repetition
rate was f = 10-25 kHz; the pulse train could be inter-
rupted using a shutter with the exposure time At; rang-
ing from 0.005 to 10 s. The single-maode |laser radiation
was focused on GaAs samples to a spot with a regular
shape and Gaussian radius w = 20 um. The spot size
was monitored during irradiation using the PTSS
method [16] to reveal characteristic profiles of arising
guasi-elastic strains; an SOK-1-01 optical microscopy
accessory was also used [23].

The incident-energy density W = E/mte¥ (E is the
total energy in a pulse) ranged from 10 to 350 mJ/cm?
at the laser-spot center; the range of variationsin Wwas
chosen so that the previously ascertained thresholds for
the origination of inelastic strainsin GaAs surface lay-
ers (W, = 100 mJ/cm? [22]) were within this range. We
emphasize that, for the microsecond laser pulses used
in this study, the calculated [3] melting thresholds for
GaAs W,, = 1-1.2 Jcm? were much higher than those
for pulses with well-studied nanosecond-scale values
of T (W, =200 mJcm?) [2, 3].

In order to study the kinetics of large-scale damage
within the laser spot (0.1-1 um), we used the PTSS
method [16, 23] and relied on the time dependence of
integrated intensity |,(t) of the probe He-Nelaser beam
reflected specularly from the semiconductor surface
under a continuous train of focused laser pulses. We
paid special attention (asin [33]) to steady-state values
of 1,(t) attained in thetime interval s between the pul ses.
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The point in time t, a which the ratio I(to)/1,(0)
decreasedirreversibly to thelevel of 0.9 was considered
as the onset of catastrophic damage. A new (undam-
aged) GaAs region was chosen each time for repeated
recording of the I(t) kinetics, which was monitored
using an SOK-1-01 microscope. The method for deter-
mining t, and, accordingly, the critical number of irra-
diating laser pulses N, = ft, was also described previ-
ously [34, 35].

In order to study the earlier stages of defect produc-
tionin GaAs(i.e, a N < Np), we used an AFM system
and an optical microscope, which were incorporated
into the equipment supplied with a Nanoscope-111a
(Digital Instruments) scanning probe microscope. Indi-
vidual areas of the semiconductor (with asmall number
of pulses N) were subjected to local pulsed irradiation
with fixed energy densities W, where W,//W, = 0.1, 0.9,
1.15, 1.35, 1.6, 2.0, 2.6, 3.0, and 3.5. In this case, the
number of pulses N was varied by varying the irradia-
tion time At; (see above). An array of photoirradiated
GaAs regions obtained on a single epitaxial structure
made it possible to study special features of the defect-
producing surface strains and the nanoscale damage
that formed in relation to both W at N = const and the
number of laser pulses N at afixed energy density W,.

The resolution of the optical microscope made it
possible to observe only the most radical variations in
the surface profile at a level of irreversible displace-
ments AU, = 1 um. Atomic-force microscope was used
to study a finer evolution of the surface nanoprofile
(AU, =1 nm) at the early stages of deformation (small
N and W= W,). The AFM measurements were performed
inatmospheric air. The microscope operated in the contact
mode; therigidity of leverswas 0.01-0.2 N/m. The AFM
images were processed and analyzed using a FemtoSkan-
0.01 special software package [36].

3. RESULTS AND DISCUSSION
3.1 Boundaries of Defect-Producing Inelastic Strains

As noted previously [22-25], the controlled inelas-
tic processes initiated in semiconductors by multiple
pulsed laser irradiation of micrometer-sized areas are
limited from below in the energy density Wby theregion
of reversible linear photoacoustics (thresholds W), and
are limited from above by uncontrolled damage-form-
ing processes (W, thresholds). At Wy < W< W, and w =
10-100 pum, the number N of laser pulses becomes an
important parameter of inelastic effects [22].

In this context, we studied in GaAs primarily the
dependences of the upper thresholds W, on N using the
methods described previously [34, 35] (Fig. 1). To this
end, we measured the kinetics I(t) at W < W, = 90—
100 mJcm? (case 1, Fig. 1a, curve 1) and at W > W,
(case 2, Fig. 1a, curve 2). In case 1, we failed to detect
appreciable variations in I(t) for N = 10°-108 in the
intervals between the pulses. In case 2, we determined

the critical number of pulses Ni0 (Fig. 1a, curve 3) and
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Fig. 1. (a) Kinetics 15(t) of the intensity for a continuous
probing laser beam reflected specularly from the semicon-

ductor (normalized to the initial intensity 1,(0)): (1) in the
mode of nondestructive quasi-elastic photostral nsin GaAs,
¢ < dg (W < Wp); (2) with destructive irradiation of the
semiconductor, ¢ > ¢q (W > Wp); and (3) the scheme for
determining the critical number of laser pulses N

(b) Dependence of the damage thresholds W (in units of
W = 90-100 mJ/cm ) on log(Np) for GaAs at w =20 pm.

The numbers 0-5 illustrate the trend for an increasein N at
W/W, = 1.35. Numerical values of N; are listed in the table.

then plotted the dependences of W, on Ny, for several
(i) fixed destructive levels of the energy density W, <

Wid < 3.5W; (Fig. 1b). We emphasize that appreciable

degradation and catastrophic damage in micrometer-
sized irradiated semiconductor regions always devel-
oped when N exceeded N, furthermore, we had
Io(t) — Owhen N — oo (Fig. 14).

It can be seen from the experimental dependence
W,(N) shown in Fig. 1b that there is a sharp boundary
that is located at W = W, and separates the irradiation-
induced regions of degradation of the semiconductor
from relatively nondestructive irradiation levels. In
order to make certain that precisely the mode of quasi-
elastic strains in GaAs was realized under the condi-
tions of our experiments at W < W, = 90-100 mJ/cm?,
we used (as in [22, 26]) the PTSS method (Fig. 2d).
Using this method, we managed to confirm the view
that, at ¢ = (dU,/dr) < §o = 5-6 x 107>, the photo-
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Fig. 2. (4) Schematic representation of the PTSS method
[16, 22]: (1) a pulsed single-mode “heating” laser beam
with adiameter of ~2w, (2) acontinuous probing laser beam
whose deflection 2¢(r, t) from the strained surface 3ismea-
sured at various points (4) of the surface r;. (b) Typical dis-
tributions of (1) quasi-static shearing strains ¢(r) =
dU,/dr(r) arising in GaAs at W < W, [26] and (2) normal-
ized calculated temperature T(r)/T(0) over the cross section
of the “heating” beam; (3) radia distribution of primary
damaged regions detected at W = W, (c) Schematic repre-
sentation of damaged regions within the irradiated zone of
GaAs; this scheme was derived on the basis of the combined
data obtained using the AFM method.

strains ¢(t) in GaAsareindeed completely reversiblein
time, and the features of the photostrain’s kinetics do
not vary from pulse to pulse up to N = 10108 [22].

Since the shearing strains dU,/dr may play asignif-
icant role in the mechanisms of point defect production
and catastrophi c damage in monatomic semiconductors
and metals [19-25], we used the PTSS method [16] to
study the features of the ¢(r) distribution over the beam
cross section for GaAs (Fig. 2b, curve 1). The largest
strains were observed at the time instants that corre-
sponded to the completion of laser pulsest = 1.5-2.0 us,
i.e, to the time instants that corresponded to the com-
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pletion of the main heat release in the semiconductor
[2, 3]. The maximal values of ¢ were shifted in refer-

ence to the beam cross-section center by ., = W/ /2 =
12-15 um. Note that the similar distribution ¢(r) in
metals at early stages of strain development was previ-
ously related to apartial accomplishment of “quasi-sin-
gle-modge” conditions of displacements U(r) [17, 18].

Thus, the preliminary study of the kinetics 1 (t, W)
and strains ¢(t, r, W) made it possible to correctly
choose the modes of studying the early stages of defect
production and nanodamage in GaAs in coordinates
(W, N). Defect production under the aforementioned
conditions (W/W, = 1 and N/N, < 1) for various values
of N was thereafter studied using the AFM method.

The genesis of nanometer-sized defects and damage
in GaAs was studied for various combinations of the
values of Wand N. Asan example, we used the numbers
from 0 to 5 to illustrate the trajectory of the increase in
N for WW, = 1.35. The corresponding AFM results are
shown in Figs. 3a-3d and are listed in the table. We
managed to separate several different stages in the
development of defect and damage production. Below,
we describe the main characteristics of these stagesin
order of increasing N (numerical values of N, for
WIW, = 1.35 are listed in the table).

3.2. Time Interval Corresponding
to the Latent Buildup of Defects

It is found that, with the smallest number of laser
pulses (N < N,), the latent buildup of point defects is

dominant and the nanometer-scale amplitudes A US of
the random surface profile are retained; this profile is

characteristic of unirradiated GaAs with AU < 1 nm.

The method of dynamic indentation has been previ-
ously applied to certain semiconductors (among them,
GaAs) to show [37] that, at short durations (<1-10 ms)
of pulsed contact loading, the dislocation-unrelated
mechanisms of microplasticity in the surface layers
with preferential point migration (rather than extended)
defects near the surface are dominant. The defect-diffu-
sion mechanisms of microplasticity are characteristic
of relatively small near-surface stresses in semiconduc-
tors [19-22] and can be in effect at comparatively low
temperatures (including 295 K) [38].

3.3 . Sagel

At N; <N < N,, clusters of point defects are formed
in the semiconductor regions shifted by r = 67 um to
the periphery in reference to the irradiation-spot center
(Fig. 2b, curves 3). These clusters are not oriented spa-
tidly and arerelated by the AFM method to a preferen-
tial reduction in the initial surface-profile amplitude in
the semiconductor (Fig. 3a). The complex profile fea-
tures are observed with a certain increase at the nano-
crater center within each nanocrater. The difference in
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heights AU, for these defects amounts to 1.5-2.0 nm,
and the characteristic dimension of surface-profile fea
turesis 10-50 nm (see table). The results of comparing
the aforementioned characteristics of the defects with
the previous data obtained using X-ray microanalysis
[26] suggest that the detected local nanometer-scale
depressions in the GaAs surface profile are mainly
caused by an escape of arsenic from the semiconductor.
Further development of early damage-formation stages
and origination of new types of defects occurred mainly
within the af orementioned peripheral regions (i.e., near
the boundaries of the laser spot) (Fig. 1c) and was
accompanied by the extension of these regions as N
increased.

3.4. Sage 2

Spatial self-organization of unoriented clusters
composed of nanometer-sized defects along one of the
crystallographic axes in GaAs was observed at N, <
N < N; (Fig. 3b). Depression regions (with AU, = 5—
7 nm) in the profile merge into fairly thin (50-100 nm)
and extended (400-600 nm) lines with a spatial period
of 100200 nm (Fig. 3D, table). We emphasize that the
above processes continue to be predominant at dis-
tancesr, = 5-10 nm from the laser-spot center (Fig. 2b,
curve 3, Fig. 2c¢) rather than at the center itself, where a
photoinduced increasein the temperature AT(r) and the
concentration of honequilibrium electrons are maximal
[2, 3, 15-18, 23] (Fig. 2b, curve 2). These observations
clearly indicate that not only the temperature AT(r) and
electronic excitation of semiconductors but aso local
shearing quasi-static strains ¢ = dU,/dr contribute sig-
nificantly to the processes of defect production and
redistribution under investigation (Fig. 2b, curve 1).
Indeed, the regions of origination (stage 1) and primary
self-organization (stage 2) of the defects under condi-
tions of local photodeformation of GaAs were always
found between the peaks of AT(r) and ¢(r) (Fig. 2b,
curves 1-3). Such a multifactorial character of point
defect formation was previously studied in detail for
guasi-single-mode conditions of irradiation of semi-
conductor with nanosecond laser pulses; an electronic—
deformational-thermal model was suggested to inter-
pret the experimenta data [39-41]. The effects of self-
organization of defects are much less pronounced in
radial directions (the y axisin Fig. 2c), which are per-
pendicular to the observed extended lines of defect
clusters (Fig. 3b). This fact suggests that the defect
clusters migrate (and then merge together) more easily
along a certain crystallographic direction, which was
detected using the AFM method; the above orienta-
tiona behavior can be attributed, e.g., to the piezoelec-
tric effect [1-3]. The aforementioned directions can
correspond to projections of piezoel ectric axes onto the
(100) plane. Apparently, the shearing strains dU,/dr and
subsurface stresses o, [23-25] that are perpendicular to
these directions (Fig. 2¢) may be much less efficient.
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Fig. 3. AFM images of GaAs surface areas at various stages
of defect formation under conditions of multiple quasi-
static deformation of the semiconductor. The size of the
imaged areais (a—c) 2 x 2 um? and (d) 4.5 x 4.5 pm?. The
profiles of the normal surface displacements AU,(x) aong
the vertical direction z are shown on theright (x is the coor-
dinate in the surface plane).

3.5. Sage 3

Enlargement of oriented bands in the GaAs surface
profile occurs when N; < N < N, (Fig. 3c). A one-
dimensional (1D) wavelike profile with a height differ-
ence AU, = 15-20 nm a transverse (lateral) dimension
of 200-250 nm, and a period of 400-500 nm is formed
on a larger scale without changing the spatial orienta-
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Consecutive stages of genesis of nanometer-sized defects in GaAs with increasing number N of destructive (W/W, = 1.35)
quasi-static photostrains in the micrometer-sized regions of GaAs

Characteristic sizes
The number N of e o
Stage no. | pulsed quasi-static The dominant type of generated defects the herght ater
photostrains difference | dimension, the?tégc#:]e
AU,, nm nm penod,

Latent buildup of point defectsat amplitudes of the 0

O(latent) | 1<N<N, displacement fluctuations AU, < 1 nm AUz <1 ” -

1 N; <N<N, Unoriented clusters of nanodepressions at the 152 10-50 -
surface

2 N, <N < Nj Merging of the clustersinto oriented bands 57 50-100 100-200
of depressions

3 N3 <N<N, Enlarged oriented waves of the surface nanoprofile|  15-20 20-250 400-500

4 Ny <N<Ns Deepened waves of depressionsin the surface 3040 ~250 ~500
nanoprofile
Local pitting (erosion) of GaAs, individual 100-150 <1000 -
microcraters

5 N> Ng A unified macroscopic crater (a catastrophe) 1-5 (1-3) x 10* -

Note: The values of N were equal to Ny = (2-5) x 102, Ny = 2.5 x 103, N3 = 10*, N, = (5-10) x 10% and N5 > 10°-10° under conditions
of local pulsed laser irradiation of GaAs at w= 20 um and W/W = 1.35 (see text).

tion of the bands (see table). In our opinion, although
the period of the wavelike structures in stage 3 almost
coincides with the wavelength A, this period is not related
to the phenomena of optical interference [2, 3, 29], since
the period of similar structures observed in stage 2 was
much shorter than A (see text above and table). A pre-
dominant lowering of the surface profile (formation of
depressions) occurs in stage 3 (as in previous stages);
this lowering is apparently related to the continuing
escape of arsenic from the semiconductor. Two estab-
lished facts count in favor of this hypothesis. First,
damage to the GaAs surface with a diameter of 10—
15 um is accompanied by the formation of sharp edges
of the profile, with the height of these edges equal to
15-20 nm. It will be recalled that a similar effect was
previously attributed to noncongruent evaporation of
arsenic, which was corroborated by the observation of
blue cathodol uminescence using an optical microscope
inthe microanalyzer in the region of the forming profile
edge due to the origination of Ga,O5 in thisregion asa
result of oxidation of unbonded gallium. Second,
according to the AFM data, the remaining portion of
unbonded gallium is involved in the formation of
nanometer-sized drops in stage 3 in the direction of the
y axis (Fig. 2c), which was predicted previously on the
basis of stoichiometric data obtained by Auger spec-
troscopy of GaAs[26].

3.6. Sage4

As the number N of the laser pulses incident on
GaAsincreased (N, < N < Ng), individual defectsin the
form of craters appeared at several sites of the semicon-
ductor surface, mainly at distancesr = r, from the laser-

spot center. One such defect has afairly regular (circu-
lar) shape with a bottom depth of AU, = 120-150 nm
and a transverse dimension of ~1 um and is shown in
Fig. 3d. It was ascertained by the AFM method that
such local pitting (erosion) of GaAs occursonly against
a background of oriented enlarged profile bands with
height difference AU, = 3040 nm (Fig. 3d). These
bands were already formed at stage 3 and are addition-
ally developed in stage 4. Comparison of the AFM data
on N = N, and the dependences Wy(N) at WIW, = 1.35
in Fig. 1 suggests that it is the observed stage 4 that
should be identified with the onset of catastrophic deg-
radation of GaAs. It should be recalled that the thresh-
olds Wj of the aforementioned damage were conven-
tionally determined previoudly in semiconductors and
metals either from irreversible decrease in the intensity
of specularly reflected light or using various versions of
optical microscopy [23-25, 29, 34, 35]. In this study,
we used the AFM method on the nanometer scale of
surface displacements to monitor for the first time the
earlier stages (stages 1-3) of defect production in
micrometer-sized regions of GaAs.

3.7. Sage5

Individual microcraters that had arisen at stage 4
merged into a single macroscopic defect at N > N; =
10°-10°. As a result, a “giant” circular crater was
formed. This crater had a depth of AU, =1-5umand a
transverse dimension of 10-30 um; the latter was close
to the diameter 2w of the laser spot at the semiconduc-
tor surface. Previously, we studied such final stages of
damage production in GaAs using electron microscopy
and X-ray and chemical microanaysis[26]. The AFM
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measurements of the array of laser-irradiated GaAs
areas showed that the features of nanometer-sized dam-
aged surface regions depended on both the energy den-
sity of incident radiation (for W > W,;) and the number
N of pulsed quasi-static photostrains in the semicon-
ductor. Similar results could be obtained not only by
varying N at W = const but also by increasing W under
conditions of N = const. Indeed, an increase in W inev-
itably resulted in ashift of the af orementioned stages of
the defect formation in GaAs to smaller values of N.

4. CONCLUSION

The results obtained makeit possibleto consider the
process of catastrophic damage in micrometer-sized
GaAs regions exposed to multiple laser pulses from a
unified standpoint; i.e., this process is considered as
multistage. The earliest (initial) stages of defect forma-
tion in a semiconductor subjected to inelastic deforma-
tion (W> W, [22]) feature the latent buildup of mainly
point defects (arsenic vacancies, excess of galium
[26]) from pulse to pulse. As N increases, individual
defects merge into nanometer-sized clusters and, thus,
form chaotic local depressionsin the surface profile and
are subsequently involved in orientational self-organi-
zation of these clusters. We used the PTSS and AFM
methods to show that not only the elevated tempera-
tures or electronic excitation but also the shearing
strainsdU,/dr(r) and subsurface stresses contribute sig-
nificantly to the mechanisms of the defect formation and
the clusters migration [23-25]. The results obtained are
consistent with both the quasi-1D e ectronic—deforma-
tional—thermal mode! of the laser-induced defect produc-
tion in semiconductors [39-41] and the strain-stimul ated
“dimensiona” effects[23-25, 34, 35].

The consecutive stages of defect formation (moni-
tored for thefirst time by the AFM method in microme-
ter-sized GaAs regions) at increasing nanometer-scale
surface displacements AU, show clearly (asin the case
of Ge[42]) that the processes of self-organization of the
defect clusters are gradually transformed into subse-
guent nanoscale and microscale damage in the semi-
conductor. We believe that similar mechanisms of
defect generation in GaAs can also be encountered in
the case of other methods for heating the micrometer-
sized semiconductor regions, for example, by passing
the electric current through the sample. Thus, the pro-
cesses studied may give rise to fundamental limitations
on the standard operation modes of commercial small-
sized devices (Gunn and Schottky diodes and other
devices) with local heat release [30] and, correspond-
ingly, with local strains [32] in the active semiconduc-
tor layers.
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Abstract—Measurements of capacitance—voltage characteristics and Rutherford backscattering were used to
study the parameters of silicon diffusion from preliminarily formed n-type layers into semi-insulating GaAs
under electron-beam annealing and conventional heat treatment. The layers were doped with either sulfur or
silicon. The degree of %8S electrical activation and 2Si diffusion coefficient are found to depend on the dopant
used to form the n-type layer and on the implantation conditions (continuous or pulsed-repetitive, with a pulse
width of 1.3 x 10 s and duty factor of 100). © 2004 MAIK “ Nauka/ | nterperiodica’ .

1. INTRODUCTION

The in-diffusion of 22Si implanted into GaAs was
observed previoudly after postimplantation electron-
beam annealing [1]. It was shown that this phenomenon
was caused by lowering of potential barriers to migra-
tion and activation of silicon impurity and depended on
the conditions at the semiconductor surface [2] and on
the degree of imperfection of the initial materia [3].
Internal electric fields and implantation conditions (in
particular, it is known that the diffusion coefficient
depends on the implantation dose of impurities) can
often affect the impurity diffusion. In this context, we
studied silicon diffusion in GaAsasaresult of electron-
beam annealing; the diffusion proceeded from prelimi-
narily formed n-type layers into the material with
intrinsic conductivity.

2. EXPERIMENTAL

In our studies, we used wafers of single-crystal
semi-insulating GaAs with a resistivity higher than
107 Q cm and dislocation density no higher than 5 x
10* cm2; we also used n—n; epitaxial structureswith an
electron concentration in the n-type layer equal to
~1.1 x 10*” cm2 and with athickness of ~0.22 um. The
epitaxial layers were doped with sulfur and were
formed by the gas-transport method on the semi-insu-
lating GaAs substrates. The wafers were oriented in the
(100) plane. The wafers werefirst treated in an H,SO,, :
H,0,: H,0=1:1: 100 etchant; the 2Si ions were then
implanted at room temperature in the pul sed-repetitive
mode (pulse width of 1.3 x 102 s and duty factor of
100) and in the continuous mode, consecutively with an
ion energy of 50 keV and dose of 5.62 x 10 cm,
energy of 75 keV and dose of 1.88 x 102 cm, and

energy of 100 keV and dose of 1 x 10 cm2 for the sin-
gle-crystal material; the ion energies were 50 and
100 keV with the respective doses of 5 x 10 and
5.62 x 10" cm in the case of epitaxial material. The
ion-current density was no higher than 0.1 pA cm=2. We
took measuresto suppressthe axial and planar channel-
ing effects during implantation (see [4]). An SIO,:Sm
film with athickness of 0.1-0.2 um was deposited onto
the substrate surface from the film-forming solution
using the method described elsewhere [5]. The elec-
tron-beam annealing was carried out using a Modul’
system (Institute of High-Current Electronics, Siberian
Division, Russian Academy of Sciences, Tomsk) with
an electron energy of 10 keV in the beam and power
density of 8.2 W ¢cm™ in a vacuum chamber with a
residual pressure of 10° Pa; the annealing duration
ranged from 10to 16 s. The thermal annealing was car-
ried out for 30 min at atemperature of 800°C.

After the layers with n-type conductivity were
formed near the GaAs surface, the wafers were cut into
two parts. The second parts of the wafers were sub-
jected to an additional electron-beam annealing.

After annealing and removal of the insulator, we
determined the electron-concentration profiles by mea-
suring the capacitance—voltage characteristics (see[1]).
We used the method of Rutherford backscattering of
channeled 1.86-MeV helium ions to determine the
degree of imperfection of the material after implanta-
tion and after annealing. Experimental doping profiles
were approximated using the expression [6]

_ _nF (X_Rp)2
n(x, t) mcexp{ So? } 1

1063-7826/04/3803-0253$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Concentration profiles of silicon implanted in contin-
uous modeinto an n—n; epitaxial structure; (1) theinitial elec-
tron-concentration profile in the n-type layer; (2) calculated
profilefor siliconimplantation with ion energy of first 50 keV
at 5 x 10'3 cm™ and then 100 keV at 5.62 x 10*% cm™3;
(3, 4) eectron-concentration profiles obtained after elec-

tron-beam annealing for (3) 10 and (4) 16 s.

whereg2=AR; + 2Dt isthe concentration-profile vari-
ance; F, R,, and AR, are the implantation dose, the pro-
jected range of ions, and the projected-range standard
deviation, respectively; D and n are the diffusion coef-
ficient and the degree of electrical activation of the
impurity, respectively; x isthe coordinate; andtistime.

Table 1. Characteristics of electron-concentration profiles
inthe n—n; GaAs:S structures after 28Si implantation and sub-
sequent electron-beam annealing with various durations
(x>1100 A)

Annealing

duration, 8| "max em2 | n,%| o0%2A?2 | D,em?st
10 1.42x10Y | 34 | 29x10°| 433x 10713
16 39x10Y| 42 |3.84x10°| 5.64x 10713
10* Nodata | 78* | Nodata | (2.0£0.2) x
10—12*

Note: Parameters marked by an asterisk (*) are taken from [1] and
correspond to the 285 migration from the implanted layer
into semi-insulating GaAsrather than into epitaxial structure.

ARDYSHEV et al.

When using expression (1), we assumed that thereis
no diffusion of impurity through the semiconductor
boundary and that the experimental impurity-concen-
tration profile can be described analytically. In the case
of profiles that cannot be described analyticaly, we
used the Boltzmann—M otano method (see, for example,
[7]) to determine the diffusion coefficient; i.e.,

J

where N; and dN/dx|, _ are the concentration and the
concentration gradient at the depth x;, respectively.

D, = —Ni(xi—Rp)[zt‘é—')\(' @

X =

3. RESULTS AND DISCUSSION
3.1. The Effect of Preliminary Doping

In Fig. 1, we show the experimental electron-con-
centration profiles in the structure under consideration
before and after silicon implantation and after subse-
guent electron-beam annealing; the calculated concen-
tration profile of implanted silicon isalso shown. It can
be seen that, as the duration of the €lectron-beam
annealing increases, the depth to which silicon atoms
migrate increases (curves 3, 4). It is significant that two
portions can be identified in the silicon concentration
profiles: one portion extendsfrom the surfaceto adepth
x = 1100 A and the other portion extends to depths
greater than x < 1100 A. Redistributions of theimpurity
and electron concentrations with respect to the profile
of implanted silicon (curve 2) do not occur as a result
of annealing for 10 or 16 s at depths x > 1100 A. The
maximum of electron concentration n,,,, in the layers
and the degree of electrical activation of the impurity
are found to be in the ranges of (4-5) x 10*” cm™ and
4.3-4.6%, respectively (curves 3, 4). For x > 1100 A,
the diffusion and activation parameters of the doping
profiles differ for the annealing duration of 10 and 16 s
(Table 1).

Theresults of €ectron-beam annealing (case 1) also
differ from those obtained for implanted semi-insulat-
ing GaAs (case 2); in particular, in case 1 compared to
case 2, the value of n istwo times smaller and the dif-
fusion coefficient is smaller by an order of magnitude.
It is also noteworthy that the quantity D/t O 4.3 x
107 cn? s in the case of €l ectron-beam annealing for
10sislarger (D/t 3.5 x 1074 cm? s2) than in the case
of similar annealing for 16 s; i.e., we observe adecrease
of about 20% for the diffusion coefficient per unit time.
It is also worth noting that there is no “shoulder” in the
concentration profiles measured after electron-beam
annealing (curves 3, 4) in contrast to what is observed
intheinitial (prior to annealing) electron-concentration
profile (curve 1). Since sulfur isthe dopant in the n-type
layer of the epitaxial structure, itislikely that aredistri-
bution of sulfur closer to the surface (to the region with
a high concentration of radiation defects) occursin the
course of implantation and electron-beam annealing. It

SEMICONDUCTORS  Vol. 38
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is also possible that radiation defects (along with sili-
con atoms) migrate into the semiconductor bulk; in par-
ticular, these defects can include gallium vacancies Vg,
with which, as is known, sulfur forms neutral com-
plexes. Formation of neutral complexes consisting of
sulfur and Vg, should result, on the one hand, in a
decrease in the degree of electrical activation of silicon
in the layers at depths smaller and larger than 1100 A
and, on the other hand, in a decrease in the diffusion
coefficient of 285 if silicon diffuses via gallium vacan-
cies. This is exactly what is observed experimentally
(Table 1, Fig. 1).

In Fig. 2, we show experimental electron-concentra-
tion profiles after implantation of silicon and subse-
guent consecutive electron-beam annedls; the calcu-
lated profile of implanted silicon is also shown. The
parameters of silicon concentration profilesarelistedin
Table 2.

It can be seen that a somewhat deeper penetration of
siliconinto GaAsis observed after the second electron-
beam annealing (Fig. 2); in addition, the electron con-
centration and the degree of electrical activation of sil-
icon increase compared to what is observed after the
first electron-beam annealing. The diffusion coefficient
increases insignificantly, although silicon migration
occurs from the n-type layer to intrinsic GaAs; i.e., the
diffusion occurs in fact in the electric field of the n—n,
junction. The band bending at the boundary of this
junction gives rise to the built-in negative charge on the
side of intrinsic GaAs; this charge is neutralized in the
n-type layer. Accumulation of Vg, vacancies can occur
inthisnegatively charged region of the n—n, junction; as
is known [8], these vacancies can be singly, doubly, or
triply negatively charged. An increase in the Vg, con-
centration should result in an increase in the diffusion
coefficient D according to the expression [8]

2 3
Der = Do+ D—E’%E"‘ DZ—E%E + D3_%E )

where the subscripts of corresponding components of
D denote the charge state of vacancies.

It is noteworthy that expression (3) is valid only if
the charge-carrier concentration is controlled solely by
the concentration of charged vacancies.

However, one should display great reservations with
respect to the processes under consideration. The point
is that nonequilibrium charge carriers and ionized
atoms of the semiconductor host with concentrations of
~10% cm3 are generated in the material irradiated with
high-energy electrons. Calculations performed using
the method described elsewhere [10] showed that the
thickness of the ionized layer greatly exceeded the
depth of the n—n; junction for the energy of electrons
(10 keV) used for annedling. Therefore, al the pro-
cesses under investigation take place in the highly ion-
ized material. The observed phenomena are mainly
caused by theionization- and thermal -induced decrease
in the barrier heights for the impurity migration and
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Fig. 2. The concentration profiles of silicon implanted in
continuous mode into semi-insulating GaAs: (1) calculated
profile for combined implantation of 50-keV ions (5.62 x
10 cm™) and 75-keV ions (1.88 x 10'% cm™), and the
electron-concentration profiles obtained after (2) the first
and (3) the second electron-beam annealing for 10 s.

activation [1] (asin the case of the first electron-beam
annealing) rather than by the effect of the electric field
of the n—n; junction, whose potential does not exceed
0.5 eV at the temperature of annealing. In particular,
thisinference is confirmed by the fact that the values of

Table 2. The most important diffusion parameters of silicon
in semi-insulating GaAs after electron-beam annealing
(EBA) for 10 s

Annealing | Npg, cm™3(n,%| o2 A%2 | D,em?s?
Thefirst EBA |2.24 x 1017| 54.2 | 5.275 x 10°|1.88 x 10712
Thesecond |2.59 x 10| 76.0 | 7.753 x 10°|3.12 x 10712
EBA

Table 3. Thediffusion coefficients of siliconin semi-insulating
GaAsfor different ion-implantation conditions with subsequent
thermal annedling (TA) or eectron-beam annedling (EBA)

_ Diffusion coefficient, cm? st
Implantation mode
TA EBA
Continuous 16x 107 45x 10713
Pul sed-repetitive 3.0x1071° 3.1x107"?
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Fig. 3. Concentration profiles of silicon implanted in the (a) continuous and (b) pul sed-repetitive modes of implantation into semi-
insulating GaAs: (1) calcul ated profile for implantation of 100-keV Si ions (1 x 101 cm™) and (2, 3) electron-concentration profiles
obtained after (2) thermal annealing and (3) subsequent electron-beam annealing.

the diffusion coefficient for both annealing durations
almost coincide (Table 2).

3.2. The Effect of Implantation Conditions

In Figs. 3aand 3b, we show the electron-concentra-
tion profiles after the thermal and subsequent electron-
beam anneals for two conditions of implantation. The
concentration profile of implanted silicon is aso
shown. The values of the silicon diffusion coefficient
after annealing are listed in Table 3.

It followsfrom Fig. 3 and Table 3 that the redistribu-
tion of silicon is more pronounced in the pul sed-repet-
itive mode of implantation than in the continuous mode
after both thermal annealing and el ectron-beam anneal -
ing of implanted layers, which is confirmed by the cor-
responding values of the diffusion coefficient D. The
most plausible cause of observed differences in the
behavior of 2Si for the implantation conditions under
investigation is related to differences in the degree of
imperfection of the material both after implantation of
the impurity and after thermal annealing.

In Fig. 4, we show the spectra of Rutherford back-
scattering for GaAs samples. In Table 4, the values of
the lowest backscattering yield X, ahd the degree of
imperfection of the material are listed. We calculated
the relative concentration of defects in the ion-
implanted layer [11]; i.e.,

% - Xﬁ");n_xir:in

NO 1- Xlrrr:in
where Ny and N, are the defect concentration and the
atom density of GaAs, respectively, and X and X%

are the values of X, before and after implantation,
respectively. The range of integration in calculation of

Xox was chosen beyond the defect peak at a depth of

R, + 2AR, The values of theoretica yield Xpi, for
helium ions are dso listed in Table 4.

As can be seen (Fig. 4, Table 4), the degree of the
material’s imperfection is much higher after implanta
tion in the continuous mode than after pul sed-repetitive

: (4)

Table 4. The degree of imperfection of GaAs after ion implantation with subsequent thermal annealing (TA)

After implantation After TA
Implantation mode .
ex in th Ng/No, a %
Xmin Xmin Xmin No/No, at %|No/No, at % (after removal of a 150-nm-thick layer)
Continuous 0.29 0.06 0.035 25 ~0.10 ~0.09
Pulsed-repetitive 0.13 0.06 0.035 8 0.00 0.00
SEMICONDUCTORS Vol. 38 No.3 2004
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Fig. 4. Energy spectraof heliumions (E = 1.86 MeV) back-
scattered by a [10000GaAs crystal implanted with 100-keV
silicon ions with a dose of 101 cm™ and an ion-current
density of 0.1 pA cm2 at 300 K in the (3) continuous and
(4) pulsed-repetitive modes of implantation: (1) the initial
aigned (axial) spectrum and (2) theinitial random spectrum.

implantation, although the energy, dose, and ion-cur-
rent density were the samein both cases. Defects are not
completely annealed out after heat treatment (Table 4); it
is noteworthy that removal of a 150-nm-thick layer
from the semiconductor surface has virtually no effect
on the residual damage in the material. The latter fact
indicates that defects penetrate beyond the implanted
layer. By comparing the data listed in Tables 3 and 4,
we may conclude that, after implantation and thermal
annealing, residual defects manifest themselves as
traps for silicon atoms and thus retard the migration of
these atoms into the GaAs bulk. These defects aso do
not anneal out during subsequent electron-beam
annealing. Taking into account the results of recent
studies [1-3] where the implantation doses were on the
order of ~10' cm, we may state that this stability of
defects also manifests itself at comparatively high
doses of implantation (=104 cm).

4. CONCLUSIONS

(i) Electron-beam annealing of GaAs.S n—n, epitax-
ial structures doped with the silicon isotope 2Si using
ion implantation in the continuous mode with a dose of
<5 x 10% cm? results in adecrease in the silicon diffu-
sion coefficient and in a decrease in the degree of elec-
trical activation of silicon compared to similar charac-
teristics of diffusion in semi-insulating GaAsimplanted
with 23,
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(ii) If the n—n; structure where the n-type layer was
formed by continuous implantation of 2Si with a dose
<10% cm and by el ectron-beam annealing is subjected
to a second electron-beam annealing, the silicon diffu-
sion coefficient increases insignificantly compared to
what was observed after the first annealing, although
silicon migratesin the electric field of the n—n; junction.
As aresult of the second € ectron-beam annealing, the
degree of electrica activation of silicon increases
approximately by afactor of 1.5.

(iii) If the pulsed-repetitive implantation of 28Si
(with a pulse width of 1.3 x 102 s and duty factor of
100) is used with subsequent thermal annealing, a
much lower concentration of residual defectsisformed
in GaAs compared to what is observed after continuous
implantation. The damaged layer extends to a GaAs
depth that exceeds the thickness of the n-type layer
after thermal annealing. The presence of this layer
reduces the silicon diffusion coefficient both after ther-
mal annealing and after electron-beam annealing. It is
noteworthy that, in the latter case, silicon diffusesinthe
electric field of the n—; junction.
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Abstract—Boron diffusion in silicon with a high surface concentration was simulated on the basis of the dual
pair mechanism. The calculations were compared with experimental data and the calculations using the
SUPREM-3 code. It was shown that the model proposed allows us to describe the concentration profiles and
the concentration dependence of the boron diffusivity in awide temperature range: 800-1100°C. © 2004 MAIK

“ Nauka/Interperiodica” .

Boron isin fact a single acceptor impurity used as a
main dopant in planar technology of silicon devicesand
integrated circuits. As other basic dopants for silicon
(P, As, Sh), boron is characterized by a concentration
dependence of its diffusivity. The dependence of the
boron diffusivity on thelocal concentration of majority
carrierswas determined from an analysis of the concen-
tration profiles and experiments on isoconcentration
diffusion [1-3] as

D = D°+D =D?+DiEﬁpE, (1)
where D° and D* are the partial coefficients of boron
diffusion via neutral and positively charged intrinsic
point defects (IPDs), p is the hole concentration, n; is
the intrinsic carrier concentration, and the subscript i
indicates intrinsic silicon. The dependence in the form
of (1) provides aquite satisfactory description of boron
diffusion at temperatures =1000°C and is used in the
SUPREM-3 code for simulation of physical processes
and technology of fabrication [4].

At moderate diffusion temperatures (T < 1000°C)
and sufficiently high surface concentrations (C, > ny),
the concentration dependence of the diffusivity devi-
atesfrom dependence (1) at low concentrations (C < n;)
of the profile [5]. Moreover, some additional diffusion
features arise, which are characteristic of another basic
dopant (phosphorus), but more weakly pronounced. In
particular, at lower diffusion temperatures (800—
900°C), the boron concentration profiles exhibit an
kink and a tail [5-7], in which case the temperature
dependence of the boron concentration issimilar to that
of phosphorusin the kink region [6].

To describe the boron diffusion, Anderson and Gib-
bons [8] proposed a mechanism of diffusion via neutral

pairs consisting of boron atoms and vacancies BVC (B-V*).
This mechanism made it possible to explain the con-

centration dependence of diffusivity (1), D O p/n.. The
tail in the concentration profile was associated in [6]
with two-flux diffusion of a dopant through sites (via
impurity—vacancy pairs) a high concentrations and
through interstices at low concentrations. According to
the estimates of [6], the formation energy (1.5 eV) of
interstitial boron atoms is significantly lower than the
formation energy of self-interstitials. However, we
should note that the two-flux models do not allow usto
attain invariance of the concentration profiles with

respect to the reduced depth x/ ./t (xisthedepthandtis
the diffusion time) for weak interaction between fluxes,
in the case of strong interaction, these models yield no
kink. Attempts were made to simulate the boron diffu-
sion on the basis of quasi-equilibrium pair models
involving (i) impurity—self-interstitial pairsin different
charge states [9] and (ii) impurity—self-interstitial (Bl)
and impurity—vacancy (BV) pairs simultaneously [10].
In both papers, some assumptions were made, restrict-
ing the model applicability, and a number of fitting
parameters were used. Nevertheless, the agreement
with experimental boron profiles was not entirely satis-
factory. Many-particle models [11-13] considered all
possible interactions of ionized impurity atoms with
IPDs of both types (vacancies and self-intertitials) in
different charge states (0, +1, +2), the formation of
impurity—defect pairs of both types, the interaction of
IPDs of both typeswith impurity—defect pairsand IPDs
of opposite sign, and the recharging of all components
involved in the diffusion. This consideration necessi-
tates solving a set of alarge number of partial differen-
tial equations (up to 20) with a large number of unde-
termined parameters (up to 134) [13]. In this case, the
problem of adequacy and unigueness of the solution
arises since the same parameters determined within
various models differ from each other and often differ
from the known experimental ones.

1063-7826/04/3803-0258%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



SIMULATION OF THE CONCENTRATION DEPENDENCE OF BORON DIFFUSION IN SILICON

The objective of this study isto simulate boron dif-
fusion in silicon within arather simple model based on
the dual pair mechanism, which we previously devel-
oped for the case of phosphorus diffusion in silicon
[14]. In terms of the model [14], a substitutional impu-
rity diffuses according to the dual pair mechanism, i.e.,
via pairs formed by an ionized impurity (boron in the
case under consideration) and IPDs of both types
(vacancies (BV) and self-interstitials (Bl)),

Dg = Dgy + Dg, = Dgyay + Dga, (2

where Dg, and Dg, are the components of the coeffi-
cient of boron diffusion via BV and Bl pairs, respec-
tively,anda,=C,/C} anda, =C/C} are, respectively,
the ratios of the vacancy and self-interstitial concentra-
tions to the corresponding thermodynamic equilibrium
concentrations (the superscript (*) means the condition
of thermodynamic equilibrium with respect to IPDs
(ay = a = 1)). We assume that the condition of local
equilibrium between vacancies and self-interdtitials,
C\C, = const, is satisfied; hence, a, = 1/a,.

IPDs and IPD—ionized-impurity pairs arein different
charge states, whose contribution to boron diffusion is
directly taken into account using relative fractions of dif-
fusion via vacancies (f,) and sdlf-interstitials (f,) in cor-

responding charge states (3 + 0 =1, fy + i =1):

DX, = fID°+ fyD*, D% = f'D°+f D*. (3

Within the model [14], the IPD concentrations devi-
ate from the thermodynamic equilibrium ones due to
the diffusion of neutral impurity—self-interstitial pairs
from the region with high concentrations of pairs and
impurity into the region with low concentrations. Fur-
ther decomposition of pairs is accompanied by release
of self-intergtitials, which are excess (g > 1) in the
region of low concentration. In the case of one-stage
diffusion with a constant impurity concentration at the
surface (C, = const), the self-interstitial supersaturation
is determined by the expression (see [14])

1+ kIFCsps
a(x) = ——————, 4
™ = T (@)
where ke = kkg, k; is the equilibrium constant of the
self-interdtitial-recharge reaction (1° + h* ~—— 1), Uk, =

N, exp[«E; — E,)/KT], N, is the effective density of

statesin thevalenceband, (E; —E,) isthe energy of the
level of a positively charged self-interstitial with
respect to the top of the valence band, ki isthe equilib-
rium constant of the reaction of generation of neutral Bl
pairs (B~ + I* <—— BI9), ke = kegexp(E/KT), and E, is
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the binding energy. In this case, boron diffusion can be
described by the ordinary diffusion equation

oC _ 0 0C

ot 0x D axtr ©)
where h is the factor of diffusion enhancement by the
internal electric field, with the diffusivity defined by
expressions (2)—(4); this factor depends not only on the
local impurity and carrier concentrations but also on the
corresponding surface concentrations.

Parameters. The data on the isoconcentration
boron diffusion [1-3] were used in the SUPREM-3

code [4] to find DY = 0.037exp(—3.4/kT) and D; =
0.23exp(—3.4/KT). Even at low boron concentrations
(Cg <ny), the second term, corresponding to the diffusion
viapositively charged |PDs, dominatesin expression (1).
The self-diffusion coefficient of boron at low concentra-
tions was refined in [15]: D; = 7.87exp(-3.75/kT). The

relative fraction (f,) of the interstitial component in

the boron diffusion at low concentrations was estimated
at 0.5-0.98 in [16-18]. Preferring the results of later

studies [17, 18], we assumed f; and f, to be 0.9 and

0.1, respectively. The energy level of positively charged
self-interstitials in the silicon band gap is estimated as

E; —E, = 0.4 eV with respect to the top of the valence

band [19] or E.— E, = 0.86 eV with respect to the bot-
tom of the conduction band E; [20]. Preferring the

results of the later study [20], we assumed that E, —

E, + 0.24 eV. Thus, among all the parameters used,
only k- remains undetermined; this parameter was cho-
sen by the best fit of the calculations to the experimen-
tal data of [5]. We disregard the boron clustering since
the boron diffusion in the experiment [5] was carried
out under isothermal conditions with the surface con-
centration C,= 7 x 10'° cm3, which does not exceed the
solubility limit.

Diffusion equation (5) with the diffusivity defined
by expressions (2) and (3), taking into account expres-
sions (1) and (4), was solved numerically using the
implicit finite-difference (sweep) method [21]. The
boundary condition was the condition of constant
boron concentration at the surface, C;= 7 x 10'° cm=3,
which corresponds to the experimental conditions of
[5]. The boron distributions calculated within this
model are shown in Fig. 1 by solid lines for kz = 5.5 x
102 and ke = 4.4 x 107 cm?® (at 850 and 1000°C,
respectively). The dashed curves correspond to the cal-
culation using the SUPREM-3 code and the concentra-
tion dependence of the diffusivity (1). Ascan beseenin
Fig. 1, the model calculation adequately describes the
experimental profiles at 850°C and 1000°C, in contrast
to the calculation using the SUPREM-3 code, which
yields an underestimated diffusion depth, especially at
alower temperature.
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Fig. 1. Boron concentration profiles for the diffusion tem-
peratures (1) 850 and (2) 1000°C; the diffusion time is
(1) 48and (2) 4 h; (1, 2) experiment [5]; the solid and dashed
curves correspond to the calculations within the model pro-
posed and using the SUPREM-3 code, respectively.

Figure 2 compares the concentration dependences
of the diffusivity determined from the experimental
concentration profiles obtained in [5] with those calcu-
lated within the model with the temperature depen-
dence of kg in the form ke = 9.4 x 1022exp(0.17/KT).
For comparison, Fig. 2 also shows the dependence
D(C) calculated at a, = & = 1, which corresponds to
dependence (1). Ascan beseenin Fig. 2, themodel cal-
culation satisfactorily describes the experimenta
dependences in the entire temperature range (800—
1100°C), whereas dependence (1) yields good corre-
spondence only at high diffusion temperatures (T >
1000°C).

Comparison of the temperature dependences of the
formation constants ke of neutral impurity—interstitial
pairs for boron with the temperature dependences of k-
previously determined for other dopants (phosphorus
[14] and arsenic [22]) shows that the binding energy of
impurity—interstitial pairsfor boron (acceptor impurity)
is significantly lower than that for phosphorus and
arsenic (donor impurities) (0.17 and 1.65 eV, respec-
tively). The parameter k- for boron is of the same order
of magnitude as for phosphorus at high temperatures
(900-1100°C) and of the same order of magnitude as
for arsenic at low temperatures (500-600°C). Taking
into account the lower boron solubility in silicon in
comparison with phosphorus and arsenic, this result
accounts for identical features in the boron diffusion
and phosphorus diffusion at high temperatures and the
absence of boron diffusion from heavily doped silicon
surface layers at low temperatures.

Thus, the boron diffusion in silicon at a high surface
concentration was simulated on the basis of the dua
pair mechanism. It was shown that the model allows
oneto describe both concentration profiles and the con-

107"

1074

10—15

—16
10 1017 1620

C,cm™

1(;19

1(;18

Fig. 2. Concentration dependences of the boron diffusivity
for the diffusion temperatures (1) 800, (2) 850, (3) 900,
(4) 950, (5) 1000, (6) 1050, and (7) 1100°C. Symbols 1-7
represent the experimental data of [5], and the solid and
dashed curves correspond to the model calculations and
dependence (1) (ay = a = 1), respectively.

centration dependence of the boron diffusivity, includ-
ing the case of moderate temperatures (below 1000°C),
at which the calculation using the SUPREM-3 code
yields an underestimated diffusion depth.
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Abstract—Chromium diffusion in GaAs was studied by measuring the thickness of high-resistivity layers
formed during diffusion of chromium (adeep acceptor) in n-GaAs. The dependence of the chromium diffusivity
in GaAson the temperature, arsenic-vapor pressure, conductivity type, and carrier density was determined. The
temperature dependence of the diffusivity is described by the Arrhenius equation with the parameters Dy = 8 x

10° cm?/s and E = 4.9 eV. The dependence of the diffusivity on the arsenic-vapor pressure is described by the
expression D O P;r:4 , where m= 0.4. The experimental data obtained are interpreted in terms of the concept of
the dissociative mechanism of migration of Cr atomsin GaAs. © 2004 MAIK “ Nauka/Interperiodica” .

Chromium impurity atoms in GaAs form deep
acceptor centers with an energy level near the midgap,
which makesit possibleto obtain semi-insulating GaAs
with a conductivity that is close to intrinsic. GaAs-
based structures doped by diffusion of Cr find applica
tion in the production of many devices, such as ava-
lanche diodes; photodetectors; and detectors of high-
energy charged particles, X-rays, and gamma-ray pho-
tons [1-4].

Chromium diffusion in GaAswas studied in [5-10].
However, the published data on chromium diffusion in
GaAs are notable for their wide spread and ambiguous
interpretation. In this paper, we report the results of
studies of Cr diffusion in n-GaAs over awide range of
diffusion parameters (diffusion from an infinite source
is considered). The diffusivity was determined by mea-
suring thethickness of high-resistivity layersformed by
diffusion of chromium into GaAs. The mechanism of
migration of Cr atomsin GaAsis discussed.

We studied samples of GaAs grown by the Czo-
chralski method from flux. The electron density n at
room temperature ranged from 106 to 3 x 10Y" cm.
Chromium diffusion was carried out from a deposited
layer in evacuated quartz cells. The diffusion tempera-
ture was varied within T = 900-1180°C, and the

arsenic-vapor pressure was P,, = 0.01-3 atm. The
arsenic-vapor pressure in a cell was set by the value of
arsenic weight calculated from the ideal-gas equation
under the assumption that arsenic tetramers dominate
in vapor.

The condition for producing high-resistivity Cr-
compensated GaAs can be written as

NCr 2 ND!

where N, is the concentration of electrically active
Cr atoms,

Np = N3—NX = n
is the concentration of uncompensated shallow donors
at T=300K, NE is the total donor concentration, and

Ni isthe total concentration of background acceptors.

The diffusion conditions were such that the Cr concen-
tration at the diffusion-layer surface would have
exceeded the concentration of uncompensated shallow
donors in GaAs. As a result, Cr diffusion resulted in
high-resistivity layers with aresistivity up to 10° Q cm
and a thickness d from several to 1000 pum. The thick-
ness of the high-resistivity layer was determined by
anodic oxidation of atransverse cleavage in wafers and
by measuring the breakdown voltage of a contact probe
on an anglelap. Chromium diffusion into GaAs at each
temperature was carried out for various times with var-
ious electron densities n. The data obtained were used
to construct the dependences of the thickness of the
high-resistivity layer on the diffusion time (d = f(t¥?))
and on the electron density (d = f(n)).

The diffusivity D was determined using two meth-
ods: from the time dependence of the diffusion-layer

thickness (using the expression d = 2./Dt) and from
the dependence of d on the concentration of uncompen-
sated donors, d = f (Np = n). We should note that the
dependence d = f(n) isadiffusion profile of electrically
active Cr atoms, N, = f(X). Asan example, Fig. 1 shows
one of such profiles. We can seein Fig. 1 that the exper-
imental points satisfactorily fall onthetheoretical curve
in the case of diffusion from an infinite source (the erfc
function), which makesit possible to determine the dif-
fusivity from the dependence N, = f(X). Both methods
yielded similar values of diffusivity.

1063-7826/04/3803-0262$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Diffusion concentration profile of electrically active
Cr atoms in GaAs. The diffusion parameters are T =

1100°C,t=1h, and PAS4 = 1 atm. Squares represent the
experimental data, and the curve is the erfc(x) function.
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Fig. 2. Temperature dependence of the Cr diffusivity in
GaAs at the arsenic-vapor pressure P,g = 1atm.

The temperature dependence of the Cr diffusivity in
GaAsat P, =1 atm, determined using the aforemen-
tioned technique, isshown in Fig. 2. Each experimental
point in Fig. 2 is an average over ten (or more) experi-

mental values. The experimental points fall nicely on
the Arrhenius curve

D = Dyexp(-E/KT) 1)
withD,=8x 10°cm?sand E=4.9 eV.
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Fig. 3. Dependences of the Cr diffusivity on the arsenic-
vapor pressure at T = (1) 1100°C and (2) 1050°C.

The dependence of the Cr diffusivity in GaAs on the
arsenic-vapor pressure, determined at 1050 and 1100°C,
is shown in Fig. 3. We can see that the diffusivity
decreases as the arsenic-vapor pressure increases as

D O Pig,, )

wherem= 0.4. If the GaAswafer wascovered by aSiO,
film, the diffusivity was almost independent of the
arsenic-vapor pressure at which chromium diffusion
was carried out, and the diffusivity corresponded to a
low pressure of arsenic vapor.

An anaysis of the diffusion profiles obtained for
chromium diffusion in GaAswith various el ectron den-
sities made it possible to determine the solubility limit
of electrically active Cr atomsin GaAs. Itsvalue corre-
sponds to the surface concentration of the bulk region
of the diffusion profile; itisequal to ~1.5 x 10%" cm=3 at
T=1100-1150°C and P,s, =1 am.

The diffusion of Cr was studied in p*—n structures
by analogy with [11]. The chromium diffusivity in
p*-GaAs was determined. To this end, we used a set of
structures with different thicknesses of the p*-layer, pre-
pared by Zn diffusion, with the following parameters:

d. =20-80um, p’= 10°cm™, n=10"cm™.

Chromium diffusion was carried out from the p*-layer
side a 1050°C and P, = 1 atm. The technique

described in [11] was used to determine the ratio of the
Cr diffusivities in p*-GaAs (D,) and n-GaAs (D,),
which was found to be D,/D,, = 2. These data allow us
to ascertain the migration mechanism of Cr atoms
in GaAs.
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Let us analyze the data on the Cr diffusion in GaAs
obtained in this study and [5-10].

According to [7, 8], the diffusion profile of Cr in
GaAs, determined by the isotopic method and mass
spectrometry, consists of two regions (bulk and sur-
face). Each of them can be approximately described by
the erfc function. The surface-region thickness is about
10-20% of the total thickness of the diffusion layer.
The surface Cr concentration for the bulk regionat T =
1100°C is ~5 x 10 cm=[7, 8] and ~1.5 x 107 cm
(this study); for the surface region, thisvalueis (3-5) x
10% cm2 [8] and 10%-10%° cm3 [7]. The values of the
Cr diffusivity in GaAs at the same temperature reported
in [5-10] differ by three orders of magnitude. The cor-
responding activation energies of diffusion are aso
substantially different. This data spread can be
explained by the fact that the experimental conditions
of [5-10] were not completely listed (or met).

The main experimental parameters for GaAs should
include the temperature, time, arsenic-vapor pressure,
and dopant source (from a surface meta layer or gas
phase). The method and conditions of the crystal
growth, which control the GaAs stoichiometry, as well
as the method (radioisotopic or electric) for determin-
ing the impurity distribution, should also be taken into
account.

The spread of the diffusivity values in the literature
can aso be caused by the fact that this parameter was
determined in different regions (bulk or surface). More-
over, “jumps’ from one region to another could occur
in various temperature ranges in some studies. The data
spread could also be caused by the following factor. In
the case of layer-by-layer measurements of the Cr dis-
tribution, one more diffusion region (with a corre-
sponding diffusivity) may arise in the diffusion layer
dueto the deeper penetration of Cr into the regions con-
taining dislocation clusters.

Let us now consider the mechanism of Cr diffusion
in GaAs. In many studies [11-17], it was convincingly
shown that acceptor impurities substituting group-I11
atoms in 111-V compounds, including impurities of
transition eements Zn, Cu, Fe, and Mn in GaAs,
migrate via the dissociative mechanism. In this case, a
major portion of impurity atoms arelocated in sites, but
a certain minor portion of them are in interstices. The
ratio of the numbers of atomsin sites and intersticesis
controlled by the impurity type; the semiconductor-lat-
tice properties; and the diffusion conditions: arsenic-
vapor pressure, Fermi level position in the semiconduc-
tor at the diffusion temperature, and some other factors.
When the impurity diffusion is not limited by vacancy
migration and the atomic flux via interstices signifi-
cantly exceeds that via sites, the effective diffusivity of
impurity atoms in the case of the dissociative diffusion
mechanism can be written in the form (see [12])

_ b
T 1l+a

: ©)
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where D; is the coefficient of diffusion via interstices
and a = NJ/N,; isthe ratio of the concentrations of impu-
rity located in sites and interstices. The dynamic equi-
librium between the charged impurity atoms in sites
(Ng) and interstices (N;) shifts, depending on the Fermi
level position in a semiconductor. Hence, for singly
charged impurity atoms in a p-type semiconductor, we
can write (see[12, 16])
in §

- - NP - o OO0
Ns - Ns y Ni - Ni—’ a = C(i T ) 4
p n; pH] @

where n, and p are the carrier densities in the intrinsic
and p-type semiconductors, respectively, at the diffu-

sion temperature; NiS and N: are the concentrations of
impurity atoms in sites and interstices in the intrinsic

semiconductor, respectively; and a; = Nis/N: .Itfollows
from formulas (3) and (4) that, in the case of the disso-
ciative mechanism of impurity diffusion in the p-type
semiconductor, the coefficient a should decrease and
the diffusivity should increase in comparison with the
intrinsic semiconductor (at the diffusion temperature).
Formulas (3) and (4) were used to estimate the coeffi-
cients a and a; for Cr in GaAs under the aforemen-
tioned experimental conditions (1050°C, P,, =1 atm)

using the values
D./D, =2, N;= 2x10" cm™,

p" = 10°cm™>, D, = 10° cm?/s.

Here, the diffusivity corresponds to Cu diffusion via
interstices in GaAs [12]. In this case, GaAs with n =
10Y cm3 at the diffusion temperature takes on the
intrinsic conductivity type with the carrier density n; =
10 cm3. An estimate showed that o; = 10’ and a = 10°
for Cr in GaAs. Thus, a certain redistribution of Cr
atoms (increasein theinterstitial component) and acer-
tain enhancement of Cr diffusion occur in p*-GaAs,
which is in agreement with the dissociative diffusion
mechanism.

In the case of the dissociative mechanism, a change
in the arsenic-vapor pressure should lead to the follow-
ing dependence of the concentration of interstitial
impurity atoms and the diffusivity (see[6, 17]):

N; O Pae and D O Py, (5)
The experimental dependence of the Cr diffusivity in
GaAs on the arsenic-vapor pressure (Fig. 3) qualita

tively agrees with the theoretical dependence in the
case of the dissociative mechanism.

The independence of the Cr diffusivity on P, in

the case of GaAs wafers covered by a SiO, film sug-
gests the following. Experimental data on diffusion in
the Si—-SiO, system show that SIO, is a good mask for
As impurity. Therefore, in our experiment, the SO,
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film on GaAs should prevent penetration of Asinto the
GaAs wafer and, as aresult, retain the ratio of Ga and
Asvacancies established during the crystal growth. The
crystal growth, most likely, was accompanied by a
deviation from stoichiometry (arsenic deficiency), and
the vacancy equilibrium corresponded to that occurring
upon annealing at alow arsenic-vapor pressure.

Thus, the studies carried out allowed usto determine
the dependence of the Cr diffusivity in GaAs on tem-
perature, arsenic-vapor pressure, conductivity type, and
charge density in the case of diffusion from adeposited
layer at strictly controlled parameters of the diffusion
process. The data on the effect of the conductivity type,
carrier density, and arsenic-vapor pressure on the Cr
diffusivity in GaAs suggest the dissociative mechanism
of Cr impurity diffusionin GaAs.
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Abstract—AIGaAsSb and GaAsSb aloys of different composition were grown by molecular-beam epitaxy
(MBE) on GaSb, InAs, and GaAs substrates, using both conventional and cracker antimony effusion cells. The
incorporation coefficients of dimer and tetramer antimony molecules, which totally describe the kinetic pro-
cesses on the growth surface, were calculated. The differencesin theincorporation of Sh, and Sb, moleculesin
MBE-grown GaAsSh aloys are shown. The effect of the MBE-growth parameters (substrate temperature and
incident fluxes of group-V and group-111 elements) on the composition of (Al,Ga)AsSb aloys and the incorpo-
ration coefficient of Sb was studied in detail. The incorporation coefficients of tetramer and dimer antimony
molecules were found to vary over awide range, depending on the substrate temperature and the ratio between
the arrival rates of the group-111 and the group-V elements. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A conventiona Knudsen effusion cell used in
molecular-beam epitaxy (MBE) of 111-V compounds
provides atomic fluxes only for group-111 elements,
whereas group-V elements are evaporated in the form
of tetramers. However, it iswell known that the growth
of 111-V compounds using dimers of metal components
has certain advantages[1]. Therefore, in order to obtain
fluxes of dimers of group-V elementsin modern MBE
systems, cracker effusion cells are used, which provide
dissociation of tetramers in an additional high-temper-
ature zone of special design.

The use of cracker effusion cellsmakesit possibleto
attain more intense interaction of molecules with the
growth surface and substantially improve the electric
and optical characteristics of semiconductor hetero-
structures. These advantages are especially pronounced
in the case of heterostructures on the basis of anti-
monides of group-I1l elements [2]. As is well known,
nominally undoped GaSh |ayers have p-type conductiv-
ity, which is, most likely, due to intrinsic defect com-
plexes (a Ga vacancy and a Ga atom substituting a Sh
atom in the Sb sublattice). As arule, the residual hole
density is no less than 10% cm3. In conventional epit-
axy, antimony tetramers (Sb,), which are dominant
upon evaporation of elemental antimony, have low
mobility on the growth surface and tend to form clus-
ters and precipitates. This circumstance leads, on the
one hand, to an increase in the number of unoccupied
Sbh sites on the growth surface, which are occupied by
Gaatoms|[3], and, on the other hand, to the appearance
of local areas with a rather high concentration of Ga
vacancies. Hence, the use of more mobile dimers (Sh,)

or Sb atoms leads to a decrease in the concentration of
point defects. However, the effect of the composition of
fluxes of group-V elements on the composition of mul-
ticomponent aloys and the incorporation coefficients
of metal components has not been adequately studied.

In this study, we get insight into the physicochemi-
cal aspects of the MBE of multicomponent AlGaAsSh
and GaAsSb aloys (which have the same period as
InAs and GaSb) grown using both conventional arsenic
and antimony effusion cells (As, and Sb,) and a cracker
antimony effusion cell (Sh,). It is noteworthy that the
problem of the composition control as applied to
(Al,Ga)AsSh alloys was studied previously in [4-13],
but, in these studies, combinations of either cracker
(As, and Sh,) [4-8] or conventional (As, and Sh,)
[11-14] effusion cells were used. The features of the
epitaxy of (Al,Ga)AsSh aloys using a conventional
source of Sh, and a cracker source of As, were aso
studied [9, 10], but the reverse combination (a cracker
source of Sh, and a conventional source of As,) has not
been investigated. Here, we studied experimentally the
distinctive features of the incorporation of Sh, and Sb,
moleculesin MBE-grown (Al,Ga)AsSb alloys and esti-
mated the incorporation coefficients of these molecules
in (Al,Ga)AsSb aloys grown using an As, source.

2. METHOD FOR ESTIMATING
INCORPORATION COEFFICIENTS

The difficulties in controlling the composition of
multicomponent solid solutions containing two volatile
group-V components are due to their strong competi-
tion upon incorporation in a metal sublattice. In this
case, the search for the regularities in controlling the

1063-7826/04/3803-0266$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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composition of AlGaAsSb alloys can be performed
only interms of kinetic concepts. The main parameters
determining the composition of the metal sublattice of
an aloy are the incorporation coefficients of antimony
and arsenic. The incorporation coefficient is defined as
the ratio of the number of atoms of the ith element
incorporated in the crystal lattice to the total number of
incident atoms of this element. It should be noted that
direct measurements of the incorporation coefficients
are not always possible since they require one to adapt
the growth chamber and replace one of the sources of
molecular beams with a mass spectrometer to measure
fluxes of particles desorbed from the substrate. At the
sametime, it iswell known that the composition of the
metal sublattice of an MBE-grown Al,Ga, _,AsSb, _,
alloy isdetermined by theratio of theincorporation rate
of Asto thetotal incorporation rate of metal atoms. The
latter parameter, in turn, is determined by the incorpo-
ration rate of group-111 atoms. Taking into account this
circumstance, the relationship between the content of
Asinthemetal sublatticey with theincorporation coef-
ficient of Sh, ag,, can be written as

y=1l-—/—o:, D

where Jsn, is the incident flux of Sb molecules (j = 2

and 4 for Sb dimers and tetramers, respectively) and J,,
isthe flux of group-I11 atoms. Inthis case, ag,Jg, can be
considered as an effectiveflux of Sb atoms, thermalized
on the growth surface. Theincorporation coefficients of
group-111 atoms at MBE-growth temperatures typical
of antimonides (480-550°C) can be assumed equal to
unity [15]. Readings of an ionization sensor used to
measure fluxes are proportional to the intensity of
molecular fluxes at a substrate:

P = niK{P; = K*n;J;./2mimkT;, (2

where P} is the equivalent molecular-beam pressure
measured by a Bayard-Alpert gauge, n; is the relative
sensitivity of the gauge, P, isthe partial vapor pressure,
m, is the mass of evaporated particles, T, isthe evapora-
tor temperature, k is the Boltzmann constant, and K* is
the empirical constant taking into account the specific
features of the gauge used. In this study, the constant
K*, which was carefully determined from the layer-
growth rate, amounted to 0.158. The relative sensitivity
of the Bayard—Alpert gauge, according to the data of
[16], is determined by the empirical expression

_ 062,

Ni = =2

+0.4, (©)]

where Z; is the number of electronsin the ith atom (or
molecule). The sensitivity of the Bayard-Alpert gauge,
caculated according to (3), is ng, = 4.77 for Sb
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dimers, ng, =9.14 for Sbtetramers, n, = 0.96 for Sb
atoms, and ng, = 1.73 for Gaatoms.

With regard to these data, the incorporation coeffi-
cient of antimony can be determined from the measured
values of equivalent pressures in molecular beams and
the alloy composition as

N Py M T

N Ps JMn T . @

Og, = (1-Y)

3. EXPERIMENTAL

The structures under investigation were grown on an
MBE RIBER 32P system equipped with conventional
effusion cells for all sources, except for the Sb source.
To evaporate antimony, we used both a conventional
effusion cell and an RB-075-Sb cracker source, which
provides, depending on the temperature in the cracker
zone, fluxes of Sb tetramers, dimers, or atoms. Before
the growth, fluxes were calibrated by a Bayard-Alpert
gauge for each structure.

The (Al,Ga)AsSb aloys were MBE-grown on
INAS(100) and GaSb(100) substrates and, in some
cases, on GaAs. The thickness of epitaxial layers was
generally about 1 pum. Three sets of experiments were
performed using acracker Sb source. Inthefirst set (A),
the epitaxial layers were grown in different arsenic
fluxes, with the other parameters being constant; in the
second set (B), only the Sb flux was changed; and, in
the third set (C), epitaxy was performed at different
substrate temperatures T,. The cracking-zone tempera-
ture was maintained at 920°C, which provided almost
complete dissociation of Sb tetramers into dimers. In
addition, layers of (Al,Ga)AsSb aloyswere grown using
a conventional Sb effusion cell (Sb,). The fluxes of
group-111 elements were constant (1.35 x 10* cm s)
for al the structures and corresponded to a deposition
rate of ~0.25 monolayers per second for both Ga and
Al. The egqual intensities of incident Ga and Al fluxes
provided identical contents of these elements in the
grown layers.

The composition of the grown aloys was deter-
mined using a CAMEBAX X-ray spectral microana
lyzer and by double-crystal X-ray diffractometry
(XRD). The microanalysis data on the composition of
the metal components were used in the analysis and
simulation of the XRD rocking curves for more exact
determination of the lattice mismatch between an epi-
taxial layer and a substrate: we chose the composition
of the metal sublattice providing the best agreement
between the experimental and calculated XRD rocking
curves. The simulation was performed under the
assumption of pseudomorphic phase matching or com-
plete relaxation of elastic stresses, depending on the
ratio between the real thickness of an epitaxia layer
and the critical thickness for the given lattice mismatch
Aa/a. The critical thicknesses were calculated by the
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Fig. 1. 8-26-XRD rocking curve for a AlGaAsSh layer
grown on an INAs(100) substrate at T = 480°C.

equilibrium-strain model [17] and corrected with
regard to the experimental datain the literature.

A typical XRD rocking curve is shown in Fig. 1.
Along with the substrate peak, the curve contains a
peak located at 6 =—200 (Aa/a = 1073), which isdueto
the diffraction from the Al sGay, sAs,Sb; _, layer. Along
with the small lattice mismatch, comparable values of
the intensities and half-widths of the peaks from the
epitaxial layer and the substrate, aswell asthe presence
of thickness oscillations, indicate the absence of relax-
ation of elastic stresses in the Al sGa, sAs,Sb, _, layer.
The simulation of the XRD rocking curve under the
assumption of pseudomorphic matching between the
layer and substrate yields the valuey = 0.12.

4. EXPERIMENTAL RESULTS

Measurements of the composition of the samples
from set A, grown in different As fluxes, showed that,
when the Sb-flux density is sufficient for stabilization
of the growth surface of the AlGaSh layer by group-V
atoms, changes in the As flux over afairly wide range
do not lead to anoticeabl e change in the composition of
the metal sublattice of the AlGaAsSb alloy. The content
of arsenic in the AlGaAsSh epitaxial layers amounts to
~(1-4)% in this case, depending on the growth temper-
ature. Such a content of arsenic in epitaxia layersis
typical of most Sb-containing structures grown without
using a valved As effusion cell and, in essence, is the
background content. We should also note that the sam-
plesgrown at aratio of the effective fluxes of the group-
V and group-111 elements J,//J;,, > 10 (i.e, at high As-
flux densities) had adull surface with worse morphology
in comparison with the samples grown at J,/J,, ~ 1.
Along with the deterioration of the surface morphology
at J,/J,,, > 10, we also observed an increase in the half-
width and a decrease in the intensity of diffraction
peaks on the X-ray rocking curves. A more significant
deterioration of the morphology and structural quality

SEMENOV et al.

was observed for samples grown on InAs substrates at
T, = 540°C. Apparently, 540°C istoo high for the InAs
buffer layer and a significant increase in the As flux is
required to maintain the stoichiometry on the growth
surface. At this temperature and the As pressure corre-
sponding to J,/J,,, = 1 a T, < 500°C, the surface of the
InAs buffer layer begins to degrade, and the initia
stages of the epitaxial growth of AlGaAsSb run under
nonoptimal conditions. Therefore, the samples from
sets B and C were grown under the following condi-
tions: Jg/J;;, < 0.5-1.5, J,JJg, = 2, and T, = 480-520°C.

The equivaent Sh-flux pressures corresponding to
the minimum pressure Pg,' necessary for the growth of
Aly5Gay5Shb on asurface enriched in Sb at T, = 480 and

520°C amounted to ~1.4 x 105 and ~1.7 x 107 Torr,
respectively. This difference is due only to a change in
0 g, Since the above temperatures are not sufficient for
substantial decomposition of GaSh [18]. The values of

ng” were determined from the changes in the surface

reconstruction observed by high-energy electron dif-
fraction during the epitaxy of AlSb test layers. The Sb-
flux pressure determined in thisway was doubled since,
in the case of epitaxia growth of Al,sGa,sSb, alumi-
num and gallium have the same deposition rates.

For MBE-grown (Al,Ga)AsSb alloys, the material-
bal ance equation takes the form

Jii = Opgdas+ Ogdsy;

i.e., thetotal incorporation rate of arsenic and antimony
corresponds to the incorporation rate of the group-I11
element. The ratio of the incorporation coefficients
0,J/0g, depends on the intensities of the fluxes and the
substrate temperature. The experimental data on the
composition of the samples from sets B and C are
shown in Figs. 2 and 3 as the dependences of the As
content y in AlysGaysAS,Sb, _, on the equivalent Sb
pressure and the growth temperature.

The experimental dependences obtained by us show
that theincorporation of arsenic into the structureissig-
nificantly hindered in comparison with antimony, espe-
cialy at low substrate temperatures. Theseresultsarein
good agreement with data on the interchange reactions
between As and Sb atoms at the InAg/GaSh interface
[19-24], which indicates a significant difference in the
efficiency of the As-Sb substitution when InAs and
GaSh surfaces are exposed to fluxes of Sb and As
atoms, respectively. It isnoteworthy that, when an InAs
surface is exposed to a Sb flux, an InSh layer is always
formed, independent of the molecular composition of
the Sh vapor. At the same time, when a GaSb surfaceis
exposed to an As flux, a GaAs layer is formed only
when the incident flux consists of As dimers [20].
Hence, the activity of Sb molecules significantly
exceeds that of As molecules, not only when there is
competition between the processes of incorporation of
arsenic and antimony, but also when the epitaxia
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growth is interrupted, except for the case when the
arsenic flux consists of As, molecules. At the same
time, analysis of the change in the composition of the
solid phase as a function of the ratio of incident fluxes
in terms of the thermodynamic model [25] predicts a
significant dominance of arsenic in the grown layer
even when the As-flux density isinsignificant.

As can be seen from Fig. 2, when the Sh-flux pres-
sure exceeds the minimum equivalent pressure required
for the growth of AlGaSh on a Sb-enriched surface

(P, > P%") inthe temperature range T, = 480-520°C,

the content of Asin Al,Ga, _,As,Sb, _, layersis equal
to 1-4% and, in fact, is the background content corre-
sponding to the rather high background As pressure in
the growth chamber. In this case, the background con-
tent depends mainly on the growth temperature rather
than the As-flux density. This parameter is equa to
1-2% at low temperatures (~480°C) and may be as
high as 8-10% at T, = 520°C. When the Sb-flux pres-

min

sure decreasesbelow Pg, , an abrupt increasein the As

content in the grown layer is observed. The reason is
that the effective Sb flux is now insufficient to maintain
the general stoichiometry (equal contents of group-I11
and group-V atoms: N,;, = N,/) on the growth surfacein
an invariable flux of group-111 atoms. In this case, the
growth stabilized with respect to the group-V elements
is maintained by the As flux.

It is noteworthy that relaxation of elastic stresses
might occur in Al,Ga, _,AsSh; _, layers about 1 um
thick with the As content exceeo“ ng 20% due to the
large mismatch with the substrate lattice. In addition,
the these compositions are within the immiscibility
region characteristic of AlIGaAsSb alloys at the temper-
atures under consideration. However, we did not
observe any decomposition of alloyswith compositions
within the immiscibility region or any changes in the
conditions for Sb incorporation in the epitaxia layers
under study. No significant effect of the substrate mate-
rial on the alloy composition was observed either since
the samples grown under the same conditions on lat-
tice-matched InAs and GaSb substrates and on highly
mismatched GaAs substrates were of the same compo-
sition. Thus, the main factor determining the alloy com-
position is the Sb-incorporation coefficient.

No alloy decomposition was observed in [9] either;
however, the solubility limitations manifested them-
selves in the hindered incorporation of arsenic in the
lattice, which madeit difficult to attain the center of the
composition diagram of the four-component system.
Apparently, for the configuration of the As, and Sb,
effusion cellsused in [9], the activity and reaction abil-
ity of As dimers and Sb tetramers are comparable, and
epitaxial growth occurs under conditions closer to equi-
librium, when the kinetic factors are not dominant and
the effects of lattice-period stabilization, as well as
elastic stresses, manifest themselves.
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Fig. 2. Experimental dependences of the composition of an
Alg 5Gag sAs,Shy _y alloy on the effective Sb-flux pressure
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Fig. 3. Dependence of the composition of an
Alg5GagsAs,Shy _y aloy on the growth temperature at

constant Sb- and As-beam pressures: P;b =1.6x 107 Torr

and PZS =4 x 1078 Torr; the growth rateis 0.5 monol ayer/s.

The experiments show that the As content in
AlGaAsSb layers can be increased by increasing the
density of the fluxes of Al and Ga atoms. The reason is
that, as the flux of group-111 atoms increases, the anti-
mony shortage at the interface increases and, therefore,
the incorporation of excess As in unoccupied lattice
sitesis enhanced. The dependence of the As content on
the flux of group-111 atomsis described well by expres-
sion (1). These results are also in agreement with the
data of [11, 12], where a similar dependence was
revealed.
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Fig. 4. Dependence of theincorporation coefficient of Sbon

the P%,/PS" ratio for the case of MBE of AlGaASSD
alloysusing Sb dimersat Tg = (1) 520 and (2) 480°C.

In the case of MBE growth of GaAsSb, significant
guantitative differences in the behavior of Sh, and Sb,
molecules were observed, despite the fact that the qual-
itative dependences of the alloy composition on the Sh
flux were similar to those for AlIGaAsSb (Fig. 2). The
GaAsSb layers grown under the same conditions con-
tained more arsenic when Sb, molecules were used.
Most likely, the dissociation rate of Sh, molecules is
significantly lower than that of Shb, molecules; there-
fore, more arsenic atoms become incorporated in the
lattice in this case.

The temperature dependence of the alloy composi-
tion at fixed Sb, As, Al, and Gafluxesis shown in Fig.
3. With an increase in T, an abrupt increase in the As
content in the grown layer is observed. Thisfact can be
explained as follows. Due to the lower binding energy
of Sh, (or Sh,) molecules, their dissociation rate signif-
icantly exceeds that of As, molecules. Therefore, anti-
mony is incorporated much faster than arsenic at low
temperatures, which limitsthe Asincorporation. In this
case, there are almost no unoccupied sites on the
growth surface for As atoms appearing due to the disso-
ciation (except for caseswhen there is a shortage of anti-
mony). Theincreasein thetemperature equalizesthe dis-
sociation rates of Sb, and As, molecules (since the latter
have a higher activation energy). Hence, an increase in
temperature leads to an increase in the number of As
atoms that have time to incorporate, along with Sb
atoms, in the crystal lattice. In addition, the desorption
rate of antimony also increases with increasing T,

5. RESULTS OF CALCULATIONS

The dependences of the incorporation coefficients
of Sh, and Sh, molecules on the Sb flux and the sub-
strate temperature (the MBE parameters that determine
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the alloy composition in the case under consideration)
are of primeinterest.

It is convenient to represent the results of calcula
tions carried out on the basis of the analysis of the
experimental data and the simple model (see Section 2)
in the form of the dependence of the Sh-incorporation
coefficient on the ratio of the equivalent flux pressureto
the minimum pressure required for the MBE growth of
AlGasSh under stoichiometric conditions on the growth

surface, P%,/PL", rather than on P%,. Figure 4 shows

these dependences for the coefficients of incorporation
of dimers(agy,) INAlGaAsSb alloysat two temperatures.

When the Sb flux density islow (P%,/Pg < 1), the
incorporation coefficient of Sb, ag,,, is constant and
closeto unity (at low Ty). The incorporation coefficient
begins to decrease at flux pressures of about (0.7—

0.8)PL". Probably, this decrease accounts for the
dependence of the incorporation coefficient of Sb on
the degree of coating of the layer surface by Sb atoms.
Under conditions of As excess (the Sb flux amounted to
~20-30% of the general flux of group-V eements) and
sufficiently high growth rates, only some of the Sb
atoms have time to occupy stable positionsin the metal
sublattice, while the rest are occupied by As atoms.
With afurther increase in the Sb flux (P%, > Pg'), the
alloy composition does not change, being governed by
the background As content (see Fig. 2); hence, the Sb
incorporation coefficient decreases proportionally to
theratio P4 /P& . The coefficient ag,, changesin asim-
ilar way with incressing ratio P%,/PS. at higher substrate
temperatures as well; however, the maximum vaue of
Og,p issgnificantly smaller (only ~0.73 at T, = 520°C).

It is obvious that the incorporation coefficient of
antimony, determined under conditions of its shortage
on the growth surface stabilized by metal atoms, is of
practical interest. In this case, ag, attains the maximum

value ag at agiventemperature and isindependent of

the flux of antimony molecules and group-I11 atoms.
The dependence of the maximum incorporation coeffi-

cient of Sb, molecules, ag; , on the substrate tempera-
tureis shown in Fig. 5. At temperatures below 500°C,
the coefficient ag, is close to unity. With an increase

in temperature, g decreases. The data obtained are

in good agreement with the results of [12, 13], where
the behavior of antimony was analyzed and the temper-
ature dependence of the alloy composition was studied.
The characteristic activation energy is about 1.5 eV.

It is noteworthy that the Sb incorporation coefficient
for Sb, molecules in the case of epitaxial growth of
AlGaAsSb behavesin a similar way. Nevertheless, the
epitaxy of GaAsSb alloys is characterized by signifi-
cantly different behavior of Sb tetramers. For dimers,
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the dependence of the incorporation coefficient on the
ratio P%/Pg  in the case of epitaxial growth of
GaAsSh quantitatively and qualitatively coincides with
the dependence shown in Fig. 4 for the epitaxy of
AlGaAsSDh; i.e, 0g, is independent of the flux of
group-111 atoms and is close to unity over awide range
of fluxes at low temperatures. However, the results

obtained using Sb tetramers indicate a decrease in the
incorporation coefficient of Sb in the case of the MBE

of GaAsSb (the maximum coefficient ag, = 0.6) in

comparison with the MBE of AlGaAsSb (ag, = 1).

Notably, the decrease in the incorporation coefficient is
not related to the decrease in the flux of group-I11 atoms
(see (4)) since the experiments were performed under

min

conditionswhere P /Py, < 1 (theleveling-off portion
of the ag, (P%/ ng”) dependence). The effect of the
flux of group-I11 atoms on the alloy composition in the
metal sublattice has not been adequately studied and
requires more detailed analysis. However, with regard
to the data of [8, 11], we can suggest that the decrease
in the incorporation coefficient of Sb in MBE-grown
GaAsSh is due to the decrease in the growth rate rather
than the effect of aluminum.

The numerical valuesof ag,, obtained in this study

are, on the one hand, in good agreement with the data
of [12], where it was shown that the incorporation coef-
ficient of Sh, in the case of MBE of AIGaAsSb at tem-
peratures below 500°C is close to unity. On the other
hand, our results are consistent with the data of [13],
where the incorporation coefficient of Sb, was found to
be equal to 0.42 for MBE-grown GaAsSh.

The results obtained for AlGaAsSb samples grown
using different As fluxes (set A) can be explained as fol-
lows. Since the incorporation coefficient of Sbis closeto
unity at low temperatures (T, < 500°C) and P%/Pg," <1,
amost al incident Sb atoms are incorporated in the | at-
tice and As atoms are incorporated only in unoccupied
sites in the metal sublattice. In this case, an increase in
the As flux even by an order of magnitude does not
change the aloy composition, while a significant
decrease in the As flux may break the epitaxial growth
since the stoichiometric conditions on the grown-layer
surface (the equality of the surface concentrations of

group-V and group-111 elements: NY/N;, = 1) are no
longer valid. Therefore, when As, moleculesalong with
Sh, or Sh, molecules are used in the MBE growth of
Al,Ga, _,AsSb, _, and GaAs,Sb,_, aloys, the most
effective control of the metal-sublattice composition is

obtained by changing the Sb flux at fixed values of the
Al, Ga, and As fluxes and the substrate temperature.
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Fig. 5. Temperature dependence of the Sh, incorporation
coefficient (ag’;’: ) for the MBE of AlGaAsSb alloys. Py, =

1.6 x 108 Torr, Pj, =4 x 107 Torr, and the growth rateis
0.5 monolayer/s.

6. CONCLUSIONS

In this study, we report the results of studying
(Al,Ga)AsSbh alloys grown by MBE using both conven-
tional and cracker Sb effusion cells. It isfound that the
kinetics of the surface processes, described on the
whole in terms of the incorporation coefficients, most
significantly affects the composition of the metal sub-
lattice of alloys. In the range of growth temperatures
from 480 to 520°C, the incorporation of antimony is
dominant, which is in obvious contradiction with the
thermodynamic estimates. It is shown that, when As,
molecules are used, the alloy composition can be most
effectively controlled by changing the Sb flux at fixed
Al, Ga, and As fluxes and substrate temperature. The
results of the calculations of the incorporation coeffi-
cients of metal components for the case of low-tempera-
ture (below ~500°C) MBE of AlGaAsSh aloys showed
that, using either cracker or cornventional Sb effusion
cells, theincorporation coefficient of Sbiscloseto unity.
For the MBE of GaAsSh dloys, itisfound that theincor-
poration coefficient of Sb tetramers is smaller than that
of Sb dimers. It is shown that the value of the incident
flux of group-I11 elements significantly affectstheincor-
poration coefficient of Sh tetramers.
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Abstract—Methods for determining the concentration of gallium in germanium doped using nuclear transmu-
tationsinduced by thermal and epicadmium neutrons from measurements of resistivity in theregion of low (lig-
uid-helium) temperatures are considered. In order to evaluate the gallium concentration, it is suggested to use
the concentration dependences of hopping resistivity p; and the resistivity measured at atemperature of 2.5 K.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The method of neutron-induced nuclear-transmuta-
tion doping of semiconductors [1] attracts the attention
of researchers because this method features advantages
over conventional methods of doping. These advan-
tages consist in a high precision of doping and a high
uniformity of the impurity distribution. Germanium
with p-type conductivity (gallium is the maor impu-
rity) isobtained asaresult of neutron-induced transmu-
tation doping; the degree of compensation (K) is con-
trolled by the energy spectrum of reactor neutrons and
by its hardness (see, for example, [2]). Germanium
doped using neutron-induced nuclear transmutationsis
a convenient object for studying the basic problems of
conductivity in the impurity band and of insulator—
metal transition and is al so the most important material
for fabrication of low-temperature resi stance thermom-
eters and detectors of high-energy particles.

In this context, it is important to solve the problem
of determining the concentration of transmutation-
introduced impurities. Study of the Hall effect is one of
the conventional methods for determining the impurity
concentration. However, degeneracy of the germanium
valence band (i.e., the presence of light- and heavy-hole
bands) and the dependences of the Hall factor on the
impurity concentration and amagnetic field makeit dif-
ficult to determine the gallium concentration (N,). The
contribution of light holes to the Hall effect and the
dependence of this contribution on the doping level
were studied by Alekseenko et al. [3]. Experimental
determination of the Hall coefficient is atime-consum-
ing procedure. The gallium concentration can be evalu-
ated from an analysis of temperature dependences of
the concentration of free charge carriers. Interaction

between impurities when their concentration exceeds
1 x 10'® cm is one of the causes that limit the use of
the af orementioned method. An analysis of temperature
dependences of resistivity in the region of hopping con-
ductivity is a simpler method. As is well known, the
resistivity is described by the following expression in
the case of moderately low temperatures and in the
region of hopping conductivity with a constant activa-
tion energy (£5):

- et
P = PseXPi=. (1)

Here, k is the Boltzmann constant; T is temperature;

and p; is an exponential factor defined as [4]

a(K)

: 2
aNy?

Pz L exp

where a(K) is afunction that depends on the degree of
compensation and a is the Bohr radius of the impurity.
According to expression (2), the hopping conductivity
is very sensitive to a variation in the concentration of
the majority impurity. The energy &5 is independent of
temperature and is expressed as [4]

2,11/3
N
s = F 2R (K). 3

where e is the elementary charge, X is the permittivity,
and F(K) is a universal function of the degree of com-
pensation.

In this study, we consider methods for determining
the gallium concentration in germanium doped using
nuclear transmutations induced by thermal and epicad-
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Fig. 1. Theresistivity p3 as afunction of the gallium con-
centration Np. (1) Experimental data from [5, 10] and
(2, 3, 4) experimental datafrom [6, 7, 8], respectively. Solid
lines represent the linear approximation.

mium (fast) neutrons; we rely on measurements of
resistivity in the region of hopping conductivity.

2. EXPERIMENTAL

We studied samples of undoped germanium with an
electron concentration of 3 x 10 cm™. The samples
were irradiated with various doses of reactor neutrons;
the flux of fast neutronswith energies = 0.1 MeV was
in the range of 1 x 10Y cm™? < &®; < 1 x 10'° cm™. In
order to cut off the slow component of the reactor-neu-
tron spectrum (E < 0.5 €V) and to attenuate the factors
related to the nuclear-transmutation doping due to ther-
mal neutrons, we irradiated the samples in cadmium
containerswith awall thicknessof 0.5 mm. Duringirra-
diation, the ratio between the doses of thermal () and
fast neutrons was equal to about 10. The aforemen-
tioned values of the cadmium shield thickness and the
@,/P; ratio are not infrequently used in experiments.
The sampleswere annealed for 24 h at 450°C after irra-
diation. The resistivity of the samples was measured in
the temperaturerangeof 1L.5 K < T<4.2K.

3. DISCUSSION

The method for determining the concentration of the
majority impurity by studying the temperature depen-
dences of hopping conductivity consists in the follow-
ing. One determines the value of the resistivity p; by
linearly approximating the low-temperature portions of
the temperature dependence of the resistivity on the
Arrhenius scalewith subsequent extrapolationto L/T=0.
Previoudly [5-10], the mechanism of hopping conduc-
tivity with a constant activation energy €5 (1) was used
inthe analysis of resistivity extrapolated to 1/T = 0. The

ERMOLAEV, MIKUL’CHIK

majority-impurity concentration was then estimated

from the concentration dependence p; = f(N,'%).

In Fig. 1, we show the concentration dependences
ps = f(N,®) for germanium doped with gallium using
the nuclear-transmutation processes initiated by ther-
mal neutrons. We used data published over a period of
many years [5-8, 10]. It was previoudly assumed [1, 5]
that K = 0.4 in germanium doped with gallium using
nuclear transmutations initiated by thermal neutrons.
Recent evolution of nuclear physics data led to the
value of the degree of compensation in this material
K =0.3, which is confirmed by experimental data
[11-14, 2]. When comparing theresults obtained in dif-
ferent studies, we corrected experimental data[5—7, 10]
with respect to concentration taking into account that
K=0.3.

At N, < 1 x 10% cm3, experimental data can be
approximated by a straight line whose slope corre-
spondstoa, =90 A. Thevalue a, = 90 A was also deter-
mined in the context of the effective-mass method for
germanium doped with gallium [4]. It is noteworthy
that, in the range of concentrations under consideration,

experimental data are consistent with the theoretical
-1/3

dependence p; = f(N, ) reported by Poklonskit et al.
[9]. At 1 x 10% cm3 < N, < 3 x 10% cm3, adeviation
from the linear dependence is observed, which can be
related to the processes of multielectron hops (see, for
example, [15]). The range of concentrations from N, =
3 x 10'® cm3 to the concentration corresponding to the
insulator—metal transition (and to higher concentra-
tions) was studied in detail in [5, 8, 10]. We showed
that, in the concentration range under consideration, the
experimental data[5, 8, 10] can be approximated by a
straight line whose slope corresponds to a, = 57 A.
A decrease in the Bohr radius for a hole in p-Ge with
increasing impurity concentration was discussed previ-
ously [6, 8, 16] and was related to a change in the
asymptotic behavior of the wave functions when the
insulator—metal transition was approached. The critical
concentration corresponding to the insulator—metal
transition for uncompensated germanium doped with
galium is equal to N; = 1 x 10*” cm3 [17]. It follows

from the Mott criterion N> a = 0.26 + 0.05 [18] that

a=56+ 11 A. Almost coinciding values of the Bohr
radius were determined in different studies. The value
a, = 57 A determined by us from the hopping conduc-
tivity isin good agreement with the Bohr radius deter-
mined from the Mott criterion. The closeness of the
Bohr radius determined from measurements of hopping
conductivity in the region of intermediate concentra-
tions to that determined from the Mott criterion was
also noted by Zabrodskii et al. [§].

Having analyzed the experimental results reported
in many publications, we suggest using the concentra-
SEMICONDUCTORS  Vol. 38
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Fig. 2. Theresistivity at T = 2.5 K asafunction the gallium
concentration Np. (&) The data for germanium doped using
nuclear transmutations initiated by thermal neutrons [17];
(b) the data for germanium doped using nuclear transmuta-
tions initiated by epicadmium neutrons; (1) the data of this
study and (2) the datareported in [19].

tion dependence p; = f(N,"*) for determining the gal-

lium concentration in germanium doped using nuclear
transmutations initiated by thermal neutrons; this
dependence includes two linear portions described by
formula(2), wherea; = 90 A for N,y < 1 x 10% cmr3 and
a, =57 A for N, = 3 x 10 cm (up to the point of the
insulator—metal transition).

It is possible to evaluate more easily the gallium
concentration in germanium doped via nuclear trans-
mutations initiated by thermal neutrons if the concen-
tration dependence of resistivity measuredat T=25K
{p25="1(Na)} isused. We have hopping conductivity at
T = 25 K; as is well known, the hopping resistivity
depends heavily on the concentration of the majority
impurity viawhich the hopping conductivity proceeds.
This method is less time consuming compared to the
determination of the gallium concentration from the
dependence p; = f(N"?), since now it is not necessary
to measure the temperature dependence of resistivity in
awiderange. In order to determine the gallium concen-
tration from the dependence p, 5 = f(N,), it is necessary
to measure the resistivity at T = 2.5 K only. In Fig. 2
(curve a), we show the dependence p, 5 = f(N,) for ger-
manium doped using nuclear transmutations initiated
by thermal neutrons; this dependence is plotted in a
wide range of concentrations (up to the point of the
insulator—metal transition and beyond). The curve was
corrected with respect to concentration taking into
account that K = 0.3.

In practice, it is often necessary to determine the
galium concentration in germanium doped using
nuclear transmutations initiated by epicadmium neu-
trons. In this case, one cannot use the dependence p, 5 =
f(N,) for germanium doped via nuclear transmutations
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Fig. 3. Temperature dependences of resistivity in germa-
nium doped using nuclear transmutations initiated by epic-

admium neutrons. Np = (1) 4.7 x 10%°, (2) 7.7 x 10'°, (3)
8.5 x 1016, and (4) 1.1 x 1017 cm 3.

initiated by thermal neutrons. Consequently, it is neces-
sary to obtain the dependence p, 5 = f(N,) for germa-
nium doped using nuclear transmutations initiated by
epicadmium neutrons.

Temperature dependences of resistivity in germa
nium doped using nuclear transmutations initiated by
epicadmium neutrons are shown in Fig. 3; al samples
feature hopping conductivity at T < 4.2 K. The hopping
conductivity in this material was also studied previ-
ously [19, 20]. The samples were irradiated under sim-
ilar conditionsin our experimentsand in [19]. The gal-
lium concentration in the samples under investigation
was determined from the obtained values of p; taking
into account the Bohr radii a; = 90 A (for Ny < 1 x
10% cmr3) and a, = 57 A (for N, = 3 x 10% cm3) and
dependences (2).

In Fig. 2, curve b represents the dependence p, 5 =
f(N,) for germanium doped with gallium using nuclear
transmutations initiated by epicadmium neutrons. In
order to determine the gallium concentration in the
samples [19], the data on the hopping conductivity
were analyzed using the above-described method.

As can be seen from Fig. 2, there is qualitative
agreement between experimental data for germanium
doped using transmutations initiated by thermal neu-
trons and those for germanium doped using epicad-
mium neutrons. A small quantitative difference is
related to the fact that the degree of compensation in
germanium doped using nuclear transmutations initi-
ated by epicadmium neutrons (K = 0.5[2]) exceeds that
in germanium doped using nuclear transmutations ini-
tiated by thermal neutrons. According to expression (1),
the resistivity depends on p; and €5. The values of a(K)
informula(2) areequal to 1.79 and 1.81 for K=0.3and
0.5, respectively [4]; asaresult, thereisasmall quanti-
tative difference between the values of p; in these two
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cases for the same impurity concentration. The values
of F(K) in formula (3) are equal to 0.7 and 0.75 for
K=0.3 and 0.5, respectively [4]; consequently, the
value of &5 islarger in germanium doped using nuclear
transmutations initiated by epicadmium neutrons than
in germanium irradiated with thermal neutrons (for
identical impurity concentration). According to expres-
sion (1), this meansthat the plot of resistivity vs. impu-
rity concentration for germanium doped using nuclear
transmutations initiated by epicadmium neutrons runs
above asimilar plot for germanium irradiated with ther-
mal neutrons (for the same impurity concentration).
This conclusion is confirmed by experimental data
shownin Fig. 2.

4. CONCLUSION

Thus, it is possible to evaluate the gallium concen-
tration in germanium doped using nuclear transmuta-
tions initiated by neutrons on the basis of the value of
p; determined from temperature dependences of the

hopping conductivity using the concentration depen-

dence p; = f( N;”s); the latter dependence consists of

two linear portions described by formula(2) wherea, =
90 A at concentrationsN, < 1 x 10 cmr3 and a, = 57 A
at N, = 3 x 10 cm2 (up to the point of the insulator—
metal transition). It is simpler to evaluate the gallium
concentration in germanium doped using nuclear trans-
mutations initiated by neutrons on the basis of resistiv-
ity measured in the temperature region where the hop-
ping conductivity is observed (for example, a T =
2.5 K). Dependences p, 5 = f(N,) for germanium doped
using nuclear transmutations initiated by thermal and
epicadmium neutrons make it possible to determine the
gallium concentration using the value of resistivity
measured at T=2.5K.
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Abstract—The effect of high-temperature annealing at high hydrostatic pressures on photoluminescence of
heavily doped GaAs:Be layers grown by molecul ar-beam epitaxy on GaAs substrates was studied. A blue shift
of the band-edge luminescence line and an increase in the relative intensity of the shoulder at the high-energy
wing of this line were detected after annealing in the spectra of layers with a beryllium atom concentration
higher than 5 x 10'° cm™3. The same layers featured a concentration-related decrease in the GaAs | attice param-
eter, which does not conform to the Vegard law. These effects can be attributed to the formation of beryllium inclu-
sionsin heavily doped GaAs. Dueto different compressibility and thermal expansion coefficients of Beinclusions
and GaAs, high-temperature and high-pressure treatment givesrise to structural defects; hence, the probability of
trangitions that are indirect in the k space increases. © 2004 MAIK * Nauka/Interperiodica” .

Heavily doped p-GaAs is widely used to produce
ohmic contacts and active layers in device structures,
such astunnel diodes and bipolar transistors. One of the
important parameters of heavily doped layers is the
minority-carrier lifetime controlled by recombination
viadefect levels and Auger recombination. Such impu-
rities as carbon and beryllium are widely used in grow-
ing heavily doped p-GaAs layers formed by molecular-
beam epitaxy (MBE). It was shown recently that
recombination of nonequilibrium electrons in GaAs
layers heavily doped with carbon is mainly controlled
by Auger processes, since carbon is fully incorporated
into the GaAs lattice as a shallow substitutional accep-
tor and does not form defects with deep levels[1].

This study is devoted to the effect of high-tempera-
ture and high-pressure treatment on the luminescence
properties of heavily doped GaAs:Be layers grown by
MBE. The formation of structural defects acting as
nonradiative-recombination centers was detected in
GaAs.Belayers.

GaAsBe layers 1.5 pm thick were grown using
MBE on semi-insulating GaAs(100) substrates. The
layers were separated from the substrate by a buffer
GaAs layer 10 nm thick, at the center of which
20 (AlAS);(GaAs); superlattice periods were grown.
The GaAs.Be layerswere covered with alayer of nom-
inally undoped GaAs 10 nm thick. The layers were
annealed for 1 h at atemperature of 870 K, equal to the

layer growth temperature; the annealing was carried out
either at atmospheric pressure or a a high hydrostatic
pressure (12 kbar) [2].

Steady-state photoluminescence (PL) was measured
at atemperature of 77 K, using a setup described in [3].
The steady-state PL was excited by an Ar* laser with a
wavelength of 488 nm. To determine the relaxed lattice
constant in initial and hydrostatically compressed
GaAs layers, the Fewster method [4] and high-resolu-
tion X-ray diffractometry were used. The set of high-
angle (006, 335, and 117) Bragg reflections was ana-
lyzed. The parameters of the relaxed |attice were calcu-
lated using the expression

_ a;+2Cq
- 1+2C " @)

where a; and a, are the lattice parametersin the direc-
tions perpendicular and parallel to the layer—substrate
interface, respectively,

_ 1-v
1+v’

and v isthe Poisson ratio equal to 0.311 for GaAs.

The concentrations of beryllium atoms Cg. and
holes N, were determined using the secondary ion mass
spectrometry (SIMS) and Van der Pauw methods,
respectively. The SIMS and Hall measurement data for
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Table 1. Concentrations of holes (Ny) and beryllium atoms
(Cge) in GaAs:Be layers

N, + 10%, N, + 10%,
109 ¢ 1019 cmr3
C )
Sample| beforeannealing | after annealing lolgBCem_3
under pressure under pressure
300K | 77K | 300K | 77K
A 0.5 05 0.5 05 05
B 2.6 2.7 25 2.0 5
C 8 7 5.0 24 18
D 9.2 5.8 4.2 1.8 215

the samples under investigation are listed in Table 1.
Beryllium is mostly incorporated into the gallium sub-
lattice and is a shalow acceptor (the hole binding
energy at the acceptor is 28 meV). The hole concentra-
tion decrease as the measurement temperature
decreases from 300 to 77 K for samples C and D is
apparently caused by deep acceptors ionized at room
temperature. Previously, we observed asimilar effectin
nominaly undoped GaAs layers [5]; therefore, we
assumed that the Hall hole concentration at 77 K was
equal to the beryllium concentration Beg, in the gal-
lium sublattice. The data listed in Table 1 show that the
total concentration of beryllium atoms in layers deter-
mined using SIM S exceeds that of Beg, obtained from
the Hall data. These additional atoms can fill interstices
or aggregate as beryllium inclusions. We note that the
concentration of Beg,in sample D islower than in sam-
ple C; however, the beryllium concentration deter-
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Fig. 1. Spectra of low-temperature (T = 77 K) photolumi-
nescence of GaAs:Be layers with the beryllium atom con-
centration (determined bé/ SIMS) Cge = (1) 05, (2) 5,
(3) 18, and (4) 21.5 x 10" cm™.

SHAMIRZAEV et al.

mined by SIM Swas higher. This can mean that the con-
centration of beryllium inclusions and (or) intertitial
atomsisnot directly proportional to the beryllium atom
concentration.

The low-temperature PL spectra of GaAs.Be layers
with various doping levels are shown in Fig. 1. The
edge-luminescence band caused by interband transi-
tions with conservation of quasi-momenta of nonequi-
librium carriers dominates in the spectra of all the ini-
tial layers, measured at 77 K. This band shiftsto longer
wavelengths with the hole concentration in proportion
to pY® due to the impurity-induced narrowing of the
band gap [6]. Furthermore, the samples with a high
doping level exhibit a shoulder in the short-wavelength
wing of thisband. Thisis caused by radiative recombi-
nation of electrons localized near the conduction-band
bottom with holes having an energy corresponding to
the Fermi energy in the valence band [7]. These transi-
tions are indirect in the k space and result from quasi-
momentum scattering at the potential of impurities and
defects. We note that the optical properties of the sam-
ples are highly uniform over their area. For example,
the PL spectrameasured at five different points over the
sample areaare amost identical for each GaAs.Befilm
under investigation.

Annealing of the layers at a high hydrostatic pres-
suredid not affect the PL spectraof the layerswith hole
concentrations p < 2.6 x 10'° cmr3. In the spectra of
more heavily doped layers (see Fig. 2), an increase in
the intensity of the short-wavelength shoulder (indi-
cated by an arrow) was observed, as well as the blue
shift of the edge PL band. The blue shift of the edge PL
band peak is apparently caused by a decrease in the
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Fig. 2. Photoluminescence spectra of heavily doped
GaAs.Be layers: (1) the initial one and (2) the layer after
870-K annealing at a pressure of 12 kbar. The arrow indi-
cates the position of the shoulder caused by radiative transi-
tionsthat are indirect in the k space.
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concentration-related narrowing of the effective band
gap, as evidenced by the decreasein the hole concentra-
tion after annealing under pressure (see Table 1).

The PL enhancement caused by transitions that are
indirect in the k space suggests the formation of ahigh
lattice defect density comparable to the beryllium atom
concentration. This conclusion is also confirmed by the
following data.

(i) The sixfold decrease in the PL intensity after
annealing and hydrostatic compression.

(ii) The Hall measurement data (see Table 1) show-
ing an approximately twofold decrease in the hole con-
centration after annealing under high pressure, which
indicates the formation of compensating defects.

(iii) The X-ray diffraction data on the crystal struc-
ture of GaAs.Be layers.

The lattice constant g, in the direction parallel to the
substrate surface is equa| to the GaAs lattice constant
Agans = 5.65332 A for al the layers under investigation.
However, adecreasein the lattice constant a; measured
in the direction perpendicular to the layer—substrate
interface was detected in all the heavily doped GaAs.Be
layers; relaxation of the lattice parameters was aso
observed [8]. There are two known causes of the
change in the lattice parameters of a material doped
with electrically active impurity atoms: (i) the effect of
theimpurity atom size and (i) the effect of free carriers.
The relative changesin the lattice parameters of p-type
semiconductors with the zinc-blende band structure,
caused by the two aforementioned factors, are given by
(see[9-11])

Aala = BN, + BN, 2

where N, isthe beryllium atom concentrationin thegal-
lium sublattice (equal to the hole concentration in the
samples at 77 K—see Table 1); N, is the hole concen-
tration in the valence band (at 300 K); and s and 3, are
the parameters describing the size effect (correspond-
ing to the Vegard rule) and the effect of holes,

(Rd_Rs)

Bs = —2—= = 203x 107, ©)
° J3aN,
_ D _ 04
Bp = 3_B = 04978 x 10 ~. (4)

Here, Ny = 2.21 x 10?2 cm is the concentration of gal-
lium atoms in undoped GaAs; R, and R, are the cova
lent radii of beryllium (1.11 A) and gallium (1.22 A),
respectively; B is the GaAs bulk modulus, equal to
7.5 x 106 N/cm?; and D is the deformation potential for
the valence-band top, equal to 0.7 eV.

The changes in the relaxed lattice parameters of
GaAs.Belayersarelistedin Table 2. We can seethat the
experimentally detected decrease in the relaxed lattice
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Table 2. Changes in the lattice parameters of the GaAs.Be
layers (Aa' isthe change in Aa)

+ X '
Sample I niAtian_GOé,SAs: é%Téfers Aiffe(r) §n>r<1elalo|—:19A
experiment | calculation | under pressure
A 1 05 <05
B 37 38 1
C -8.6 -10.1 15
D —6 -9.2 2

parameters for samples B-D is smaller than those cal-
culated using formula (2). This effect is apparently
associated with beryllium inclusions that are formed as
the layers grow. If such beryllium-containing inclu-
sions are formed during the layer growth, annealing at
a high hydrostatic pressure should affect the defect
structurein GaAs:Be and cause an additional changein
the lattice parameters. Thischange, i.e., theincrease Aa'
in the lattice parameters after annealing, was indeed
experimentally observed, as can be seen in Table 2.
This change is caused by additional lattice defects
introduced by annealing due to the difference between
the compressibility and thermal expansion coefficients
of the initial material and beryllium-containing inclu-
sions. It isknown that the stresses arising near the inter-
faces between precipitates and the host during anneal-
ing under a high hydrostatic pressure can reach a criti-
cal value when dislocation loops and other defects are
introduced [12].

To validate the assumption on the effect of hydro-
static pressure on defect generation, reference annealing
of initial sampleswas carried out at the sametemperature
and atmospheric pressure. We did not detect any changes
in the shape and intensity of the PL spectra after anneal-
ing; the changes in the Hall concentration of holes were
within the accuracy of measurements (£10%).

Thus, the structural defects associated with beryl-
lium were detected in heavily doped GaAs.Be layers
(the beryllium atom concentration was lower than 5 x
10%° cm®) anneded at a high hydrostatic pressure.
These defects manifest themselves as nonradiative-
recombination centers and increase the probability of
radiative transitions without quasi-momentum conser-
vation, which are associated with recombination of
electrons near the conduction-band edge and holes at
the Fermi level in the valence band.
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Abstract—Theimpedance of single-crystal PbTe:Gaand Py ¢4Gey g6 Te: Gasampleswas studied in the frequency
range from 107 to 108 Hz at temperatures of 4.2 to 300 K. It was shown that the effects associated with long-term
relaxation processes do not result from a ferroel ectric phase transition, because they are observed at much lower
temperatures. The low-temperature features of the behavior of the capacitance in Py 9,Gey osTe:Ga are regarded
as a contribution from the impurity subsystem. © 2004 MAIK “ Nauka/Interperiodica” .

Gallium has variable valence in lead telluride and a
number of solid solutions based on thiscompound. This
givesriseto asystem of impurity levelsand leadsto sta-
bilization of the Fermi level position and long-term
relaxation processes at temperatures T below T =80K.
In al of the known cases, the Fermi level is stabilized
in solid solutions based on gallium-doped lead telluride
within the energy gap, which leads to the formation of
a semi-insulating state in crystals at low temperatures
[1]. Taking into account the dramatic change in conduc-
tivity under illumination at T = T, the nonlinearity of
the current—voltage characteristics, and the anomalous
magnetic properties of PbTe:Ga at low temperatures,
the possibility that a doping-induced phase transition
may occur cannot be ruled out completely.

Direct experimental information about the occur-
rence of the phase transition and its possible influence
on correlation processes in the system composed of a
crystal lattice and impurity centers can be obtained by
studying the full impedance. In addition to PbTe:Ga,
single-crystal samples of Phyg.GeygsTe:Ga (whose
electrical and photoelectric characteristics have been
previously studied in detail [2-5]) were chosen as
objects of study.

The samples were rectangular plates with an area of
~4 x 4 mm? and athickness of ~1 mm. The plate surface
was coated with an alloy containing 95% In, 4% Ag,
and 1% Au. The measurements were performed in a
chamber screening the samples from background illu-
mination, with E7-12 and MIT 9216A ac bridges at fre-
guenciesf of 100 Hz to 1 MHz in the temperature range
4.2-300 K.

Figure 1 shows temperature dependences of the dc
resistivity p of PbTe:Ga(curve 1) and Pb, o,Ge, s TE:Ga

(curve 2). The high-temperature portions of the curves
(Fig. 1, inset) describe an activated temperature depen-
dence of conductivity, with activation energies E, =
50 (1) and 75 meV (2), calculated using therelation p [

p, Qcm
106~ p, Qcm
1051 1
1047
105 1 -
103
L2

102
104 10!
oL
0 1 2
103 100/T, K!

102

10!

-l

10° 1 1 1 1 |
0 50 150 200 250 300
T,K

1
100

Fig. 1. Temperature dependences of the resistivity of
(1) PbTe:Ga and (2) Pbg g4Geg ggTe:Ga samples. Inset: the
high-temperature portions of the same curvesin relation to
inverse temperature.
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Fig. 2. Temperature dependences of capacitance for the
Pbg.g4Gey g Te: Ga sample. Numbers by the curves indicate
the frequency in Hz. Geometric capacitance of the sample
Cy=0.18 p~.

eXp(E//KT). The p(T) curve for the PhyaGeysTeGa
sample showsapeak at T=T,, = 90 K. Thereal part of
theimpedance, Z, virtually coincideswith p at frequen-
cieslower than 10° Hz. With afrequency of 1 MHz, the
value of Z in the vicinity of the peak is approximately
two times smaller than p.

As can be seen from Fig. 1, the crystals studied are
not insulators; their conductivity, especialy at elevated
temperatures, is rather high. It was possible to obtain
reliable impedance data only at temperatures below
80 K for lower-resistivity PbTe:Gaand below 170K for
Pby 0,GeygsTE:Ga. In processing the experimental data,
the capacitance of the crystals was calculated from the
real (Z') and imaginary (Z") parts of the impedance in
the approximation of an equivalent parallel RC circuit.

The temperature dependences of the capacitance of
Pby.0,GeygsTE:Ga samples at different frequencies are
shown in Fig. 2. It can be seen that the C(T) curve
exhibits adistinct peak at Tr = 140 K, and the position
of this peak shows no clearly pronounced frequency
dependence (Fig. 2, inset). The temperature at which
the peak liesis~20 K lower than the temperature of the
transition from the cubic phase to a rhombohedral
phase for an undoped alloy of the same composition.
A comparable decrease in the phase transition temper-
ature has aso been observed when Pb, _,Ge,Te aloys
are doped with indium [6].

At low temperatures (T < 70 K), the capacitance of
Pb, 0,G&, o5 TE: Ga exhibits a strong temperature depen-
dence. At low frequencies f = 10% Hz, an abrupt, nearly
stepwise rise in the capacitance C of almost an order of
magnitudeis observed. Asf increases, the magnitude of

AKIMOV et al.

this abrupt change decreases, so that the C(T) curve
becomes rather smooth at f = 10° Hz. For PbTe:Ga, the
capacitance at T < 70 K is virtually independent of fre-
guency f and temperature T. The value of C corresponds
to adielectric constant € = 1000.

An additional contribution to the capacitance,
observed for Pby,.GeygsTe:Ga in the low-frequency
range, cannot be attributed to polarization-induced pro-
cesses or to resonance effectsinthe crystal latticeitself.
Most probably, the increase in capacitance results from
processes associated with the recharging of impurity
centers. A similar effect was previously observed in the
same frequency range in heterojunctions of germa-
nium-silicon diodes and was interpreted as a contribu-
tion from the recharging of interfacial states to the
capacitance of the p—n junction [7].

A possible factor determining the difference in
behavior between the impurity subsystemsin PbTe:Ga
and Pb, 4,Ge, osTe:Ga samples is the absence of Fermi
level stabilization in Pb;_,Ge Te:Ga solid solutions.
Specifically, thisisindicated by the results of previous
experimental studies concerned with the effect of irra
diation with high-energy electrons on the electrica
propertiesof Pb, _,Ge Te:Gasamples[3, 5]. Itisknown
that the range of gallium impurity concentrations at
which the effect of Fermi level stabilization is observed
in PbTe:Ga s rather narrow [1]. Since irradiation with
high-energy electrons gives rise to defects of the donor
type, thetype of conduction inlightly doped p-PbTe:Ga
crystals changes as the irradiation dose is raised, with
the subsequent stabilization of the Fermi level position
[8]. In Pb,_,Ge Te:Ga samples, irradiation leads to a
decrease in the resistance and a subsequent transition to
metallic conduction. This may be associated with the
presence of an excess amount of gallium in the samples
studied. In the absence of stabilization of the Fermi level,
the nonuniform distribution of the impurity throughout
the crystal should affect the galvanomagnetic character-
istics of the samples. This has been confirmed by the
results of Hall measurementsin Pb, _,Ge TeGa[2].

It isimportant that the phase transition temperature
Te in Pbyg,GeygsTe:Ga was found to be considerably
higher than the characteristic temperatures T (~80 K)
at which persistent photoconductivity appears, temper-
atures Ty, (~90 K) at which the peak in the p(T) curve
lies, and temperatures (~70 K) at which low-frequency
anomalies appear in the temperature dependences of
capacitance. Thus, the data obtained indicate that thereis
no direct relationship between the phase transition and
long-term relaxation processesin the samples studied.

This study was supported in part by the Russian
Foundation for Basic Research (project nos. 01-02-16356
and 02-02-17057) and INTAS (grant no. 2001-0184).
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Abstract—An expression for the current-independent resistance (Ohm's law) of a bipolar semiconductor is
derived within the linear approximation for concentrations of nonequilibrium carriers. It is shown that the devi-
ation of the resistance from the classical value is caused by a space charge arising in the sample. The semicon-
ductor sample resistance can be higher and lower than the classical value, depending on theratio of surface con-
ductivities of electrons and holes. This effect is most pronounced in samples with low-rate surface recombina-
tion and a length shorter than the diffusion length. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In many physical problems associated with the for-
mation of nonequilibrium electrons and holes (photoef-
fect, injection of carriers, Hall effect, etc.) in semicon-
ductors, their recombination plays a fundamental role.
Expressions for rates of bulk recombination were
derived in [1] based on the Shockley—Read model [2]
within the linear approximation for concentrations of
nonequilibrium carriers. The recombination model pro-
posed in [1] was used in [3] to calculate the resistance
of abipolar semiconductor sample. The boundary con-
ditions (BCs) obtained in [4, 5] and used in [3] are suf-
ficient to calculate the integration constants only under
the assumption that the sample is quasi-neutral and are
not correct for several reasons. In [3], it was assumed
that the nonequilibrium concentration of electrons An
and holes Ap are equal in the entire volume of the sam-
ple (An = Ap), which is the so-called quasi-neutrality
condition. In this case, the charge (Debye charge) aris-
ing in the semiconductor near-junction region, whose
thickness is on the order of the Debye length, is disre-
garded. Furthermore, the number of unknown parame-
ters decreases; in fact, the nonequilibrium concentra-
tion of electron—hole pairs (EHPs) isthe only unknown
function. To determine the latter, it is quite sufficient to
involve the known BCs [6] relating the EHP flux to the
rate of their surface recombination. In this case, the
BCsareformulated outside the region of the Debye sur-
face charge [7] at a certain quasi-surface, rather than at
the actual metal—semiconductor interface. Another con-
sequence of the quasi-neutrality isthefact that the elec-
tric field in the sample is uniquely determined by the
concentration gradient of nonequilibrium EHPs. In this
case, a new contradiction arises: on the one hand, the
electric field isanonlinear function of the sample coor-
dinate; onthe other hand, thisfield isindependent of the
coordinate, judging by the Poisson equation. All these
contradictions can be eliminated by solving exactly the

set of continuity equations [1], taking into account the
Poisson equation and using the BCs at an actual metal—
semiconductor interface. In this case, the bulk diffusion
and Debye surface charges, as well as the electrostatic
potential induced by them, will be necessarily taken
into account.

The aim of this study is to determine the resistance
of abipolar semiconductor sample, taking into account
the BCs at the actual metal—semiconductor interface.

2. THEORY

Let us consider a semiconductor sample shaped as a
paralelepiped (asx<a,0<sy<b,0<z<d a<b,d)
with adirect electric current j, flowing along the x axis.

The distributions of the carrier concentrations and

the electrostatic potential are defined by the continuity
equations (see[1])

1dj,_An_Ap _ 0, 1)
edx 1, T,
1dj, An, Ap _ 0, )
edx 1, T,

and the Poisson equation,
d°Ad _ e
o sso(An_Ap)’ 3

where |, and j, are the electron- and hole-current densi-
ties, T, and 1, are the semiconductor parametersin units
of time (but they are not electron and hole lifetimes
[1]), An and Ap are the nonequilibrium electron and
hole concentrations, A¢ is the nonequilibrium electro-
static potential, (—e) is the elementary charge, € is the
semiconductor permittivity, and g, is the permittivity of
free space.

1063-7826/04/3803-0284%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Egs. (1) and (2) satisfy the law of charge conservation
d,. . .
d—)—((Jn + Jp) =0,
as they should, which suggests that
jn+jp = jO = const. (4)

Let us formulate the BCs for Egs. (1)—(3). In the
most general case, the expressionsfor electron and hole
currents in the linear approximation with respect to
changes in the electric and chemical potentials are

given by
_ [ d 1.0
on[ dx%scp eAFrD},

jp = op[_dg)'(%lq) + iAF%}, (5)

where g, is the n-type (p-type) conductivity of the
semlconductor and AF ;) isthe change in the chemical
potentials of electrons and holes, caused by achangein
their concentrations.

To derive the BCs for the hole flux to the surface
(x=a), weintegrate Eq. (2) over xfroma—-odtoa+d
with & tending to zero. We obtain

a+d

1 Alp E‘QD Ap]
eelslino,[ ix dx+I|m +TID dx =0. (6)

Taking into account that j (a +0) =0 (thereareno holes
in the metal), we finally obtain

éjp = S:An|x=a+S;;Ap|x:a’ )

X=a

where

= I|mJ’
5.0 Tnp

are the parameters characterl zing the recombination
properties of the surface but are not the surface recom-
bination rates of electrons and holes in the strict sense.
Similarly, for the surface x = —a, we derive

1. _
éjp X=-a - _$An|xz_a_S;Ap|X:—a' (8)
where
S,p = lim g_x_
5 - oT” b

Since condition (4) isvalid in the entire semiconductor
volume and at its interface with the metal, there is no
need to introduce additional BCsfor j,,.

When deriving BCs (11) and (12), we assumed that
surface recombination centers are located in athin sur-
SEMICONDUCTORS  Vol. 38
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face layer much thinner than the Debye length (see the

definition of S; ). Hence, in contrast to the BCs used

previously [3-5], this model accounts for (in terms of
An|, - ., and Apl, - ,,) theinfluence of the Debye surface
charge on the photovoltage induced at the actual metal—
semiconductor interface.

We now use fundamental condition (4), being acon-
sequence of the law of charge conservation, to derive
the BCs for nonequilibrium electric and chemical
potentials. To this end, we substitute expressions (5)
into identity (4) and obtain

0,dAF, o,dAF, dAd _
e dx e dx —(On+0p) 5 dx Joo ()

Let usintegrate Eq. (9) with respect to x froma— 90 to
a + o with ¢ tending to zero,

a+od dA at+d dAF
. O, n _ ﬁJ_F3
im e XM [ e
1) -3
:+6 ) a+d (10)

. o
_elslino_[ (0n+0,) dx _elslino_[ Jodx = 0.
a-90

The last integral in EqQ. (10) is equal to zero, since the
integrand is finite. The next-to-last integral in Eq. (10)
can befinite only in the case of the step A at the inter-
face. We recall that A¢ is the change in the potential,
caused by the direct electric current j, in the sample.
A physical cause, which can giveriseto the step Ad is
the voltage drop at the finite metal—semiconductor
resistance,

DO, —Dby| = 1;—0 (11)

X=7Fa
S

where A, is the change in the electric potentia of the
metal contact and o is the sample surface conductivi-
ties (the o unitsare 1/Q cm?).

Taking into account the constant chemical potential
of the metal contact, Eqgs. (10) and (11) are written as

. . 0, +0,.
10 AF, —10 AF,| —-——j; =0, (12
X=a X=a O'S
where 0;, p = lim o, isthen- and p-type conduc-
X - a-0

tivities near the surface x = a on the semiconductor side
(surface conductivities). The units of the surface con-

ductivities o, , are the same as those of the bulk ones,
1Q cm.
Similarly, for the surface x = —a, we obtain

L
228, = 0, (13)
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lim o,

X ->—a+0

where 0, , =

If the surface conduct|V|ty a the metal—semicon-
ductor contact is sufficiently high (the contact is
ohmic), relation (11) can be written as

Aq)M|x:ia = Aq)lx:ta'

Relation (14) isall themorevalid at j, = 0. In this case,
Egs. (12) and (13) yield

+ __*
onA|:n|x=ia = opAFp|X:ia.

(14)

(15)

Hereinafter, we assume that BCs are symmetric:

Sip = Sup) = Sy Onipy = Ongpy = Oy s the contacts
are assumed to be ohmic. Solving Egs. (1)—(3) with
BCs(14) and (15) and supplementary condition (4), we

obtain

_ . eFor . x  (Bng/po—1)sinhx/rp
An = JOkT[ N o) sinha/r,j (16)
. eFo[ O (%"'%)(Un‘“)%. X
= - P2 sinh<
ap = JOkT {D (Mokn + PoHp) A A
(17)
_ Po(Bng/py—1) sinhx/rp
ng (1+06) snhal/rp|
. (6ng—py) sinhx/rp
Ap = JOFO[nOpO(1+6)sinha/rD -
(Hn—Hp) sinhx/)\}_j X
(Noltn + Poltp) sinha/A | *Pe(ngl, + Poll)’
where
F, = AL
® " Dgepy(Ng + Po)’
a, (ng+ po)D’n
Dg = coth— 0+ 19
s (1+6) O, (19)

A = /\/|_<_-[(no+ po)UnUET
e (NoHn + PoMp)

isthe diffusion length,

/ €gokT
'p = |5 ———
€ (N + Po)

is the Debye length, v, , = S, ;T/A, 8 = o}/0y, and T =
T,T/(T, + Tp) isthe lifetime of nonequilibrium EHPsin
the sample bulk.

A comparison of expressions (16) and (17) shows
that a space charge indeed arises in the semiconductor,
which causes the redistribution of the potentia (the
bracketed term in expression (18)).

KONIN

It follows from expressions (14) and (18) that the
voltage drop U = Apy(-a) — Ady(a) in the sample is

given by
. 2a A (enol-'ln_po"l )
U= ———-———-————[ ————-—-———-———-—p—] 20
oG ot + o)L 3D Mopn(1+8) |
From Eq. (20), we find the sample resistance
_ A (8ol — Polp)
R= R oy ) @Y
_ 2a . . .
where R, = is the classical resis-

ebd(nopn + polip)
tance of the sample.

We note thet, a Oy, = Oy, the sample resistance

isequal totheclassical valueirrespective of S, , and the
sample thickness. This result is obvious enough, since
there is no physical metal—semiconductor interface in
this case. At the same time, it confirms the validity of
BCs (14) and (15). Such a situation can be experimen-
tally realized using a “dumbbell-shaped” sample cut
out from a semiconductor crystal. When deriving
expressions (16)—(18), we assumed that the diffusion
length greatly exceeds the Debye radius.

3. DISCUSSION

It follows from relation (13) that the resistance of
the sample is equal to the classical value R= R, in the
case of intense carrier recombination (S, , > M) at
surfaces x = +a, since there are no nonequilibrium car-
riersin the sample.

Let us consider the case of low-rate surface recom-
bination of carriers, S, , < A/t in more detail. In this
case, the sampleres stance is given by

(ONngly — PoHp) A
Do a5 |

For short samples (a < A), we use formula (22) to
obtain

R = Ro[l— (22)

_ 5 (Noln + Poltp)
R = R (@ +8) @3

AtB <1 (oﬁ < Gﬁ), it follows from formula (23) that

_ _2a .
R= ebdnyut,,’ (24)

i.e., the resistance of the sample in this case is caused
only by electronsandisthehighest. At8 > 1 (o} > oy,),
formula (23) iswritten as

S
2a O,

~ ebd noungﬁ’ (25)
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RIR,
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Dependence of the normalized resistance of aGe sampleon
itslengthat0=(1) 0.1, (2) 1, and (3) 5and T = 310 K.

i.e., the resistance of the sample becomes much lower
than the classical value.

Let us consider the causes of this extraordinary
effect in detail. Asfollowsfrom relations (16) and (17),
nonequilibrium EHPs in the bulk of the sample (the
terms O sinhx/A are drifted by the current j, from the
anode to the cathode; therefore, their concentration
near the surface x = a is positive. Using boundary con-
dition (12) and taking into account the ohmic contacts,
we obtain

S
An(a) = %’Z—gAp(a).

n

Since 0, > o, we have An(a) > Ap(a), and the con-
centrations of nonequilibrium carriers are positive.
Hence, a negative surface charge is induced near the
surface x = a at a distance of the Debye length, and the
electrostatic potentia of the contact increases.

Relation (18) yields the distribution of the electro-
static potential in short samples at low-rate surface
recombination,

(8 — po/Ng) Sinhx/r

Ap = (1+96) sinha/rD]'(ZG)

Jo
——————— X_
ey (no + po)[
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It follows from distribution (26) that ¢ is a steadily
decreasing function of x at 8 < 1, and the electric field
is positive a all the points of the sample. At8 > 1, ¢ is
a nonmonotonic function of x, having extrema at dis-
tances rplnalrp from the sample surfaces; as a result,
the electric field becomes negative in surface regions.

The figure shows the dependence of the resistance
of anintrinsic Ge sample (T=310K, A =0.1cm, Y, =
3800 cm?/(V s), and p, = 1800 cm?/(V s) on its length
at various ratios of the surface conductivities 6 in the
case of §,, > Mt. We can see that the resistance
depends heavily on 6, especially in short samples.

4. CONCLUSION

It was shown that the deviation of the resistance
from the classical value under symmetric boundary
conditions is caused by a space charge arising in the
semiconductor. The space charge is formed not only at
the Debye length from the sample surface, but also at a
diffusion length. Depending on the ratio of the surface
n- and p-type conductivities, the resistance of the sam-
ple may become higher or lower than the classical
value. Thiseffect ismost pronounced in sampleswhose
rate of surface recombination is quite low and whose
length is much shorter than the diffusion length.
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Abstract—Theresults of measuring the magnetization M and magnetic susceptibility x of Cd, _,Zn,Tecrystas
are presented. The hysteresis of the M(H) dependence, whichis caused by the presence of arbitrarily oriented mag-
netic clusters, is observed in magnetic fields H < 2 kOe. Van Vlek paramagnetism, which is caused by electric
fields of defects, makes a substantial contribution to the magnetic susceptibility. The anomaliesin the x(T) depen-
dence in the temperature region T < 50 K are associated with variation in the charge state of interstitial Te for
x =0.12. For x = 0.21, these anomalies can be caused either by the paramagnetism of noninteracting defects or
by antiferromagnetic ordering of the defect subsystem formed by Zn-4 and Te,.. The effect of annealing on the
magnetic state of a defect subsystem in the samplesis ascertained. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The development of a CdTe-based material with
quite high resistivity isarather complex problem of the
materials science of semiconductors but is of great cur-
rent interest. Such amaterial is necessary for the devel-
opment of active elements of numerous devices, e.g.,
modulators and detectors. The starting point for the
solution of this problem should be the modern concep-
tion of the actua structure of CdTe, which is deter-
mined by growth conditions.

It is evident a priori that wide-gap semiconductors
with a band gap of E; > 1 eV should possess low con-
ductivity and be diamagnetic due to the known charac-
teristic of a chemica bond formed by two bound elec-
trons with opposite spins. However, al [1-VI com-
pounds are in fact nonstoichiometric, and intrinsic
defects, namely, vacancies (V, and Vg) and interstitials
(A; and B;), cause deviation from the ideal structure.
The emergence of defects during growth causes a sub-
stantia variation in physical properties. Therefore, the
establishment of the correlation between growth condi-
tions and physical properties is not only of practical
interest. It isalso necessary in order to refine our notion
of the nature of physical properties of actual crystals.

At this stage, the state of research into the defects
formed during growth in [1-V1 crystals has been ana-
lyzed in most detail in [1, 2]. Taguchi and Ray [1] paid
special attention to the formation and stability of iso-
lated and bound defects whose charge states may vary
under external effects. Under specific conditions, for
example, at low temperatures, donors and acceptors
become paramagnetic [3], whereas the donor—acceptor

pairs (DAPs), which are formed in the crystals, may
cause the formation of specific magnetic clusters [4].

Kréger was the first to point out the potential of
magnetic methods for studying defects [5]. Later on,
the magnetic properties of CdTe doped with Ge [6, 7],
In and CI [8], Zn [9], and ZnO:Li [10] were investi-
gated. The results of these investigations enabled
researchersto reveal the substantial contributions of the
Van Vlek paramagnetism, the precession Langevin dia-
magnetism, and the paramagnetism of mutualy interact-
ing DAPs to the total magnetic susceptibility. Moreover,
the results of investigationsfor CdTe:Ge[11] and PoTeln
[12] crystasareindicative of aclearly pronounced hyster-
esis of magnetization in weak magnetic fields.

The investigation of the effect of isomorphic substi-
tutions on the physical propertiesisundoubtedly also of
interest. Komar et al. cast doubt on the current notion
that the variation in the composition in the CdTe-ZnTe
system is accompanied by variation in physical proper-
ties [13]. Their results indicate that the point-group

macrosymmetry of the samplesvariesfrom 4 3mto 3m.
Consequently, at least an electret state is formed in the
samples. This state is destroyed on heating above 450 K.
The problem of studying the effect of heat treatment onthe
magnetic properties of Cd, _,Zn,Te was not formulated.

In this study, we continue a series of papers on the
results of measurements of the magnetization curves
and magnetic susceptibility of actual 11-VI crystals.
Below, we will consider the magnetic properties of
starting and thermally treated Cd,;_,ZnTe (x = 0.12,
0.21) single crystalsin magnetic fields as strong asH =
4.25 kOe in the temperature range T = 4.2-300 K.

1063-7826/04/3803-0288%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. EXPERIMENTAL

Single crystalsgrown by the Bridgman—Stockbarger
method from amelt under ahigh Ar pressure were stud-
ied [14]. During the entire crystal growth cycle, the
pressure in the chamber was maintained at about
100 atm. Graphite crucibles with strengthening pyro-
Iytic-carbon coating were used as the containers for
charging. The charge consisted of preliminarily synthe-
sized CdTe with the addition of crystalline ZnTe in an
amount necessary to form a Cd, _,Zn,Te ternary solid
solution with anominal Zn content x = 0.12 or x = 0.21
in most of the ingot. As multistage purification was
applied to each of the main elements, all the compo-
nents used before charging had a purity no lower than
the 6N grade.

The Zn content in the solid solution was measured
by electron-probe microanalysis(EPMA) using a JEOL
JSM-820 scanning microscopewith aLINK 10000 sys-
tem for X-ray microanalysis. The concentration of the
background impurities was measured by laser mass
spectroscopy (LMS) using an EMAL-2 system. The
integrated impurity level was no higher than 10 wt %
for 75 elements. The degree of structural quality of the
crystals was monitored by X-ray diffraction (XRD)
using a double-crystal X-ray diffractometer based on a
standard DRON-3 system. According to the data
obtained, low-angle boundaries and twins were absent
in the starting samples, whereas the average half-width
of their rocking curveswas equal to 16"-20". Investiga-
tion of the current—voltage characteristics of the sam-
ples with nonrectifying contacts showed that even
undoped samples had a high resistivity in the range
from 10% to 10** Q cm.

X-ray structural investigations (an Enraf-Nonius
diffractometer, MoK, radiation, sinf/A < 1.14 A at
room temperature were performed for spherical sam-
ples of mixed CdTe-ZnTe crystals. When refining the
atomic models of the structure, we assumed that the
distribution of substitutional atoms in the samples is
stochastic. Inthis case, according to the binomial distri-
bution, the probability of formation of coordination tet-
rahedra of the [TeCds;Zn] and [TeCd,Zn,] type, for
example, for x=10.21, isequal to0 0.41 and 0.17, respec-
tively. Sincethe local symmetry of such tetrahedra cor-
responds to the point-symmetry groups 3m and mm2,
the packing of mesotetrahedra into the unit cell should
satisfy the symmetry considerations and correspond to
the minimum of the thermodynamic potential. Thetotal
dipole moment should be equal to zero. Processing the
data of the precision X-ray diffraction experiment indi-
cates with a high degree of confidence that the Zn site
splits aong the 1110 crystallographic directions
(Fig. 1). Calculations of single-particle atomic poten-
tials for disordered models showed that a multivalley
potential with energy barriers comparableto kT (kisthe
Boltzmann constant) emerges only for Zn atoms. This
fact means that the clusters, which are grouped into
domains, can emergein the sample. The domain dimen-
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Fig. 1. Most probable variant of splitting the Zn atomic site
in the CdTe lattice.

sions are apparently determined by the growth condi-
tions of the samples. Thus, the results of processing the
X-ray diffraction experiment do not contradict the fact
that spontaneous polarization wasfound in CdTe-ZnTe
crystals [13]. The local electric fields emerging in this
case lead to a mixing of the energy levels of valence
electrons and, as a result, to the emergence of at least
the additional contribution of Van VIek paramagnetism
to the total magnetic susceptibility [8, 10, 11].

Starting sampl es shaped as plates oriented along the
[111[direction were cut from ingots (boules). For mag-
netic measurements, the plates were cut into parallel-
epipeds 3.0 x 3.0 x 3.5 mmd in size. The samplesin a
copper container were suspended on a Kevlar filament
inside a flow-through He cryostat placed between the
poles of a constant magnet with special heads. As a
recording facility, a Cahn-1000 Electrobalance was
used. All measurements of the magnetic susceptibility
and magnetization curveswere carried out under condi-
tions of increasing temperature. The sensitivity of the
setup was ~3 x 108 cm3/g for asample weight of ~0.3 g.
Owing to the difficulty of exactly fixing the samples
relative to the magnetic field direction, the results pre-
sented are averaged in the (111) plane. The magnetiza-
tion of the samples was measured at T = 4.2, 77.5, and
293 K in a magnetic field from 0.05 to 4.25 kOe. The
construction of the setup did not provide reversal of the
magnetic field H. The samples measured were subse-
guently annealed in a muffle furnace at 450 K for 2 h
and mounted inside the cryostat and cooled, after which
the measurements were repeated.

3. RESULTS AND DISCUSSION

The results of measuring the magnetization M of
CdTeZnTesamplesat 4.2, 77.3, and 290 K, aswell asthe
temperature dependences of magnetic susceptibility x, are
shownin Figs. 2 and 3. When analyzing the results pre-
sented, the following conditions should be established.
(i) For all cases, when the total susceptibility is nega-
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Fig. 2. Magnetization curves for the Cd, _,Zn,Te single
crystals. (8) x=0.12 and (b) x=0.21. T = (1) 293, (2) 77.3,
and (3) 4.2 K.

tive, magnetic hysteresis is observed in the fields H <
2 kOe. (ii) For H > 2 kOe, the samplestend to the equi-
librium state with the minimum of the corresponding ther-
modynamic potential under the condition dM/0H < O.
(iii) The M(H) dependence, which corresponds to the
paramagnetic state of the sample with x = 0.21 (Fig. 2,
curve 1) with subsequent transition to the stable ther-
modynamic state in fields stronger than 4 kOe, is an
exception. (iv) In the fields ~3 kOe, the magnetic sus-
ceptibility a T > 100 K is virtually independent of the
concentration of Zn atoms. (v) Themost significant dis-
tinction is observed only in the low-temperature range.

Aswas already noted above, the magnetic suscepti-
bility of actual crystals is composed of the magnetic
susceptibility of the nominally pure sample x¢ and the
guantity AxP. The latter characterizes the contribution
of intrinsic defects and their possible associations with
impurities. The value of —3.5 x 10" cm®/g given previ-
ously should be accepted for x4 [5, 9]. Aswas shown by
White, x9 is practically independent of the external
effects[4]. Inthiscase, the difference (x —x) will char-
acterize the contribution of defects AxP to the magnetic
susceptibility of the samples under investigation.

SHALDIN et al.

X, 107 emu/g

» ~0.05
X, 107° emu/g

0.6F
051
0.413
0.3H
0.2F1
0.1F %
0%

01 o b o . .
—02H" T *
-0.3(%

0

-0.10

-0.15

80 100 120 140 160 180 200 220 240
T,K

—04 1 | | 1
50 100 150 200 250
T,K

Fig. 3. Temperature dependences of the magnetic suscep-
tibility for Cdy _,Zn,Te single crystals. (1) x = 0.12 and
(2) x=0.21. H = 3kOe. The portion of dependence 2 isin
theinset.

We believe that the role of substitutional atoms and
intrinsic lattice defects is twofold. On the one hand,
their presence causes | attice strain and, consequently, is
accompanied by local electric fields in the piezoelec-
tric. On the other hand, the defects themselves and their
associations may be the carriers of the magnetic
moment in the el ectron subsystem of the crystals. Inthe
crystals investigated, local electric fields of defects,
namely, substitutional atoms and interstitial tellurium,
cause the eimination of anisotropic (with allowance
made for spin—orbit interaction) degeneracy of electron
levelsinthe Brillouin zone. Thisdegeneracy islinear in
field [15]. Itisour opinion that thisisinevitably accom-
panied by partial mixing of the ground and excited
states. This assumption enables us to explain the sub-
stantial distinction between the measured values of x
and estimates given in [5, 9] due to the contribution of
Van Vlek paramagnetism, which is also practically
independent of T. Therefore, we can further assume that
the anomalies observed experimentally are the conse-
guence of some magnetic interactionsin the electronic
subsystem of the samples. The direct manifestation of
theseinteractionsisthe magnetic hysteresisin thefields
H < 2 kOe, which emerges due to the existence of a
large number of metastable states caused by the split-
ting of the Zn sites in the lattice. For semiconductors,
magnetic hysteresisis caused by irreversible rotation of
magnetization vectors of magnetic clusters formed by
defects[4, 16]. When the external effectsare varied, for
example, the Zn concentration and temperature, the
slow rotation is suppressed. Two suppressing factors
should be taken into the consideration. Onefactor isthe
contribution of the Langevin paramagnetism of defects,
which possess a magnetic moment and do not affect
each other under the fixed parameters of interaction.
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The other factor isthe antiferromagnetic ordering of the
defect subsystem formed by substitutional atoms and
interstitial tellurium. This portion of the dependenceis
described by the Curie-Weisslaw with the constant C =
2 x 105 cm®g. It seems impossible as yet to specify
definitively the type of defects and their concentration.

Ananomaly isclearly seenintheinset to Fig. 3; spe-
cificaly, the magnetic susceptibility is partially satu-
rated. The derivative 0x/0T is largest a T = 130 K.
A similar saturation phenomenon is observed for CdTe
crystals doped with other impurities[9]. All these facts
enable us to state that the experimentally revealed
anomaly is associated with the magnetic cluster formed
by DAPs of the (VgXcg) type. In this cluster, the Al
atoms play the role of background impurity X. We esti-
mated their contribution to the magnetic susceptibility
tobeequal to4 x 108 cm¥ga T — 0.

The situation for the samples with a lower Zn con-
centration is similar to that for Ge-doped CdTe [11].
Panchuk et al. considered the peak in the x(T) depen-
denceat T=50K astheresult of variation in the charge

state of interstitial Te from Te' to Te; [8]. With afur-

ther decrease in temperature, the carriers are localized
at acceptors and render them uncharged. The variation
in the charge state of interstitial Te is accompanied by
varying the strength of local electricfields. Thisprocess
is naturally accompanied by a decrease in the contribu-
tion of Van Vlek paramagnetism. This leads to an
increase in the magnitude of total magnetic susceptibil-
ity for the samples with alower Zn content.

The effect of thermal treatment on the effective
values of the magnetic susceptibility of starting
CdTe-ZnTe samplesisillustrated by the data shown in
Fig. 4. Attention should be paid to the considerable
variations in these dependences. The curves are virtu-
aly identical except for the range 50-100 K. This fact
meansthat theincorporation of Zn atomsinto thelattice
is governed by certain mechanisms that lead to both
electrical [13] and magnetic ordering of substitutional
defectsin starting samples. Therefore, it isnot surprising
that thermal treatment of the samplesleadsto avariation
in the thermodynamic state of “quenched” samples, spe-
cifically, to the minimization of the thermodynamic
potential. This process is apparently accompanied by
variation in the charge state of the defect subsystem as
awhole. This leads to a decrease in the local electric
fields and, consequently, in the contribution of Van
Vlek paramagnetism to the total magnetic susceptibil-
ity. The question of which centers are responsible for
such electricdl and magnetic interactions remains
debatable.

We assume that anomalies of x(T) intherange T =
20-50 K are associated with the magnetic ordering of
the defect subsystem of the samples. Hence, we may
conclude that the transition to the diamagnetic state of
the sample as a whole is inevitably accompanied by
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Fig. 4. Temperature dependences of the magnetic suscepti-
bility for annealed Cd, _,Zn,Te single crystals. (1) x=0.12
and (2) x = 0.21. H = 3kOe. The heating rate is 450 K/2h.

magnetic fluctuations of susceptibility, which are most
noticeable after thermal treatment of the samples. It is
difficult to fix the orientation of the samplesin the Fara-
day method. Therefore, the difference between the
experimental data for the starting and the thermally
treated samples should be caused by the anisotropy of
the physical processes occurring in the medium.

Thus, the | attice defects exert a substantial effect on
the magnetic properties of the crystals investigated.
Specifically, substitutional atoms and interstitial tellu-
rium determine the magnitude of the Van Vlek para-
magnetism. The existence of charged DAPs of the
(VeaX cg) type makes an insignificant contribution to the
total magnetic susceptibility. The role of substitutional
atoms is clearly pronounced only in the low-tempera-
turerange and leads to an anomal ous dependence of the
contribution of defectsto the total magnetic susceptibil-
ity of the crystals. Thermal treatment substantially
affects the temperature dependences of the magnetic
susceptibility of the samples. This leads to an increase
in the magnitude of effective values of x(T) due to an
increase in the contribution of the Van Vlek paramag-
netism caused by the electric fields of defects.

4. CONCLUSION

The existence of Van Vlek paramagnetismin CdTe—
ZnTe mixed crystals can be used as the basis of a
method for studying the actual structure of diamagnetic
crystals. The potential of this method is considerably
extended at temperatures below 4 K. Such methodol og-
ical developments are necessary in order to understand
the physical processes that determine the operational
efficiency of practical devices, for example, detectors
of hard radiation.
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Abstract—Transport properties of coarse-grain CdTe polycrystals are investigated. The results are inter-
preted on the basis of the assumption that a fairly large number of traps exist at the grain boundaries with
trap energy levels being uniformly distributed within the band gap. It is shown that the exposure to white
light affects appreciably the mobilities of majority carriers due to a variation in the height of intergrain
energy barriers. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At present, polycrystalline semiconductors attract
increased attention due to their potential use in micro-
electronics and in production of inexpensive solar cells
[1, 2]. The progress in technologies of production of
polycrystalline films aready enabled researchers to
suggest numerous new devices, namely, resistors,
diodes, and hipolar and MOS transistors [3, 4]. Today,
it is aready clear that multilayered three-dimensional
integrated structures based on polycrystalline filmswill
be realized in the immediate future.

The potential usefulness of polycrystalline semicon-
ductors depends on the crystalline quality of the grains
and electronic properties of their boundaries. Despite
the fact that the technological problems of preparing
the polycrystalline materials have already been solved,
the practical importance of intergrain boundaries as the
dominant factor that affects the electrical properties of
these materialsis realized only now. Intergrain bound-
aries, in ageneral case, affect the electronic properties
of the material in two ways.

First, the potential barriers induced by intergrain
boundaries substantially reduce the mobilities of
majority carriers, which leads to an increase in the
effective resistivity of asemiconductor. Thisis undesir-
able for many practical applications because of both
increased resistivity and difficulties in obtaining sam-
ples with reproducible resistivity.

Second, intergrain boundaries include dangling
bonds, which may serve as carrier traps and attract
impurities or intrinsic defects. These states reduce the
mobilities and lifetimes of minority carriers.

A lot of models that more or less successfully inter-
pret the experimental data have been suggested previ-
ously (see [5, 6]). However, none of these models
explain theinconsistency between the results of crystal-
lographic measurements and measurements of elec-
tronic characteristics of polycrystals. Perhaps only

coarse-grained (>100 um) polycrystals are an excep-
tion. However, in this case as well, the experimental
methods that enable one to determine the energy distri-
butions, i.e., the density of states of localized levels
(traps) related to intergrain boundaries, are also based
only on the measurements of majority-carrier transport
characteristics [7]. Thus, de Graaf et al. measured the
temperature dependences of conductivity of polycrys-
talline films using the doping method [8]. It was found
that the density of electronic states within the band gap
increases abruptly at the edges of the conduction (E,)
and valence (E,) bands (Fig. 1).

Density of electronic states, 103 cm™2 eV~!

ok A A

| | | | |
E, -04 -02 0 0.2
Energy, eV

Fig. 1. Energy distribution of density of electronic states
within the band gap at the grain boundaries in Si [8]:
(a) acceptor traps and (b) donor traps.

1063-7826/04/3803-0293$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 2. Energy-band diagram of the intergrain boundary in
p-conductivity polycrystals. 1, is the hole current through
thebarrier, I and | ; are the currents caused by the capture of
holes at traps and by emission of holes from the traps, and
E isthe energy.

2. SCATTERING MECHANISMS
AND TRANSPORT OF MAJORITY CARRIERS
IN COARSE-GRAINED POLYCRYSTALS

In the ordinary sense, a polycrystal comprises the
totality of grains (crystallites) separated by intergrain
boundaries. The grain conductivity isdetermined by the
concentration of dopants, by their activation energy,
and by the mechanism of carrier scattering. As arule,
the current—voltage characteristic follows Ohm'’s law.
The temperature dependences of grain conductivity
under conditions of moderate doping enable one to
determine the activation energies of dopants. However,
the total current through the sample for polycrystalsis
determined both by the grain conductivity and by the
mechanism of carrier transfer from one grain into
another, i.e., by the mechanism of overcoming the
intergrain barrier.

Fripp attempted to interpret the electrical properties
of polycrystalline semiconductors on the basis of a so-
called segregation model, according to which theimpu-
rity atoms are collected at intergrain boundaries, where
they become electricaly inactive [9]. However, it
turned out that this model failed to account for either
the temperature dependences of conductivity of poly-
crystals or the free-carrier mobilities.

The second model, suggested by Seto [10] and fur-
ther improved by Baccarani and Ricco [11], impliesthe
existence of a fairly large number of near-interface
traps, which make free carriersimmobile. On the basis
of thismodel, the transport phenomenain polycrystals,

KOLOSOV et al.

which determine their main electrical properties, may
be explained. In this case, it is assumed that the current
of free carriers through the intergrain barriers follows
the laws of thermionic emission and that these traps are
occupied only partially when the depletion region does
not exceed the crystallite size.

The schematic energy-band diagram of the inter-
grain boundary for p-type polycrystals is shown in
Fig. 2. This model, which is aready well developed
now, was formulated for the first time by Petritz [12]
and Mueller [13]. It is assumed, and this is aready
proven, that the holes are captured by the interface
states, which are located above the Fermi level at the
intergrain boundary E (Fig. 2). The negatively charged
acceptors in the space charge region compensate the
corresponding positive charge. This model predicts the
existence of the total hole current |, flowing from the
left to the right,

I, = A*T?exp{—-B({+)[1-exp(-BU)]} . (D)

Here, B = e/kT, eisthe elementary charge, T isthe tem-
perature, k is the Boltzmann constant, A* is the Rich-
ardson constant, and U is the voltage applied. The for-
ward-biased (Ieft) barrier isdenoted ased, and e isthe
Fermi level energy in crystdline grains, which dependson
the dopant concentration and the degree of compensation.
All energies are reckoned from the valence-band top.

According to this formula, the current |, in a poly-
crystal of length L with the average grain size a is
expressed by the formula

I, = A*T*exp[-B( + )] [1 - exp(-BUa/L)], (2)

where Ua/L isthe voltage drop per intergrain boundary.
This quantity is usually small compared with KT/e,
which enables us to determine the barrier conductivity o
using the expansion of the voltage-dependent term in
formula (2) in aTaylor series:

o = 1,/U = 0,exp(-E,/KT), (©)]
where o, is a constant, and
E, = Ex(T) +kTIn(eA*Ta/ko.,). 4

It follows from (3) that, by measuring the temperature
dependence of the barrier conductivity, it is possible to
determine the activation energy E, and, consequently,
the barrier height

ep = E,—eC. (43)

It was noted above that a polycrystal is the totality
of grainsand intergrain boundaries. Therefore, the tem-
perature dependence of conductivity is determined by
both the barrier and the grain conductivities. Both these
constituents follow an exponentia law, although with
different activation energies. In thefirst case, thisisthe
activation energy of the barrier conductivity, and in the
second case, thisis the activation energy of the doping
impurity. Therefore, in order to reveal the role of barri-
ersin the total conductivity of a polycrystal, polycrys-
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tals with various doping levels of grains are investi-
gated. As a rule, this method does not alow one to
obtain unambiguous results since it is virtually impos-
sibleto grow polycrystals with grains that are identical
in size and possess different doping levels. The second
cause of ambiguity is related to the possible impurity
segregation; as a result, certain number of impurity
atoms remain electrically neutral, which is confirmed
by experiments with ion doping of Si polycrystals by
phosphorus [11].

Taking into account all these difficulties, we suggest
asomewhat different method for investigation of poly-
crystals. Its essence is in the investigation of tempera-
ture dependences of conductivity of the samples
exposed to optical radiation with a specified spectrum
and a variable intensity. This enables us to generate a
strictly controlled number of excess carriers.

Our results and their interpretation are given below.

3. EXPERIMENTAL

Electrical properties of high-purity textured p-CdTe
polycrystals with resistivity at room temperature p ~
10%-10° Q cm were investigated. The samples were cut
from polycrystallineingots grown at 600-620°C during
the finish purification of CdTe [14]. The contacts were
formed (after etching the samplesin a bromine-metha-
nol solution) by Au deposition from a solution of gold
chloride. As arule, these contacts were almost ohmic.

The temperature dependences of resistivity were
measured in thetemperaturerangefrom T =290 to 65 K.

The sampleswere illuminated using a halogen lamp
with a filament temperature of ~3000°C, which pro-
vided the white-light illumination of the sampleswith a
photon-flux density of ~10'® cm2 s,

4. RESULTS AND DISCUSSION

The temperature dependence of resistivity of the
p-CdTe sample cut along the growth direction of the
single-crystal grain is shown in Fig. 3 (curve a). The
sampleresistivity at 270 K wasp ~ 6 x 10 Q cm, which
corresponds to a free-hole concentration of ~1.3 x
10 cmr® and concentration of acceptor centers N =
3x10% cm 3,

Two dlopes are pronounced in the temperature
dependence of resistivity for thissample. Thefirst slope
isin atemperature range of 280-170 K, and the second
slopeisintheregion of 160 K and below. Thefirst slope
corresponds to the activation energy (0.24 = 0.02) eV
and is apparently caused by local centers, which were
observed by us previously [15, 16].

The second slope is more difficult to interpret. It
cannot be attributed to the hole capture at shallower
acceptors with a decrease in the temperature since the
energy level of these acceptors calculated from the
slope should be equal to 0.07 eV. However, it isknown
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Fig. 3. Temperature dependences of resistivity for low-
resistivity p-CdTe: (a) without illumination and (b) with
irradiation by white light.

that the number of ionized acceptorsat thetemperature T
isgiven by

N,- = NA/[(2p/N,)exp(AE/KT) + 1], (5)

where N, isthe density of statesin the valence band and
p isthefree-hole concentration (p <€ N,). Inthetemper-
ature range under consideration, all acceptors with the
energy AE = 0.07 eV are ionized and, consequently,
could not contribute to the variation in the free-carrier
concentration.

Hence, it followsthat this second slopeis caused by
adecrease in the hole mobility with decreasing temper-
ature dueto hole scattering at charged intergrain bound-
aries. The intensity of this scattering can be varied by
decreasing or increasing the degree of charging of the
intergrain boundary. Thisis confirmed by Fig. 3, which
shows the temperature dependence for the same sample
measured under the effect of white light (curve b).

When curves a and b in Fig. 3 are compared, three
facts should be noted.

First, as should be expected, the illumination does
not affect the energy position of the level of the local
center, which captures the holes with decreasing tem-
perature. The corresponding activation energy, as
before, is equal to (0.24 + 0.02) eV. Second, a rather
large number of nonequilibrium carriers generated by
radiation for some reason causes no substantial
increasein conductivity in atemperature range of 280—
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Fig. 4. A model of neutralization of the charge captured by
the traps at the intergrain boundary with the generation of
carriers by light with photon energy hv.

170 K. Third, most importantly, the hole mobility in the
temperature region below 170 K decreasesas p [ T2,
which is characteristic of carrier scattering by acoustic
phonons.

The interpretation of the above results may cause
doubts, especially with allowance made for the fact that
these results are apparently obtained for CdTe poly-
crystals for the first time. However, the results are
explainable based on the model of the barrier conduc-
tivity of polycrystals, and we arefirmly sure of thisfact.

It follows from the data presented in Fig. 3 that the
barrier conductivity (see formula (3)) is controlled by
the activation energy E, = (0.07 £ 0.005) eV. Conse-
guently, the potential barrier height at the grain bound-
aries can be calculated from formula (4a). The Fermi
level in the grain e = E, — KTIn(p/N,) at ~200 K is
located (0.20 + 0.01) eV above the valence-band top.
Correspondingly, the barrier height will be (0.13 +
0.01) eV. The existence of this barrier is caused by the
accumulation of a certain charge at a grain boundary.
Unfortunately, the magnitude of this charge could not
be calculated since the energy dependence of density of
states at intergrain boundaries for CdTe polycrystalsis
known only qualitatively. However, this charge can be
varied either by increasing or decreasing the Fermi
level viadoping or by illuminating the sample by radi-
ation with a particular spectrum.

Absorption of light in the vicinity of the barrier

causes the neutralization of localized charges, thus
decreasing the barrier height and increasing the barrier

KOLOSOV et al.

conductivity. Petritz used the method of modulation of
the barrier height for the first timein 1956 [17].

The model serving as the basis for our explanation
of the results obtained isillustrated in Fig. 4. The radi-
ation absorbed by the sample generates excess holes
and electrons in the sample: Ap = Gt,, and An = Gt,,,
respectively. Here, G is the number of photons
absorbed in 1 cm? of the sample per 1 s, and 1, and T,
are the hole and electron lifetimes. Note that T, < T, for
CdTe polycrystals. Therefore, the nonequilibrium con-
centration of electrons generated is substantially higher
than the nonequilibrium hole concentration. However,
this circumstance does not affect the conductivity type
of the sample, since theinitial slopes of a and b curves
in Fig. 3 are identical. However, the character of con-
ductivity at T < 160 K is appreciably affected. This is
explained by the fact that the nonequilibrium electrons
rapidly neutralize the holes captured by intergrain traps,
which causes asubstantial decreasein the barrier height.

The inequality between An and Ap also explains an
insignificant variation in the sample conductivity at
high temperatures. The holes excited by the light are
captured by partially emptied intergrain traps and there-
fore do not contribute to conductivity.

It seems appropriate to make some comments
related to the temperature range in which the barrier con-
ductivity starts to play a substantia role. The electron
emission current, which is determined by formula (1),
accounts only for the presence of carrier energy suffi-
cient to overcome the barrier. However, when passing
from one grain into another one, the carrier should also
possess a certain quasi-momentum to find an empty cell
inthe second grain. This quantum-mechanical selection
rule causes a decrease in the rate of intergrain transi-
tions. Therefore, the thermionic emission current
should be decreased by a factor ), whose lowest value
equals 0.8 at 300 K and 0.05 at 77 K [2]. Thisfactor is
mainly determined by misorientation of crystalo-
graphic axes of neighboring grains. Therefore, at high
temperatures, when scattering by a large number of
phonons efficiently “helps’ the carrier to find its place
in the k space of the corresponding grain, this factor is
large. With decreasing temperature, when the number
of phonons in the polycrystal becomes smaller and
smaller, n decreases.

Figure 5 showsthe temperature dependence of resis-
tivity for a sample with a higher resistivity. However,
the grain sizes in this sample are approximately the
same as in the sample for which the results are shown
in Fig. 3. The dependence has the same genera form.
The main contribution is as before made by defects
with an ionization energy of (0.24 + 0.02) eV, whereas
theintergrain barrier height calculated from the second
sopeisequa to ~(0.07 £ 0.01) eV. Thisis understand-
able, sincethe Fermi level inthissampleislocated sub-
stantially farther from the valence-band top and, conse-
guently, corresponds to the region of substantially
lower density of states (Fig. 1).
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Fig. 5. Temperature dependence of resistivity for high-resis-
tivity p-CdTe.

4. CONCLUSION

In this study, we used the model of formation of
intergrain barriers due to the accumulation of localized
chargesat theinterfaces and assumed that the current of
free carriers through the barrier follows the laws of
thermionic emission. On this basis, we attempted to
explain the transport phenomena in coarse-grained
CdTe polycrystals.

This model is debatable. Specifically, the transport
phenomenain polycrystalline film were recently inves-
tigated by Meng and Cui [18]. They believe that the
current through the barrier isthe tunneling current. The
barrier height calcul ated on the basis of thisassumption
is 0.55 eV. We cannot agree with this since the experi-
mentally measured barrier heights in similar Si poly-
crystals do not exceed 0.03 eV.

We showed that it is possible to determine the bar-
rier height without doping. Furthermore, the effect of
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white light substantially increases the majority-carrier
mobility, which may facilitate the preparation of low-
resistivity substrates from CdTe polycrystals.
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Abstract—The investigation of high-resistivity CdS single crystals by photoelectric deep-level transient spec-
troscopy (PEDLTS) isdiscussed. Computer simulation of the experiment is carried out. Thissimulation enables
us to compare the results obtained by the PEDLTS and thermally stimulated conductivity methods. The exper-
imental potentials of these methods are compared. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In some fields of application of semi-insulating
semiconductors, the effect of defectsinducing deep lev-
els in the band gap on the eectrical properties of the
material should be investigated. These fields are the
development of semiconductor radiation detectors, var-
ious photoelectric converters, semiconductor lasers,
and in-line control of substrates during the production
of microcircuits.

At present, there are two main methods for investi-
gation of deep levels in high-resigtivity (as high as
10 Q cm) semi-insulating semiconductors, which
enable one to obtain “electrically measured” parame-
ters of deep levels. These are the traditional method of
thermally stimulated conductivity (TSC) and the
PICTS method (photoinduced current transient spec-
troscopy), which was suggested relatively recently [1, 2]
(seealso [3]). Both methods may be applied not only to
high-resistivity semiconductors. However, there are
other numerousinvestigative methods applied to lower-
resistivity materials. Therefore, it is of interest to apply
these methods precisely to high-resistivity semicon-
ductors.

In this study, the results of investigation of high-
resistivity CdS crystals by the PICTS method are dis-
cussed. The currently existing theoretical model of the
method is not without some contradictions [4, 5]. The
bulk properties of crystals are considered in the model.
However, the nonequilibrium carriers in the band are
generated by radiation with hv = E;, which is absorbed
in arelatively thin surface layer. This calls for special
care when the experiment and additional estimates are
carried out, and the question always remains open asto
which properties of the crystal, whether surface or bulk
ones, are related to the phenomena observed. Another
contradiction of the model is the gquestion of experi-
mental detectability of deep levels or occupancy of

deep levels by nonequilibrium carriers in the tempera-
ture range where the PICTS signa should be detected.
In this study, a computer simulation of the experiment
by the PICTS method was carried out, which enabled
us to refine the theoretical model.

2. EXPERIMENTAL

A number of CdS crystals grown by the Czochral ski
method under a controlled ratio of vapor pressures of
starting components were investigated. The prelimi-
nary results of investigations have recently been
reported [6], and a more detailed description is being
prepared for publication. The setup was described in
detail elsewhere[7]. The excitation by an Ar laser at the
wavelength A = 4880 A was used in the experiment.
Previously, Ag-doped CdS crystals were excited by an
Ar laser with A = 4880 A and complicated spectrawith
overlapping peaks from severa levels were observed
[4]. Our investigations carried out using the same exci-
tation for high-purity CdS crystals showed that this
choice of excitation radiation is not quite appropriate.
For some samples, the use of laser excitation provides
well-structured spectra, whereas for other samples the
spectra are “broadened” and structureless. This is
apparently associated with the quality of the surface
treatment. Optical radiation with wavelength A =
4880 A is absorbed in a thin surface layer, which may
be completely located within the surface space charge
region, where the analysis of recombination processes
of nonequilibrium carriersis more complicated. Taking
into account the requirement of uniformity of excitation
over the entire sample bulk, | carried out the PICTS
measurementswith excitation by quasi-monochromatic
light with hv < E; (hv =2.3-2.5eV). Theradiation gen-
erated by a DKSSh-500 xenon lamp and passed
through an MSD-1 monochromator with entrance and
exit dits 5 mm in width, corresponding to the spectral

1063-7826/04/3803-0298%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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region of ~300 A, was used. Corresponding optical fil-
ters eliminated overlapping with other orders of the
grating. The inset in Fig. 1 shows the PICTS spectra
obtained for a CdS single crystal grown with the ratio
of partial vapor pressures P(S)/P(Cd) = 4 using laser
excitation and excitation with hv < Eg. In[6], this sam-
plewas denoted as N;. It can be noted that a decreasein
the photon energy of excitation radiation for the N5 sin-
gle crystal does not affect the spectrum shape radically.
The peak in aregion of 80-120 K from deep levelswith
E,=0.06 eV and S, = 107*° cm? isdominant in the spec-
trum as before. However, some specific features can be
revealed at higher temperatures. Figure 1 shows the
spectra obtained for various energies of excitation radia-
tion for aCdS single crystal grown at P(S)/P(Cd) = 7.5.
In [6], this sample was denoted as N,. For this crystal,
the spectrum shape changes radically with decreasing
photon energy of excitation radiation. The “broadened”
structureless spectrum is transformed into a well-
resolved spectrum, which is practically identical to the
spectrum of the N; crystal with the same excitation.
Thus, with decreasing photon energy of excitation radi-
ation, the shape of PICTS spectrais improved. In this
case, the signalsfrom deep levelsare detectable and are
detected reliably.

An incandescent lamp with color filters cutting off
some portions of the radiation spectrum was used asthe
source of excitation radiation. In this case, the presence
or absence of some peaks attributed to various deep lev-
elsinthe PICTS spectrum and the ratio of peak intensi-
ties depend on the spectrum of the excitation radiation.
The temperature position of the peaks and parameters
of deep levels, which are determined from these spec-
tra, arevirtualy independent of the spectrum of the exci-
tation radiation. Note that, in some studies [1, 4, 8-10],
the excitation by light with hv < E; wasaso used inthe
PICTS experiments. This often made it possible to
obtain signals from deep levelsthat were indistinguish-
able using the excitation with hv > E,. In this casg, it
was implicitly assumed that the nonequilibrium filling
of deep levels occurs due to captured carriers generated
by the optical excitation from the band.

The possibility of detection of deep levelsin PICTS
measurements was eval uated on the basis of an estimate
of the quasi-Fermi level shift under optical excitation
[5]. The quasi-Fermi level shift for electrons under pho-
toexcitation with hv = E;, which was estimated from
the photoconductivity, amounts to 0.03-0.08 eV. How-
ever, the deep levels with E; = 0.6 eV are detectable.
A crystal in the state of thermodynamic equilibrium
was considered by Balland et al. [5]. Theincident opti-
cal pulses periodically disturb the equilibrium state of
the samples, and, during the dark period, the sample
relaxes to the equilibrium state. For semi-insulating
CdS crystals, even at 300 K, the characteristic relax-
ation times of impurity photoconductivity may be on
the order of 10 sor longer. Consequently, during mea-
surements with a characteristic periodicity of the opti-
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Fig. 1. PICTS spectra of the N, crystal (corresponding to a

thermal emission rate of ~10° s7%) with different photon
energy of the excitation radiation hv: (1) 2.40, (2) 2.45,
(3) 2.50, and (4) 2.54 eV. Excitation is performed using an Ar
laser. Vertical arrows denote the peaks for which the com-
puter simulation was carried out. The PICTS spectrafor the
N3 crystal are given in the inset (the thermal emission rate

~10% s1). The excitation with hv = 2.40 eV is represented
by a solid curve, and the laser excitation with hv = 2.54 eV
is represented by a dashed line.

cal excitation of no more than 0.1-1 s, the sample is
alwaysin anonequilibrium state, and the model devel-
oped by Balland et al. [5] calls for refinement.

3. THEORETICAL MODEL

OF THE PICTS METHOD
Let us consider a high-resistivity n-type semicon-
ductor with a single level of capture of majority carri-
ers. Let us introduce the following notation: E; is the
energy position of the el ectron capture center relative to
the conduction band; N; is the concentration of capture
centers; e, is the rate of electron emission from the
level (henceforth, when necessary for emphasis, the

following notation is used: e;ht is the rate of thermal

emission and e " isthe rate of optical emission); C, is
the capture coefficient of electronsfrom the conduction
band; g, is the rate of electron generation under the
photoexcitation; n; is the electron concentration at the
level; and n are the concentrations of free carriersin the
band. Under the photoexcitation of the sample, the
electron concentration in the conduction band and at
deep levels can be written as [4]

n n
At = gl+entnt_Cntn(Nt_nt)_.l_—v (1)
n
O
n
EFjDd'[t = CyN(Ny—ny) —eyn, (2)

where T, is the electron lifetime in the band. Hence-
forth, we disregard the thermal emission of electrons
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Fig. 2. Caculation of temperature dependences of the rate
of thermal emission from deep levels (dotted curve 1) and
filled deep levels (solid curves): (2) for the“thermal” mech-
anism of filling the levels and (3-6) for the “optical” mech-
anism. The parameters of calculation: (3) o =1, B = 0.1;
4 a=01pBy=1 (5 a=0.1PBy=0.1; and (6) a =0.01,
3o = 0. Thetemperaturerange Tp cts, Wherethe PICTS sig-
nal from the deep level considered should be detected, is
denoted by vertical lines.

fromthe E; level (electron traps) aswell asthe dark car-
rier concentration in the high-resistivity material.

Solving kinetic equations (1) and (2) for time when
the steady state with the photoexcitation is attained, the
steady-state population of the level E; may be repre-
sented as

N,
@+ py ©

where the parameter [3, which determines the nonequi-
librium filling of the level, is introduced. The physical
meaning of the parameter 3 is the ratio of the rate of
depletion of the level to the rate of its filling. The pho-
tocurrent relaxation after switching off the illumination
is described by the set of Egs. (1) and (2) for g, = 0.
Yoshie and Kamihara solved the set of Egs. (1) and
(2) anaytically using some simplifying assumptions
[4]. They showed that, at specific temperatures, arapid
decay caused by the recombination of nonequilibrium
carriers from the band exists in the kinetics of relax-
ation of the photocurrent. This decay includes an expo-
nential component with the characteristic time 1, =

1/e"  which is caused by the thermal emission of non-

equilibrium carriers from deep levels. From the princi-
ple of detailed balance for the thermal emission rate,
we have

Ny =

th . SeVinNe
St = Gexp(EJKTY @)

where S; is the cross section of eectron capture by a
deep level, vy, is the thermal velocity of the electron,
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N, is the effective density of states in the conduction
band, and g isthe degeneracy factor of the capturelevel.
Using Eq. (4), itis possible to find S, and E; from the
experimental temperature dependence of 1, obtained.
To determine T, at various temperatures, the anaysis of
the form of kinetics of photocurrent relaxation is usu-
aly used. In this analysis, signal processing similar to
that in the DLTS method (deep-level transient spectros-
copy) isused [11].

4. ANALY SIS OF POPULATION
OF DEEP LEVELS

In previous studies, it was assumed that the deep lev-
elsarefilled dueto the capture of nonequilibrium carriers
from the band during the illumination of the sample. The
rate of optical filling or depletion of deep levelswas dis-
regarded [1, 2, 4, 5]. Let us call thismechanism of filling
of deeplevels“thermal.” Inthis case, the steady-statefill-
ing of deep levels under photoexcitation is described by
formula (3), in which 3 hasthe form

ent

b= 9:TCrt’

)

Let us estimate filling of deep levels for E; = 0.06 eV
and S; = 10%° cm?. We use the following values: g, =
3x10%cm2standt,=1072s. The parameters of deep
levels are taken from the experiment (see peak A in
Fig. 1). Figure 2 showsthe temperature dependences of
the thermal emission rate and population of deep levels
(curves 1, 2) calculated from formulas (4) and (5).
When the temperature dependence of population of
deep levelsisanalyzed, three temperature ranges can be
distinguished. In the low-temperature range, the ther-
mal emission rate from the level is negligibly low and
deep levels are not depleted during the dark period,
being constantly in the filled state. At high tempera-
tures, deep levels are in thermodynamic equilibrium
with the band, are partially filled during the optical exci-
tation of the sample, and are rapidly emptied (T, < T,)
during the dark period. In this case, these levels do not
introduce noticeable variations in the form of kinetics
of the photocurrent relaxation. The temperature range
marked by vertical linesin Fig. 2 and denoted Tpcrs,
where the signal from the deep level under consider-
ation can be detected, corresponds to the detected val-
uese, =50-5000s™. A substantial variation in the pop-
ulation of deep levels occurs under the periodic optical
excitation of the samplein the Ty o5 range. It is notice-
able that the deep level is practically empty for the
“thermal” mechanism of filling in the Tpcrs range.
However, the signal from this deep level isdominant in
the PICTS spectra for al crystals under investigation
for both extrinsic and intrinsic optical excitation of the
sample.
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Fig. 3. Simulated PICTS spectra (the solid line corresponds
to 1, = 1/657 s and dashed line correspondsto 1, = 1/1314 s)
and simulated TSC spectrum represented by the dotted line.

Let us consider another mechanism of filling the
deep levelsreferred to as* optical.” Under illumination,
the level with energy E; can be emptied due to direct
optical transitions into the conduction band with the

rate ey . This level may also be filled due to electron
transition from the valence band to the level with the

rate e, . Making allowance for both of these processes
when solving Egs. (1) and (2) for the steady-state pho-
toexcitation, we will derive the expression

B = (eh+em)/(gT,Cri + €X). (6)

Disregarding the recapture, i.e., considering e, >
0:1,.C,, the parameter 3 may be represented in theform

B = B,+ael, @

where B, = et/ep; determinestheinitial filling of deep
levels at low temperatures when the thermal emission
rate may be disregarded, and a = 1/ej; isthe normaliz-
ing coefficient. Disregarding the temperature depen-
dence of the rates of optical filling and depletion of
deep levels, we assumethat 3, and a areindependent of

temperature. The rates e}y and €j; are unknown to us.

Zielinger and Tapiero noted that the Frank—Condon
shift could not be too large [12]. Therefore, using the
excitation with hv = E; or hv < E, but close to this

value, it is reasonable to assume that e[} < ep; .

Figure 2 shows the temperature dependences of
population of deep levels (curves 3-6) calculated from
formula (7) with the above parameters S, T,,, and E; for
various values of 3, and a. It can be seen that, with the
“optical” mechanism of filling in the Tpcrs range, the
deep leve is partialy populated depending on a and
weakly depending on 3 (see curves 4, 5). If the optical
mechanism of filling the deep level under consideration
dominates over thethermal one, a < 10isrequired. Itis
No. 3
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Fig. 4. PICTS spectra corresponding to the thermal emission
rate ~1000 for a =5 (solid line) and a = 1 (dashed line). The
experimental curve (dotted line) is shown for comparison.

difficult to estimate o experimentally sinceit isdifficult
to isolate the contribution of a specific transition to the
total photocurrent signal. The estimate of the total rate
of optical emission from theinitia slope of the curve of
the photocurrent rise [13] under extrinsic excitation
showed that the emission rate of nonequilibrium carri-
ersfor the optical excitation level used was higher than
or about 0.2 s,

For amore detailed analysis, a computer simulation
of the experiment with the optical mechanism of filling
the deep levels was carried out using the above initial
data. During the simulation, the kinetics of photocur-
rent relaxation upon switching off the illumination was
calculated in the temperature range chosen for each
temperature in this range with a step of 1 K using
Egs. (1) and (2), and the standard two-point processing
of kinetics (“double boxcar”), i.e., obtainment of the
PICTSsignal, was carried out. I n the temperature range
chosen, two PICTS spectra corresponding to T, =
1/1314 and 1/657 s were plotted. To ssmplify the simu-
lation, it was assumed that the electron lifetimeisindepen-
dent of temperature. Thevalidity of this suggestion will be
considered below. We assume that, during the entire ther-
mal scanning procedure, the steady state of the photocur-
rent is attained. Thus, by the time that the illumination is
switched off, the initial density of nonequilibrium elec-
tronsin the conduction band n = g,/1,,, whereas the popu-
lation of deep levelsis determined by Eq. (7).

The spectra obtained by simulating the experiment
with the optical mechanism of filling (see Fig. 3) fea
ture a peak in the Tpcrg temperature range. Figure 4
showsthe simulated PICTS spectrafora =5and a = 1.
It can be seen that, with decreasing a, which causes an
increase in the deep-level population, the signals
detected increase. For comparison, the corresponding
experimentally obtained PICTS spectrum is also shown
in Fig. 4. The parameters of the deep level determined
from processing of the spectra agree well with the val-
ues used in the simulation. It was found from the simu-
lation that the signal from the deep level considered



302

could be observed experimentaly with the optical
mechanism of filling the deep level for a < 10 and could
not be observed with the therma mechanism of filling.

Thislevel possessesarather small capture cross sec-
tion, which isindicative of aweak interaction with the
conduction band. A deep level with E; = 0.56 eV and
S =10 cm? was considered in asimilar way (peak B
in Fig. 1). The estimate of population of the deep level
showed that, to reveal thisdeep level experimentally, its
thermal filling by nonequilibrium carriersis sufficient.

With illumination of the samples by light withhv <E,
the photon energy is insufficient for direct band-to-
band transitions. The existence of nonequilibrium car-
riers in the conduction band is caused by optical elec-
tron excitation from filled acceptor deep levels. How-
ever, with the illumination of the sample, the donor
deep levels are aso filled with electrons, which are
optically excited from the valence band. Both of these
processes are equiprobable, and the prevalence of one
of them isdetermined by the cross sections of photoion-
ization and by the concentration of the centers forming
the deep levels. Since the minority lifetime for CdS is
very short, acceptor levels rapidly capture the nonequi-
librium holes generated in the second case. Both pro-
cesses of optical excitation lead to the accumulation of
nonequilibrium holes in the lower half of the band gap
at acceptor deep levels. Thismay cause acomplex tem-
perature dependence of the majority carrier lifetime.
During the simulation, it was assumed for simplicity
that thelifetimeistemperature-independent. The mech-
anism of “optica” filling of deep levelssuggestedinthe
model is independent of 1,. The temperature depen-
dence of t,, determines only the temperature depen-
dence of the steady-state photocurrent and, correspond-
ingly, the initial amplitude of the relaxation kinetics of
the photocurrent. To exclude this dependence, the
experimental PICTS signal isusually normalized to the
magnitude of the steady-state photocurrent [4]. This
allows one to assume that theinitial values of the kinet-
ics parameters are constant when analyzing the shape
of relaxation kinetics of the photocurrent.

5. COMPARISON OF PICTS AND THERMALLY
INDUCED PHOTOCONDUCTIVITY METHODS

To identify the level with E; = 0.06 eV and S, =

107 cn?, a computer simulation of the experiment
with thermally induced conductivity was carried out;
theinitial datain thissimulation wereidentical to those
in the simulation of the PICTS experiment. Figure 3
shows the calculated curve for a thermal scanning rate
of 1 K/s. It turns out that the peak detected by the
PICTS method in a range of 80—100 K corresponds to
adeep level responsible for the TSC peak at 53 K. This
result can be explained by analyzing the population of
the deep level shown in Fig. 2. The conditions of sam-
ple excitation for both methods are different. However,
the TSC peak is located in a temperature range of
intense variation in the dark population of deep levels
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in the PICTS experiments. In this case, the thermal
emission rates are lower than those detected in the
PICTS method. By the TSC method, a deep level with
S =10 cm? and E; = 0.06 eV was observed close to
~50 K for CdSin some studies[14, 15]. Thisdeep level
isusualy interpreted as being related to interstitial Cd.
A computer smulation of TSC experiments for the
level responsiblefor the B peak in Fig. 1 was carried out
in asimilar way. In this case, the experimental PICTS
parameters of the deep level are the following: E; =
0.58 eV and S, = 10713 cm?. It is found that this deep
level correspondsto the TSC peak at ~263 K.

It is reasonable to carry out the analogy of PICTS
measurements with the TSC method. In both methods,
the sample is driven away from thermodynamic equi-
librium during the experiment. To reveal the deep level,
its filling with nonequilibrium carriers is necessary.
During thermal scanning, the deep level “manifests
itself” when the temperature at which the thermal emis-
sion rate from the deep level becomes insignificant is
attained. In the TSC method, the variation in the free-
carrier concentration is caused by thermal emission
from deep levelsfilled by a single-shot prolonged illu-
mination prior to the onset of thermal scanning. This
variation serves asthe signal that carriesinformation on
the parameters of the deep level. In this case, the higher
the heating rate, the larger the signal magnitude. In the
PICTS method, the cycles of filling—emptying of deep
levels are repeated many times during heating. The
scheme of carrying out the experiment enablesusto use
the principle of signal accumulation, where some vari-
ants of relaxation kinetics of photocurrent are summed.
The requirements to the stability of thermal scanning
are simplified in the PICTS method. Only one require-
ment is imposed on the thermal scanning conditionsin
this case. Specifically, the heating rate should be low
enough to consider that K cycles of photoexcitation of
the sampl e with subsequent relaxation are carried out at
the same temperature. In this case, the signal-to-noise
ratio during the detection of relaxation kinetics of the
photocurrent isincreased by a factor of KV2,

It should be noted that the set of relaxation kinetics
of the photocurrent measured at various temperatures
during thermal scanning in the PICTS method com-
prisesthe intermediate data, which are subjected to cor-
relation processing. During this processing, if the com-
ponent caused by the electron thermal emission from
the deep level with the form Ayexp(—t/t,) occursin the
relaxation kinetics of the photocurrent, the useful signal
at its maximum takes the form AgF;/1,. Here, F; is a
numerical coefficient that depends on the specific form
of the weighting functions used for processing. For
example, for weighting functions of the form

, a ty<t<ty+T;,
O
Wi(t) = 1, at ty+1,<t<ty+21,
Ep, a t<ty, or t>t,+ 21,
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which are often used in practice, the F; magnitude is
equal to 0.1-0.8. Thus, in the PICTS method, the inten-
sity of the useful signal expressed in terms of the num-
ber of free electrons in the conduction band equals
NoT,R, Where R=F,K¥2isthe coefficient accounting for
statistical processing of the signal. Hence, it follows
that the PICTS method is more sensitive for deep levels
with lower concentrations than isthe TSC method. Cer-
tain advantages of the PICTS method (more informa-
tive; one thermal scanning is sufficient during measure-
ments) were noted by Yoshie and Kamihara [4]. Pro-
cessing of the relaxation signal of the photocurrent is
similar to that in the DLTS method. Namely, hardware-
or software-realized correlators with different weight-
ing functions [16] and regularization methods that
enable one to extract the ssmultaneously emerging con-
tributionsto the signal from several deep levels[17] are
used. This provides a considerably higher resolution in
temperature in the PICTS method. Note that the tem-
perature position of the signal from the same deep level
inthe TSC and PICTS methods is different, and acom-
puter simulation of the experiment should be used to
compare the data.

6. CONCLUSION

A computer simulation of the PICTS experiment
made it possible to correlate the results obtained with
the published data obtained by the TSC method. The
relation is established between the TSC peaks at 53 K
and the PICTS peaksin arange of 80—-100 K aswell as
between the TSC peaks at 263 K and the PICTS peaks
at 250-300 K. By example of the deep level with E, =
0.06 eV and S, = 10*° cm?, it is shown that the “ opti-
cal” mechanism of filling the deep levels can be active
in CdSin contrast to the “thermal” mechanism of filling
the level, which was considered in the phenomenol ogi-
cal model of the PICTS technique. The experimental
potentia of the TSC and PICTS methods is compared.
It is found that the latter method is preferable for the
investigation of semi-insulating materials.
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Abstract—The effect of compositional and positional disorder on el ectronic propertiesof (Group I11)-nitride solid
solutions with the wurtzite structure was studied by the method of a model empirical pseudopotentia using
32-atom supercells. The calculated values of the band-gap bowing parameter are found to be equal to 0.44, 2.72,
and 4.16 for AlGaN, InGaN, InAIN, respectively. It is shown that the major contribution to the band-gap bowing
parameter is made by the compositional disorder, whereas the bond-length relaxation reduces the effect of com-
positiona disorder and the effects of the volume deformation. © 2004 MAIK “ Nauka/| nterperiodica” .

1. INTRODUCTION

Development of light-emitting diodes, laser diodes,
and high-frequency transistors based on the Group IlI
nitrides GaN, AIN, and InN [1] motivated intense theo-
retical studies of properties of these compounds. By
varying the composition of ternary solid solutions, one
can change the physical properties smoothly. So-called
band engineering, in which case the band gap is con-
trolled by the solid-solution composition, is a techno-
logically important example.

Both the theoretical [2—4] and experimental [5-11]
values of the composition-related band-gap bowing
parameter for solid solutions of the 111-N compounds
feature an appreciable spread. The properties of the
binary GaN, AIN, and InN compounds have been stud-
ied in detail using both the empirical-pseudopotential
method [12-14] and the methods based on first princi-
ples[12, 15]. However, theoretical studies of properties
of solid solutions under consideration are typically
based on the virtual-crystal approximation or the coher-
ent-potential  approximation (CPA); these methods
amount conceptualy to the replacement of a certain
microscopic configuration by an averaged effective
medium and, thus, cannot account for experimentally
observed compositional dependences of the band gap
[2]. The recursion method [16] and calculations based
on density-functional theory are the most promising for
correct theoretical description of electronic properties
of solid solutions; these methods make it possible to
study any specific atomic configurations [3, 4, 17, 18].

In this paper, we report the results of studying the
alloying effects on electronic properties of unordered
AlGaN, InGaN, and InAIN ternary solid solutions; we
use supercells containing 32 atoms in atomic configu-
rations obtained on the basis of density-functional the-
ory [19]. The calculations were performed by the den-

sity-functiona method that had proven to be quite use-
ful for describing the properties of quantum dots,
superlattices, and solid solutions with spatial modula-
tion of the composition [20-22].

2. THE CALCULATION PROCEDURE

The calculation procedure was described in detall
elsewhere [5, 23]. We use the functional pseudopoten-
tial form which is continuous in reciprocal space and
depends on the local strain € that describes the charge
redistribution and screening of the pseudopotentia dueto
changesin theloca ervironment [21, 22]; thus, we have

(k*-ay)
a,exp(ask’) —1

v(k,€) = & [1+a,Tr(e)]. (D)

Initial parameters a; were determined using the pro-
cedure for approximation of norm-preserving pseudo-
potentials obtained from first principles by Hamman
[24] and screened by the Levine-Louie [25] dielectric
function. We then modified the parameters so that
experimental values of the energies of band-to-band
transitions at the high-symmetry points of the Brillouin
zone and optical properties of pure binary compounds
could be reproduced [23, 26] (Table 1). In order to take
correctly into account the effect of local strains, we
included the values of the deformation potentialsin the
fitting procedure; i.e.,

=
a, = Vc’)_\/g' 2

The parameters a, were selected in such away that
they madeit possibleto obtain the recommended values
of deformation potentials [27]: a,= -8.2 eV for GaN,
a,=-9 eV for AIN, and a,= —4 eV for InN. The final
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Table 1. Energies of band-to-band transitions (T = 0 K)

. Energy, eV
Transition
this study other calculations and experiments
GaN FevT 1c (Ey) 35 3.5072 3.5°, 3.5°
I 6y (the width of the upper valence band) 7.3 6.8°, 7.4 (8)¢
FvT v (Bcr) 0.02 0.019?, 0.02°, 0.038°
LoavLisc 7.76 7.57°, 6.4 (8.2)¢
M ~Mac 8.11 7.7°,7.6 (8.4)
Hay—Hac 8.47 9°,8.1(9.9)¢
AIN MvT1c (By) 6.2 6.232 6.24°
I 1v (the width of the upper valence band) 7 6.1(6.9)¢
MvT ev (Ber) -0.22 —0.1643 —0.17¢
Lo avL1sc 8.75 8.6¢
Ma—Mac 9.4 8.51
Hav-Hsc 9.8 10.5¢
InN FevT 1c (Ey) 0.7 0.7¢, 2.04°
I3 6y (the width of the upper valence band) 6 5.77°
FvT v (Bcr) 0.04 0.0412, 0.017°, 0.06°
Loavtisc 5.17 5.83°
Mg ~Msc 5.21 5.8°
Hav—Hsc 5.93 6.5°

Note: @The recommended values [27]. ° Calculations by the empirical-pseudopotential method [13]. ¢ Calculations based on first princi-
plesand an empirical pseudopotential [12]. d' Calculations from first principlestaking into account and disregarding the GW correc-

tions[15]. € Experimental datafor InN [7, 31].

values of the parameters g are listed in Table 2. The
pseudopotentials obtained in thisway are in good agree-
ment with those calculated recently [13, 14].

In order to simulate electronic properties of AlGaN,
InGaN, and InAIN solid-solution nitrides and take into
account the compositional disorder inthese nitrides, we
used the 32-atom supercells A,Bis_,N (A = Al or In,
B = Ga or Al) that corresponded to the doubled
(along three directions) primitive unit cell in the
wurtzite structure[3, 19]. For agiven number of atomsA
n=0, ..., 16, we can obtain various atomic configura-
tions in contrast to the virtual-crystal approximation,
according to which an unordered solid solution is
replaced by a crystal with identical averaged “virtual”
atomsin the cationic sublattice. We cal cul ated the elec-
tronic structure only for configurations that had the
lowest energy; the latter was cal culated in the context of
density-functiona theory [19]. In Fig. 1, we show an
example of such astructure for n=4.

A nitrogen atom can have an environment of A,B,_,
(wherem=0, 1, 2, 3, 4) in ternary solid solutions with
thewurtzite structure. I n order to take into account vari-
ations in the pseudopotential screening in relation to
local atomic surroundingsin the solid solution, we con-
structed the nitrogen pseudopotntia Vy asalinear com-
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bination of the nitrogen pseudopotentials in binary
compoundsAN and BN [21]; i.e.,

m.
Vn(AmBs—m) = ZVN(AN)+

4—m
4

Vy(BN). (3)

Such alinear combination of pseudopotentialsinthe

anionic sublattice represents the essence of the virtual-
crystal approximation; however, the description of an
unordered solid solution is based on explicit consider-
ation of each atom rather than on averaging over the
entire crystal. At the sametime, it should be noted that,
for configurations with the lowest energy [19] in a
supercell containing 32 atoms and with atomic content

Table 2. Parameters of screened atomic pseudopotentialsin
GaN, AIN, and InN (in atomic units)

Atom ay ay a ag a
Ga 1500 188 |104.7 0.27 0.3
NinGaN | 1224 4.76 83.3 0.419 0
Al 9.42| 1.79 1.49 0.245 0.7
N inAIN 18 5.08 2.7 0.236 0
In 11 1.173 1.358 | 0.264 25
N inInN 4585| 5.1 4.875 | 0421 0
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[0001]

Fig. 1. Anordered structure of Al; _,B,N withx=0.25. The
2 x 2 x 2 cell in the wurtzite structure contains 12 atoms of
A (white spheres), 4 atoms of B (black spheres), and 16
atoms of N (gray spheres).

of 25, 50, and 75% cations, al nitrogen atoms have the
same local surroundings, which corresponds to the vir-
tual-crystal approximation.

A deviation from the idea lattice configuration is
observed in solid solutions, in addition to composi-
tional disorder. Atoms are displaced from their ideal
sites specified by Vegard's rule, which is related to the
difference between the bond lengths for compounds
that form the solution (so-called positional disorder)
(Fig. 2). Dependences of the bond lengths Ry (X) and
Rgn(X) on the composition in an A, _,B,N solid solution
can be characterized by the dimensionless parameter [28]

o= Rev 7 -Ruy @
0 0 !
RBN - RAN
[AN : B]

where Rgy isthe B-N bond length for the B impu-

rity in an AN crystal and RS, and R}, are the bond
lengths in pure binary compounds.

We used the method of the valence-forcefield (VFF)
[28] to calculate the following expression for the
dependence of the relaxation coefficient for the bond
length e on characteristics of constituents of the solid
solution:

~ ERgNmsm? 1 D_l
e~|:1+ER?’\BQ—3—§fDi| . (5)

Here, f, is the ionicity according to Phillips. Using the
valuesf, = 0.449 for AIN, f, =0.5for GaN, and f, = 0.578
for InN [29], we abtained the values of the relaxation
coefficient e=0.7-0.8 for solid solutions of 111-N com-
pounds; these values are in good agreement with exper-
imental data and the values obtained by calculations
based on density-functional theory [30].

In order to take into account the structural relax-
ation, atoms in a 32-atom supercell were displaced
fromtheir ideal sites so that the lengths of all bonds cor-
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Fig. 2. Schematic representation of variations in the bonds
lengths Rap(X) and Rgp(X) in relation to the composition of
the Al _,ByN solid solution. VCA stands for the virtual-
crystal approximation.

responded to the values obtained from expression (5).
We cal culated the value of thelocal strain[22] for each
cationic atom; this strain appears in formula (1) as a
correction to the pseudopotential; i.e.,

AV
T/— ’ (6)

where V isthe volume of atetrahedron with nearest cat-
ion neighbors at the vertices for a pure binary com-
pound and AV is a change in the volume due to avaria
tion in the crystal lattice of the solid solution and to the
structural relaxation.

In the calculations, we used the basis of 2055 plane
waves, which corresponded to the energy cutoff at 14 Ry.

Tr(e) =

3. DISCUSSION

Experimental compositional dependences of the
band gap are described by the following quadratic
eguation with the bowing parameter b:

Eg(x) = Eg + (Egz—Egl)x—bx(l—x). @)

In order to analyze the effect of various factors on
the bowing parameter, we decompose b into its compo-
nents; i.e.,

b = byp + bee + b, 8

where b, isthe bowing caused by the effect of the vol-
ume deformation, b isthe bowing caused by the charge
exchange between various bonds in an unordered solid
solution, and b is the bowing-parameter component
related to the bond-length (structure) relaxation.

The results of our calculations are shown in Fig. 3
and are listed in Table 3. As can be seen, a deviation
from the linear dependence E(x) is observed even in
calculations based on the virtual-crystal approxima-
tion; this deviation is caused by a difference in the lat-
tice constants of compounds that form the solid solu-
No. 3
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Fig. 3. The band gapsin relation to the composition of solid solutions of [11-N compounds. Experimental data are represented by
the symbols 1-7. (a) Experimental data for AIGaN (T = 300 K) taken from (1) [15] and (2) [6]; datafor InGaN (T = 77 K) taken
from (3) [7] and (4) [9]; and (c) datafor INAIN (T = 77 K) taken from (5) [10], (6) [11], and (7) [31]. Calculated dependences are
represented by curves. Dashed lines correspond to the virtual -crystal approximation, dotted linesrepresent the results of calculations
with compositional disorder taken into account, and solid lines correspond to calcul ations with both the compositional disorder and

structural relaxation taken into account.

tion and, as a consequence, by deformation of the vol-
ume of the unit cell for constituent compounds when
the solid solution is formed. In this case, the value of
the bowing parameter is proportional to the difference
between deformation potentials (2) for compounds that
form the solid solution and to the relative variation in
the lattice constant when the solid solution is formed:

Aa

SEMICONDUCTORS Vol. 38 No.3 2004

The smallest value of the bowing parameter related
to the volume deformation is observed in AlGaN,
where the lattice-constant mismatch between GaN and
AIN amounts to 2.5%, whereas the deformation poten-
tials are amost the same. The largest bowing magni-
tude is observed in INAIN, where the lattice-constant
mismatch isaslarge as 12% and the def ormation poten-
tials differ by afactor of 2. The volume deformation is
the only effect that gives rise to bowing and can be
taken into account in the virtual-crystal approximation.
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Table 3. Experimental and theoretical values of the band-
gap bowing parameter and its components

Solid | byo. | bee, | bes | ourcal. | BET | boge
solution| eV eV eV culations| [3] eV
AlGaN | 0.37 | 0.28 |-0.21| 0.44 071 | 0.2-1

(5, 6]
InGaN | 092 | 2.28 |-0.48| 272 17 |25][7]
INAIN | 1.84 | 4.04 |-1.72| 4.16 4.09 | 3[31]

Note: bey,; denotes the experimental data.

However, thiseffect by itself, ascan be seen from Fig. 3
and Table 3, cannot ensure agreement between the
results of calculations and experimental data.

The simulation of unordered solid solutions using
specified atomic configurations in a 32-atom supercell
makes it possible to calculate the value of additional
band-gap bowing parameter b related to the differ-
ence between atoms in the cationic sublattice. As our
and other [18] calculations of the valence-electron
charge density show, aredistribution of electrons between
the AN and BN bonds is observed in the A,B; _,N solid
solution: the chargeis transferred from the bond with a
lower ionicity to that with a higher ionicity. Thus, the
charge distribution in such a system differs from that
obtained in the virtual-crystal approximation, which
results in changes in the energy-band structure and in
additional band-gap bowing parameter bc. The differ-
ence between ionicities of binary compounds forming
the solid solution determines the magnitude of the
charge redistribution and, correspondingly, the band-
gap bowing parameter bc. It isimpossible to take this
effect into account in the virtual-crystal approximation
since dissimilar atoms in the cationic sublattice are
replaced in this approximation by “virtual” atoms that
areidentical at al lattice sites.

Taking into account the bond-length relaxation also
leads to a variation in the compositional dependences
of the band gap, which can be described using an addi-
tional component bg, of the band-gap bowing parame-
ter. As our calculations show (see also [18]), the bond-
length relaxation resultsin a decrease in nonuniformity
of the charge distribution; this nonuniformity is caused
by the presence of dissimilar atomsin the cationic sub-
lattice. Thus, the charge distribution becomes closer to
that obtained in the virtual-crystal approximation.
Structural relaxation also reduces the volume-deforma-
tion effect since the bond lengths in the solid solution
become almost equal to the corresponding values in
binary compounds. As a result, this effect leads to a
decrease in the total band-gap bowing parameter, and
b is a negative quantity.

The results obtained are in good agreement with
well-known experimental data (Table 3, Fig. 3). The
calculation for AlGaN vyields an almost linear depen-
dence of the band gap on the solid-solution composi-
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tion (b =0.44 eV), which is attributed to a small differ-
ence between the lattice constants, deformation poten-
tials, and ionicitiesin GaN and AIN. Anomalously large
values of b are experimentally observed for InGaN and
INAIN: 3.2¢eV [8, 9] and 6.76 eV [10, 11], respectively.
These experimental values of the band-gap bowing
parameter were obtained under the assumption that the
InN band gap was equal to 3 eV; in addition, the data
were obtained for samples that had a low content of
InN. However, it has been recently reported that the
band gap of InN isequal to 0.7 eV [7, 31]. Correspond-
ingly, it is necessary to use much smaller values of the
band-gap bowing parameter for approximation of
experimental data. In our calculations by the empirical-
pseudopotential method, we assumed that E; = 0.7 eV
for InN (Table 1). In Figs. 3b and 3c, we show the
curves Ey(x) for InGaN and InAIN according to our cal-
culations; the obtained values of the band-gap bowing
parameter are equal to 2.72 and 4.16 eV for InGaN and
INAIN, respectively, and are in good agreement with
experimental data [10, 11, 31]. Large values of the
band-gap bowing parameter for InGaN and InAIN are
related to an appreciable lattice-constant mismatch
(10 and 12%, respectively) and large differences in
deformation potentials and ionicities for binary com-
pounds that form these solid solutions.

Calculations show that compositional disorder and
structural relaxation affect profoundly not only the
band gap but also the energy-band structure asawhole.
The presence of dissimilar atoms in the cationic sublat-
tice and their displacement from idea sites lead to a
lowering of the crystal symmetry, which manifests
itself in splitting of the energy bands along the main
directionsin the Brillouin zone. In addition, taking into
account both compositional and positional disorder
results in an appreciable variation in the widths of
energy bands in the solid solutions with respect to the
corresponding widths obtained in the virtual-crystal
approximation; i.e., the valence band is widened and
the asymmetric gap (the main parameter on the ionicity
scale suggested by Wall et al. [32]) is narrowed. Our
calculations of compositional dependences of the
charge-asymmetry coefficient g, suggested in [29] as a
measure of ionicity showed the presence of bowing in
these dependences; at the same time, the value of the
charge-asymmetry coefficient for In Al,_,N with x=0.5
was found to be smaller than for the binary AIN and
InN compounds. Approximation of the results of calcu-
lations yields the following relations:

0i(Al,Ga, _,N) = 0.542 + (0.615-0.542)x, (10)
gi(In,Ga, _,N) = 0.542 + (0.638 — 0.542)x (11)
—0.019%x(1-x),
gi(In Al _,N) = 0.615 + (0.638 —0.615)x (12)
—0.145%x(1 - x).
SEMICONDUCTORS Vol. 38 No. 3 2004
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4. CONCLUSION

We studied electronic properties of ternary solid
solutions based on I11-N compounds using the method
of a model empirical pseudopotential and employing
supercells. It is shown that, if the internal local strains
in the solid solutions and both compositional and posi-
tional disorder aretaken into consideration, abowingin
the compositional dependences of the band gap Ey(X) is
observed, which accounts satisfactorily for the avail-
able experimental data. The largest contribution to the
band-gap bowing parameter is made by the composi-
tiona disorder. The bond-length relaxation reduces the
effect of compositional disorder and the volume-defor-
mation effects. The chosen model can satisfactorily
account for electronic properties of ternary solid solu-
tionsand makesit possibleto gain insight into the causes
of appearance of bowing in the dependence Ey(X).
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Abstract—Dependences of the exponent of radiation flux attenuation on the ZnSe grain size and the wave-
length are experimentally determined. At a wavelength of 1.1 pm, the minimum and maximum attenuation is
observed in crystals with the smallest and largest grain sizes, respectively. A reverse situation arises at awave-
length of 10 um. It is concluded that the optical radiation at wavelengthsof 1.1 and 10 um is scattered at internal
grain defects and mainly at grain boundaries, respectively. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Zinc selenideisusedininfrared (IR) optical devices
with a transparency range of 0.5-13 pum, where the
refractive index has adispersion from 2.61to 2.386 [1].
This property fully satisfies industrial requirements.
However, it is practically impossible to produce ZnSe
single crystals of large sizes and high structural quality.
The production problems are associated with the fact
that ZnSe crystals exist in two modifications [2], with
hexagonal and cubic latticesin high- and low-tempera-
tureranges, respectively. Thelatter modificationisused
in IR optical devices. The crystals are typicaly grown
from melt, and crystallization is carried out in the high-
temperature phase. Then, already in the solid state, the
transition to the low-temperature phase takes place
upon cooling. This process is often not completed;
hence, twins, regions of elastic stresses, dislocations,
and grains, at which the energy is dissipated, are
formed in the crystal.

Recently, a growing number of applications have
been found for polycrystalline materials produced
using various methods; ceramics-based technology
(CT), evaporative deposition (ED) from liquid phase,
and chemica vapor deposition (CVD). The materias
differ in grain size, the degree of crystal quality, and
physical properties. Polycrystalline materials, in addi-
tion to above-mentioned defects, contain grain bound-
aries that scatter light [3]. This study is devoted to the
optical properties of polycrystaline zinc selenide.

The studies were carried out at wavelengths of 1.1
and 10 um. The data on the grain sizes, degree of
imperfection, and optical properties were statistically
processed. The samples were prepared as planar trans-
parent disks 20 mm in diameter and 4-5 mm thick with
polished surfaces. Hydrothermal etching [4] was used
to revea defects. The light transmittance was deter-

mined using a SPECORD JR-75 system with arelative
error of 1%.

The grain boundary is an interlayer with a perturbed
structure containing intergrain dislocations and impuri-
ties. The presence of the latter is explained by the fact
that the growth of crystalline grainsis accompanied by
their self-purification with segregation of impurity
atoms into the intercrystallite space. Therefore, the
refractive index of the grain boundaries differs from
that in grains n = 2.403 by An. The optical inhomoge-
neity E = An/n characterizes the purity of polycrystal-
line materials. It was experimentaly determined that
An = 1072 for zinc selenide at a wavelength of 10 um;
hence, E = 4 x 10*. Since E is small, the scattering of
radiation related to refraction at the grain boundaries
can be disregarded. Therefore, the basic mechanism of
radiation-flux attenuation is reflection from grain
boundaries when the grain size significantly exceeds
the radiation wavelength. In the case of grain sizes
comparable to or shorter than the wavelength of light,
the diffraction effect should also be taken into account.

Under the assumption of chaotic grain orientations,
one of the basic characteristics of optical systemsisthe
light transmission in the operating range of the spec-
trum with the coefficient 1 of radiation-flux attenuation

n=d'R,

where R isthereflectance averaged over angles of inci-
dence and d is the average grain size. Taking into
account multiple reflection from grain boundaries, the
optical transmittance is theoretically defined as

_ (1-R)e"
T= 2 —2uL’
1-Re™H
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Table 1
. ... | Transmittanceat | Attenuation
Mftegal A\f/erage dens tg awavelength of | coefficient
yp! Oor grains, mm 1.1 pm T, % Hyq
CVvD 7.89x 107 63 0.261
ED 5.02x 1073 54 0.265
CT 520 x 10 42 0.474
Single - 53-56 -
crystals
Table 2
3 g
£
IS (% =
Sampleno. and g% -‘;>,‘F"E L | RS
material type = 8 5O SE |o=-
oq> o g =T o5
882 |2 | 995 |88
e85 | B2 | 237 |E%E
5% |35 | 258 | <88
1 (Single - - | 32x10"| 0.183
crystals)
2 (CTm 6.88 1.77 | 20x10% | 0.049
3 (Cm 5.12 327 | 5.0x10° | 0.053
4 (CT) 4.16 6.32 | 1.5x10° | 0.043
5 (CT) 4.12 565 | 8.0x10° | 0.044
6 (CT) 354 553 | 3.8x10° | 0.036
7 (CT) 3.19 464 | 24x10° | 0.036
8 (Cm) 2.90 5.07 | 5.0x10° | 0.049
9 (CT 1.72 529 | 1.3x10% | 0.057
10 (CT) 1.28 7.75 | 3.0x10° | 0.097
11 (CT) 0.98 9.79 | 5.0x10% | 0.077
12-1 (ED) 38x1071| 1242 | 25x10° | 0.176
12-2 (ED) 24x1072 | 14.46 | 25x10° | 0.176
13-1 (ED) 20x1071| 519 | 1.7x10°| 0.254
13-2 (ED) 38x10%t| 537 |17x10°| 0.254
14-1 (CVD) |22x1072| 167 | 1.6x10°| 0.243
142 (CVD) | 6.4x10%| 16.7 | 1.6x10°| 0.243
15-1 (CVD) |20x107?| 216 | 23x10°| 0.336
152 (CVD) |46x10%| 216 | 23x10°| 0.336

whereR=(n-1)%(n + 1)?isthereflectance. Asaresult,
we obtain the formula for calculating the attenuation

coefficient [5] at the wavelength A,

W, = -L

nf +1
2n,

log Ty,

where L is the sample thickness.
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2. RESULTS

Previously, we have established that the size distri-
bution of grains in the materials under investigation is
exponential [6].

Optical transmission spectrain the visible and near-
IR regions show that the transmittance increases with
the wavelength of light and attains a maximum at
1.1pum (see Table 1). CVD-type crystals have the
smallest average grain size, amost perfect structure,
and the smallest attenuation coefficient. The transmit-
tance of ED-type crystalsisvirtually identical to that of
single crystals.

Table 2 lists the results of studies at awavelength of
10 um. For comparison, the data on single crystals are
aso listed.

These data show that the material produced using
the CT is characterized by the largest grain sizes. The
average cross-sectiona area of grains in the ED- and
CVD-type materialsis smaller than that of the CT-type
material by one and two to four orders of magnitude,
respectively. Thedifferencein thelinear density of twin
boundaries and dislocations is insignificant for all the
crystals. Coarse- (CT) and fine- (CVD) grained materi-
als feature the lowest and highest attenuation coeffi-
cients, respectively. The attenuation coefficient of the
ED-type material differs dightly from that of single
crystals.

We note that the smallest attenuation coefficient
(0.036) is characteristic of CT-type materials with a
grain cross-sectional area of 34 mm?. The average
grain size of the CT-type materia is 10° um, which
exceedsthewavelength of 10 um by two orders of mag-
nitude; therefore, the light attenuation is mainly con-
trolled by reflection from grain boundaries. The grain
diameter in the ED-type material is of the same order of
magnitude asthe radiation wavelength. The grain diam-
eter of the CVD-type polycrystalline materia is an
order of magnitude smaller than the wavelength; there-
fore, in addition to reflection from grain boundaries, the
attenuation is also affected by the diffraction effect.

3. CONCLUSIONS

(i) The optical properties of a polycrystalline mate-
rial are controlled not only by the grain size but also by
the grains' structura quality.

(ii) The material structural quality and grain size are
controlled by the growth method; the smallest and larg-
est grain sizes are characteristic of ED- and CT-type
materials, respectively.

(iii) At the wavelength of 1.1 pm, the smallest and
largest attenuation coefficients are characteristic of
CVD- and CT-type samples, respectively. As for the
studies at 10 um, areverse situation arises. The ED-type
material has an attenuation coefficient close to that of
single crystals.
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(iv) Atthewavelength of 10 um, lightismainly scat- 2. Acoustic Crystals (Nauka, Moscow, 1976).
tered by grain boundaries of a polycrystalline materia 3. B. M. Slepchenko, V. V. Musatov, and A. N. Bryzgalov,

containing grain-confined dislocations and impurity Fiz. Tverd. Tela (Leningrad) 32, 638 (1990) [Sov. Phys.
aoms. At 1.1 um, scattering is mostly associated with Solid State 32, 375 (1990)].
grain defects, i.e., twin boundaries and dislocations. 4. A.N. Bryzgalov, Doctoral Dissertation (Ufa, 1998).
The studies showed that the optical properties of 5 A N. Bryzgalov, B. M. Slepchenko, and V. V. Musatov,
polycrystalline zinc selenide are no worse than those of Izv. Akad. Nauk SSSR, Neorg. Mater. 25, 1430 (1989).
single crystals and, in some cases, are superior. 6. A. A. Yaksenovskikh, A. N. Bryzgalov, V. V. Musatov,
etal., lzv. Akad. Nauk SSSR, Neorg. Mater. 27, 1176
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Abstract—Pseudomorphic Sig 76Gey 24/Si heterostructures grown by molecular-beam epitaxy were irradiated
with 350-keV Ge'* ions at atemperature of 400°C so that the peak of theions' energy losses was located within
the silicon substrate (deeper than the SiGe-Si interface). The effect of ion implantation on the relaxation of elas-
tic stresses and the defect structure formed as aresult of postimplantation annealing is studied. It is found that
annealing at atemperature even aslow as 600°C makesit possible to ensure avery high degree of relaxation of
elastic stressesin the heterostructure and acomparatively low density of threading dislocationsin the SiGe layer
(<10° cm™). The results obtained make it possible to suggest amethod for the formation of thin SiGe/Si layers
that feature a high degree of relaxation, low density of threading dislocations, and a good surface morphology.

© 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

The active interest in epitaxial growth of Si; _,Ge,
layers on Si substrates is related primarily to the fact
that new electronic and optoelectronic devices can be
fabricated on the basis of SiGe/Si heterostructures. As
is well known, SiGe films obtained as a result of
pseudomorphic growth on Si substrates are found to be
elastically stressed owing to the large mismatch
between the lattice parameters of Si and Ge (4.12%). At
the same time, SiGe layers with a high degree of relax-
ation are required to fabricate certain types of devices
based on SiGe/Si structures (field-effect transistors,
photodetectors, and solar cells) [1]. In addition, the use
of relaxed SiGe buffer layers presents additional oppor-
tunities for controlling the energy-band structure and
for integrating devices based on 111-V compounds into
conventional silicon technology. It is well known that
the relaxation of elastic stresses in heterostructures
occurs if the critical thickness of an epitaxial layer is
exceeded by introducing misfit dislocations into the
vicinity of the interphase boundary. It isimportant that
tilted segments of the dislocations introduced thread
through the epitaxial layer [2]. The presence of thread-
ing dislocations in the film significantly impairs its
characteristics and makesiit virtually impossible to use
such structures in electronic and optical devices [3].
Therefore, reducing the threading-dislocation density is
the most important problem in the development of elec-
tronic devices based on SiGe/Si heterostructures.

At present, epitaxial growth of Si; _,Ge, buffer lay-
ers with a gradient of Ge concentration is the most
highly developed method for fabricating SiGe films
with a high degree of relaxation and a comparatively
low density of threading dislocations (10°-10° cm)
[4, 5]. However, in order to obtain films with alow den-
sity of threading dislocations, one has to ensure that
gradients of Ge concentration are very low (typicaly,
5-10% per micrometer). This circumstance necessi-
tates a large thickness of the buffer layer (severa
micrometers); as a result, growth times are long and a
large amount of material is consumed. This signifi-
cantly increases the production cost of devices and
makes it more difficult to integrate them into Si inte-
grated circuits. Another serious drawback of the
method described above is the large-amplitude surface
roughness of the buffer layers with a gradient of Ge
concentration [6]. Introducing nonequilibrium point
defects into the heterostructures is an alternative
approach to solving the above-formulated problem. It
has been recently shown that nonequilibrium point
defects introduced into the heterostructures promote
the relaxation of stresses and, at the same time, can
reduce the density of threading dislocations to a great
extent [7—15]. Point defects can be introduced by low-
ering the growth temperature, which leads to a satura-
tion of the growing layers with nonequilibrium point
defects of the vacancy type [7-12], and also by irradiat-
ing the layerswith low-energy ionsin the course[11-13]
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or after completion [14-21] of epitaxial growth. It is
generally believed that promoted relaxation of stresses
is caused by the formation of clusters of point defects
that act as origination sitesfor misfit dislocations. How-
ever, the specific mechanism of promotion of elastic-
stress relaxation in SIGe/Si heterostructures oversatu-
rated with point defects has not yet been ascertained
and requires further investigation.

In our previous publications [19-21], we reported
the results of studying the effects of theion type and the
temperature and dose of ion implantation on relaxation
of elastic stresses in pseudomorphic SiIGe/S hetero-
structures. We found that irradiation of heterostructures
with Ge* heavy ions at elevated temperatures increased
the rate of the relaxation process appreciably. In this
study, we concentrate on studying the effect of irradia-
tion of Sip4Gey.4/Si heterostructures with Ge* ions on
the dislocation structure formed asaresult of relaxation
of elastic stresses in the course of postimplantation
annealing. We then discussthe causes of theincreasein
the relaxation rate.

2. EXPERIMENTAL

An undoped pseudomorphic Sip76G€24 135-nm-
thick layer was grown on the Si(100) substrate using
molecular-beam epitaxy at a substrate temperature of
550°C. The layer thickness was chosen so that the
stress relaxation was suppressed in the course of
growth. The film composition was determined from the
analysis of X-ray diffraction. The spread of Ge concen-
tration over the wafer did not exceed 2%. The wafer
was cut into the samples with an area of about 1.5 x
1.0 cm?. The samples were irradiated with 350-keV
Ge* ions at a temperature of 400°C; the doses were
1013, 2.5 x 10%3, and 5 x 103 cm=. On the basis of cal-
culations carried out using the SUSPRE software pack-
age, the energy of implanted ionswas chosen so that the
peak of the ion energy losses was beyond the
Si76G€y24/S interface (i.e., in silicon, at a depth of
about 200 nm from the outer surface of the heterostruc-
ture). The doses were chosen so that, on the one hand,
the amorphization of the layer was avoided and, on the
other hand, a high concentration of nonequilibrium
point defects was formed. Samplesirradiated with ions
and unirradiated (reference) samples were annealed in
a vacuum furnace (at a pressure of ~10° Torr) for
15 min at temperatures of 500, 550, and 600°C. The
temperature was maintained constant to within £2°C.
The relaxation of elagtic stresses in the samples was
studied by transmission electron microscopy (TEM)
using a JEM 200CX microscope with an accelerating
voltage of 200 kV, by double-crystal X-ray diffraction
(using aRigaku RU-200 diffractometer and Cu K, radi-
ation or Mo K, radiation), and by analyzing the spectra
of low-temperature photoluminescence (PL). The
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degree of elastic-stress relaxation was determined from
the X-ray diffraction data using the following formula:

a —a
R = — g *x 100%
an  —&
pseud rel

Here, a5 and a5 are the lattice parameters of the

pseudomorphic and relaxed SiGelayersin thedirection
perpendicular to the growth plane, and a; is the lattice
parameter of bulk SiGe. The PL was excited at a tem-
perature of 4.2 K using radiation from an Ar laser
(514.5 nm). The PL signal was detected using a cooled
germanium photoresistor and an MDR-2 wide-aperture
monochromator. In order to determine the contribution
of different regions in the structure under investigation
to the PL signal, we used layer-by-layer chemical etch-
ing of the sample. The PL spectrum was measured after
each specific layer was etched off. The density of
threading dislocations in the layer was evaluated from
the density of etching pits after the treatment of the
sample in an HF : Cr,0; : H,O (4 : 1 : 1.5) solution
using aNomarski optical microscope. The roughness of
the sample surfaces was evaluated using a Dimension
3100 NanoScope Illa System (Digital Systems)
atomic-force microscope (AFM).

3. RESULTS

According to the X-ray diffraction and PL data, the
degree of relaxation of elastic stresses in the as-grown
Siy76G€y24/Si structures is equal to zero. The curves of
X-ray reflection diffraction for al the samples mea-
sured before and after ion implantation have a similar
shape. In order to reveal the effect of ion implantation
on the relaxation process, we annealed first the sasmple
irradiated with the highest dose of ions (5 x 10'3 cm™)
and then the reference (unirradiated) sample each for
15 min at atemperature of 500°C. However, the curves
of reflection diffraction of both samples were unaf-
fected by thisannealing. Therefore, these sampleswere
subjected to an additional annealing for 15 min at a
temperature of 600°C. In Fig. 1, we show the curves of
reflection diffraction for the reference sample (curve 1)
and the sample irradiated with a dose of 5 x 10** cm™
(curve 2). Both sampleswere subjected to the two-stage
annealing: first, for 15 min at 500°C and then for
15 min at 600°C. It can be seen that the second anneal -
ing resulted in an appreciable relaxation of stressesin
the irradiated sample: the degree of relaxation in this
sample R is about 80% (curve 2), whereas R is on the
order of 1% for the reference sample (curve 1).

InFig. 2, we show the TEM images of cross sections
of the aforementioned samples. It can be seen that, in
agreement with the X-ray diffraction data, the networks
of misfit dislocations in these samples differ widely.
A planar network is observed in the reference sample
(Fig. 2a); the dislocation density and, accordingly, the
degree of relaxation are low in this sample. In contrast,
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Fig. 1. Curves of reflection diffraction 004 (Cu K radia-
tion) for (1) a reference (unirradiated) sample annealed
first for 15 min at 500°C and then for 15 min at 600°C and
(2, 3) two samplesirradiated with Ge" ions at 400°C with a
dose of 5 x 1013 cm2 and then annealed (2) first for 15 min
at 500°C and then for 15 min at 600°C and (3) annealed for
15 min at 550°C.

Fig. 2. A TEM image of cross sections (g = [2200) of the
samples subjected to two-stage annealing, first for 15 min at
500°C and then for 15 min at 600°C: (a) the reference sam-
ple (the bright field) and (b) the sample irradiated with a

doseof 5x 1013 cm2 of Ge" ions (the dark field). The upper
boundary of the misfit-dislocation network in the irradiated
sample coincides with the SiGe-Si interface (indicated by
the arrow).

the network of misfit dislocations is three-dimensional
and very dense in the implanted sample (Fig. 2b); the
upper boundary of this network coincides with the
SiGe-Si interface (indicated by an arrow). The thick-
ness of the region containing the network of misfit dis-
locations is 30-50 nm (indicated by two paralel lines
No. 3
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Fig. 3. An AFM image of the surface of asample irradiated

with 5 x 10 cm™ dose of Ge" ions with subsequent
annealing first for 15 min at 500°C and then for 15 min at
600°C.

inFig. 2b), whichissmaller than the corresponding val -
ues observed typically at high degrees of relaxation. It
is worth noting that the depth to which the dislocation
half-loops propagate into the substrate is comparatively
small, and the number of these loops is not large con-
sidering the high degree of relaxation observed. We
also note that a significant deterioration of the sample's
surface morphology is not observed in the TEM image
of the sample with ahigh degree of relaxation (Fig. 2b)
(a corrugated surface is typically observed in the case
of a high degree of relaxation). According to the AFM
data, the rms amplitude of the surface roughness for
this sample is equal to a mere 0.4 nm for the scanned
area of 8 x 8 um? (Fig. 3). The didocation lines
observed by TEM for planar films and by AFM and
Nomarski optical microscopy are straight and long.
According to an estimation based on the TEM data, the
density of threading dislocations in the SiGe layer is
lower than 10° cm. It follows from the density of etch-
ing pits observed at the sample surface and measured
using Nomarski optical microscopy that the density of
threading dislocationsis lower than 10° cm2,

In Fig. 4, we show a PL spectrum measured imme-
diately after the structures were grown; the spectrum
includesthe SiGe TO (transverse optical phonon), SiGe
ZP (zero phonon), and Si TO lines (curve 1). The PL
spectra of two samples subjected to two-stage anneal -
ing first for 15 min at 500°C and then for 15 min at
600°C—for the reference sample (curve 2) and for asam-
pleirradiated with 5 x 10'3 cmr? of Get+ ions (curve 3)—
are aso shown in Fig. 4 (the TEM images of cross sec-
tions of these samples are shown in Fig. 2). It can be
seen from comparison of spectra 2 and 3 that the relax-
ation proceeds in the samples under consideration dif-
ferently: the spectrum of the reference sample features
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Fig. 4. PL spectraof (1) an as-grown Sig 76Ge€p 24/Si struc-
ture and (2, 3) two samples subjected to the two-stage
annealing first for 15 min at 500°C and then for 15 min at
600°C: (2) the reference sample and (3) the sample irradi-
ated with a dose of 5 x 1013 cm™ of Ge* ions. The spectra
are shifted along the vertical axisto make it easier to trace
the spectra. T=4.2 K.

the well-known dislocation-related spectral lines D1
(0.81eV),D2(0.87eV),D3(0.93eV), and D4 (1.0 eV),
whereas the spectrum of implanted samples features
lines peaked at 0.89, 0.93, 0.97, and 1.005 eV, as well
as the line D1 and a shoulder at 0.87 eV that corre-
spondsto theline D2. So far, we have failed to attribute
these lines to specific recombination centers; we have
alsofailed to find any published dataon theselines. The
layer-by-layer etching of the samples in combination
with PL measurements showed that the recombination
centers responsible for the appearance of the lines
under consideration were located at a depth that
exceeded the thickness of the SiGe layer (the PL inten-
sity increased as more of the SiGe sublayers were
etched off). It may be assumed that these lines are
related to a specific dislocation structure formed in the
irradiation-damaged region of the silicon substrate.

In order to gain insight into the initial stage of the
stress relaxation, we anneal ed the samples, which were
irradiated with different doses of ions, for 15 min at
550°C. InFig. 1 (curve 3), we show the curve of reflec-
tion diffraction for a sample irradiated with a dose of
5 x 10% cm and then annealed for 15 min at 550°C.
It can be seen that the SiGe peak broadens and shifts
closer to the Si peak as aresult of annealing, which is
indicative of relaxation of stressesin the structure. The
degree of stress relaxation in the structure under con-
sideration amounts to about 1%. At the same time, the
curves of reflection diffraction for the samples irradi-
ated with lower doses (the same asthe curvefor the ref-
erence sample) virtually did not change as a result of
annealing at atemperature of 550°C.

AVRUTIN et al.
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Fig. 5. PL spectra of asamgllle irradiated with Ge* ions at
400°C with adose of 5 x 1013 cm™2; the spectra were mea-
sured (1) immediately after irradiation, (2) after chemical
etching, and (3) after postirradiation annealing for 15 min at
550°C. Curve 4 represents the PL spectrum of the reference
(unirradiated) sample annealed under the same conditions.
All spectrawere measured at 4.2 K.

In Fig. 5, we show the PL spectra measured imme-
diately after ion implantation (curve 1), after chemical
etching (curve 2), and after postimplantation annealing
for 15 min at atemperature of 550°C (curve 3). The PL
spectrum of the reference sample annealed under the
same conditionsis also shown (curve 4) for the sake of
comparison. The PL spectrum measured after ion
implantation features a line peaked at 1.018 eV and
related to the recombination of electron-hole pairs at
multivacancies[22]; the corresponding phonon replicas
are also observed (Fig. 5, curve 1). Excitonic lines
related to the SiGe layer are not observed, since the
radiation defects apparently giveriseto amore efficient
recombination channel. The PL intensity increases after
a 160-nm-thick layer is chemically etched off (Fig. 5,
curve 2). This means that the PL signal originates at a
depth of >160 nm, i.e., in the Si substrate (the SiGe
layer thicknessis 135 nm). This fact is consistent with
the TEM data and with calculations of the depth corre-
sponding to the peak of energy losses of ions according
to the SUSPRE software package (=200 nm). As a
result of annealing, the 1.018-eV line and its phonon
replicas disappear and broad bands peaked at 0.86—-0.89
and 0.94 eV come into existence (Fig. 5, curve 3). Sim-
ilar PL bands were previously observed by Schmidt
et al. [23]; however, the origin of these bands remains
unknown. It is of interest that the spectrum of the refer-
ence sample includes the well-known dislocation-
related line D2 peaked at 0.87 eV in addition to two
lines related to the stressed SiGe layer (the SiGe-TO
line a 0.90 eV and the SiGe-ZP line at 0.96 eV) (see
Fig. 5, curve 4). The presence of the D2 linein the PL
spectrum indicates that relaxation of elastic stresses
sets in as a result of annealing for 15 min at 550°C,
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although, according to the X-ray diffraction data, the
degree of relaxation in thissampleisequal to zero. This
discrepancy is attributed to the fact that PL is a method
that is more sensitive to initial stages of relaxation than
X-ray diffraction.

4. DISCUSSION

On the basis of the above results, we may assume
that irradiation of SiIGe/Si heterostructures with Ge*
ions at elevated temperature gives rise to point-defect
complexes that are conducive to subsequent relaxation
of elastic stresses by providing the generation sites for
dislocations. As was mentioned above, the TEM study
of across section of asamplethat isimplanted and then
annealed revealed a very dense network of misfit dislo-
cations below the SiGe-Si interface (Fig. 2b), which
indicates that the dislocation loops were generated in a
rather thin layer beneath this interface. These loops
expanded in the course of annealing, reached the SiGe—
S interface, and formed a network of misfit disloca-
tions. Furthermore, a high generation rate of disloca-
tion loops should give rise to a uniform distribution of
these loops and, as aresult, to a uniform distribution of
threading segments of didlocations, which in turn is
conducive to mutual annihilation of these segments.
This circumstance may account for the low density of
threading didlocations in the SiGe layer.

Thus, we obtained thin and highly relaxed SiGe
filmswith acomparatively low density of threading dis-
locations as a result of annealing at a moderately high
temperature (600°C). This method appears to be very
useful for fabricating thin SiGe layers with a high
degree of relaxation and a good surface morphology. It
should be noted that the thickness of the layers we
obtained is appreciably smaller (for the same degree of
relaxation) than the thickness of buffer layers with a
gradient of Ge concentration [5] and that of SiGe films
formed on buffer Si layers grown at comparatively low
temperatures [4]. Previously, Hollander et al. [14, 15]
successfully used the implantation of H* ions with a
dose of 3 x 10% cm to obtain SiGe layers with ahigh
degree of stressrelaxation and alow density of defects.
However, in the conditions of our experiments, both the
annealing temperature and the implantation dose
required for appreciable promotion of relaxation were
much lower than in the case of hydrogen implantation.
Thisfact can be explained in the following way: heavy
Ge* ionsthat giveriseto dense collision cascades and a
fairly high temperature of implantation (400°C) and
ensure a high diffusive mobility of point defects intro-
duced by implantation are conducive to the formation
of defect complexes; the latter then act as sites for the
origination of dislocation loops. The above assumption
is also confirmed by the results of our previous studies
[19, 20], in which we did not observe any significant
promotion of stress relaxation in structures irradiated
withlighter Ar*ions (with adose of 10* cm2) at 400°C
or in structuresirradiated with Ge* ions at alower tem-
perature of 230°C (the dose was 5 x 102 cm™).
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5. CONCLUSION

Irradiation of Sip.Gey../S heterostructures with
Ge* ions at a temperature of 400°C leads to an appre-
ciable promotion of elastic-stress relaxation in the
course of postimplantation annealing. In contrast to
unirradiated samples, the relaxation of stressesin irra
diated structures proceeds at a significant rate at such
comparatively low temperatures as 550-600°C. The
results obtained suggest a method for obtaining thin
SiGe layers on Si with a high degree of stress relax-
ation, a comparatively low density of misfit disloca-
tions (<10° cm™), and a low surface roughness. The
main advantages of the method under consideration are
low implantation doses (~10'2 cm) and the low tem-
perature of the postimplantation annealing. Data from
TEM, X-ray diffraction, and PL make it possible to
conclude that complexes of point defects formed as a
result of implantation of Ge* ions are responsible for
the promoted relaxation of stresses in the heterostruc-
tures under consideration.
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Abstract—The dependence of native potential inhomogeneities on spatial dispersion of the dielectric response
of the two-dimensional electron gas at the surface of a heavily doped semiconductor is discussed. The ampli-
tude and scale of the disorder potential in the case of astrongly degenerate surface electron gas are determined.
It is shown that the inhomogeneities considered depend on the surface and bulk parameters. © 2004 MAIK

“Nauka/Interperiodica” .

The previous analysis of inhomogeneities of the
electric potential at the surface of extrinsic semicon-
ductors[1, 2] produced by the discrete character of the
distribution of the bulk charge has shown that, in the
presence of a high density of surface delocalized elec-
tronic states, the average value of the random potential
is on the order of several meV. For most surface pro-
cesses at room and higher temperatures, the changesin
the electron potential energy are small compared to the
thermal energy and, asarule, can be disregarded. How-
ever, these estimations can fail, at least for heavily
doped structures (with concentrations of about 10*® cnr2
or higher), for which the probability of localization of a
charged defect directly at the surfaceisincreased. First
of al, for these systems it is necessary to take into
account that potential perturbations created by point
charges, specifically, by electrically active defects in
surface depletion layers, are nonlinearly screened by
the two-dimensiona electron gas [3]. Obviously, the
dependence of the surface dielectric response on the
degree of inhomogeneity of the initial potential must
result in a change in the average magnitude of the ran-
dom potential. It should also be noted that the depen-
dence of the response on the surface density of states
obtained in [2] produces appreciable estimation errors
for densities exceeding about 102 cm2 VL. In this
case, the surface-potential inhomogeneities obtained
for aheavily doped semiconductor increasein the pres-
ence of a delocalized electron gas. The reason for this
unsatisfactory result consists in the limitations of the
use of the standard imaging method when calculating
the electric field and potential at the surface for finite
densities of electronic states. To obtain the best approx-
imation, one must evaluate the permittivity of the
medium using awider range of wave vectorsfor theini-
tial perturbation; i.e., one must take into account the
gpatia dispersion of the permittivity. The aim of this
study is to find the dependence of the amplitude of the

random potential at the surface of a heavily doped
semiconductor on the dispersion properties of a two-
dimensional electron gas.

In order to evaluate the effect of spatial dispersion
on the native-potential inhomogeneities, we consider
the case of astrongly degenerate two-dimensional elec-
tron gas. Let the Fermi energy for surface electrons Ex
be much greater than the thermal energy KT. We write
the potential energy of an electron in the field of the
ith Coulomb center (singly charged donor) in the sur-
face plane outside of dielectric medium as

2
e

Jo?+diia

Here, p istheradia coordinate in the plane of electron
localization and d; is the doubled distance of the
ith Coulomb center to this plane. The Fourier transform
of the potential (1) iswell known,

Vi(p) = - D

_€'exp(—qdi/2)

Vi(q) = q

)

where g is the magnitude of the wave vector in the sur-
face plane. The screened potential, which is generated
by the ith Coulomb center at the surface, is determined
in the usua way,

[

Ui(p) = J’Ui(q)Jo(pq)qdq, 3)

where Jy(s) isthe Bessel function of order zero, U;(q) =
Vi(g)/k(q) is the Fourier transform of the screened
potential, and k(q) isthe dielectric response function of
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Fig. 1. Function ®(y), Eq. (13).

the medium. In this case, in the presence of afree semi-
conductor surface, the function k(q) has the form [3]

;L;l%[ + qa% g < 2K,

K(Q) = O (4)
E,E%l[l+(1—A/1—4k§/q2)%s}, q> 2k,

where € is the static permittivity of the semiconductor,
ke is the wave vector of a surface electron at the Fermi
level, g, = 4Te’Dy/(€ + 1), and D, is the surface density
of states. Under conditions of strong degeneracy of the
two-dimensiona electron gas, we should set k(q) for
g < 2k For asmall inhomogeneity of the perturbation,
i.e, for g < g, the dieectric response function is given by

() = S ©

Using transform (3) and expression (5), we obtain the
screened potential

d .
4TDo(p? + d214)%?

this potential can also be obtained using the Thomas—
Fermi approximation. Averaging the potential (6) and
assuming that the positions of charged impurities at the
surface are independent, we find the dependence of
native potential inhomogeneities dU on the parameters

of the system [2],
1 NS
DOLO«/TTE ' 0

Here, Ly = ,/eU,/21e’N, isthewidth of the depletion
layer, U, isthe magnitude of the band bending, N, isthe
doping level, and Ng = NoL, is the surface charge den-
sity. Theresult (7) isvalid in the presence of a delocal-
ized high-density electron gas at the surface. For com-

Ui(p) = (6)

ouU =

BONDARENKO et al.

plete localization of the surface charge, the potential of
the ith center at the surface can also be calculated using
the formalism of the dielectric response function. This
situation corresponds to the other limiting case for the
perturbation wave vectors, q > .. It follows from for-
mula (4) that, in this range of wave vectors g, the per-
mittivity is equal to the arithmetic mean of permittivi-
ties of the neighboring media. Sincein thiscasek isa
constant, we directly obtain the screened potential in
the form

2

Ui(p) = Z5Vi(p). ®)
For a Poisson ensemble of discrete impurity chargesin
the depl etion layer, the expression for the characteristic
amplitude of potential inhomogeneities at the surface
with localized states was obtained in [2]. Averaging
expression (8) and then finding the maximum of the
functional, we obtain the following result:

2
5U = 4e ./T[NS.

e+1 ©)

Generally, when analyzing native inhomogeneities
at the semiconductor surface, it is necessary to find the
screened potential taking into account the correspond-
ing dielectric response function (4). As before, we
assume that the electron gas at the semiconductor sur-
face is strongly degenerate. Using expression (3) and
changing the integration order in the expression for the
average value of the surface potential inhomogeneity
OU(R) over an area of radius R, we obtain

4€%,/iN, 1 — exp(=qL,)
(e+1)LoJ q(q+as)

0
where J;(9) is the first-order Bessel function. Subse-
quent calculations show that the maximum of dU(R) is
attained at some value of the radius R = R,, which is
approximately estimated as

0U(R) = Ji(aR)da, (10)

_ |Lo.

A

the radius R, gives an order-of-magnitude estimate of
the scale of potential inhomogeneities at the semicon-
ductor surface. The value dU can be estimated by
directly substituting formula (11) into expression (10),

4¢°, TN,
oU = T:T—q)(qsl-o)a

where anew function ®(y) introduced here is given by

[

®(y) = j
0

(11)

(12)

1—exp(—x)

XX +Y) J,(xI.Jy)dx.

(13)

The function ®(y) is plotted in Fig. 1. It follows
from the definition of thisfunction [4] that ®(0) = 1 and
that its asymptotic behavior is described by ®(y) O 1y
asy> 1
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Fig. 2. Amplitude of the native potential inhomogeneity at
the surface of heavily doped Si (e = 12, E;=1.1eV) asa

function of the surface density of states for the impurity

concentrations of 1018 cm™ (solid curve) and 10%° cm™
(dashed curve).

Formula (12) is not yet the final form of the expres-
sion for the average potential inhomogeneity. The mag-
nitude of the band bending U, in this formula a priori
depends on the density and the spectrum of the surface
states. In the case of astrongly degenerate electron gas
at the surface of a semiconductor with a high density of
electronic states, the Fermi level ispinned inthe middie
of the surface state band, whose width is many times
larger than the energy KT. Using general theoretical rea-
soning [5], we can assume that the surface band is sym-
metric with respect to the midgap. Thus, for heavily
doped semiconductors, disregarding the Fermi energy
in the semiconductor bulk, we find that the surface band
bending is given by

Uy= 529 —-AU, (14
where E, isthe band gap and AU isthe variation of band
bending due to the finite surface-state density. Using
the electrical neutrality condition for the entire system,
we find that the magnitude of the surface charge must
be equal to the charge of the depletion layer,

DoAU = NoL,. (15)

Taking into account the explicit dependence of AU and
L, on Uy, we use expression (15) to derive the equation,
whose solution is written as

E

0 22
oy tNo O [, 4me’DEED
O

2 4ne?D20 €Ny

By using formula (16) to evaluate the parameters in
expression (12), we can determine the amplitude of the
potential inhomogeneity at the semiconductor surface,
related to the discreteness of the charge distribution in
the depletion layer. A typical dependence of the ampli-
tude of the potential inhomogeneity on the surface den-

Uo = (16)

SEMICONDUCTORS Vol. 38 No.3 2004

321
Ry, nm
20
15
10
5
Dy, cm™2eV-!

Fig. 3. The scale of the native potential inhomogeneity at
the surface of heavily doped Si (e = 12, E;=1.1€eV) asa

function of the surface density of states for impurity con-

centrations 1018 cm2 (solid curve) and 10'° cm™ (dashed
curve).

sity of statesis shown in Fig. 2 for two doping levels.
The scale of potential inhomogeneities (Fig. 3) isdeter-
mined by expression (11), in which the width of the
depletion layer depends on the surface density of states.

Now let us sum up. It follows from the above analy-
sis that, in the presence of a strongly degenerate elec-
tron gas at the semiconductor surface, the amplitude of
potential inhomogeneities considered islimited. If spa-
tial dispersion of the permittivity of the system istaken
into account, a honmonotonic variation of optimum
fluctuations of the surface potential is obtained, with
the largest value exceeding the thermal energy at room
temperature. The characteristic inhomogeneity scale
grows with decreasing surface density of states; this
variation exhibits a saturation as the largest values of
potential inhomogeneities are attained (Fig. 3). Thecal-
culations show that the limiting values of the scale R,
are on the order of the average distance between the

impurity atoms Ng*™°.
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Abstract—Theoretical analysis of the emission-line broadening in the case of the Coulomb interaction of car-
riers has been performed. An approximate analytical expression for the contour of spectral lines with exponen-
tial fall-offs was derived using the perturbation theory for a nondegenerate many-body electron—hole system.
A qudlitative explanation of the known experimental data, including the contour asymmetry and the changein the
contour width with varying temperature and excitation level, is given. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

An adeguate theoretical description of the spectral
characteristics of semiconductor structures requires
taking into account the effects of emission-line broad-
ening. Analysis of the emission processes in terms of
the density-matrix formalism with introduction of an
empirical time of interband-polarization decay, as well
as the description of many-body processes in the first
order of perturbation theory with an energy-indepen-
dent carrier-relaxation time, leads to the Lorentzian
profile of a homogeneously broadened emission line
[1]. Theinvestigation of laser structures of high crystal-
lographic perfection, in which the effect of spatial inho-
mogeneities on the spectral broadening was negligible,
showed that the form factor of homogeneous broaden-
ing has exponential edges|[2].

The non-Lorentzian shape of emission lines was
theoretically justified in [3, 4] with regard to non-Mark-
ovian processes. However, since the calculations are
rather complex, the emission processes can be investi-
gated only numerically in the proposed models, which
hinders any analysis of the influence of the excitation
conditions and the parameters of semiconductor mate-
rials on the spectral profile.

In this study, we performed atheoretical analysis of
the emission-line broadening in quantum wells in the
case of Coulomb interaction between carriers in the
approximation of two-dimensiona electron—hole sys-
tem. The main concept of the proposed method liesin
the use of many-body perturbation theory for determin-
ing the functional dependence of the wings of the emis-
sion-line profile with subsequent extrapolation of the
central part of the profile with regard to the normaliza-
tion condition. On the basis of the analytical expression
for a homogeneously broadened spectral line obtained
in the parabolic-band approximation, the effect of dif-
ferent factors on the transition-line shape was analyzed.

2. PROBABILITY OF OPTICAL TRANSITIONS
WITH REGARD TO THE COULOMB
INTERACTION

Let us consider spontaneous optical transitions due
to which a state with n electron—hole pairs changesto a
state with (n — 1) electron-hole pairs. We will choose
single-particle wave functions in the form of Bloch
functions with different wave vectors. Different sec-
ond-quantization operatorswill be used for the statesin
the conduction and valence bands. The electromag-
netic-interaction operator, which describes radiative
transitions with conservation of the wave vector, can be
written in the form

\7ph D ZB—qaq, (1)
q

where &, and B_q are the annihilation operators for a
conduction electron with the wave vector q and a
valence hole with the wave vector —q, respectively.

We will introduce the interaction between conduc-
tion electrons, between valence holes, and between
electrons and holes into the Coulomb interaction oper-
ator, disregarding the spin and exchange interaction
between electrons and holes:

\7 = z V|<i_|(i‘6ki.+ki.,kj+ki
T @

Here, 8" and b are the creation operators for a con-
duction electron and a valence hole, respectively, with
acertain wave vector and V, _, . isthe matrix element

of the Coulomb interaction.

1063-7826/04/3803-0322$26.00 © 2004 MAIK “Nauka/ Interperiodica’



SPECTRAL LINE BROADENING IN QUANTUM WELLS

The operator adding thefirst-order perturbation-the-
ory corrections to the initial many-body states can be
written formally as

- d
Wey = L+

Z Vki —ki,5ki‘ +kj Kk,
O

()

Atata A

a;: a aa
2(Eck + Eck _Eck _Eck)

®3)

AtAtA A

b bjb;bi

2(E k T Evk,— Evi, —Evk,)
a'by 6[ %
(Eck + Evk ck )

where Ey and E,, arethe energi&sof one-particle states
of the conduction and valence bands counted from the
energies of the ground one-particle states with k = 0.
The uncertainty in the expansion coefficients before
terms with similar energies of initial and mixed states
will betaken into account separately in afurther analysis.

Expression (3) is used to find the first-order Cou-

lomb corrections to the radiative transitions. For the
conduction band, we can write

Mcc = zb—qzvk -q q+k kj +k;

i

a'4, (4)

(Eck + Eck - Eck cq).
A similar expression is valid for the valence band. The
matrix elements of the first-order corrections for the

Coulomb interaction between carriers in different
bands to the radiative transitions have the form

MCV:_Z Z Vki—ki.éki,—q,kj+|<i

q i, kp#q
a,a; b3,
(Eck + Evk (Ev)_q_Eckj,)
_Z z Vki—q6q+kj,,kj+k‘ (5)
a ijjikp#q
b_yb;b;3;

(Eck + Evk _Evk cq)

b_kiak,(l —Neg— (nv)—q)

"2 2 VB B (B E)

Matrix element (4) and the first term in (5) describe
the recombination of an electron and a hole with a
transfer of excess momentum to another electron. The
third term in (5) describes the variation in the recombi-
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nation probability for an electron—hole pair with azero
guasi-momentum. One of the methods of theoretical
analysis of the latter effect was reported in [5].

With regard to matrix elements (4) and (5), the normal-
ized probability of a radiative transition with energy A,
which describes spontaneous transitions from the
nth electronic state (this state, among others, includes
the one-particle states of the conduction band with the
wave vectors k,; and k, and the one-particle state of the
valence band with the wave vector k3) to the (n — 1)th
electronic state (which, instead of the aforementioned
set of one-particle states, includes only the one-electron
state of the conduction band with the wave vector k),
has the form

(Vk1 +ky T Vk1 i)
~(E)o)

0
D\DD

_ Vk1+k3
(Eck2 + Evk3 - (Ev)—k1 -E

ck,) (6)

2

Vi, +k, E
ks ™ (Ev)—k2 - Eck4) OJ

Ey —ARw),

+
(Eer, +E

X 6(Eck1 + EckZ + Evk3 -

where Ahw = i — Ey, Ey isthe effective band gap ina
quantum well. Here, we Used the energies of theinitial
and final many-electron states, with the Coulomb inter-
action being disregarded. Accounting for the Coulomb
interaction evenin thefirst-order of perturbation theory
leads to the dependence of w, on all the one-electron
components of the many-particle state, which signifi-
cantly complicates further analysis. We can conclude
qualitatively that a change in the energy of an ensemble
of particles due to their interaction should shift the
argument of the delta function to lower energies (the
effect of narrowing of the band gap) and broaden the
delta function itself upon averaging over the set of
many-electron states. Thelatter circumstance also leads
to the broadening of emission lines. The effect of this
mechanism requires separate investigation and is
beyond the scope of this study.

When the argument of the delta function is taken
into account, one can see that, for specified different
values of k4, k,, and k5, the value of w,, depending on
the energy of emitted photons, has three resonance
peaks near the energies of the direct transitionswith the
corresponding wave vectors. This phenomenon is due
to the fact that perturbation theory was used; it would
be absent if an exact basis expansion of many-electron
states was used instead of approximate expression (3).
Far from the resonances, only the basis components of
expansion (3) with small coefficients are present in the
transition probability (6), which justifies the applica-
tion of perturbation theory in these spectral regions.
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Let us distinguish the terms with poles with respect
to each variable (k4, k,, and k) individually in expres-
sion (6):

W, = wcl(Aﬁw_ Erkl) + wcz(Ah(*)_ Erkz)

(7
+ wc3(Aﬁw_ (Er)—k3)’
where
wc3(Ahw_ (Er)—k3)
_ Mot Vi J(ED) i~ En,)’
D (Bhw—(E), )2+ (Mhw— Erx, )2
N Vi, + k3(Vk2+ k,— Vi + k3)((Er)—k3 - Erkz) E (8)
(D= (E)y ) +(Ahw—-Ey)” O
O(Eg, + Eek, + Evi, — B, — Afiw)
x )
(M- (E,), )
wcl(Ahw_ (Er)—kl)
_ ka1+ k3(Vkl+ ks _Vk2+ k3)(Er—k3 - Erkl)2
0 (8ho—(E)L)" + (Mho—Ey)’
Vi sk, Vi, +k, (B, — Erk2)2 U ©

0

(Mw—Ey )* + (Mw—Ey )’ 0

y 6( Eck1 + Eck2 + Evk3 - ECk4 —Aﬁ(x))
(Aw—Ey ) '

where B, = Ey + (E,). The quantity w,(Ahw—E,y )
is derived from expression (9) for wy,(A%nw — E, ) by
the interchange k; ~— k..

3. STATISTICAL AVERAGING
OF THE PROBABILITY OF OPTICAL
TRANSITIONS

The guantum-mechanical probability (6) with the
specified values of k;, k,, ks, and k, can be applied to
the entire ensemble of many-particle states. In order to
calculate the resulting contribution to the rate of spon-
taneous transitions, it is necessary to sum expression
(6) over dl the initial many-particle states containing
the noted one-particle state, with regard to their occu-
pation humbers. Summation over the final statesis left
out in accordance with the quasi-momentum conserva-
tion law and the existence of only one final state with
k, =k, + Kk, + k5. The caculation will be performed dis-
regarding the Coulomb interaction, as for the delta
function in expression (6). Using the occupation num-
bersng, Ng, Ny, and Ny, wewill find the statistical fac-
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tor for the states with the corresponding set of wave
Vectors:

nclncznv3(1 - nc4)' (10)

In the approximation of a nondegenerate elec-
tron gas for ny = exp[(Fe — Ey)/kT] and n,, =
exp[(-E,x — Fn)/KT] and with regard to the electroneu-
trality of the quantum-well layer, we obtain

P, kpks =

Pk, ky ks

Ny o o[3(F—Ep) (Eek, + Eer, + Evi)
N, p[ KT kT }

(11)

where N, and N, are the effective densities of states of
electrons and holes and AF = F, — F, is the difference
between the quasi-Fermi levels for electrons (F,.) and
holes (Fy).

In order to obtain contributions to the spectral
broadening of individual components of the probability
of optical transitions, one has to fix the wave vector k;
(i =1, 2, 3) responsible for a pole and integrate (with
regard to the statistical factor) w,; over the phase space
of the remaining wave vectors. Finally, denoting the
argument of the obtained functions by the same vari-
able k and summing these functions, we will find the
line shape for the direct transition with the indicated
wave vector, which isvalid for the entire spectral range
(except for the region Ahw — E, = 0). The values of the
broadening function in this region can be estimated by
way of itslimitation and normalization to the probability
of optical trangitions, disregarding Coulomb interaction.

4. CALCULATION
OF THE EMISSION-LINE PROFILE

In order to calculate the emission-line profile, it is
necessary to specify the dependence of the energies of
one-€l ectron states on the wave vector. In the parabolic-
band approximation, we have

#°k®
2m,’

72K?
vk = 2m,’

Eck = (12)
where m, and m, are the electron and hole effective
masses, respectively. We will use the matrix element of
the Coulomb interaction in a two-dimensional system
in the smplest form

2
e

Vo = 2eg,|AK|S’

where € is the permittivity of a semiconductor material
(see, for example, [6]) and Sisthe area of the quantum-
well layer.

L et us consider the component of the probability of
optical transitions (8) that has a pole when the energy
of light photons coincides with the energy of direct
transitions involving the states of the valence band with

(13)
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the wave vector k3: Afiw = ( Er)_k3 . To obtain the spec-

tral-line profile, we will integrate the product of (8) and
(11) over the phase space of the wave vectorsk, and k:

Ls(ARhw)
Sdk , Sdk

’ (2m(2m)”

Here, the factor 1/2 accounts for the indistinguishabil-
ity of many-electron states to interchanges between k,
and k.

Integral (14) cannot be calculated analytically, but it
can be estimated for the limiting cases |Aiw'| > KT and

MW | > (Er)_ks, where Afiw' = Ahw — E,. With this

purpose in mind, it is convenient to perform a linear
transformation of the integration variables, which
reduces the quadratic form of the components of the
wave vectorsin the delta function to the diagonal form.
For the long-wavelength wing of the spectral line
(Ahw' < 0), we can find

14
=5 J-pk1 k ko Wea(A 00— (B, )—k )— )

2 2 2 2
Am.(m; —4m.m, —24m [
ch(ﬁﬁ .) c( c !y r) (k )

2 (m?+4amm, +8m)° (Mhw)* -

E, mo . AW / m, AR W'E,
XeXp[_E:I—' +a-CD+ T }IO{ —8mc (kT)2 }

where |, is the modified Bessel function of the first
kind, m*

_1 —1
=m, +m,,and

_ 0 € FJdm,m, p[3(AF—Eg)}

-~ ee ] grs? 2kT
_ RyA/mcrzlv exp[S(AF - Eg)]

Here, Ry = 13.6 eV.

For the short-wavelength wing of the spectral line
(Mw' > 0), we have

AMG(m; +4mem, — 24m7) (KT)>
2 (m?—4mm, +8md)° (Mhw)

E, _Ahw
eXp[ KT~ kT}

Expressions (15) and (16) are not positive at arbi-
trary ratios of the effective masses. Since the probabil-
ity of spontaneous transitions (6) cannot be negative, in
the resulting rate of spontaneous transitions at an arbi-
trary frequency, the negative contribution of expres-

sions (15) and (16) obtained for small values of (E,)_ks
should be compensated by the contribution at large val-

Lo(ARW) =

(16)
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uesof (E;)_, and by the other component of the tran-
sition probability (9).

By analogy with the previous case for the compo-
nent of the spectral-line profile corresponding to the

probability of optical transitions (9), we have the fol-
lowing estimates for the spectral-line wings:

Am(m: +4mim, —2mm; + 2m.)

L. (ARW) = —
ex{ T (mp + 2mZm_ + 2m})
KT E, mma, MARW
P e T ] @)

2 U
x 1, —4%A—ﬁw Er ,
m, (KT)
for the long-wavelength wing (Azw' < 0) and

Loy(Dhw) =

A kT E Ahw
Z(Aﬁ )ex [_k_T_ kT} (18)

for the short-wavelength wing (Afw' > 0).

Expressions (17) and (18) are positively defined at
any ratios of the effective masses and, in comparison
with expressions (15) and (16), show slower decay,
which provides positive values for the wings of the
resulting profile.

Asthe numerical calculations show (see Fig. 1), the
approximate expressions for the components of the
spectral profile yield a sufficiently good approximation
even at detunings |A%w| > KT. For radiative transitions
with E, < KT, the recombination of an electron—hole pair
with a transfer of excess momentum (upon electron—
hole Coulomb interaction) to an electron makes the
main contribution to the long-wavelength (Anw' < 0)
broadening: L., (Aw'). At the same time, the recombi-
nation with a transfer of excess momentum either to an
electron or to a hole contributes predominantly to the
short-wavelength broadening: Ly (A%w) and L,,(Afrw),
respectively.

5. EXTRAPOLATION OF THE EMISSION-LINE
PROFILE NEAR THE RESONANCE

Exponential and power factors are clearly pro-
nounced in expressions (15)—(18); these factors origi-
nate from the statistical and quantum-mechanical prop-
erties of a many-body system. The exponent of the
exponential factor, which is due to the statistical factor
(11), includes the minimum sum of the energies of
interacting carriers at which the difference between the
energies of the initial and fina many-particle states
(with regard to the quasi-momentum conservation) cor-
respondsto the specified energy detuning from the cen-
ter of the emission line, AAwW'. In the other factor, the
part of the exponent equal to 2 is due to the use of per-
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Fig. 1. Components of the broadening profile related to the
recombination of an electron-hole pair with a transfer of
excess momentum to (@) an electron and (b) a hole. The
components of the broadening due to the Coulomb interac-
tion with a transfer of excess momentum to a hole are
derived from expressions (15)—(18) by the replacement
me m, . The dashed line shows the ratio of the values
obtained by numerical integration to the approximate func-
tions. Curves 1 refer to the processes of interband Coulomb
interaction and their interference with the processes of
intraband Coulomb interaction, and curves 3 refer to the
processes of intraband Coulomb interaction and their inter-
ference with the processes of interband Coulomb interac-
tion. For the profile L3, absolute values are given. The
parameters are as follows: T = 286 K, m. = 0.055m,, m,, =
0.49m,, E; =0, and AF — Ey= 0.

turbation theory, while the remaining part is related to
the form of the matrix element of the Coulomb interac-
tion (13). Thus, the spectral-line wings calculated by
the above method would formally coincide with the
Lorentzian shape if the constant matrix element were
used in the analysis and the quasi-momentum conserva
tion law were disregarded.

Therefore, we will perform limiting of the spectral
line in the region of small detunings by analogy with
the Lorentzian shape and matching of the exponential
factors for positive and negative detunings as in [2].
Assuming that the total intensity of the emission lineis
the same asin the one-el ectron approximation for direct
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radiative transitions, we will write the form factor of
homogeneous broadening as follows:

Ry /m.m, exp[AF - Eg}

2 2KT
L(Dhw) = Mef :
5m"ex [ chﬁoo}_FgeX [Aﬁw} (19)
m, P m, kT 2% kT
KT
X 3/2°
(Y + (0iw)?)

Here, we assumed that m, > m_ and excluded the expo-
nential and Bessel factors, which only weakly depend
on the energy of the states, from the long-wavelength
part on the profile. The parameter y is found from the
normalization condition in which integral (19) over al
energies of emitted photonsis equal to unity.

At low excitation levels, when the decay of the pro-
file near the resonance is mainly due to the power fac-
tor, the parameter y can be expressed analytically:

/m.m,  4mkT exp[AF—Eg}

me? 10m, +m, 2kT

y> = Ry (20)

The decay of the spectral line near the resonance at y < kT
ismainly dueto the quantum-mechanica factor. At y> KT,
the statistical factor plays the dominant role. For the
energies of photons |A%w'| <y, when the effect of artifi-
cial normalization issignificant, the main reason for the
emission-line broadening dueto Coulomb interactionis
the splitting of the energy level s of many-particle states.

6. RESULTS AND DISCUSSION

The results of calculations of the form factor of
homogeneous broadening using expression (19) are
shown in Fig. 2. Although the above calculations are
valid for a nondegenerate electron-hole system, Fig. 2
a so contains curves corresponding to the case of adegen-
erate system, which can be used to interpret the known
experimental data. We may conclude the following.

(i) The emission-line profile has asymmetric expo-
nentially decaying wings. The long-wavelength wing
decays slower than the short-wavelength one. The
asymmetric exponential behavior of the decay isrelated
to the statistical energy distribution of charge carriers
and the fact that the laws of conservation of energy and
momentum are satisfied upon interaction. Such behav-
ior is not related to the form of the interaction matrix
element. Therefore, asimilar exponential factor will be
present in the spectral-line profiles obtained for quan-
tum wires and semiconductors with bulk properties.

(ii) The emission line broadens as the excitation
level increases. Mathematically, the broadening of an
emission line is expressed by the fact that the inte-
grated-emission intensity increases proportionaly to
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exXp[AF/KT], while the emission intensity in the line
wings is Dexp[3AF/2kT]. Taking into account the fact
that an increase in the excitation level leads to an
increasein the number of particlesin the bands, theline
broadening is explained as follows: the increase in the
rate of the three-particle processes (which is propor-
tional to the third power of the number of particles, n)
is ahead of the increase in the rate of direct radiative
trangitions involving two particles (which is propor-
tional to n?).

(iii) The dependence of the emission-line width on
the excitation level is more pronounced at high temper-
atures. At low temperatures, the range of splitting of the
levels of many-particle states becomes equal to the
thermal energy KT at lower relative excitation levels
(AF — Ej)/KT (see expression (20)), after which the
spectral-line profile turns out to be close to the asymp-
totic curve determined by a statistical factor indepen-
dent of the excitation level (see Fig. 2d). For the same
reason, the degree of asymmetry of the profilewingsis
higher at lower temperatures.

The aforementioned qualitative features of theemis-
sion-line profile are in agreement with the experimental
results [2]. A quantitative comparison with experiment
requires a more detailed account of the features of the
band structure of the emitting quantum-well layers
(instead of the use of the parabolic-band approxima:
tion), estimation of the degeneracy effect and the spins
of interacting particles, and analysis of the conditions
of inhomogeneous excitation of samples, which hardly
seems possiblein the scope of one study. Ascan be seen
from Fig. 2, thewidth of spectral profilesis comparable
with the experimental data [2] for temperatures of 286
and 77 K and isunderestimated for 4.2 K. However, one
should take into account that, at equal injection cur-
rents, the quantity (AF — Eg)/KT increases as tempera-
ture decreases, and the spectral-line profile approaches
the asymptotic curve. Apparently, for this reason, the
experimental value of the decay decrement for thelong-
wavelength edge of the spontaneous-emission spec-
trum, €, = 3.2 meV at 4.2 K, coincides quantitatively
with the asymptotic decay decrement in expression (19):
€, = KTm,/m.. The short-wavel ength edge of the emis-
sion line decays slower than formula (19) predicts. This
circumstance may be caused by the splitting of the lev-
elsof many-particle states (more significant at low tem-
peratures), which was not taken into account in this
study. Concerning the effect of the electron—phonon
interaction on the spectral broadening, according to our
estimation, this interaction should lead to the appear-
ance of phonon replicas in the emission spectrum.
Apparently, their absence in the experimental spectra
indicates the dominance of the Coulomb mechanism at
sufficiently high excitation levels.
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Fig. 2. Emission-line profiles, normalized to the maximum,
atT=(a 4.2, (b) 77, and (c) 286 K at relative excitation
levels AF — B4 = (1) -5KT, (2) O, and (3) 5kT. The dashed
line shows the asymptotic emission-line profilein the limit
AF — o,

7. CONCLUSION

The theoretical analysis of the emission-line broad-
ening due to the Coulomb interaction between charge
carriers shows that the exponential fall-offs in the line
profiles are related to the statistical energy distribution
of carriers. The asymmetry of theline profileisthe con-
sequence of the laws of conservation of energy and
momentum of an electron-hole system upon Coulomb
interaction. The emission-line broadening with an
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increase in the excitation level is explained by the fact
that theincreasein the rate of three-particle recombina
tion, which determines the intensity of the line wings,
is ahead of the rate of direct radiative two-particle tran-
sitions, which determinethe intensity of the central part
of the spectral line.
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Abstract—Properties of InNAs QD arrays on a <100> GaAs surface in relation to the surface temperature and
InAs growth rate are studied experimentally and theoretically. A kinetic model of QD formation in heteroepi-
taxial growth is developed, which allows the cal culation of the mean lateral size and surface density of islands
as functions of the growth conditions and duration. Experimental study of optical and structural propertiesis
performed for QDs with an effective thickness of 2 ML, grown at different substrate temperatures and growth
rates. The calculated results correlate well with the experimenta data. The raising of the surface temperature
and slowing of the growth rate result in a considerable increase in the QD mean lateral size and a decrease in
their surface density. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The direct formation of coherent nanosizeislandsin
heteroepitaxial growth isthe main technological proce-
dure for fabricating QD arrays [1]. The unique optical
and electrical properties of semiconductor heterostruc-
tures with QDs, which are related to the atomic-like
spectrum of QD energy states, make these structures
rather promising for application in modern opto- and
microelectronics [2]. One of the main problemsin the
technology of QD growth is the fabrication of QD
arrays with prescribed optical and structural properties
[1]. The solution of this problem demands theoretical
and experimental studies of the dependence of QD
properties on technologically controllable parameters
of their growth. In the case of MBE growth of InAs on
singular (100)GaA s substrates, the basic growth param-
etersto be controlled are the following: the surface tem-
perature, T; the amount of InAs deposited, H, (the
effective thickness after the termination of growth of
the idand layer); the ratio between the fluxes of Group
Il and Group V elements; the growth rate of InAs, V;
and the time of exposure, Aty tO the Asflow after the
termination of growth before the overgrowth of the
sample. Evidently, the experimentally observed depen-
dence of structural characteristics of QD arrays on the
last two parameters [3] cannot in principle be described
in terms of equilibrium theoretical models [4, 5], so a
kinetic approach must be devel oped [6-8].

In this study, we apply a kinetic model of coherent
island formation in MBE [7, 8] to theoretical study of
the dependences of structural properties of QD arrays
on the growth rate and temperature. Growth experi-
mentsin an INAS/GaAs system were performed at dif-

ferent growth rates of InAs and surface temperatures
and with zero exposure and fixed Hy = 2 monolayers
(ML). Studies of QD photoluminescence (PL) spectra
that were begun in [7] were continued. Structural prop-
erties of QD arrays were studied by transmission elec-
tron microscopy (TEM). A comparison was made
between the predictions of the theoretical model and
the experimental data obtained. Good agreement was
observed, which made it possible to obtain depen-
dences of the average size of islands, their surface den-
sity, and the spectral position of the PL peak from a
2-ML InAs QD array on a (100)GaAs surface on the
InAs growth rate and surface temperature. The data
obtained indicate that QDs are formed at the growth
stage under study in the kinetic mode.

2. THEORY

As shown in [7], the process of QD growth by the
Stranski—K rastanow mechanism at the kinetic stage can
be discussed in terms of the classical theory of nucle-
ation in a materially open system [9]. If the principa
mechanism of isand growth is the consumption of
material from the wetting layer (WL), which results
from the difference between elastic energies within the
island and in the WL, the role of the metastable con-
densable phaseis played by WL with average thickness
h > hy, the coherent islands act as nuclei of a new
phase, and the quantity { = h/h,, — 1 isthe metastability
parameter of the system [7]. The equilibrium thickness
of the WL, hy,, is determined by the balance between
elastic and wetting forces, in accordance with the
Muller—Kern criterion [10]. The idlands are formed via
fluctuation-assisted overcoming of the activation bar-
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rier by nuclel of the new phase. The island nucleation
intensity | strongly depends on the metastability
parameter and temperature: | O exp[-F(T, {)]. The
activation barrier for nucleation, F, can be represented
in kgT units as

F(T, Q) = TTT )

The equilibrium temperature, T,, determines the island
nucleation intensity at a given surface temperature T
and wetting layer thickness h. With small variations of
the surface temperature, T, can be considered as inde-
pendent of T. For pyramidal islands with a square base,
the expression for T, hasthe form [§]

T,
_4 [5(8)/cos® —a(0)] °(6cotB)? )
2Tk (1—2(8))Ned] “IN[Wo/ho(1 - 2(B))Aed]

where o(0) and o(B) are specific surface energies in
planes of the substrate surface and side faces of the pyr-
amid, taking into account the renormalization necessi-
tated by lattice mismatch [1]; 6, the contact angle of the
pyramid; z(6), the B8-dependent coefficient of elastic
energy relaxation in an isand [11]; A, the elastic mod-
ulus of the deposit; €, the lattice mismatch; W, the
density of the wetting energy on the substrate surface
[10]; and hy, the ML thickness. Equation (2) shows that
T, sharply decreases as the lattice mismatch increases:

T.O0U sg ; i.e., al other factors being the same, the acti-

vation barrier for nuclegtion is lower in systems with a
larger mismatch. The equilibrium temperature increases
with increasing contact angle 6, because the rel axation of
elastic strain in high idands is stronger than in flat ones.

The characteristics of the island formation process
for a supercritical effective thickness of deposition at
the kinetic stage are defined by the kinetic parameter Q
[7], whichisof the same order of magnitude astheratio
between the time needed to grow an equilibrium WL
and the time it takes atoms from the WL to reach the
growing islands. Evidently, Q isvery large: Q > 10° for
typical MBE conditions. The dependence of Q on the
surface temperature and growth rate is given by

— VOTO
Q - QO VT

o

eXp
0

where Ty is the diffusion temperature, which defines
the temperature dependence of the coefficient of diffu-
sion of atomsfrom the WL to islands (caused by elastic
stress), and Q, = Q(Vo, Tp), the value of Q at the growth
rate V, and temperature T,. The strong inequality F; =
(5/2)InQ > 1, where F. is the activation barrier for
nucleation at the maximum thickness of the WL,
ensures that the classical nucleation theory can be
applied to the description of the QD formation process
[6, 7, 9]. The maximum WL thickness h,, at which

.
0 ®
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island nucleation occurs at the highest rate, is ensured
by the balance between the delivery of atoms from the
molecular beam into the WL and their consumption
from the WL by the growing islands. Reaching the
maximum metastability of the system at some point is
a characteristic feature of the nucleation process in
materially open systems [9] (in the case of MBE, the
atomic beam incident onto the substrate surface plays
the role of the external source). As shown in [7, 8],
owing to the very sharp dependence of the nucleation
intensity on the WL thickness, the process of island
nucleation occurs at virtually constant effective thick-
ness H = h.. Thus, the maximum WL thickness nearly
equals the critical effective thickness of deposition,
which corresponds to the appearance of a 3D reflection
in the reflection high-energy electron diffraction
(RHEED) patterns [1]. The expression for critical
thickness obtained in [ 7] can be represented as

B Bf_)_ Te Dl/Z
he = g 1+ ] | @

Expression (4) shows that, despite the kinetic nature of
the critical thickness, h, only weakly depends on the
growth rate, and it is mainly defined by the energetics
of the heteroepitaxial system. This conclusion corre-
lates with the results obtained using equilibrium mod-
els of QD formation [5]. If the desorption in the time
scale of interest is negligible, the time dependence of
the efficient thicknessisH = Vtatt <tyand H = Hy + Vt,
at t > t,, where the instant of time t = O corresponds to
the onset of the growth process and t = t,, to the termi-
nation of growth of the island layer (in an INAS/GaAs
system with the In flow shut off). The growth time of a
WL with equilibrium thickness is to, = he/V, and the
growth time for aWL of critical thicknessist, = h/V.
The time of WL growth from equilibrium to critical
thicknessist, —t,

In our model, the hierarchy of times of different
stages of island formation is At < tg < t; —te,, Where
At isthe duration of theislands' nucleation stage, and tg,
the characteristic time of their size relaxation. There-
fore, the nucleation time of islandsis much less than the
timeof their sizerelaxation, which, in turn, ismuch less
than the time of formation of the WL with critical thick-
ness. The stage of Ostwald ripening is a later stage of
the process; it cannot occur in the kinetic stage, which
correspondstotimes 0 <t < t. + 3tz [12]. The desorp-
tion of atoms from the surface is negligible at such
small times. Other effectsthat could change the growth
mechanisms of the idlands, e.g., a decrease in the
growth rate due to an additional potential barrier for the
delivery of atoms from the WL to islands, which is
induced by elastic stress [13], or dipole—dipole elastic
interaction of idlands [1], are aso insignificant at the
Kinetic stage. Therelations obtained in [ 7] for the dura
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tion of the nucleation stage and the characteristic time
of sizerelaxation of theislands

_ 057

At = I—ﬁ—é(tc_teq)v (5)
0.47
tR = In;LTQ(‘:c_teq) (6)

demonstrate the existence of the above hierarchy of
times with sufficiently large Q.

In the case Hy > h, + AH/2, where AH = VAt is the
range of effective thicknesses corresponding to the
nucleation stage, the growth is terminated after the end
of island nucleation. The surface density of islands
reaches a constant value given by the relation [7]

4, TnQF?
N = Zh, —=o—< | 7
ICZ) eqTeDQ D ( )

where |, is the average interatomic distance on the sur-
face. This value remains virtualy unchanged at the
stage of size relaxation of theislands. The size distribu-
tion of islands is nearly Gaussian a Hy > h, + AH [8].
The time dependence of the lateral size of islands, L,
which corresponds to the peak of the size distribution
(“average size”), at the relaxation stage (t. <t < 3tg) is
found in the form of an inverse dependencet(L) [7]:

t—t, _ r(L+l+13)"

— = |n|*>—o—~

il s e ]
)

—Jéarctan%zljélg+%EU(I),

wherel = L/Lg. It isusually assumed herethat zero-size
islands nucleate, because the critical size in the classi-
cal nucleation theory is much less than Lg [6-9]. The
average lateral size of islands, Lg, upon termination of
the size relaxation stage is given by

—ho 3
Lg = alog CIZNB‘H : (9)

0

where a = (6h,cot6/I,)"? is a geometric factor. Equa-
tion (9) shows that an increase in the surface density
always leads to a decrease in the lateral size and vice
versa, since at the end of the size relaxation stage the
WL thickness equals its equilibrium value hy,, and all
the additional amount of deposited material is distrib-
uted among the islands. The function U(l) on the right
side of (8) contains no parameters of the model, and,
therefore, the dependence of | on (t —t.)/tg has the uni-
versal form shown in Fig. 1. This dependence makes it
possible to find, for a given effective thickness H,, the
evolution of the average size with the time t or the
time of exposure to Asflow by using an apparent rela-
tiont —t; =ty —t; + At,. Zero exposure, which corre-
sponds to the overgrowth of structures immediately
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Fig. 1. Universal dependence of the reduced average island
size L/Lg on the reduced time (t — t.)/tg at the stage of size
relaxation of theislands; obtained by inversion of Eg. (8).

after the shutoff of In flow, correspondsto the instant of
timet =t, and size L(t,).

The given analytical expressions solve the problem
of quantitative description of island formation at the
kinetic stage. Equation (2) makes it possible to calcu-
late the equilibrium temperature T, for the known ener-
getics of a heteroepitaxial system and island configura-
tion. Equation (4) alows oneto calculate the unknown
constant Q, in Eq. (3) at known hg, and h, for the growth
rate V, and temperature T, Critical thickness at differ-
ent temperatures and growth rates can be calculated
from (4) by setting the value of T,. The characteristic
times of the nucleation and size relaxation stages are
calculated from Egs. (5) and (6). The average size and
surface density of islands as functions of four control
parameters of the growth process, T, V, Hy, and At,,,
can be determined using Egs. (7)—9) and the universal
dependence shown in Fig. 1. Thus, the principal param-
eters of the model are the equilibrium thickness of the
WL, hy; equilibrium temperature, T, and diffusion
temperature, Tp. Finding hy, and T, requires that the
energy parameters of the system be determined pre-
cisely, taking into account renormalizations related to
lattice mismatch, together with the contact angle 6.
Finding Ty demands a detailed study of the atomic dif-
fusion from the WL into the island, induced by elastic
stress. The principa qualitative conclusion made from
Egs. (3), (7), and (9) isthat the island size increases as
the growth rate decreases and temperature rises, which
is followed by a corresponding decrease in island den-
sity. This conclusion is supported by the experimental
data obtained for two systems, INASGaAs(100) [7] and
Ge/Si(100) [14].

In the calculation, the following parameters of the
model were used: hy = 0.303 nm, |, = 0.429 nm, a =
1.82=congt, Q, =600 at T, =440°C and V, = 0.1 ML s?,
Tp =4700K, hy=2ML, and At,, = 0; he, and T, values
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Characteristics of the process of formation of island arrays and their structural properties at different surface temperatures and

growth rates

vlst| ToC ML Tok | L@ | R | A ats | tes [ tetys Né#’zlo Mol | o m
001 | 440 | 112 | 4630 | 1.70 | 6000 | 217 | 0.039 | 39 | 132 | 58 28 | 163 | 185
003 | 440 | 10 | 7630 | .75 | 2000 | 190 | 0.056 | 19 | 60 | 25 48 | 127 | 159
005 | 440 | 094 | 9900 | 177 | 1200 | 17.7 | 0.066 | 13 | 41 | 166 | 67 | 11.0 | 147
04 | 440 | 09 | 11400 | 180 | 600 | 160 | 0080 | 08 | 23| 9 | 13 88 | 121
001 | 485 | 112 | 4500 | 168 | 16200 | 242 | 0.033 | 33 | 123 | 56 062 | 231 | 270
003 | 485 | 102 | 8110 | 1.74 | 5400 | 215 | 0.048 | 16 | 55 | 24 13 | 189 | 239
005 | 485 | 0.95 | 11300 | 1.77 | 3240 | 202 | 0058 | 12 | 38 | 164 | 17 | 17.1 | 202
01 | 485 | 09 | 13700 | 1.79 | 1620 | 185 | 0069 | 07 | 22 | 89 | 33 | 127 | 176

were varied taking into account that h, = 1ML and h, =
1.7-1.8 ML. The growth rate was varied in the range
0.01-0.1 ML s for two temperatures, T = 440 and
485°C. The numerical characteristics of the process of
formation of island arrays and their structural proper-
ties for given values of the parameters modeling the
INAs/GaAs(100) heteroepitaxial system arelisted inthe
table. The numerical data show a strong dependence of
the average size and surface density of islands on the
growth rate and substrate temperature. The hierarchy of
timesfor the stages of nucleation and size relaxation of
islands and the formation of a WL with critical thick-
ness existsfor all the studied range of temperatures and
growth rates. In all cases, islands have no timeto reach
their maximum size Ly at zero exposure, so that the
observed size L(ty) < Lg.

3. EXPERIMENT

Growth experiments were performed in an EP1203
MBE setup, with semi-insulating singular (100)GaAs
substrates. After removal of the oxide layer at 630°C

PL QDs peak position, nm
1200 2

1180

1160

T
~
(]

1140

1120

1100, . | ! | | L
0 002 004 0.06 008 0.10 0.12
InAs growth rate, ML/s

Fig. 2. Position of the peak of PL from InAs QDs asafunc-
tion of the InAsdeposition rate for two surface temperatures
Taub: (1) 440 and (2) 485°C.

and growth of the GaAs buffer, an active region consist-
ing of an InAs QD layer with an effective thickness of
2 ML was grown. The active region was confined
between Al,3Ga,;AsGaAs short-period superlattices
(25 A/25 A, 10 pairs) to prevent the transport of non-
equilibrium carriers to the surface region and into the
substrate in the course of optical studies. On top, the
structure was covered with a 50-A-thick capping layer
immediately after the shutoff of the In flow, at the same
substrate temperature. The substrate temperature was
then raised, and the remaining part of the structure was
grown at 600°C. To study the dependence on substrate
temperaturein the growth of an InA/GaAs QD system,
two sets of sampleswere grown at active region growth
temperatures T = 440 and 485°C. The rate of InAs
growth was varied from 0.01 to 0.1 ML s? in both sets.
In al the experiments, the residual pressure of As,
vapor in the growth chamber was 1.8 x 1076 Pa.

The deposition of InAs QDs was monitored by
recording and analyzing RHEED patterns. The
observed dynamics of the variation in the RHEED pat-
tern revealed a sharp transition from a striped diffrac-
tion pattern, which corresponds to planar growth, to a
pointlike pattern corresponding to 3D growth. This
transition, which is characteristic of the Stranski—
Krastanow growth mechanism, was observed after the
deposition of a 1.7-1.8-ML-thick InAs layer in all the
range of temperatures and growth rates under study.

The PL was excited using an argon-ion laser (A =
514.5 nm, excitation density ~100 W/cm?). The light
emitted was detected with a cooled Ge photodiode. The
spectra obtained show that, with the deposition rate
decreasing from 0.1t0 0.01 ML s, the PL peak related
to the recombination via QDs shifts steadily to longer
wavelengths from 1126 to 1196 nm for T = 485°C and
from 1104 to 1155 nm for T = 440°C. Figure 2 shows
the dependence of the PL peak position on the growth
rate for two temperatures. The red shift of the PL peak
isassociated with theincrease of thelateral sizeof InAs
QDs, which occurs upon deposition over alonger time
at alower growth rate. A similar red shift of the PL peak
is clearly pronounced when submonolayer migration-
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Fig. 3. TEM images of 2-ML InAs QDs produced at T =
485°C and V = 0.03 ML s, (a) Multibeam mode, beam
incidence parallel to [001] direction; (b) BF(g = 220) mode.

enhanced epitaxy [15] is used, in which the growing
structure is kept for a certain time in an arsenic flow,
with the flow of metal atoms interrupted, in order to
enhance the surface migration of adatoms and thereby
raise the lateral size of nanoidands. Thus, the red shift
of the emission wavelength agrees qualitatively with
the trends following from the theoretical model.

To obtain quantitative data on the dependences of
structural properties of InAs QD arrays on the surface
temperature and growth rate, TEM studies of the grown
samples were performed. The morphology of QD
arrayswas studied using a Philips EM420 transmission
electron microscope operating at an acceleration volt-
ageof 100 kV. Thearray density and lateral size of QDs
were determined from the analysis of planar TEM
images. Samples for study were prepared by mechani-
cal grinding and polishing in a Gatan 603 Dimple
Grinder setup, with subsequent chemical etching in a
H,SO, : H,0, : H,O (5: 1: 1) solution. The density of
QD array was determined from the analysis of bright-
field (BF) TEM images obtained under double-beam
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Fig. 4. TEM images of 2-ML InAs QDs produced at T =
440°C, V = 0.05 ML s, (a) Multibeam mode, beam inci-
dence parallel to [001] direction; (b) BF(g = 220) mode.

conditions, with active diffraction vector g = 220
(Figs. 3a, 4a). Thelateral sizewas estimated from TEM
images obtained under multibeam conditions with nor-
mal incidence of the electron beam onto the growth sur-
face (Figs. 3b, 4b).

The TEM data showed a strong dependence of the
morphology of QD arrays on the growth temperature
and on the rate of InAs deposition. As the deposition
rateincreasesfrom 0.01t0 0.1 ML s, thedensity of the
QD array in a single-layer structure increases from
3.5 x 10%9t0 1.2 x 10** cm2, for asubstrate temperature
of 440°C, and from 7 x 10° to 3 x 10 cm2 for 485°C
(Fig. 5). In this case, the average lateral size of QDs
decreasesfrom 12 to 10 nm, for a substrate temperature
of 440°C, and from 21 to 13 nmfor 485°C (Fig. 6). Fig-
ures 3a.and 3b show TEM images of a2-ML QD array
grown with an InAs growth rate of 0.03 ML s* at
485°C, abtained in multibeam and BF(220) modes,
respectively. Similar images of a structure grown at a
substrate temperature of 440°C and InAs growth rate of
0.05 ML s* are shown in Figs. 4a and 4b. It is worth
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Fig. 5. Theoretical and experimental dependences of the
surface density of InAsQDson the InAsgrowth rate for two
surface temperatures Tgy,: (1, 3) 440 and (2, 4) 485°C;
(3, 4) calculated.
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Fig. 6. Theoretical and experimental dependences of the
average size of InAs QDs on the InAs growth rate for two
surface temperatures Tgy,: (1, 3) 440 and (2, 4) 485°C;
(3, 4) calculated.

noting the good agreement of the experimental datawith
the theoretical calculationsin Section 2 (Figs. 5, 6).

Thus, we performed theoretical and experimental
studies of the dependences of structural and optical
properties of QD arraysin an InNAS/GaAs system on the
rate of InAs growth and surface temperature. The
derived kinetic model of coherent island formation via
the Stranski—K rastanow mechanism allows one to cal-
culate the average size and surface density of islands as
functions of time for different temperatures and growth
rates. Optical and structural properties of 2-ML
InAs/GaAs QDs grown at different rates and different

DUBROVSKII et al.

surface temperatures were studied, and the experimen-
tal data were compared with the predictions of the the-
oretical model. The results obtained show that, with the
InAs growth rate increasing from 0.01 to 0.1 ML s,
the average size of aQD decreases from ~21 to ~13 nm
at atemperature of 485°C and from ~12 to ~10 nm for
440°C. In this situation, the surface density increases,
respectively, from ~7 x 10° to ~3 x 10%° cm and from
~3.5 x 10 to ~1.2 x 10* cm2. The array of QDs with
maximum density and minimum size is formed at ele-
vated growth rates and low surface temperatures. The
theoretical and experimental results obtained make it
possible to control the properties of QD arrays at the
kinetic stage of their formation.
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Abstract—The effect of a uniform external electric field on quantum confined charge-carrier states in a
spherical layer is considered. The dependence of the energy shift on the external field and on the size of the
sample is obtained. The electro-optical absorption coefficient is calculated for interband dipole transitions.
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1. INTRODUCTION

Nowadays optical and electro-optical properties of
various quasi-zero-dimensional structures with spheri-
cal symmetry such as quantum dots (see, e.g., the
review [1]) and multilayered spherical nanohetero-
structures [2—6] are being intensively studied. These
studies are stimulated by the fact that such heterophase
systems are very promising materials for fabricating
new devices of modern optoelectronics. Clearly, a nec-
essary stage in the studies of these structures is the
examination of physical properties of “individual”
nanocrystalline spherical layers. Such nanocrystals are
interesting from both purely physical and applied
points of view. First of all, they combine the properties
of quantum filmsand spherical quantum dots and there-
fore can be used both in a*“ pure”’ form and as a compo-
nent for the fabrication of multilayered spherical nano-
heterostructures with desired characteristics. In this
respect, the study of the effect of an external electric
field on charge-carrier statesin such layersis of certain
interest. Numerous experimental and theoretical stud-
iesdeal with the Stark level splitting and el ectro-optical
effects in quantum films (e.g., see the review [7]). In
some studies, the quantum confined Stark effect in
spherical quantum dotswas also considered [8-10]. For
example, the dependence of the Stark energy-level shift
caused by quantum confinement of electrons and holes
on the sample size was experimentally observed in [8,
9]. In [10Q], the theory of the Stark effect in quantum
dotswas devel oped under conditions where, in addition
to the quantum confinement of each type of carrier, the
electron—hole pairs can be bound to form a bulk exci-
ton. A new electro-optical method was suggested that
makes it possible to determine the “ critical” size of the
sphere such that for spheres of greater size a three-
dimensional exciton can be formed.

The aim of this study is to theoretically analyze the
modification of the energy spectrum of charge carriers
confined in a spherical layer in a uniform electric field

and the corresponding effect of the external field on the
shape of the band of interband optical absorption.

2. ELECTRONIC STATES IN A LAYER

We will consider a case in which the layer is quite
thin and the so-called strong quantum-confinement
conditions are satisfied; i.e., the layer thickness L is
much smaller than the Bohr radius a,, of athree-dimen-
sional exciton in the layer. At the same time, from the
technical point of view, the most realistic case corre-
sponds to layers of “large” radius such that the thick-
ness L of the layer itself is much smaller than the radii
R, of the core and R, of the surrounding medium:

L’ <R, Ry,=a (1)

In this case, an adequate physical model of the layer is
the model of a “potential well folded into a sphere”
(e.g., see[11]):

0, for Ri<r<R,,

U(r) = 2
(") Epo,forrsz, r<R,. @

This model approach is justified if the band gap of
the layer is narrow compared to that of the material of
the core and the medium, and if the band offsets at the
interface (for overlapping band gaps of the contacting
materials) are much greater than the charge-carrier con-
finement energy in the layer. In this respect, the compo-
sition CdS/HgS/CdS is typica (see Appendix). Using
thismodel and the approximation of theisotropic effec-
tive mass |4, we obtain the following expressions for the
energies and the envelope wave functions of unper-
turbed one-electron statesin the layer:

£O) — eh’n® #2(1 + 1)
L
ol 2R 3)
= E{’pn” + U, (Ry) = Eqort + Eror,

1063-7826/04/3803-0335$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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W) o(r,9,9) = oY, (9, 0)
(4)
= [P, 00.0)307 - R),

where n, |, and m are the radia, orbital, and azimuthal
quantum numbers, respectively; Y, (3, ¢) are the nor-
malized spherical functions; r, 9, and ¢ are the spatial
spherical coordinates; and the effective “rotational”
radius R, is defined by the condition

Ui(Ro) = 31U(R) +Ui(Ry)]. @

Let us assume that the external uniform field F is
directed along the Z axis, so that F = F(0, O, F). Gener-
ally, if the permittivities of the“core’ (g,), the layer (&,),
and the environment (g;) are different, we obtain the
following expression for the el ectrostatic potential ¢(r)
inside the layer [12]:

= COF cos® 6
o(r) %r+r2D cosd, (6)
where

_ Cégzt+2¢
Ri €—8&

3g,(€,—¢€) Ri Rg
(82 +2€;) (g3 + 2¢,) Rg +2(&1-€)(e,— &) Ri'

From general considerations, it isclear that for this case
the external field can be considered as a perturbation if
the energy AE(F) transferred from the field to a particle

is much smaller than the confinement energy EY,,

AE(F) < EY). 7
The corresponding perturbation operator is given by
g = Co
V = qFEBr + r—ﬂcosf), (8

where q isthe particle charge.

It can then easily be seen that thereisno linear Stark
effect in the system.

We obtain the following general expression for the
second-order correction AE(Z) to the energy of arbi-
trary state On, |, m{

+|V|,|+1|2 ——'——— 9
Z Enl—Enles
Vii_d Viiad?
VA= S ,
©O_E9., EQ-EQ.D

ARUTYUNYAN et al.

where V,, , is the matrix element of operator (8) con-

structed from the radial wave functions CDEP) (r) appear-
ing in Eq. (4),

FL 8nn'
Vn, n = |:

T (Y’

nn'
=V(R,, R))——=qFL for n#n’,
1 2 (nz_n'2)2 (10)

L0 _
R, R1%=qu

CRf + Rﬁ}
RR
1182

_ qFC

Vn,n_ D1+5+ __]%

Rl O
for n = n',

where

For V, | ., we have

Eb | (I+m)(I —m)
g (21 +1)(21-1)
for | —I1-1 (1=1,2,...),

Viiser =0
(I+m+21)(l—-m+1)
(21 +3)(21+1)

=0,1,2,...).

(11)

0
Cfor 1| —1+1 (I

Substituting expressions (10) and (11) into formula (9)
and performing summation over n' [13], we obtain the
2

expression for the correction AE 7},
2
AE(Z) - (qFZL)(O) IV(Ry, R2)|2(fn,l +0n1)
48n°E,
‘ (12)

2
+ LDy - AEA(FL) + AEP(Fd),

2U,(Ro) "

wheref, |, g, , and t, are given by

for = B2t Visd Vo), (9)
gn|=D1-+ 1 21 OpLf
T oy pnURH (14)
x[(1 +1)|V|,|+1| =1[Vy -4 1.
= 1+ DV =1Vl
SEMICONDUCTORS ~ Vol. 38 No.3 2004



QUANTUM CONFINED STARK EFFECT AND ELECTROABSORPTION

The general expression for the perturbation part of the

wave function W] . (r, 9, ) is

W o, 9,9) = Y, (9, ¢) cosd

1 Van®(0) |, Van®(1)
EQ 2 T 247 2U0,(Ry)

1 Onzn'

X[+ DVioaY e m(@0) =1V Yie o m(3, 91

(15

3. INTERBAND TRANSITIONS
IN THE PRESENCE OF A UNIFORM
ELECTRIC FIELD

To be specific, we assume that the incident wave
with frequency wislinearly polarized and the polariza-
tion vector e is directed along the Z axis, so that e =
€0, 0, 1). Then, in the dipole approximation, the per-

turbation A related to the light wave can be written in
the form

A lEA 0 sind ap
A= —|ﬁ—%osﬁa _T(%D' (16)
where A, is the wave amplitude, my is the free-electron
mass, e is the elementary charge, and c is the speed of
light in free space. The matrix element of interband
transitions v —— c can be generally expressed as

Me.v a7)

= A [l () + WP O] (W) + WP ()] o,

where A, , is the matrix element of operator (16) con-
structed from the Bloch amplitudes for the valence (v)
and conduction (c) bands. Substituting expressions (4)
and (15) into Eqg. (17) and retaining the first-order
terms, we obtain for M. ,

Mey = Acv8im) m (MO + MO + M), (18)
where
MO =5, .8, (19)
Fd Vigl,«
Mg_l) = 4= ( tHy )RO l l n nvélclvil’ (20)
v E é
1
ME = O+ Eilﬂvl L +1V(Ry, Ry)(QFL)

(21)
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Snw = l-IJ'(_ZC,V)_lIJI(Zc,v)
P S (2) + ()],

Zey=Ngy— % ; P'(2) and Y"'(2) are the first and second

derivatives of the logarithmic derivative of Euler's
I" function Y(2) =T"'(2)/T" (2), respectively; and d; isthe
Kronecker delta. The upper sign in Egs. (20) and (21)

corresponds to | — | + 1 transitions and the lower
sign, tol —= | —1 transitions.

L et usfind out which region of theinterband absorp-
tion spectrum corresponds to transitions with matrix
elements (18)—(21). Due to the difference in selection
rules (except for the selection rule Am = 0, which is
common to al transitions), for transitions (19)—21)
thereis no “interference” between the matrix elements
M© Mgl), and M(l) in the calculation of the absorp-

tion coeff|C| ent. Accordingly, the interband absorption
band is a set of series with the following threshold fre-
guencies.

(1) transitionsn.=n,, . =1,

L IR AR+ D), (Mt )R
2u., L5 2, RS AA(I+1)
x[(1+ D)V, o> =1V, 1o (@F )

i =

(22)

(2) transitionsn.=n,, I.=1,+ 1:
ayn.=n,l.=1,-1

ﬁszLJrnzhz Alg+1, 1-1g
¥ 2p,, L2 2R§Duc uvD
[|V| | — 1| |V|,|+1| [l 23
[“VD | l+1 0 ()
+u [ﬁV|—1,|—2|2_|V|,|—1|2|j(qu)2R(2)
0 r1-1 I O op2 7
@)n.=n,l.=1,+1
L IR R+ D +2, I
h
w= 0 o0
2uc , 2R: HHe T
|:|V|| 1| |V|,|+1|2D 24
[HVD I l+1 0 (24
+u dvl I+1| |V|+1,I+2|2D(qu)2R(2),
cOr1+1 T

(3) transitionsn.#n,, I, =1, + 1:
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@Ban.#n,l.=1,-1

eh2 M. #ld-1 15
hw = E-+ —= —C+—"D .
TS TIARTH RPN IThY
+0E? (FL) + AED, _(FL),
@) n.#n, l.=1,+1:

(25

heo = EL+ T[zh[nc VD ﬁI(I+1)B|+2 IE
22 2R Upe  w/
@) @) (26)
+AE, | (FL) +AE .1 (FL).
Here, E; is the band gap of the bulk semiconductor

formed from the layer material, p;, = pg- + W, , and
K. and Y, are the electron and hole effective masses.

4. DISCUSSION AND CONCLUSIONS

The results obtained in this paper in the framework
of the suggested model can be summarized as follows.

(i) Since the energy shift explicitly depends on m,
the external field partially removes the degeneracy in
the azimuthal number. In the presence of the field, the
energy levelsare found to be doubly degenerate, except
for the states with m = 0, which are nondegenerate.

(ii) Under the above approximations, the orbital
motion and radial motion can be “separated” for the
unperturbed system, and the Stark shift to a large
degree depends on the configuration and the dimen-
sions of the sample. On the one hand, the energy shift
is determined by the quantity

(qFd)”
20 R

This quantity is characteristic of the rotation motion
that occurs over the sphere and is perturbed by a uni-
formfield. In particular, using expression (27) withe; = &5
and g, = 2¢,, we obtain the well-known result for the
correction to the ground state energy with | = 0 (e.g.,
see[14)),

AEP(Fd) = DIV ?=1Vi1. 47 27)

(FR) KR,
3#°
On the other hand, the correction to the energy of radial

motion AE{?) (FL) also contributes to the Stark shift. It

is readily seen in expressions (12) and (13) that this
contribution to the field-induced shift is determined by
the degree of the layer “sphericity” as compared to a
plane-parallel film. Thisdegreeisdefined in our case by
the relation A = L/R,. Taking the ground-state level as
an example, we can easily see that, in the limiting case

A — 0, the expression for the correction A Efff (FL)in

AEy(Fd) = (28)

ARUTYUNYAN et al.

expression (12) assumes aform similar to the result for
the Stark effect in a*“ conventional” quantized film [7],

lrgFly” 1 05

AEP) ~ 2
3H'e Uagel,

(iii) The band of interband optical absorption con-
sists of two series: the “fundamental” one (expressions
(19) and (22)), for which only the transitions diagonal
in al three quantum numbers (n, I, m) are possible, and
the “field satellites” (expressions (20), (21), and (23)—
(26)), where the selection rules in “angular” quantum
numbers Am = 0 and Al = +1 are valid. These series do
not overlap, and for each series its own selection rules
hold and determine the corresponding threshold fre-
quencies. The absorption (20), (21) is due exclusively
to the presence of the external field and is modulated in
each of the series by the field factors (Fd)? and (FL)?,
respectively.

(iv) The presence of the field also results in an
explicit dependence on the effective charge-carrier
masses; this can be used for experimental determina-
tion of the optical effective masses of the charge carrier.

(v) It can be seen from the patterns of effective vari-
ation in the band gap

LV L
Ay" = fiw-Eg,

which aredetermined for each case by formulas (22)26),
that, by varying thefield and the dimensions of the sam-
ple, we can produce the desirable controllable changes
in some parameters of the sample. This can be used for
fabricating both single layers and compositional multi-
layered nanoheterostructures with specified (and con-
trollable) characteristics.

APPENDIX

We consider the model approach developed for the
composition CAS/HgS/CdS. In the table, we list the
corresponding physical parameters for B-CdS and
B-HgS semiconductor crystals (the data are taken from
[2—4, 15, 16]).

Inthetable, we usethefollowing notation: p.and p,
are the charge-carrier effective masses, a is the lattice

constant, E, isthe band gap of the bulk sample, U¢isthe
conductlon band minimum measured from the vacuum
level, UV is the valence band maximum, AU¢ and AUY
are the offsets for the corresponding bands, a,, is the
Bohr radius of athree-dimensional exciton in the mate-
rial under consideration, and €, isthe static permittivity.

I. APPLICABILITY OF THE PROPOSED MODEL
If we assume that the HgS layer has the thickness

L = 5-10 nm, then L%a> = 0.01-0.04 and Coulomb

interaction can be disregarded. The condition for strong
confinement is satisfied for charge carriersin the layer.
If wetakethe valuesin therange R; = 15-30 nm for the
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Table
Material | a, nm € Ey eV MMy W,/my Ut ev | U% eV | AUS eV | AUY, eV | ay, hm
Cds 0.5818 9.1 25 0.2 0.7 -38 -6.3 - - ~3
HgS 0.5851 18.2 0.5 0.036 0.044 -5 -55 1.2 -0.8 ~50

core radius, then, on the one hand, there is no carrier
confinement in the core (and in the surrounding shell).
On the other hand, conditions (1) are satisfied, since

L/ Ri = 0.1, and the separation of the particle motion

into its radial and rotational components is also justi-
fied. For the specified system dimensions, the estima-
tion yields the following vaues of E.,; and E,; for
electrons (c) and holes (v):

@ L=5nm, R, =15nm, R, =20 nm,

Eco =424%x10° eV, Ely=347x10" ev,(A D
ES,=37x10°eV, E/,=3x10°eV; o

(b) L=10nm, R, =30 nm, R, = 40 nm,
ES =106x107°eV, Es,=87x10°eV, A12)
EC,=~10%eV, EY=082x10°eV. N

Comparison of the carrier confinement energies Eq

in(A.l.1) and (A.l.2) with the band offsets AU® v in the
table clearly shows that, for low excited states, the
model of the quantum well (2) is also valid with satis-
factory accuracy for the composition considered.

1. EXTERNAL FIELD AS A PERTURBATION

For the structure under consideration, condition (7)
assumes the form

zuRo (gFL)?

LD (0)
18E(102) e B 520 < Ele (AlLY)

(qFR)

In order to find the upper limit of the values of the field
considered as a perturbation using condition (A.11.1),
it is convenient to derive the following fairly accurate
formula:

—18
8210 (A11.2)

L R1
It follows that for
L=5-10nm, R;=15-30nm,

the electric field can be treated as a perturbation if the
electric-field strength islower than

F = 10°-10° V/cm.
SEMICONDUCTORS Vol. 38
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Accordingly, the Stark shift of the ground-state level is
given by

AEY)=~6x 107 eV

for L=5nm, R, =15nm, F = 2x10°V/cm;

AEP=12x10" eV
for L = 10nm, R, = 30nm, F = 2x10°V/cm.
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Abstract—Results obtained in a study of the structural and optical properties of GaAs-based heterostructures
with InAs quantum dot layers overgrown with InGaAsN quantum wells are presented. Transmission electron
microscopy has been applied to analyze how the thickness of the InGaAsN layer and the content and distribu-
tion of nitrogen in this layer affect the size of nanoinclusions and the nature and density of structural defects.
It isshown that the size of InAs nanodomains and the magnitude of thelattice mismatch in structures containing
nitrogen exceed those in nitrogen-free structures. A correlation between the luminescence wavelength and the
size and composition of hanodomains is demonstrated. Furthermore, a correlation between the emission inten-
sity and defect density in the structure is revealed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Oneway to extend the spectral range of GaAs-based
light-emitting devices is to use structures in which
guantum dots (QDs) are overgrown with alayer with an
InGaAs quantum well (QW) [1-7]. Specificaly, het-
erostructures  of this type provide lasing in
INAY/INGaAgGaAs structures at 1.3 pum [3-7].
Attempts to shift the emission band further to wave-
lengths of 1.5 um or more encounter difficulties, which
may possibly beresolved by using InGaAsN solid solu-
tions[1, 2, 7-9]. Therefore, studying the formation and
optical properties of GaAs-based heterostructures with
InAs QDsovergrown with InGaAsN layersisanimpor-
tant task of current interest.

2. EXPERIMENTAL

The samples studied were grown on an EP1203
machine equipped with an EPI Unibulb RF Plasma
Source of chemically active nitrogen. Standard
epiready (001)-oriented GaAs wafers doped with sili-
con to 5 x 108 cm3 served as the substrates. The sam-
ples had a structure typical of lasers, with awaveguide
that contains the active region. To fabricate the active
region, InAs QD nanodomains with an effective thick-
ness of 3 monolayers were deposited and then over-
grown with Ing,5Gayg,AS/INg15G8y g2(ASNy) layers.
The thicknesses (x/y) of the InGaAs/InGaAsN over-
growth layers are listed in the table. The nitrogen con-

tent in the overgrowth layer was chosen so that the aver-
age content of nitrogen wasthe samefor al the samples
(b=0.01).

The characterization of the structure was carried out
by means of transmission electron microscopy (TEM)
on a Hitachi H8000 (Japan) microscope. High-resolu-
tion electron micrographs were analyzed with an origi-
nal software package [10].

The photoluminescence (PL) was studied on a spe-
cial-purpose setup with a closed-cycle optical helium
cryostat and cooled germanium diode. The PL was
excited with an argon laser (wavelength 514 nm, power
density ~100 W/cm?).

3. RESULTS AND DISCUSSION

The structural studies revealed the formation of
InAs-enriched nanodomains with a characteristic size
of about 4 nm in the growth directionand 11 + 3nmin
the lateral direction. An electron micrograph of the
activeregionisshown asan examplein Fig. 1. An anal-
ysis of high-resolution electron micrographs (Fig. 2)
demonstrated that the content of InAs in these nan-
odomains is 60% or more. It is noteworthy that there
exists a size distribution of the nanodomains. In addi-
tion, layersin theinterdomain regions are characterized
by a lattice mismatch of about 1.5-2% in the growth
direction, which corresponds to an InAs content of
about 12-18% in the case of an InGaAs QW. It should
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PL (position and intensity of the emission band) and TEM (lattice mismatch, characteristic height and lateral size of the
nanoinclusions, the density of extended and point defects) data

Structure of overgrowth layer PL

TEM

x=1nm,y=4nm A = 1490 nm, I/l5 = 1.35%

X=2nm,y=3nm A =1451 nm, I/l = 3.5%

(INAs-3ML, x=1nm,
y=4nm) x3

A =1470 nm, /1= 2.3%

x=5nm,y=0nm A =1289 nm, I/, = 100%

(DalBg) e = 7.5%
h=45nm, | =11nm, pe, =5 x 10* cm™, p, = 10" cm3
(Malag) ey = 6.5%

h=4nm, =10 nm, pey = 2 x 10* cm™3, pyy = 3 x 10M cm™
(DMalag)mex = 7.2%

h=4nm, | =10 nm, peq = 10° cm™, p,y = 106 cm3

(Aa/ag) max = 6%

h=45nm,|=13nm, pe =3 x 103 cm, py, =2 x 101 cm®

Note: x and y are the thicknesses of the nitrogen-containing and nitrogen-free layers, respectively; A is the PL wavelength; | and |, the
relative PL intensities of a sample under study and the reference sample, respectively (a structure containing no nitrogen was used
asthereference); h and |, the characteristic sizes of nanodomainsin the vertical and lateral directions, respectively; and (Aa/ag) max
the relative lattice mismatch in InAs/InGaAsN nanodomains and the embedding GaA s matrix.

also be noted that aregion with zero lattice mismatchis
observed directly over aQD. This may mean that either
the QW isonly formed in the interdomain region or the
lattice mismatch is compensated for by an increased
concentration of nitrogen. In addition, comparing the
results obtained for structures with and without nitro-
gen in the QW shows that the addition of N leads to a
decrease in the average size of the nanodomains. It is
noteworthy that, in the case of a multilayer structure
(table, third row), the density of nanodomains
decreases as one passes from the bottom to the top
layer, with the characteristic dimensions remaining
unchanged.

The structures obtained contain defects of both the
extended and the point type. An example of an electron

micrograph that reflects the content of defects in the
structure is given in Fig. 1c. The densities of the
extended (pey;) and point-type () defectsin the struc-
tures studied are evaluated in the table. Comparison of
the estimated defect densities shows that reducing the
thickness of the nitrogen-containing layer from 4 to
3 nm leads to a decrease in defect density by approxi-
mately afactor of 2—4. At the sametime, the defect den-
sity in amultilayer (stacked) structure, on the contrary,
increases. It isnoteworthy that some of the defects pen-
etrate the upper layers from the lower layers. In addi-
tion, the strain produced when part of the defect-free
nanodomains are overgrown promotes the formation of
defectsin the upper layers.

AlGaAs P

Fig. 1. (a b) (002) and (c) (022) dark-field (110) cross-sectional electron micrographs of a GaAs-based heterostructure with InAs

QDs overgrown with a 1 nm InGaAsl[4 nm InGaAsNayer.

SEMICONDUCTORS Vol. 38 No.3 2004
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Aajag = 0; 0.015; 0.030; 0.045; 0.060; 0.075
x=0; 0.12; 0.24; 0.36; 0.48; 0.60

Fig. 2. High-resolution (110) cross-sectional el ectron micrographs of a GaAs-based heterostructure with InAs QDs overgrown with
a1 nm InGaAs[[4 nm InGaAsN[layer and amap of the |attice mismatch distribution in INAs/InGaAsN nanodomainsin the direc-
tion (002); &g is the lattice constant of the embedding GaAs matrix.

The PL spectra of the heterostructures studied are
shown in Fig. 3. It can be seen that the introduction of
nitrogen into the overgrowth matrix shifts the emission
band from around 1.3 um for a structure containing no
nitrogen to the region of 1.54 um for a structure con-
taining 1.5% N. Theintensity of PL from nitrogen-con-
taining structures is lower by a factor of 10-100,
depending on the content and distribution of nitrogen.
If the distribution of nitrogen is modified in such away
that the integral content of nitrogen remains the same
but the thickness ratio of the separating and nitrogen-
containing layers, x : y, changesfrom1:4to 2: 3, the
PL intensity increases by approximately afactor of 4.

The structure with stacked QD layers(Fig. 3, curve 3)
demonstrates an increase in the PL band intensity by a

PL intensity, arb. units
T

.......

1
1600
A, nm

. 1
1000 1400

Fig. 3. PL spectra of heterostructures with InAs QDs over-
grown with the following layers: (1) 1 nm InGaAsl4 nm
INnGaAsN[] (2) 2 nm InGaAs3 nm InGaAsNL] (3)(C1 nm
INGaAsli4 nm InGaAsN x 3, and (4) 5-nm InGaAs.

factor of 2-3 compared to a “single-layer” structure,
with aminor short-wavelength shift.

Analysis of the data obtained in structural and opti-
cal studies of single-layer heterostructures shows a sat-
isfactory correlation between the density of extended
defects and the PL band intensity. At the same time,
correlation analysis of the nanodomain size and the
position of the emission band reveals an opposite
dependence; i.e., a shift to longer wavelengths occurs
as the QD size decreases, which can be accounted for
by the incorporation of nitrogen into the nanodomains.

Comparison with the structural data for
INnGaAsN/GaAs heterostructures [1] shows that the
growth scheme employed in the present study leads to
adecrease in the QD size and defect density, which, in
turn, leads to a significant rise in the PL intensity.

4. CONCLUSION

Thus, the structural and optical properties of GaAs-
based heterostructures in which InAs QDs are over-
grown with an InGaAsN layer with varied nitrogen dis-
tribution were studied. It was shown that the size of the
InAs nanodomains and the magnitude of the lattice
mismatch were smaller in structures containing nitro-
gen compared to structuresthat do not contain nitrogen.
A correlation between the wavelength of the PL band
and the size and composition of nanodomainswas dem-
onstrated. Furthermore, a correlation between the emis-
sionintensity and the defect density in the structure was
revealed.
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Abstract—The diffusion of a chromium bottom contact has been studied through thin 10-nm amorphous sili-
con film. The concentration of the diffused impurity has been analyzed by an X-ray photon spectroscopy tech-
nique and the diffusion coefficient was estimated. Diffusion annealing was carried out in vacuum (10~ mTorr),
the temperature was kept at 400°C, and the annealing time was varied from 0 to 300 min. The authors propose
that diffusion of chromium in thin hydrogenated amorphous film is limited by silicide formation at the metal—
silicon interface. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

While production of microelectronic devices is
moving into the nanoscal e region, chromium diffusion
in amorphous silicon (a-Si:H) is a significant area of
study for anumber of reasons. Good electrical contacts
to semiconductors are crucia for the proper function-
ing of circuits because signals enter and leave devices
through them. One requirement for contactsischemical
stability. Furthermore, it is essential that a contact does
not introduce unwanted electrical characteristics such
as signal rectification or high resistance into the circuit.
Since a-Si:H consists of a random network of atoms,
distorted considerably from the minimum energy sites
of its crystalline counterpart, it can easily interact with
other materials. Interaction at a metal/a-Si:H contact
can cause irreversible interfacial degradation; however,
it may also be used to some advantage.

Memory devices based on a-Si:H [1] that act astwo-
statedigital devicesor analog deviceswith a continuum
of states depending on the nature of their metal contacts
(e.g. chromium or vanadium) are finding applications
as nonvolatile switching materials. The nature of the
top metal interaction is of crucial importance to the
switching characteristics.

Amorphous silicides formed in hydrogenated amor-
phous silicon are not well understood despite the fact
that silicides arewidely used in contacting technologies
for the thin film transistors needed in active matrix lig-
uid crystal displays. The most widely studied meta is
chromium, and it has been shown that silicide layers at
most a few nanometers thick are formed after sputter-
ing chromium onto hydrogenated amorphous silicon
even with no subsequent annealing treatment. Recent

IThis article was submitted by the authorsin English.

work [2] suggests that using an ultrathin metal-like
chromium silicide in an entirely amorphous structure
naturally forms a hot electron device with a high elec-
tron barrier emitter and low electron barrier collector.
The aim of this work is a further understanding of the
chromium diffusion mechanism and meta/a-Si:-H
interface reactions mediated by thermal annealing.

2. EXPERIMENTAL

Hydrogenated amorphous silicon layers were
deposited onto Corning 7059 glass preliminarily coated
with sputtered chromium as shown in Fig. 1. Films
were deposited using plasma-enhanced chemical vapor
deposition (PECVD) from silane at a substrate temper-
ature of 300°C, applied RF power of 6.5W, and asilane
flow rate of 40 sccm, giving a growth rate of ~0.9 A/s.
Typical layershad athickness of 10 nm for Cr diffusion
experiments and 600-nm films on silicon wafers for
Fourier transform infrared spectroscopy (FTIR).

Chromium was sputtered on glass substrates to a
thickness of 30 nm and immediately amorphous silicon
was grown to avoid Cr surface oxidation. Films for
thickness measurements were patterned using an inter-

Glass

Fig. 1. Schematic representation of layers for diffusion
study.

1063-7826/04/3803-0344$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Counts, 103
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Fig. 2. XPS signal from amorphous Si: (1) before and (2)
after annealing at 400°C, 5 h.

digital photomask, and after removing the photoresist
film, the surface was profiled using athickness profiling
technique. To study the thermal diffusion of chromium,
samples on glass were annealed at 400°C in vacuum
(10 mTorr) and then the samples were analyzed for
presence of chromium in an X-ray photon spectroscopy
(XPS) system. The spectraare shown in Fig. 2.

All the XPS measurements that we performed were
for the chromium diffusion studies using Mg-K-apha
radiation. The apparatus (a VG HB 100 adapted to
incorporate XPS) was operated in a constant analyzer
energy mode with the X-ray gun itself running at 130 W.
The pass energies were 50 eV for survey scans and
20 eV for region scans. Spectra were collected using
VGX900 software and the system was kept calibrated
using the procedures outlined in 1SO/DIS 15472.

3. DISCUSSION

Thediffusion at the contact metalsin PECV D amor-
phous hydrogenated films shows unusual behavior of
the diffusing materials and is quite different than that
found in crystalline silicon [3]. The diffusion coeffi-
cient of theimpurity in amorphoussilicon dependsonly
weakly on the impurity itself, and the diffusion coeffi-
cient and its activation energy are nearly equal to those
of hydrogen. It was found that boron diffuses quite fast
with adiffusion coefficient of about 10712 cm?/s, and the
antimony diffusion coefficient was found to be
10* cm?/s at 400°C. Activation energies are the same
for both and are about 1.5 eV.

A. Polman et al. [4] studied the diffusion of copper
in annealed and unannealed a-Si:H in the temperature
range 150-270°C. The diffusion rate in annealed amor-
phous silicon is a factor of 2-5 higher than in unan-
nealed a-Si:H. The diffusion activation energy E, =
1.39eV inannealed a-Si:H isnot significantly different
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Fig. 3. Concentration of chromium (1) and hydrogen (2)
after annealing in vacuum. Dashed lines are our theoretical
calculations for diffused chromium.

than in unannealed a-Si:H, where it is measured to be
E,=1.25eV.

Thediffusion of silver hasbeen studied in aprevious
work [5] and those authors conclude that silver diffuses
in undoped amorphous silicon interstitially and through
hydrogen vacancies with activation energies of 1.3 eV
and 1.7 eV, respectively. Interstitia diffusion is
described as D, = 4.4 x 103exp(-1.3/KT) cm?/s and dif-
fusion through vacancies as D,, = 70exp(—1.7/KT) cné/s.

In our experiments, an annealing temperature of
400°C has been chosen for two reasons: it isknown that
diffusion of metalsin a-Si:H at temperatures|ower than
400°C issmall and requires very long diffusion anneal -
ing times, and, second, hydrogen effusion occurs at
temperatures higher than 400°C and changes the amor-
phous structure and its network. The experimental
results are shown in Fig. 3. As we can see from the
graph, the hydrogen concentration decreasesfrom 15 to
8.3 a % mainly at the beginning of the anneal, where
the initial drop in the first 30 min is obviously due to
hydrogen effusion from the film. At longer times, the
change in the hydrogen content is relatively small, and
after 5 h of annealing, the remaining hydrogen is about
6 at %. The change in hydrogen content in the begin-
ning can also be explained due to relaxation processes
in the amorphous matrix. With the release of some
hydrogen, we create additiona “hydrogen vacancies,”
enabling diffusion of chromium impurities. The XPS
surface analysis technique allowed detection of Cr
atoms that diffused through the very thin 10-nm a-Si:H
layer. The time dependence of the Cr concentration is
also plotted in Fig. 3. For purpose of theoretical calcu-
lations, athick layer of Cr (30 nm) can be considered as
an unlimited source, and diffusion through a thin film
can be described as diffusion in a body with one imper-
meable border [6]. The impurity concentration at the
first boundary of abody (x = 0) has a constant value C,
which does not change with time. The second boundary
isregarded asimpermeable, with dC/dx=0at x=1. For
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such abody, the impurity concentration as afunction of
coordinate x and timet is given by

(=D
Z (2k +1)
TC Dt

x exp[ (2k + 1) —I—}sn(2k+ 0

C(x,t) = C0
1

x O
TD
O

At the boundary x = |, the concentration changes with
time,

C(I )

Dt (2
2k+1) [(Zk”)z J

_ o0 ag

b a3
After atransient period of time, the terms with large k
will decay away and only thefirst term (with k = 0) will
have to be considered,

ci,t) = Co[l—g[expg Tj?z%} 3)

The calculation (dashed line in Fig. 3) gives a good
match with the experimental results except for the last
point.

Simulation results allowed us to estimate Cr diffu-
sion in thin a-Si:H films with a diffusion coefficient of
4 x 10717 cm?/s, which is quite slow compared to impu-
ritiessuch as Cu, Sh, B, and Ag. Thereasonislikely the
processes at the silicon and metal interface. Initialy,
during even short deposition of a-Si:H on metal, Cr
formsasilicidelayer, which createsabarrier for the dif-
fusion and subsequently prevents penetration of Cr
atoms into the bulk. The diffusion process is followed
apparently by the growth of asilicide layer, which gives

PERSHEYEV et al.

a fast increase in Cr concentration at the end of the
annealing (t = 300 min).

The same experiments were carried out using
vanadium metal asthe diffusion source, but even after
a 5-h annealing in vacuum, vanadium was not found to
diffuse through 10-nm-thick amorphous silicon.

4. CONCLUSIONS

We have studied diffusion (at 400°C) of chromium
in 10-nm a-Si:H films by means of XPS and found that
it includes two processes. First of al, there is silicide
formation and growth during annealing at the metal—
silicon interface and, secondly, silicide limits diffusion
of Cr atoms through the thin amorphous silicon film.
We propose a new XPS-based method of diffusion
analysis of contact materials on thin films.
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Abstr act—Electroluminescence and current—voltage characteristics of tunnel diodes obtained by implantation
of Er, O, and B ionsinto n-Si(111) with the subsequent heat treatment are investigated in a temperature range
of 80-300 K in the breakdown mode. The observed increase in electroluminescence intensity with temperature
for Er ionsis caused by thermal emptying of the trapsthat captured the holesin the n-region of the diode at low
temperatures. This emptying leads to a variation in the breakdown characteristics. It is shown that some of the
traps at low temperatures retain the charge captured even after the voltage applied to the diode is switched off.
This circumstance gives rise to the peculiar memory effect in the structures investigated. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Investigations of semiconductor structures doped
with rare earth elements are aimed at developing elec-
troluminescence emitters and radiation detectors for
optoel ectronics and fiber-optic communications. Elec-
troluminescence (EL) at thewavelength A = 1.54 umin
diodes based on Si:(Er, O) is related to Er3* ions. The
EL intensity istypically highest in the breakdown mode
of the p—n junction at room temperature. Both for tun-
ne [1] and for avalanche [2, 3] breakdown of the
(100)Si:(Er, O) diodes, adecreasein theintensity of the
Er¥*-related EL band is observed as temperature
increases from 77 to 295 K. This behavior is usually
associated with an increase in afraction of the nonradi-
ative transitions between the levels of Er®* ions of the
first excited state #l 5, to the ground state 1 ;5/,, as well
aswith the broadening of the EL lines corresponding to
these transitions. In the (111)Si:(Er, O)-based diodes,
which exhibit avalanche breakdown at room tempera-
ture, the temperature dependences of intensity of Er3*-
induced EL contain portions of increase in EL in the
temperature range mentioned above [3-5]. This effect
was described for the first time in detail and explained
by us [4]. It was shown that the temperature range of
Er**-induced EL corresponds to the portion of sharp
risein temperaturein the diode voltage with afixed cur-
rent in the breakdown mode. From the sign reversal of
the derivative of the temperature dependence of this
voltage, it was concluded that the portion of the
increase in EL intensity with temperature corresponds
to the transition from tunnel breakdown (at lower tem-
peratures) to avalanche breakdown. The variation in the
breakdown mechanism was attributed to the hole cap-
ture by the traps in the depletion n-type layer of the
p—njunction at sufficiently low temperatures. As the
temperature varied from 300 to 80 K, an anomalous
decrease in the EL intensity associated with the phe-

nomena described, as well as a decrease in the effi-
ciency of excitation of Er®* ions, was al so observed.

The existence of the portion of increasein EL intensity
in the temperature dependence of intensity of Er3*-
induced EL was a so recently observed in (111)Si:(Er, O)
diodes with tunnel breakdown at room temperature [6].
Thisstudy is devoted to amore detailed investigation of
this effect. We measured for the first time the parame-
tersthat characterize thekinetics of filling the holetraps
in such structures and ascertained that the traps that
retain a captured positive charge after the voltage
applied to the diode is switched off are involved in the
effect of the temperature-related increase in the EL
intensity.

2. EXPERIMENTAL

The main difference between the tunnel
(112)Si:(Er, O)-based light-emitting diodes (LEDS)
investigated in this study and the avalanche
(111)Si:(Er, O) diodes investigated earlier in detail [4]
isthe higher (by afactor of 3) dosesof implanted Er and
Oions. Theimplantation of Er ions (energies of 2.0 and
1.6 MeV and doses 3 x 10** cm) and O ions (0.28 and
0.22 MeV, 3 x 10% cm) into the polished Czochral ski-
grown n-Si(100) waferswith aresistivity of 5Q cmwas
accompanied by the amorphization of the surface layer.
The B ions (40 keV, 5 x 10* cm™) and P ions (80 keV,
10'® cm?) were implanted into the front and rear sides
of the wafer, respectively, to produce heavily doped p*-
and n*-type layers. Sequential thermal treatments at
620°C for 1 h and at 900°C for 0.5 h caused the recrys-
tallization of the amorphous layer and formation of Er-
containing optically and electrically active centers.
According to the secondary-ion mass spectrometry
(SIMS) data, the Er-doped Si layer was formed as a
result of implantation and therma treatments. This

1063-7826/04/3803-0347$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electroluminescence spectraof light-emitting diodes
at 80 and 300 K with acurrent of 300 mA.

layer had a virtually constant Er concentration of
~10'° cm3 at a distance of 0.5-0.8 um from the semi-
conductor surface. The concentration of electrically
active centers determined from the capacitance-voltage
characteristics was ~10* cm3. According to the SIMS
data, the peak concentration of B atoms was ~3 X
10%° cmr3. Mesa diodes were fabricated with an active
areaof S=2.3 mm?. The current-voltage (I-V) charac-
teristics of diodes were measured at a frequency of
32 Hz with a pulse width of 0.5 ms. EL was excited by
rectangular current pulses with widths of 2-5 msand a
pulse-repetition period of 30 ms. The samples under
investigation were mounted on a massive copper cylin-
der. The temperature of the samples was measured
using a thermocouple also mounted on this cylinder.
When measuring the EL spectra, the emission of diode
structures was focused by a lens system onto the
entrance dlit of an MDR-23 monochromator and was
detected on its exit using an uncooled InGaAs diode
with aresolution of 7 nmintherangeA = 1.0-1.65 pm.

3. RESULTS AND DISCUSSION

The EL spectra for a reverse-biased diode with a
current of 300 mA at 300 and 80 K are shownin Fig. 1.
The peaks at A = 1.538 um, which are caused by radia-
tive electron transitions between the levels 41,4, and
4,5, Of Er¥* ions split in the crystal field, are observed
in the spectra. In addition to these peaks, a relatively
weak and amost A-independent emission, which is
caused by transitions of “hot” electrons within the con-
duction band of Si, so-called “hot” EL [7], is observed
in the spectra. The dependence of intensity of Er*-
induced EL on the current density at 300 and 80 K for
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Fig. 2. Reverse portion of the current—voltage characteris-
tics of alight-emitting diode measured at various tempera-
tures.

the diodesinvestigated in this study wasreported in [6].
Unlike avalanche (111)Si:(Er, O) diodes [4], the inten-
sity of Er¥*-induced EL inthesediodesishigher at 80 K
than at 300 K. This relationship is retained in a wide
current range until the virtual leveling off of depen-
dences of the EL intensity on the current density is
attained. It should also be noted that the virtual leveling
off of the EL dependences at 80 and 300 K is attained
a admost the same current densities, unlike the
(111)Si:(Er, O) diodes, whose breakdown at 300 K fol-
lowed the avalanche mechanism [4].

The reverse portion of the 1-V characteristic of the
diode structure at various temperatures is shown in
Fig. 2. The dependences shown were obtained with
increasing sampl e temperature after keeping the sample
under a reverse pulse current of 100 mA for severa
minutes at 80 K. An increase in the breakdown voltage
with decreasing temperature is characteristic of tunnel
diodes. However, the breakdown voltage Vy,, i.e., the
voltage obtained by the linear extrapolation of depen-
dencesin Fig. 2 for large currents to a zero current, var-
ies nonmonotonically in the temperature range from 80
to 300 K (see curve 1, Fig. 3). As the temperature
increases from 120 to 165 K, a dight increase in the
breakdown voltage is observed. The temperature
dependence of Er®*-induced EL at awavelength of A =
1.538 um, which was measured simultaneously with
the measurements of the -V characteristic for a current
of 100 mA, is represented by curve 2 in Fig. 3. From
comparison of curves 1 and 2 in Fig. 3, it can be seen
that the portion of increasing breakdown voltage with
increasing temperature corresponds to the portion of
the temperature-related increase in the EL intensity. In
this respect, the diodes investigated by us are similar to
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the (111)Si:(Er, O) LEDs investigated previoudly,
which follow the avalanche breakdown mechanism at
room temperature [4]. The most substantial qualitative
difference is that the LEDs investigated in this study
have the temperature dependence of the breakdown
voltage characteristic of the tunnel breakdown mecha-
nism; i.e., the breakdown voltage increases with
decreasing temperature. Such is the case both for the
temperatures below the portion of the temperature-
related increase in the EL intensity and for higher tem-
peratures. The experimental results reported here sug-
gest that, as in [4], the temperature-related increase in
the intensity of Er®*-induced EL is caused by the ther-
mal emptying of hole traps occupied at low tempera
tures. The emptying affects breakdown characteristics,
such as the width of the space charge region, aswell as
the spatial and energy distribution of hot carriers. The
variation in the breakdown characteristics, in turn,
affectsthe EL intensity.

All the investigations of temperature dependences
of Er¥*-induced EL in reverse-biased (111)Si:(Er, O)
diodes were carried out under conditions in which a
pulse voltage was applied to the diodes. Thus, in the
time intervals between the current pulses inducing EL,
the voltage was not applied to the diode. Therefore, two
possible mechanisms of hole-trap filling may be sug-
gested:

(i) Traps are rapidly filled with holes during each
current pulse passage and are emptied in the absence of
voltage.

(i) 1t is possible that the traps are filled with holes
during a certain number of pulses rather than during a
single current pulse and remain filled in the absence of
the external voltage for along time.

The first situation may occur, for example, if the
traps are arranged in the part of the space charge region
of the p—n junction that becomes electrically neutra
after the externa voltage is switched off. The second
situation can occur, for example, if the traps are
arranged in the part of the space charge region of the
p—n junction whose depletion of majority carriers
(electrons) is also retained after the external voltage is
switched off. The results of the experiments described
below showed that both these mechanisms occur in the
diodesinvestigated by us. For the first of them, the fill-
ing of hole traps in the n layer of the p—n junction
should cause an increase in the current after applying
each rectangular voltage pulse to the diode. The reason
is that filling the traps causes a decrease in the break-
down voltage and shifts the |-V characteristic to lower
voltages. If thetime in which the current increases sub-
stantialy exceeds the time in which the voltage across
the diode increases, this effect can be easily detected
experimentally. In our experiments, the rise time of the
dc voltage pulses was ~1 us. During measurements of
curve 2 in Fig. 3 at 170-300 K, the shape of current
pulses with an amplitude of 100 mA for times >1 us
virtually repeated the shape of the voltage pulses (see
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Fig. 3. (1) Temperature dependence of the breakdown volt-
age (Vi) of diodes; (2, 3) temperature dependences of
intensity of electroluminescence of Er* ions at a wave-
length of A = 1.538 pum with areverse current of 100 mA;
(2) after keeping the sample before measurements for sev-
era minutes at 80 K and 100 mA; (3) 2 s after switching on
the current.
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Fig. 4. Shape of reverse current pulses when rectangular
voltage pulses are applied to the diode: (a) at 170-300 K
and (b) at 80 K. The amplitude of the current pulses is
100 mA. The time constant of the voltage rise and decay is
~1ps.

Fig. 44). At temperatures that corresponded to an
increase in EL intensity and at lower temperatures, a
substantial increase in the current was actualy
observed for several milliseconds, which is shown in
Fig. 4b for 80 K and a current amplitude of 100 mA.

We note once more that the experiments on measur-
ing EL at low temperatures described above were car-
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Fig. 5. Dependence of Er3*-induced el ectroluminescence at
a wavelength of A = 1.538 um on the density of carriers
passing through the p—n junction with a reverse current of
100 mA at 80 K. The origin of the time coordinates for the
carrier density corresponds to the time of passing of the
reverse current with a pulse amplitude of 100 mA and dura-
tion of 5ms, whichisequal to 2 s.

ried out after keeping the sample at 80 K under a
reverse pulsed current of 100 mA for several minutes.
If the sampleis cooled without applying the voltage and
the EL measurements are taken ~2 s after applying the
pulse voltage, the temperature dependence of the EL
intensity for the same current is described by curve 3
rather than curve 2 in Fig. 3. Curve 3 differsfrom curve 2
only in the temperature range that corresponds to an
increasein the EL intensity and at even lower tempera-
tures. No pronounced increase in the EL intensity with
temperature is observed in dependence 3. Thus, the
experimental results show that the holetrapsexistin the
structures investigated, whose filling time at 80 K and
for acurrent of 200 mA considerably exceedsthe long-
est pulse duration used by us (5 ms). These traps are
practically not emptied during the absence of voltagein
the pulse-to-pulseintervals. It is these traps that mainly
determine the increase in EL intensity with increasing
temperature.

For a reverse current of 100 mA, a current pulse
duration of 5 ms, and a repetition period of 30 ms, the
decay of the EL intensity at 80 K was completed in
about several tens of seconds (less that 1 min). The
dependence of intensity of Er3*-induced EL on the den-
sity N of carriers passing through the p—n junction at
80 K and areverse pulse current of 100 mA isshownin
Fig. 5. The origin of the time coordinates corresponds
to the time the structure was kept under the pulse cur-
rentt=2s(N=9x 10 cm>), whichisshort compared
to the time required for equilibrium EL intensity to be
established. The latter, as can be seen from Fig. 5, was
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virtually attained at N = 3 x 10%° cm2. The EL intensity
decreases by more than afactor of 2 compared with that
for t = 2 s. The data obtained show that the diode struc-
tures under investigation feature a peculiar memory
effect at low temperatures. Specificaly, after passing
the current and voltage switch-off, these structures
retain information on the current effect. To erase this
information, it is sufficient to heat the structure to a
temperature higher than the region of the temperature-
related increase in the EL intensity. It is possible that
the trap formation is associated with the formation of
SiO,-like precipitatesin Si [8].

Thus, the breakdown voltage of the p—n junction
decreases due to the hole capture by traps in the
absence of rapid trap emptying after the voltage is
switched off. These notions may provide the basis for
an alternative explanation to the one suggested by
Andreev et al. [9] of so-called “delayed” Er®*-induced
EL. Delayed EL isobserved in the reverse current mode
for Si diodes selectively doped by molecular beam epi-
taxy. In fact, let us assume that the hole traps with the
aforementioned properties were filled during the pas-
sage of forward current through the structures investi-
gated in [9]. In this case, with polarity reversal of the
voltage applied to the diode from forward to reverse,
considerable reverse currents and intensities of Er3*-
induced EL can be observed for reverse voltages lower
than the breakdown voltage in equilibrium conditions
before the hole traps are filled. This situation takes
place until the hole traps are emptied and the break-
down voltage of the p—n junction is increased accord-
ingly. As can be understood from the description pre-
sented in [9], it is this effect that is observed in this
study. Andreev et al. [9] attributed the observed effect
to the capture of electrons by the traps during the pas-
sage of the forward current and to excitation of Er3*-
induced EL by electrons from the traps emptied in the
reverse voltage mode [9]. It should be noted that the
SiO.,-like precipitates probably exist in the structures
investigated in [9]. This indirectly confirms the above
hypothesis that hole trap formation may be associated
with the formation of such defects.

4. CONCLUSION

The experimental results presented confirm the ear-
lier assumption that the temperature-related increasein
the intensity of Er3*-induced EL in (111)Si:(Er, O)-
based LEDs in the tunneling mode is caused by the
thermal emptying of thetrapsin the n-typelayer, which
capture holes at a low temperature. This emptying
affects the breakdown characteristics. It is shown for
the first time that the hole traps that retain the positive
charge captured after the voltage applied to the diode
was switched off are formed in such structures. It is
these traps that mainly determine the temperature-
related increase in the EL intensity and the peculiar
memory effect in the structuresinvestigated at low tem-
peratures. Based on the results obtained, an alternative
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explanation to that given by Andreev et al. [9] is sug-
gested for so-caled “delayed” Er®*-induced EL in
selectively Er-doped Si diodes.
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Abstract—Second-harmonic generation in InGaAsGaAsInGaP quantum-well lasers is studied. It is shown
that second-order lattice nonlinearity of permittivity leadsto the generation of the fundamental TM mode of the
dielectric waveguide at a doubled lasing frequency. Additional lasing lines near the second-harmonic peak are

observed. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The potential wide application of blue—green radia-
tion in the optical recording of data, the design of mon-
itors, high-resolution lithography, spectroscopy, and
medical diagnostics has stimulated research aimed at
developing lasers that operate in this spectral range.
Theresearch is being conducted in several areas:. infra-
red (850890 nm) frequency doubling in solid-state
crystal LiTaO; due to nonlinear interaction [1] and the
employment of II-VI (ZnSeS/ICdzZnSe) [2] or -V
(GaN/InGaN) [3] semiconductor materials. One more
possibility for obtaining blue—green radiation with the
help of 111-V materiasis to make use of the nonlinear
properties of GaAs diode lasers. Indeed, the electric
field of the electromagnetic wave in the laser cavity is
high (~10* V/cm), and the nonlinear permittivity of
GaAs is six times that of LiNbO;. The observation
of second harmonic generation (SHG) in vertical-
cavity lasers was reported in [4—6]. There are also
data on SHG in stripe-type diode lasers based on a
(In, Ga)As/GaAs heterostructure with two quantum
wells (QWSs) and radiation extraction through an aper-
ture in the upper eectrode [7]. In this study, we
observed the second harmonic generated in
INGaAs/GaAdInGaP structures from the chips that
served as mirrors for fundamental wave lasing.

2. HETEROSTRUCTURES AND FABRICATION
OF THE LASERS

Laser heterostructures of InGaAs/GaAsInGaP
were grown by MOVPE (metal-organic vapor-phase
epitaxy) at atmospheric pressure and consisted of the
following layers. an n*-GaAs substrate, a 0.7-pum-thick
lower confining layer of n-InGaP, a 0.8-um-thick
i-GaAs waveguide layer with an active region of
InGaAs with two 9-nm-wide QWSs, an upper confining
layer of p-InGaP, and a contact layer of p*-GaAs. The

structures were fabricated based on technology
described in [8]. The resulting lasers operated at a
wavelength of A = 0.94-0.99 um. All of them had a
stripe width of w = 100 um and a cavity length of L =
1 mm. The diodes were mounted on a copper heat sink
with their stripe contact down. A multilayer reflective
coating and an antireflection coating were deposited
onto the rear and the front laser faces, respectively.

3. RESULTS AND DISCUSSION

Direct-current driving of lasers was used during the
experiments. Spectral characteristics were measured
using an MDR-23 grating monochromator at 300 K.
Along with the spectral characteristics, we also studied
the angular dependences of the radiation intensities in
the planes parallel and perpendicular to the p—n junc-
tion at fixed wavelengths (the intensity patterns).

Figure 1 showsthe spectraof SHG (curve 1) and the
first-harmonic generation (curve 2) detected at a driv-
ing current of 1.5A (which correspondsto 1.1 W power
of the fundamental lasing wave). The peak half-width
was measured as 1 and 3.5 nm for the second harmonic
and the fundamental waves, respectively.

In order to establish the origin of the SHG, we mea-
sured the SHG power as afunction of the fundamental-
wave power (Fig. 2). It can be seen that the dependence
isquadratic and, therefore, the SHG stemsfrom the sec-
ond-order nonlinearity. To find out the origin of this
nonlinearity, we carried out a polarization study of the
laser radiation.

According to the results of our polarization mea-
surements, the electric-field vector of the second har-
monic is perpendicular to the QW plane (TM-mode).

Note that, in materials with a zinc blende structure, the
- 2 .
second-order susceptibility tensor &, corresponding

to thelattice nonlinearity has nonzero components only
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Fig. 1. Spectraof InGaAgGaAsInGaP diodelasing: (1) the
second harmonic and (2) the fundamental wave.
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Fig. 3. Second harmonic spectrum observed at certain chips
of the diode lasers.

at i #j # k (the coordinate axes x, y, and z are chosen
along the [100], [010], and [001] directions, respec-
tively; the direction of growth is[001]). Since the fun-
damental lasing mode is the TE waveguide mode and
propagates along the [110] direction, its electric-field
vector liesin the x-y plane. Therefore, the electric field
of the second harmonic generated due to thelattice non-
linearity should be directed along the z axis ([001]
direction), which is exactly what is observed experi-
mentally. This circumstance suggests that the lattice
nonlinearity is the source of the SHG. The estimations
of the SHG power suggest that its ratio to the funda-
mental harmonic power does not exceed 1076,

In the vicinity of the double-frequency radiation
peak, we observed satellite peaks whose intensities var-
ied from sample to sample. Figure 3 shows the
observed SHG spectrum on which three satellite peaks
can be clearly seen. Thetwo highest of them are equally
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Fig. 4. Second harmonic intensity patterns (1) in the plane
of the p—n junction and (2) in the plane perpendicular to the
p—n junction; the inset shows the fundamental intensity pat-
terns for the same laser.

spaced ~50 meV from the short- and long-wavelength
sides of the main peak. Note that the ratio of the inten-
sity of the long-wavelength satellite (Stokesline) to the
intensities of the second harmonic and the short-wave-
length satellite (anti-Stokes line) is approximately 1 to
30 and 2to 1, respectively. One more low-intensity sat-
ellite is observed near the Stokesline. It iswell known
that the optical-phonon energies do not exceed 37 meV
in GaAs [9] and are about 43 meV (InP-like phonon)
and 47 meV (GaP-like phonon) in InGaP. It is conceiv-
able that the satellites appear as a result of the Raman
scattering of the second harmonic in InGaP. The small
difference between the intensities of the Stokes and
anti-Stokes lines, as well as the high intensity of the
linesthemselves, indicates the presence of alarge num-
ber of nonequilibrium optical phonons in the active
region. No satellites were detected in the vicinity of the
fundamental lasing line.



354

Intensity, arb. units

1.2

0.4

1 1 1 1
-20 0 20 40
0, deg

1
40

Fig. 5. Long-wavelength satellite (Stokes line) intensity
patterns (1) in the plane of the p—n junction and (2) in the
plane perpendicular to the p—n junction.

Figure 4 shows the intensities of the second har-
monic and the fundamental-wave radiation versus the
angle 6 in the planes parallel and perpendicular to the
p— junction. The intensity pattern for the second har-
monic issimilar to that for the main laser mode and cor-
responds to the fundamental TM mode of the dielectric
waveguide. This fact indicates that the second-order
lattice nonlinearity of permittivity givesrise to the fun-
damental TM mode of the dielectric waveguide at a
doubled frequency. Note that the angular intensity pat-
tern of the Stokes line (see Fig. 5) also corresponds to
the fundamental mode of the diel ectric waveguide.

Thus, we observed generation of the fundamental
TM mode at double the frequency of the main lasing

BAIDUS’ er al.

wave in a QW laser. It was established that the SHG
takes its origin from the lattice nonlinearity of GaAs
permittivity.
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Abstract—Ge photovoltaic cells based on GaA s/Ge heterostructures have been produced by a combination of
metal-organic chemical-vapor deposition and Zn diffusion from the gas phase. The cells are characterized by
increased photocurrent and open-circuit voltage. The calculated efficiency of a Ge solar cell under concen-
trated sunlight exceeds 5.5%. The photocurrent achieved in a Ge photovoltaic cell is close to that obtained
in GaAs solar cells under similar conditions of illumination with air-mass-zero (AMO) sunlight, which
enables one to design high-efficiency concentrator-type cascade solar cells with a GaAstop cell and a Ge bot-

tom cell. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Recently, there has been a considerable growth in
interest in the crystallization of GaAs on Ge sub-
strates using metal-organic chemical-vapor deposi-
tion (MOCVD) in order to produce cascade solar cells.

In a GaAs/Ge-based cascade solar cell, the short-
wavel ength portion of the solar spectrum with a photon
energy of hv > E,(GaAs) isabsorbed inthetop cell. The
unabsorbed light with hv < E,(GaAs) passes to the bot-
tom cell and at hv > Ey(Ge) is absorbed near the second
(bottom) p—n junction’in Ge. Thus, owing to utilization
of the IR spectral range, atandem cell makesit possible
to raise the efficiency of solar energy conversion com-
pared to a single-junction GaAs cell. It is especialy
important that the photocurrent achieved in the Ge cell
of this monolithic cascade cell is not lower than that in
the GaAs cdll, since these cells are connected in series.

Structure polarities of two types are possible for
GaAs/Ge heterostructure solar cells grown on an n- or
p-type substrate. In this case, Ge can be “active’ or
“passive” Inthelatter case, no p—njunctionisformedin
Ge, and Ge does not contribute to the efficiency of the
cell. This approach was used in several studies[1, 2].

More important is the situation with “active” Ge
used as a bottom cell in tandem. In the 1990s, a mono-
lithic GaAs/Ge tandem cell was presented [3, 4] in
which the junction in Ge was produced by Gadiffusion
into an n-Ge substrate during MOCVD epitaxial
growth. The “contribution” made by the Ge cell to the
conversion efficiency wasn = 1.5-1.7%, with the open-
circuit voltage U, = 0.16V and the short-circuit current
Je. = 21.9 mA/cm? in the wavelength range 800-
1800 nm under AMO illumination. Later, fabrication of
tandem (GaAs/Ge) and triple-junction (GalnP/GaAsGe)
solar cells on n-Ge was reported [5-8]. Despite signifi-

cant improvementsin cascade solar cellsasawhole and
its bottom Ge element in particular (U, = 0.22-0.24V,
n = 2.5-3%, J.. = 23.6 mA/cm?), the potentiality of Ge
has not yet been completely realized. First of all, thisis
related to difficulties in the stabilization of parameters
of the p—n junction formed in Ge by the diffusion of Ga
and As from the gas phase in the MOCV D process. For
example, the open-circuit voltage and the depth at
which the p—n junction lies are strongly dependent on
the initial growth temperature. Thus, intentional diffu-
sion of acceptors, e.g., Zn atoms, into a n-Ge substrate
seems to be a more reliable method of forming p—n
junctions. This type of diffusion provides afairly deep
p—junctionin Ge and suppressesthe parasitic junction
formed by Ga diffusion.

In this study, the diffusion of Zn into Ge from the
gas phase was performed either prior to epitaxia
growth of GaAs or after it, across the MOCVD-grown
GaAs layer.

2. MOCVD GROWTH OF GaAs LAYERS ON Ge

The close lattice constants of Ge and GaAs create
prerequisites for the fabrication of epitaxial layerswith
low dislocation density. However, the growth of a polar
crystal (GaAs) on a nonpolar one (Ge) can give rise to
the formation of out-of-phase dislocations. Since the
zinc-blende symmetry of GaAs is lower than the sym-
metry of the diamond structure of Ge, growing GaAson
a(100) Ge substrate yieldstwo orientations, (100A) and
(100B), in which the lattices of the epitaxia layer and
substrate are paralel. This may lead to domain-type
growth of GaAs on Ge, with out-of-phase boundaries
(involving Ga—Gaand As-Asbonds), which are centers
of nonradiative recombination and channels of current

1063-7826/04/3803-0355$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Half-widths of PL spectra of (1) GaAs layers grown
on Ge by MOCVD at different temperatures and (2) GaAs
layers grown on GaAs at 680°C.

leakage in p—n junctions. Thus, one of the requirements
for MOCVD growth of GaAs on Geisto create condi-
tions for single-domain growth or growth with the for-
mation of domainswhose size is much greater than that
of the device. The conditions of MOCVD that provide
single-domain growth of a polar crystal on a nonpolar
one were analyzed in [9]. It was found that the density
of out-of-phase domains decreases with increasing
pressure and growth temperature in the reaction cham-
ber, as well as with decreasing growth rate. Further-
more, it was noticed that the density of out-of-phase
domains decreases with decreasing width of atomic
steps formed on the (100) surface of the Ge substrate
owing to its slight misorientation in the (110) direction;
in other words, the probability of single-phase growth
increased as the substrate misorientation angle
increased. On this basis, we chose growth parameters
that ensured a decrease in the density of out-of-phase
domains: Ge substrates misoriented by 6° from (100)
were used, and the pressure in the growth chamber was
760 Torr.

As mentioned above, another important issue in the
growth of GaAs on Ge isthe doping of Ge with Asand
Ga atoms from the growing GaAs layer. According to
published data[10], the depth of Asdiffusion into Geis
several micrometers, and that of Ga into Ge is severa
tenths of a micrometer. Since the diffusion rate of As
and Ga decreases as the growth temperature increases,
the temperature of GaAs growth in this study was low-
ered in steps from 680 to 550°C, which reduced the
coefficient of diffusion from the growing layer by
nearly two orders of magnitude [11].

3. EXPERIMENTAL RESULTS

The wide-gap GaAs layer for a GaAs/Ge hetero-
structure was grown by MOCVD in aninstallation with
a horizontal reactor under atmospheric pressure. n-Ge

ANDREEYV et al.

doped with As served as substrates. The Gaand As pre-
cursors were, respectively, trimethylgalium (TMG)
and arsine (AsH,). In the temperature range used (680—
550°C), the growth rate is determined by the diffusion
of the Group Il element (Ga) in the gas phase to the
growth surface, and it is temperature-independent [12].

Figure 1 shows the temperature dependence of the
half-width of the photoluminescence (PL) peaks for
GaAs layers grown on Ge substrates at different tem-
peratures and on a GaAs substrate at a growth temper-
ature of T, = 680°C and growth rate of ~1um/h. Ascan
be seen in'this dependence, the half-widths of PL peaks
for GaAs layers grown on Ge substrates at 680 and
630°C virtually coincide, athough they are nearly
twice the half-width of PL peaks for similar layers on
GaAs substrates. As the growth temperature decreased
from 680 to 550°C, the PL intensity decreased by
nearly two orders of magnitude, but the surface mor-
phology of the structure changed only dlightly; i.e., the
lowering of the growth temperature of GaAs layers on
Ge should not lead to any significant increase in the
recombination rate at the heterointerface nor to a
decrease in the coefficient of the minority carrier col-
lection in aphotocell. The key factor isthat GaAsisnot
the photosensitive layer in the GaAs/Ge photocell
structure, its function being to lower the recombination
rate on the GaAs/Ge heterointerface.

In order to obtain photovoltaic cells on n-Ge sub-
strates, we studied the following technologies for the
fabrication of photosensitive structures (see table).

N1. Planar diffusion of Zn from the gas phaseinto a
Ge substrate with subsequent growth of a wide-gap
window layer (GaAs), additional Zn diffusion for the
doping of thislayer, and deposition of adielectric coat-
ing to reduce current leakage.

N2. Deposition of a Si;N, dielectric coating, open-
ing of windows in the insulator in the areas meant for
the conversion of light, selective diffusion of Zn, selec-
tive crystallization of a GaAs layer, and additional Zn
diffusion for the doping of this layer.

N3. Growth of aplanar GaAs layer on the surface of
a Ge substrate, deposition of Si;N, dielectric coating,
opening of windows in the insulator, and selective dif-
fusion of Zn.

N4. Deposition of dielectric coating, opening of
windowsin theinsulator in the areas meant for the con-
version of light, selective growing of a GaAs|layer, and
selective diffusion of Zn in the same areas.

The first method can be used in the fabrication of a
cascade solar cell in a single technologica process. In
this case, the diffusion of Zn into Ge can be performed
inaMOCVD reactor with subsequent overgrowth with
the second wide-gap GaAs cell for amultijunction solar
cell. In other methods, the dielectric coating prevents
the diffusion p—n junction from extending to the lateral
surface of a photovoltaic cell. A similar approach was
applied in the fabrication of GaSh-based thermophoto-
voltaic cells[13].
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Technological procedures for fabrication of p-GaAs/p-Ge/n-Ge structures
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Preepitaxial gas diffusion of Zn into Ge was per-
formed at 670-680°C [14]. At higher temperatures,
deposition of Zn onto the Ge surface was observed. In
the case of diffusion into Ge across a thin (0.1 um)
GaAs layer, the diffusion temperature was lowered to
620°C, and in the case of additional Zn diffusion to
obtain heavy doping of the surface GaAs layer, the dif-
fusion temperature was 550°C. The diffusion of Zn was
performed in saturated Zn vapor in an atmosphere of
hydrogen purified with a Pd filter, in a graphite boat
placed in a quartz reactor.

Figure 2 shows spectra of a GaAs/Ge heterostruc-
ture solar cell fabricated by scheme N1, with the GaAs
layer crystallized at atemperature of 590°C. The rather
highinternal quantum yield (0.8-0.9) inthe wavelength
range 900-1500 nm indicates the high quality of the
GaAg/Ge heterointerface and the optimal doping pro-
file in the p-emitter of the cell based on this heterostruc-
ture. The maximum photocurrent density of 28.9 mA/cm?
(at Ty of GaAs equa to 550, 590°C), calculated from
the spectral dependence of the internal quantum yield
for the extra-atmospheric sunlight spectrum AMO in the
wavelength range 900-1820 nm, is comparable with
the photocurrent density obtained in GaAs photocells
(A = 400900 nm), measured under the same condi-
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tions. An obvious advantage of thismethod isthat it can
be used in the growing of a GaAg/Ge structurein asin-
gle MOCVD process, because it does not include an
intermediate stage of deposition of dielectric coating.
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Fig. 2. Spectraof (1) internal and (2) external quantumyield
and (3) reflectance of a photovoltaic cell based on a
p-GaAs/p-Ge/n-Ge heterostructure.
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Fig. 3. Photocurrent density in the range 900-1820 nm
under AMO sunlight illumination vs. GaAs growth tempera-
ture for p-GaAs/p-Ge/n-Ge heterostructure cells without
antireflection coating, fabricated using technological proce-
dureslisted in the table.
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Fig. 4. Open-circuit voltage vs. photocurrent density for
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Based on the measured spectral characteristics of
the photocells, we calculated photocurrent density
(Fig. 3) for all the four technological procedures, with
the growth temperature of the wide-gap GaAs window
varying from 680 to 550°C. It can be seen from these
dependencesthat, when the optical losses aretaken into
account, the photocurrent density in the cells changes
from 12-15 to 17-20 mA/cn?? as the growth tempera-
ture is decreased from 680 to 590°C. The maximum
open-circuit voltage U,. = 0.26 V at these photocurrent
densities was obtained in the cells fabricated using
scheme N3 at growth temperatures of 630 and 550°C.

One should note that photocells with a high photo-
current density (J = 28.9 mA/cm?, calculated from
theinternal quantum yield) were also grown using tech-
nological scheme N3 (at T, of GaAs equal to 630,
550°C). Thus, this approach is also promising for the
fabrication of high-efficiency photovoltaic cells. The
advantages of the N3 method—comparatively high
photocurrent density and open-circuit voltage—can be
explained by the planar growth of the wide-gap GaAs
window with the most uniform morphology of the
growing layer and by the selective diffusion of Zn, asa
result of which the p—n junction does not extend to the
surface of the photovoltaic cell.

Figure 4 shows the open-circuit voltage as a func-
tion of photocurrent density for concentrator solar cells
fabricated on the basis of GaAs/Ge heterostructure by
schemes N1 and N3 at different temperatures. As can be
seeninthefigure, the open-circuit voltage U, increases
linearly with increasing photocurrent density to become
0.42-0.43V at a photocurrent density of 10 A/cm?. As
far as we know, this is the maximum open-circuit volt-
age for a GaA g/Ge heterostructure measured under the
conditions of thiskind.

Figure 5 shows how thefill factor FF of the current—
voltage characteristic, U,, and the cell efficiency
behave as the sunlight concentration increases. The
efficiency calculated for a photocurrent density of
28.9 mA/cn?? reaches its maximum of 5.5-5.7% at a
200-fold sunlight concentration.

Thus, our study showed that the combination of
MOCVD with the diffusion of Zn from the gas phase
makes it possible to fabricate Ge photocells based on a
GaAs/Ge heterostructure that are characterized by
increased photocurrent and open-circuit voltage. The
calculated efficiency of a Ge cell exceeds 5.5%, which
is nearly twice the value reported earlier for concentra-
tor Ge cells under solar irradiation in space. The photo-
currents obtained in a Ge cell are close to those obtained
in GaAs solar cells under the same AMO conditions,
which enables one to fabricate high-efficiency cascade
solar cellswith atop GaAs and a bottom Ge cell.
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Abstract—Internal optical lossin high-power semiconductor lasers based on quantum-well separate-confine-
ment heterostructures was studied. Calculations show that the major portion of the internal optical 1oss occurs
in the active region and emitters. Making the laser waveguide thicker and the cavity longer reduces the internal
optical loss. Two possible approaches to the design of laser heterostructures are considered, and optimal solu-
tions are suggested. The difference in the internal optical loss between lasers on InP and those on GaAs sub-
strates is attributed to the larger cross section of photon absorption by holes in InP. Good agreement between
the calculated and experimental values of the internal optical loss in lasers on InP and GaAs substrates is

obtained. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Semiconductor heterolasers emit light in the spec-
tral range from the visible to the far-infrared. These
lasers are used in fiber optic communication, informa:
tion recording and reading systems, duplication tech-
nology, material processing, pumping of solid-state and
fiber amplifiers, medicine, ecology, spectroscopy, and
so on. In a variety of applications, heterolasers must
have a high emission power. Raising the power of
coherent emission is associated with the development
of lasers with a high quantum efficiency of stimulated
emission [1-3], low temperature sensitivity [2, 4, 5],
maximum accessible driving current [3, 6, 7], and
finally, high differential quantum efficiency [3, 6, 7].
These lasers can be produced only on the basis of het-
erostructures with low internal optical loss [1, 7-9];
thus the minimization of the internal optical loss is a
critical condition in the design of high-power semicon-
ductor lasers. Quantum-well separate-confinement
double heterostructures (SC DHS) have proved to be
most promising for thistask [1, 2, 6, 7]. However, the
advantages of these heterostructures show their worth
only in lasers with along cavity, i.e., with low external
optical loss [8, 10, 11]. The reduction of length of SC
DHS laser diodes causes an increase in the external
optical loss and a rise in the threshold current density
[8, 10, 11]. The reduction of internal optical loss with
simultaneous reduction of the output loss (increasing
the cavity length) results in the retention of a high dif-
ferential quantum efficiency and raises the maximum
accessible driving current, which is necessary for the
fabrication of high-power semiconductor lasers [1-7].

In this paper, we analyzeinternal optical lossin sep-
arate-confinement laser heterostructures on GaAs and
InP substrates (the emission wavelength A = 1 um and
A = 1.58 um, respectively). The dependences of optical
loss on the configuration and structural parameters of

laser diodes, in particular, on the cavity length and the
thickness of the waveguide layer, are studied.

2. BASIC DEFINITIONS

Total optical loss, o, in a semiconductor laser
includes two principal terms:

a = aext+aint' (1)

The external (“useful”) optical loss is Og; =
(Y/L)In(YR), where R = 0.3 is the reflectivity of natu-
rally cleaved mirrors of thelaser cavity and L isthe cav-
ity length.

The internal optical loss, q;,, is a combination of
losses related to the free-carrier absorption in different
layers of a heterostructure:

Ay = zai, a; =

where 0(! is the internal optical loss coefficient for a

single layer of alaser heterostructure and I; is the opti-
cal confinement factor (fraction of the electromagnetic
emission) in alayer of alaser heterostructure (Mg, in
the active region; 'y, in the waveguide; and Iy, in the
emitters).

The free-carrier absorption of light causes electron
and hole transitions within a single band, and it
increases as the free-carrier density and the wavelength
of the absorbed light increases. In view of the law of
conservation of momentum, transitions within asingle
band are possible only with interaction with athird par-
ticle (phonon or impurity). The type of particles partic-
ipating in the momentum scattering defines the expo-
nent K in the dependence of the free-carrier absorption
coefficient on the emission wavelength: a; O AK [12].
For the case of momentum scattering by the acoustic
deformation potential, K = 1.5; for scattering by polar

ra;, %)
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optical phonons, K = 2.5; and for scattering by ionized
impurities, K = 3.5 [12]. Therefore, the free-carrier
absorption should be stronger in long-wavelength
lasers with heavily doped epitaxial layers.

In lightly doped semiconductors (with momentum
scattering by phonons prevailing), the coefficient of
absorption by free carriers depends linearly on their
density, and in heavily doped ones, quadratically [13].
In lightly doped semiconductors, the optical loss coef-
ficient is expressed by [14]

aj = 0,n+0,p, 3

where n, p are the 3D-densities of electrons and holes
and o, 0y, the free-electron and free-hole absorption
cross sections, which are defined experimentally. In the
calculations of the absorption coefficient in GaAs at
room temperature for photon energiesin the vicinity of
the GaAsenergy gap[14], thevalueso, =3 x 1078 cm?
and o, = 7 x 1078 cm? were used. Experimental depen-
dences of the free-carrier absorption coefficient in
p-InP and n-InP as functions of the wavelength for dif-
ferent carrier densities at room temperature are pre-
sented in [15]. It is worth noting that a sharp minimum
in this dependence is observed in n-INP at a emission
wavelength of 1.6 um [15]. The free-hole absorption is
severa tens of times stronger than that by free elec-
trons, which is related to the larger absorption cross
section a,,. In p-InP, at a wavelength of 1.5 um, o, =
20 x 1078 cm? [15]. The free-carrier absorption cross
sections in InGaAs (bandgap E, = 1.214 eV) and
InGaAsP (E, = 1.458 eV) solid solutions at a wave-
length of 0.98 um are givenin[16]: o, = 14 x 1078 cm?
and g, = 6 x 108 cm?. The values of g, and g, from
[14-16] are used in further calculations.

According to (3), the coefficient 0(! depends on the

density of electrons and holes; thus, to minimize optical
loss, it is necessary to minimize the carrier density in
different layers of alaser heterostructure, especialy in
p-regions. Therefore, the active region and waveguide
layers are not doped intentionally. In order to inject car-
riers into the active region, we are forced to heavily
dope the emitter layers. The density of injected carriers
in the active region cannot be greatly reduced, because
it is determined by the gain that is necessary to reach
the lasing threshold; in other words, it is the threshold
density. In separate-confinement lasers with along cav-
ity, the principal part of the threshold density is the
transparency carrier density of the material, n,, at
which the gainis zero; i.e., the medium neither absorbs
nor amplifies[17]. The value of n, depends on the prop-
erties of the material of the activeregion, thetype of the
laser heterostructure (double heterostructure, quantum-
well separate-confinement heterostructure, or hetero-
structure with quantum dots), and the technological
perfection of the epitaxial method used. In this study,
we do not discuss the possibility of reducing n.
SEMICONDUCTORS  Vol. 38
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Fig. 1. Band diagrams of SC DHS lasers: (8) with an
extended waveguide and (b) with an extended step-like
waveguide. (1) Active region, (2) waveguide layers, (3) p-
and n-emitters. (W, Wy) and (Egy1, Egy) are the waveguide
thicknesses and band gaps, respectively.

3. OPTICAL CONFINEMENT FACTOR

In all the experiments concerning the devel opment
of high-power semiconductor lasers, we have used
guantum-well separate-confinement heterostructures
optimized for efficient lasing at the prescribed wave-
length in a particular system of semiconductor solid
solutions[1, 4, 7, 18]. The possibility of increasing the
power of the laser optical emission is related to the
reduction of the internal optical lossin epitaxial layers
and, consequently, to the optimal distribution of the
electromagnetic radiation within the layers. In the fab-
rication of SC DHSs, the most readily variable param-
eters are the thickness W and the composition of the
waveguide layer (energy gap, Eg,). Below we present
the calculated dependences of the optical confinement
factor as functions of these parameters for three types
of SC DHS lasers.

At first, the calculations were done for a model
structure on an InP substrate (Fig. 1a). The structure
comprised two 60-A-thick strained quantum wells
(QW) located at a distance of 120 A from each other
and emitting at a wavelength of 1.55 um. The calcula-
tions were done for three compositions of the solid
solution in the waveguide layer, InGaAswith E,, = 1.1,
1.2,and 1.3 eV, for alayer thicknessWin therange 0.1—
2 um (Fig. 2a, 2b). Evidently, in order to improve the
laser performance parameters (to reduce the threshold
current and raise the output power), it is necessary to
raise the fraction of the electromagnetic emission
(F-factor) in the active region and to reduce it in the
emitters. The optimal thickness for narrow-gap
waveguides (Eg, = 1.1 V) isW= 0.6-0.7 um, at which
the I"-factor in the active region, Iy, is close to its



362

rQW
0.020 / (a)
0.015F
0.010F
0.005F
0 C 1 1 1 1 1 ]
0 0.5 1.0 1.5 2.0 2.5
rcl W’ Hm
0.5+ (b)
04r
03F
0.2r
0.1+
0 L
1 1 1 1 1 ]
0 0.5 1.0 1.5 2.0 2.5
W, phm

Fig. 2. Optica-confinement factors for (a) the active region,
I ows and (b) asingle emitter, Iy, for even modes: (1-3) zeroth
and (4) second, vs. the thickness of an InGaAsP
waveguide, W, for three InGaAsP/INP SC DHSs (A = 1.55 um).
Band gap of the solid solutions: (1, 4, 5) 1.1, (2, 6) 1.2, and
(3, 7) 1.3 eV. Points 57 on the abscissa axis mark the
waveguide thickness at which the first odd mode appears.

maximum value (1.75%), and the I"-factor of the emit-
ter layer, I, decreasesto 10%. However, in this hetero-
structure electrons are emitted from QWs into the
waveguide, which raises the threshold density of carri-
ers and enhances the temperature sensitivity of laser
diodes[1, 19, 20]. To reduce the emission of electrons
from QWs, it is necessary to use a waveguide with
wider energy gap, Ey, = 1.2 eV, and to reduce the “leak”
of the waveguide mode to emitters; the waveguide
thickness should exceed 1 pum. At the same time, the
increase in the waveguide thickness reduces T gy
(Fig. 28) and enhances the current leakage into the
p-emitter [11, 20], which depresses the quantum effi-
ciency of stimulated emission [3].

Our cal culations have shown that no one single solu-
tion exists for the problem of optimal (in respect to
I-factors) model heterostructures (Fig. 1). Therefore,
the optimization must be performed for each particular
laser heterostructure. Below we discuss two experi-
mental structures|[1, 7, 17, 18].

Structure X-2582 (Fig. 3a) was grown on a GaAs
substrate, its waveguide layer consisted of undoped
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Fig. 3. Band diagrams of SC DHSs: (a) InGaP/GaAsInGaAs
(structure X-2582, A = 1 um); (b) InGaAg/InP (structure
KP-1168, A = 1.58 pum). Calculated doping profiles for:
(dashed line) Si donor impurity; (dot—dash line) acceptor
impurities: (a) Mg and (b) Zn. zisthe structure growth coor-
dinate.

0.52-pum-thick GaAs, and its configuration was similar
to that of the first optimal model structure. The active
region of structure X-2582 was asingle strained QW of
InGa, _,As (X =20%) solid solution, 90 A in thickness,
emitting at a wavelength of 1 um. The emitter layers
were fabricated from In, 5,Ga 49P solid solution. Opti-
cal-confinement factors for similar structures were cal-
culated as functions of the waveguide thickness W in
the range 0.1-0.7 um (Figs. 4a, 4b). A limitation on the
wavelength thickness appears because of the appear-
ance of a second even (not fundamental) mode at W =
0.8 um. For the fundamental mode, the optical confine-
ment factor in the QW, Iy, reaches its maximum at
W=0.2 um (Fig. 4a); the optical confinement factor in
the p-emitter, Iy, decreased as W increased (Fig. 4b);
thus, the penetration of the field into the heavily doped
p-emitter decreased.

The configuration of the second experimental laser
heterogtructure KP-1168 (Fig. 3b), which emitted a a
waveength of 1.58 um, was similar to the second optimal
model structure (Fig. 1b). Structure KP-1168 had a dou-
ble-step extended waveguide [7, 17], InP emitter layers,
and two strained 60-A-thick QWs of In,_,GaAs, P,
solid solution. The step waveguide was comprised 0
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Fig. 4. Optical-confinement factors vs. the thickness of a
GaAs waveguide, W, in an InGaP/GaAsInGaAs SC DHS,
similar to structure X-2582. (a): (1) I' oy (active region) and
(2) T A (Coulomb potential well). (b): (1) I'yy (waveguide)
and (2) I g (p-emitter).

two layers of InGaAsP solid solution. The thickness of
the narrow-gap waveguide layer W, = 0.232 pm
(energy gap Ey,, = 0.992 eV); for the wide-gap layer,
W= 0.672 um (E,, = 1.181 eV). The dependences of
the optical-confinement factors of the p-emitter and
active region as functions of the thickness of the nar-
row-gap waveguide W, were cal cul ated for three values
of the wide-gap waveguide thickness (W = 0.4, 0.672,
and 0.9 um). For all the values of W, the optical confine-
ment factor as afunction of W, exhibits a peak at W, =
0.4 um and decreases with a further increase in the
thickness of the narrow-gap waveguide W, as well as
the optical confinement factor of the heavily doped
region of the p-emitter (Figs. 5a, 5b).

The run of the dependences of the optical confine-
ment factor in epitaxial layers of the laser heterostruc-
tures used in the experiment coincides with the corre-
sponding dependences calculated for the model laser
heterostructure (Fig. 2). The optical confinement factor
of the active region, represented as a function of the
waveguide thickness, exhibits a maximum and then
decreases by afactor of 1.5-2, depending on the refrac-
tive indices of the waveguide and emitter layers
(Figs. 2a, 4a, 5a). The increase in the waveguide layer
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Fig. 5. Optical-confinement factors vs. the thickness of a
narrow-gap waveguide, Wy, in astructure smilar to KP-1168.
(8 I'ow (active region) and (b) I (p-emitter). The thick-
ness of the wide-gap waveguide, % (1) 0.4, (2) 0.672, and
(3) 0.9 um.

thickness reduces the fraction of the electromagnetic
radiation in heavily doped emitter layersfor al the ver-
sions of the separate-confinement laser heterostructures
(Figs. 2b, 4b, 5b).

4. FREE-CARRIER DENSITY IN THE LAYERS
OF LASER HETEROSTRUCTURES

As mentioned in Section 2, in order to reduce the
optical lossit is necessary to minimize the carrier den-
sity in different layers of alaser heterostructure. Mod-
ern MBE and MOCVD techniques alow the fabrica-
tion of layerswith aresidual level of dopant concentra-
tion as low as 10'2 cm 3. In the structures under study,
KP-1168 (A = 1.58 pm) and X-2582 (A = 1 pm), the
doping level in the waveguide layers was (2-3) x
10%5 cm3. In the calculation of the internal optical loss,
the carrier density in the waveguide and emitters was
assumed to be equal to the calculated doping level.

In structure KP-1168 (Fig. 3b), the concentration of
Si dopant in the 0.8-um-thick n-type emitter was 5 x
10 cmr3, and in the n-substrate it was 2 x 108 cmr3, In
the 1.24-pm-thick p-emitter, the concentration of the
acceptor Zn impurity increased from 10Y to 5 x
10" cm at adistance of 0.13 um from the waveguide.
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Fig. 7. (1) Total internal optical loss, ., and (2) optical
lossin the activeregion, dgyw, vs. the cavity length of alaser
diode, L. Structure X-2582; waveguide thicknessW= 0.52 um.

In undoped QWs of the active region, the free-car-
rier density equals the threshold density, which is nec-
essary to ensure the stimulated emission in a laser
diode. In structure KP-1168, the threshold density of
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holes appeared to be twice as high as the threshold den-
sity of electrons. Thisis related to the fact that holesin
the active region are strongly localized in a deep QW,
whereas electrons are weakly localized in a shallow
QW (the binding energy of these electronsat room tem-
perature is less than KT). Electrons are emitted into the
waveguide, which is confirmed by our experimental
data[11, 20].

Owing to the attraction between the electrons emit-
ted into the waveguide and holesthat are strongly local-
ized in adeep QW, a Coulomb potential well with char-
acteristic width A = 120-140 A is formed in the
waveguide; it confines the electrons emitted into the
waveguide to the vicinity of the QW. The ratio between
the density of electrons emitted into the waveguide, n,
and that of electronsin the strained QW, nq, for struc-
ture KP-1168 was determined from the experimental
data[17], usingthemodel in[21]. The emission of elec-
tronsinto the waveguide raised the threshold density of
holes in the active region, because, in accordance with
the electrical neutrality principle, the density of holesin
aQW, pow, equalsthe sum of the electron densitiesina
QW and in the waveguide:

Pow = Now * Ny. (4)

Figure 6ashowsthe cal cul ated densities of electrons
and holes in the active region of this structure as func-
tions of the cavity length L of alaser diode.

In the laser structure X-2582 (Fig. 3d), the binding
energy of electronsin the QW of the active region was
2KT. Nevertheless, electrons were emitted into the
waveguide, and the threshold density of holes exceeded
that of electrons by afactor of about 1.5 (Fig. 6b).

In the n-emitter of structure X-2582, the concentra-
tion of the Si donor impurity was 2.5 x 10*” cm3, and
the concentration of the Mg acceptor impurity in the
p-emitter was also 2.5 x 10'" cm (Fig. 3a).

5. FREE-CARRIER LOSS

In the calculation of internal optical loss, the choice
of absorption cross sections is important, because they
may introduce large errors into the calculated data. In
the calculations for structure X-2582, we used the fol-
lowing values of the absorption cross sections: g, = 6 x
108 cm? and 0, = 14 x 1078 cm? [15]. Figure 7 shows
the dependences of total internal optical lossand lossin
the active region vs. the cavity length of alaser diode
with a fixed waveguide thickness W = 0.52 um. The
loss in the region of the Coulomb potential well was
~0.15 cm%; in the emitters, ~0.2 cmrL. Despite the fact
that the electromagnetic field is concentrated mainly in
the waveguide (I, = 0.86), the loss in the waveguide
outside the region of the Coulomb potential well was
only 0.016 cm™. The active region makes the main con-
tribution to the optical loss on free carriers. The
enhancement of the cavity length of a laser diode
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Fig. 8. (1) Total internal optical loss, iy, and (2) optical
loss in the active region, oy, Vs. the waveguide thickness,
W, in astructure similar to X-2582. Cavity length of alaser
diodeL =1 mm.

reduces the threshold density in the active region and,
consequently, the internal optical loss.

In [18], the internal optical loss in heterolasers
based on structure X-2582 was determined experimen-
tally; it was 1.3-1.8 cm™.

To reveal the effect of the waveguide thicknessWon
the total internal optical loss, model SC DHS lasers
based on structure X-2582 were studied, with W varied
from 0.1 to 0.7 um with fixed cavity length L = 1 mm
(Fig. 8). Inthe calculation, the variation in the threshold
density in the active region of structures with different
W was disregarded; according to our estimates, this
assumption is admissible. The total optical loss
decreases as the waveguide thickness increases, owing
to the reduction of lossin heavily doped emitters.

Inthe calculation of internal optical lossin the struc-
ture with a double-step waveguide (KP-1168), the
value o, = 20 x 1078 cm? was used for the absorption
cross section for holes. The cross section for electrons
was determined from the experimental dependences
presented in [15]. Figure 9 shows the calculated inter-
nal optical loss as a function of the cavity length for a
laser diode for structure KP-1168 (waveguide thick-
nesses. W= 0.672 um, W; = 0.232 um). Regardless of
the cavity length, the main contribution to the total opti-
cal lossin thisstructureis made by thelossin the active
region. Thelosswas only 0.045 cm™ in the narrow-gap
waveguide outside the region of the Coulomb potential
well, 0.1-0.05 cm™ in the region of the Coulomb
potential well (for different cavity lengths), 0.105 cm
in both parts of the wide-gap waveguide, 0.032 cm™ in
the n-emitter, and 0.214 cm™ in the lightly doped and
0.526 cm™ in the heavily doped part of the p-emitter.
These values were virtually independent of the cavity
length. One should stress that the loss in the active
region surpassesthelossin the Coulomb potential well,
though the optical-confinement factors are equal for
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Fig. 9. (1) Total internal optical loss, 0y, (2) optical lossin
the active region, d oy, and (3) optical lossin the p-emitter,
ap, VS. the cavity length of alaser diode, L, for structure
KP-1168.

both cases. The density of both types of carriersishigh
in the active region, whereas in the Coulomb well only
the electron density is high. At the same time, the
absorption of light by free holes is tens of times stron-
ger than by eectrons. Increasing the cavity length of a
laser diode reduces the threshold current density and,
consequently, the contribution of the internal optical
loss related to the absorption in the active region.

One should note the great scatter (between 3.6 cm
[7] and 9 cm™) in the experimental values of the inter-
nal optical loss, obtained from the dependence of the
reciprocal of the external differential quantum effi-
ciency, 1/ng, on the cavity length L [17]. Thisisindica-
tive of the existence of optical loss in the structure,
which was not considered in cal culations. Furthermore,
this fact is related to the difficulty of determining the
cross section of the free-carrier absorption in InGaAsP
solid solutions and, consequently, the inaccuracy of the
available values.

To reveal the effect of the thickness of a double-step
waveguide on the total interna loss, model SC DHS
lasers were investigated. Figure 10 shows the calcu-
lated internal optical loss as afunction of the thickness
of the narrow-gap waveguide, W;, for three values of
the thickness of the wide-gap waveguide, W, for the
laser cavity length L = 0.77 mm. The variation of the
threshold density in the active region of laser diodes
was disregarded in the calculations.

Theinternal optical lossin a step-waveguide laser is
significantly reduced when the thickness of the wide-
gap waveguide, W, increases, and it is only dlightly
reduced with an increase in the thickness of the narrow-
gap waveguide, W, (Fig. 10). AsW increases, the pene-
tration of the electromagnetic wave into the heavily
doped region of the p-emitter and the loss on free carri-
ersin thisregion are considerably reduced.



366

dim, cm-
4.0r
-l
35F "o
3.0 2
[ ) 0 0o °
2.5+ * ce
AA A A
A 3 A A N ..
2.0r
1 5 1 1 1 1 1
~0 0.2 0.4 0.6 0.8 10.0
L,cm

Fig. 10. Total internal optical loss, ay, vs. the thickness of a
narrow-gap waveguide, W, in astructure similar to KP-1168.
Cavity length of alaser diode L = 0.77 mm. Thickness of a
wide-gap waveguide, W (1) 0.4, (2) 0.672, and (3) 0.9 um.

6. CONCLUSION

Our study has shown that, in quantum-well sepa-
rate-confinement heterostructures, most of the losses
related to the free-carrier absorption occur in the active
region and in heavily doped p-emitters. To reduce the
internal loss in laser heterostructures, especialy those
on InP substrates, it is necessary to reduce the density
of nonequilibrium carriers in the layers, as well as the
fraction of the electromagnetic field in heavily doped
layers, especialy in p-emitters.

Two approaches are possible. The first involves an
increase in the abrupt change in the refractive index
acrosstheinterface between the waveguide and emitter,
and, therefore, adecrease in the penetration of the elec-
tromagnetic field into emitter layers, with the reduction
of the optical loss in these layers. In this case, the opti-
cal confinement factor in the active region is maximal,
which ensures alow threshold density and low internal
optical loss in the active region. Coincident with the
minimum internal optical loss, the maximum internal
quantum efficiency of stimulated emission is provided,
because the |eakage current from the waveguide to the
p-emitter is lower in a relatively thin and narrow-gap
waveguide [11, 20]. The assortment of semiconductor
solid solutions used in the design of laser heterostruc-
tures is most commonly limited by the list of starting
compounds and the requirement of |attice matching. As
aresult, given asufficient changein therefractiveindex
across the interface between the waveguide and the
emitter, the depth of the QW in the active region is
insufficient for an effective confinement of electrons.
The small depth of a QW resultsin an incomplete col-
lection of injected carriers and raises the temperature
sensitivity of the threshold current density.

The second approach to the design of laser hetero-
structures with low internal lossisto increase the width
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of the wide-gap waveguide layer, with a small change
in the refractive index across the waveguide—emitter
interface. In this case, the internal optical loss in the
structure is reduced, because the part of the emission
entering the emitter layersisreduced. The expansion of
the waveguide is limited by the condition that higher
order modes appear. To reach the maximum internal
guantum efficiency of the stimulated emission, itisnec-
essary to use an expanded step-like waveguide [7].

One should note that the expansion of the
waveguide resultsin arelative increase in the threshold
current density, because the optical confinement factor
in the active region is reduced. However, the optimiza-
tion of aquantum-well heterostructure for ahigh-power
semiconductor laser is directed to minimize the total
internal optical loss, which decreases as the waveguide
thickness increases.

It has been shown that most of the interna optical
loss in an optimized quantum-well heterostructure
occursin the active region. Thus, asignificant decrease
in the threshold current density, e.g., the use of an array
of quantum dots in the active region [22, 23], should
reduce the internal optical loss and significantly
increase the emitted optical power. However, the opti-
mization of a laser structure with quantum dots must
also be performed with minimization of the internal
optical loss.
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