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General expressions are obtained in explicit form for the anomalous and normal distribution
functions of quasiparticles in nonunitary phases of a superfluid paramagnetic Fermi liquid
consisting of electrically neutral fermions with triplet pairifte pairs have spis=1 and

an arbitrary odd value of the orbital angular momentynin a uniform static magnetic field. A
generalized Fermi-liquid approach is used which takes into account the exchange Fermi-

liquid interaction but does not specify the form of the energy functional of the superfluid Fermi
liquid. The results are valid at any temperature in the intervall& T, whereT, is the

temperature of the phase transition from the normal to the superfluid state. When an explicit form
of the energy functional is specified, the general formulas for the distribution function can

be used to describe the various nonunitary phases of a superfluid Fermi liquid 3{eHgpe in

a high magnetic field. In particular, foHe-A,, *He-A,, and the nonunitary two-

dimensional phase 6He in a high magnetic field at9T<T,, an energy functional quadratic

in the distribution function is used to find a system of coupled equations for the order

parameter and the effective magnetic field and to obtain an expression is obtained for the nonlinear
magnetic susceptibility. €2000 American Institute of Physid$$1063-777X00)00111-0

1. INTRODUCTION shall assume that the interaction energy functional of the
SFL is invariant with respect to rotations in both coordinate
r(orbital) and spin space. Strictly speaking, the relativistic
(spin—orbi} interactions should therefore be excluded from
consideration, since they break this rotational invariance of
the energy functional. However, if one specializes to the su-
eperfluid phases ofHe, this relativistic interaction is a weak
magnetic-dipole interaction between the nuclei of five
atoms, which have a magnetic dipole momgpt Although
Jhis interaction does play an important roféin 3He, it is six
orders smaller than the main Fermi-liquid interaction and can

perfluid state of the neutron liquid inside a neutron star. mtherefore be taken into accountl using perturbation thgory
Ref. 1 these SFLs are described in a Landau Fermi-liquidSe® 9. Ch. 6 of Ref,)B8assuming that the Cooper pairs

approach, which was generalized to superfluid systems iA'€ characterized, as before, by a definite spirl and an
Refs. 2—4(see also the references cited therein orbital angular momenturin(which here can take on any odd

Let us briefly recall that in Ref. 1, in a generalized ap_value, in accordance with the Pauli exclusion principlé
proach taking into account the effects of an external mag©ne is considering the case of high magnetic fi¢i>30 G
netic fieldH and the exchange Fermi-liquid interaction in the for ®He),”® then the weak magnetic dipole interaction can be
SFL, the energy of the SFL was introduced in the form of aneglected. Thus, although the explicit form of the EF for the
functional E(f,g,g™;H), which is a functional not only of SFL will not be used in Sec. 2, the aforementioned invari-
the normal matrix distribution functiofi,,=Trpaja, but  ance properties of the EF are assumed.
also of the anomalous matrix distribution functions, A study of the effects of superfluidity of a system of
=Trpa,a, andg;,=Trpa, a; of the quasiparticles of the nucleons with tripletp pairing in heavy nuclei, where it is
SFL in a magnetic fieldd (p is the density matrixa; and  necessary to take the strong spin—orbit interaction into ac-
a, are the creation and annihilation operators for Fermi quacount, has been done by another method in Ré&e® also
siparticles in the states=lp,,s;, wherep; is the momentum Ref. 10, a review of superfluidity in neutron stars, in which
ands; is the spin projection on the quantization axi&s in  triplet pairing of the nucleons can also occur in a certain
Ref. 1, we assume that the energy functiofi#) is invari-  interval of densities of the star; see the references cited in
ant with respect to phase transformations. In addition, weRefs. 9 and 1

This paper is a continuation and generalization of ou
previous papérand is devoted to a theoretical study of a
superfluid Fermi liquid(SFL) with triplet pairing (the pairs
have spins=1 and arbitrary odd orbital angular momentum
[) in a uniform static magnetic field at temperatures D
<T, (T. is the temperature of the phase transition from th
normal to the superfluid state in zero magnetic fieM/e
assume(as in Ref. ] that the SFL consists of electrically
neutral fermions possessing a magnetic moment. Exampl
of such a SFL are the superfluid phasesSldé and the su-
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We also note that heavy-fermion superconductsese, According to formulagl.12)—(1.14), we have
e.g., Ref. 11 and the reviews in Refs. 1214 which triplet ) )
Cooper pairing is apparently realized, bear some similarity to §1o(fiH) =& 1o(f;H) = (V1 + 1) 612,
the superfluid phases dfle, although there are also substan-where
tial differences, chief among which are the presence of the .
crystal lattice, a rather strong spin—orbit interaction, and an e(fH)= JE(f,9,9"H)
electric change on the fermions. Because of these differ- ’ 91
ences, the results of the present study must not be directly F(Eg(FH)) S o ()
applied to the consideration of superfluid systems with heavy AR LA
fermions. In the spatially uniform case it follows from this, in accor-
In Ref. 1 we developed a method for finding expressiongjance with(1), that
for the distribution functiongDFs) of quasiparticles of a
SFL with triplet pairing in a magnetic field and establishedé12= &s;s,(P1) 6p,p,=[£0(P1) s 5,1 £(P1) ()5 5,1 0p p,»
the general structure of these expressi@ng not their ex-

=& plpz( f) 53132

plicit form in the general caggsee Eqs(1.31) and(1.32) [by where

which we denote Eq€31) and(32) of Ref. 1]. The explicit E(p)=e(p)— (Vop+ ), (3)
form of these DFs was written out in Ref. 1 only for a few

particular casesbut for arbitrary odd values df), viz., for §p(P)=ep(P)— mnHg=—un(Hew(P)) g

the unitary phases of SFLs with a real ord_er paramete(aS in Eq.(1.17) we assume thatz(p) = £5(—p)). Herev, is
A.(p)=A7(p), such as’He-B and the two-dimensional he velocity of the normal component of the SFi,is the
(2D) phase ofHe [see Eqgs(l.37) and(l.430)], and also for  chemical potentialy, is the magnetic moment of the fer-
nonunitary phases of the typiHe—A,, *He-A;, and the  ign, e(p)=¢(p) is the kinetic energy of a quasiparticle,
nonunitary 2D phase ofHe (see Eqs(1.46)—(1.48). These  jnciyding the nonexchange normal Fermi-liquid interaction
nonunitary phases dHe in a magnetic field have been con- 4pjitudes,e 4(p) are functions that take into account the
sidered only in the case gfpairing, e.g., in Refs. 15 and 16, | 3ndau normal exchange interaction amplitudes, ldgg(p)

and, furthermore,in Ref. 15 the Fermi-liquid interactionsig ihe effective magnetic field inside the SFih Ref. 17 the
were not taken into account, while in Ref. 16 the eXChange?unctionsgB(p) were not taken into account

Fermi-liquid interaction was taken into account on the basis  \ye assume that within the SFL there is an interaction

of formulas(1.46)—(1.48) (this case is also considered in Sec. ht |eads to triplet pairing of the fermiofisut no interaction
3 as an illustration of the use of the general thgory leading to singlet pairing Therefore, the matrix ;,, which

The main goal of this paper is to obtain an explicit form js the order parameter for the SFL, can be written in the
for the normal and anomalous DFs of quasiparticles in arb'épatially uniform case as

trary nonunitary and unitary phases of a SFL with triplet

pairing in a rather high magnetic field of arbitrary orientation P JE(f,9,9";H)
at temperatures9T<T,. For this we shall use for the DFs 2= 995,

the general formula.31) and(1.32) obtained in Ref. 1.

=18 4(P1)(0402)s,5,0p, ,~p,»

A(=p)=—A,(p) 4

(the functionA ,(p) depends on the particular choice of en-
ergy functionalE(f,g,g";H)).

Let us now generalize formuld.25) for the matrixn,,.
Formulas(l.25) and (1.27) are valid for unitary and nonuni-

Let us write the definitions needed for understanding thQary phases of SFLs of tﬁ)’e{e type ina magnetic field in the
final results, and let us make some refinements to some Gnit when |- Al is small.

the formulas from Ref. 1. As in Ref. 1, we introduce in place In particu|ar, for a unitary phase of a SFL of thideB

of the matricesf,, and gi, the corresponding normal DFs type, for which A, (p)=A*(p), the system of equations
fo(p) and f,(p) and anomalous DFgo(p) andg.(p) for  (1.34), (1.36) for the functionsA ,(p) and &, (p), with allow-
the quasiparticles of a SFL in the spatially uniform case: ance for formulagl.37) and(1.40) for the quasiparticle DF in
the linear approximation in the small quanti§- A| agrees
with the corresponding system of equations from Ref. 18,

2. GENERALIZED FORMULAS FOR THE DISTRIBUTION
FUNCTIONS OF QUASIPARTICLES OF A SUPERFLUID
FERMI LIQUID WITH TRIPLET PAIRING IN A MAGNETIC
FIELD

fio= fslsz( p1) 5p1p2

=[fo(P1) ds;s,* Fa(P1) (055,10 p, (1)  where only thep pairing in ®He-B was taken into account
and it was assumed thaf=0 andv¢=0.
9127 9s;s,(P1) 6p, —p,=[90(P1)(02)s;s, For nonunitary phases the quantjt# A|=0 in the par-
) ticular case thag,= ¢l , (for any values of), wherel(p) is
+04(P1)1(0402)5;s,10p, -, (2 a real unit vector of the forrfisee(1.22)]
(o, are the Pauli matricesyg=1,2,3), where, sincey;, i
= —g,, for fermions, we haveyy(p)=go(—p) andg,(p) l(p)= W[A(D)XA*(D)],

=—g,(—p). We assume that in the thermodynamic equilib-
rium state the superfluid component of the SFL is at rest, i.e(the quantity(p)=|A(p) X A*(p)| is nonzero for nonuni-
its velocityv =0 (see Refs. 2—4 for a more detailed discus-tary states of a SFL with triplet pairingn this case formu-
sion of the condition of spatial uniformity in a SFL las (1.46)—(1.48) are valid for the DFs, which, together with
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equations(1.34)—(1.36), allow us to describe the nonunitary y =0) and ¢-A)#0, (¢&1)#0, (£-[IXA])#0, we obtain

phases of the typéHe-A, and *He-A; and the nonunitary - from (1.31) the following expression for the anomalous DF at
2D phase ofHe (see Ref. 1 0=T=T,:

In the general case, for arbitrarily high magnetic fields
(but within the limits of applicability of the Fermi-liquid
theory, i.e., for|u,|H<w), when no restrictions are placed
on the value of¢- A|, the expression for the matrix;, [see
the original definition(l.10)] under conditions of spatial uni- %
formity has the same structure as(Ir25), i.e.,

1 0 0 1 I I 1
9a(P)=5R || (L~ Np = NZp) 5+ (NpFNZp) 5

SIBXAL+ §Q(§~A>) ~A,[(1-NI-NO)

Nio= 5p1P2[ N2155152+ NL‘)th(pl)(o-V)slsZJ’ © X2+ NL_I_ N p)Z]] ’ 2
where [
1 ) 9o(p)= (N~ p) S22, 13
Np=3 NG+ N1 Np=5 NS =N (6) ane

For the normal DFdy(p) andf,(p) it follows from (1.32)
However, there is a difference in the definition of the func-that

tionsN{* andh,,(p), which now in the general case take the 1 0 o 1 0 o 1
forms fo(p)=§(1+Np—Np)+ﬁH(l—Np—Np)§
)y 1 &(p)—&o(—p) 111
NG (3)= ex;{?(f +(Np+Np)§}§(,8~§)—z[(l—Ng—Nop)
-1
+E(P)EZ(p) || +1 (@) ><E+(Np+Np)§]], (14
- ha(p)
ha(P)= 50y (h*=1), 8 fa(p)=%|[(1—M3—N9p)%+(N'F')+N'_p)%}

whereh,(p) as before has the definitiaih.28) in terms of
the functions defined in Ref. 1. That is, formuld@ and (8) X
containX (p)=23., 4(p) in place of|h; Ap)|. Formula(7) also

contains the function& (p)=21 5(p), which have the form
[see(l.23)]: v XZ+(Np+NL 2]

Ba .
2o +Red (¢A )) — £ [(1-N)—N°% )

Ba

gl
+(NJ N,p)—42122.

(19

1 Expressions(12—(15) contain functionsNS () and
214P)=5[E+(P)EE-(P)]. © Nl (21 of the form(6), (7), and the argumergi has been
dropped from the remaining functions for the sake of brevity.
Here the functionsE. (p), which are the energies of the we have also introduced the functioRs=R; Ap):
guasiparticles in the SFlwith spin projections parallel and
antiparallel to the magnetic fieldin the general case retain Ri.AP)=*E.(P)E_(p)=*a?(p)—B4p)—y*(p), (16)

their previous form(.24), i.e., from which the subscripts 1,@s in the case of the functions
2 ()= VB0 £ (D) 2(p)=21Ap) and 2 (p)=3,(p)) have been dropped in
E(p)=a(p)= VB (p)+¥*(p), (10 formulas(12)—(15).
where In deriving Egs.(12)—(15) from (1.31) and (1.32) we
have used the following relatiorisee Eqs(9)—(11)]:
a(p)=|A(p)|?+2%(p) + £(p), Bty
2_v2_ 2, v2_ 2_ .
BulP)=0(P)] (P +22(P)Eo(P), (11) =R EHEme (BE) =g (1D
y(p)=2|&(p)-A(p)], We also note that expressiofi2)—(15) are symmetric with
respect to interchange of the indices-2.
andz(p)=[o(p) + &o(—p) 1/12=e(p) — p. When definitions(11) are taken into account, formulas

We emphasize that for magnetic fields of arbitrary value(12)—(15) imply formulas(1.37) and (1.40) for the quasipar-
(lunlH<p) and direction, the general form of formulas ticle DF [with allowance for the refinement made below Eq.
(1.31) and (1.32) for the DFs of the quasiparticles in a SFL (8)]. These results from Ref. 1 are valid in the particular case
remains unchanged, but one must use for the functig(is) of unitary phases of SFLs of the typ#le-B and the 2D
the generalized expressi@8) obtained above. phase of*He, for whichA,=A* (with | an arbitrary odd

After making these observations, let us write out theintege). In addition, Eqs(12)—(15) also immediately imply
general explicit expressions we have obtained for the quasexpressions for the quasiparticle DF of a unitary phase of the
particle DF of a SFL in a magnetic field which is spatially  type *He-A, for which, if only the p pairing is taken into
uniform and constant in time. Fop#0, v,#0 (but with  accountA ,(p) has the formsee Ref. &
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A A p We note that, according to Eg€l3) and (21), the DF

AP(P)=20d ¥ (p), d=d*, d’=1, ﬁEp, go(p) #0 for (£-A)#0 and @-v,)#0. This can apparently
be interpreted as the induction of correlations of the singlet
where type in a moving SFL with triplet pairing in a magnetic field
Ag=Ay(T) and V(p)=sind,e'¢r (recall that we assumed in E) that the SFL does not
contain an anomalous interaction amplitude that would lead
=\8m/3Y 1 1(Fp,p). to singlet pairing of fermions

We stress that in the derivation of formuléb2)—(15)
we have specified the structure of the energy functional
=0. i ) . E(f,g,0";H) but have only assumed that it has certain in-
Equations (12)~(15) also imply expressionsl.46)— \3iance propertiesee Introduction Therefore, the expres-
(1.48) of Ref. 1 for the DFsg,(p), fo(P), andfu(p) for &  gigns (12)~(15) obtained above, wheiil8)—(21) and the
= ¢l (go(p)=0) for nonunitary phases of the typele-Az,  efinitions (10) and (11) are taken into account, solve the

3 .
He-A;, and the nonunitary 2D phassee also Ref. 16 and  giate problem of finding the explicit form of the anomalous
Sec. 3 below In addition, formulag12)—(15) are also valid 9.(p), 9o(p) and normalfo(p), f.(p) DFs of the quasipar-

for the nonunitaryB phase of a SFL in a magnetic fielth  icjos in the general case for arbitrary nonunitary40)

the case ofHe thls_ls theB, phase, in the tgrmmology of phases of a SFLwith v,#0 butv,=0) with triplet pairing

Ref. 8, a phase which was not considered in Ref. 1. (with s=1 andl an arbitrary odd integgiin a static uniform
Expres§|0n$12)—(15) for the qua5|pqrt|c[e DFs of SFLs magnetic field with allowance for the Landau Fermi-liquid

can be Pu,t,'n a more explicit form by tak_lng mt(? account thatexchange interaction. Here the temperature can take any

th“e d2ef|n|t|3ns(6) and ((17) of]c thehfupctlo_nsl\slgp(E) ang value in the interval &T<T, .

N p(2) and Eqs(9) and(10) for the functionsX, y(p) an Knowing the explicit form of the quasiparticle DFs for a

E.(p) imply the relations specific choice of structure of the energy functional
1 E(f,g,g";H), we can obtain a system of coupled equations
ﬁ[(l—NS(E)—N9p(2))2+(N',L(E)+N‘lp(E))z] for the order parameteh ,(p) (4), the effective magnetic
field Hew(p), and the quasiparticle energy(p) (3) for the
1 different phases of the SFL. In addition, by taking into ac-
=[P (p,va) +®_(p.va)], (18)  count expressiori15) for the DF f (p) and also formulas
(18), (19), and(21), we can find the magnetizatidd , and
where the magnetic susceptibility,z for these phases of the SFL

E.+p-v, E.—p-Vv, by using the formula

1 0 0 1 Il II 1
aR| (1 N3(2) = N2,(2) 5+ (N +NLy(3)) 5

That is, it is obvious that\™(p) =A™ (p), but ™ (p)

1
(I)i(plvn)E =0
4E. 2p
M=~ 2 falP)=xXagHs (22

(V is the volume occupied by the SFEL

= [®_(pvy)—D_ (p,v.)]. 19)  3.°He-Ay, *He-A,, AND THE NONUNITARY TWO-

(E2 —E?) [ (Vo) =P (P ] 19 DIMENSIONAL PHASE OF *He IN A MAGNETIC FIELD
These expressions, which do not depend on the choice of the As an example of the application of the general theory
function,(p) or 2,(p), appear in Eqs12), (14), and(15).  set forth above, let us consider the nonunitany40) phases

Equation(14) also contains the difference of the type®He-A,, *He-A;, and the nonunitary 2D phase of
0 0 o 0 3He. For®He-A, the order parameter has the férm
Np(21) =NZ(21) =Np(Z2) = NZ(Z2) () . A .
A Z(p)=(Ad,+iA_e,)V(p), (23
=W (p,vo) +W_(p,Vy), (20 L
where W(p)=(m;+in;)p;,
1 E.+p-v, E.—p-v, Whereq aAnde are rputuall;i orthogonal real vectors in spin
‘I’t(p,vn)fz tant ———| —tani —=—|. space,d-e=0, d°>=¢e*=1, m andn are real, mutually or-

thogonal real unit vectors in orbital space-n=0, m?

Finally, Egs.(13) and (15 contain the following difference _f2_1 (the orbital function\lf(f)) has the same form for

of functions: SHeA,, °He-A;, and °He-A), and A.(T)=(A(T)
N','J(El)—N”,p(El)ZNE)(Eg)— N”,p(Eg) _iAu(T)_)IZ. In the nonunitar)_?He-A_1 ph_aseAu_=(_), while
in the unitary phaséHe-A, which exists in the limit of zero
=V (p,v) =¥ _(p,Vn). (2)  magnetic fieldA;=A| =A,. For the nonunitary 2D phase
3
Relations(20) and (21) contain formulag1.49) (for v,#0, of °He the order parameter has the f8rm
vs=0) to the case of arbitrary nonunitary phases of a SFL (2D) gl A o
with triplet pairing in a magnetic fieldin the general case AT (P =5 [A(datie) W™ (p)

(£-A)#0, (£-1)#0, (é-[IXA])%0, unlike the casé=él, )
for which formulas(1.49) were written. +A)(d,—ie)¥w(p)], (24)
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while in the unitary 2D phase one has,;=A | | =A, . 1 (1 % )
We choose the energy function&},(f,g) of the inter- F(ET)= 4_§J'0 dxfo de v(e)p(e—u,x5¢,T),
action to be quadratic in the quasiparticle DFs of the SFL, 31
specifically(see Ref. & z+ & E,\ z—-¢ E_ (31)
$(z.x%¢,T)= £ —tanh —— |- ——tanf o= |.
E(f,9,9";H)=Eo(f;H)+Ein(f,0), * -
1 In Egs.(28) and(30) we have taken into account the explicit
) _ = form of the functiong18)—(21) for v,=0.
En(f.0)= f F Po)f n
ndf.9) 2V plEpz [fo(P1)F(P1.P2)fo(p2) From Egs.(22) and(30) we obtain a unified formula for
the nonlinear magnetic susceptibility of the superfluid phases
FTa(Py)Fa(Pp2)falp2)] 3He-A,, He-A,, and the nonunitary 2D phase te:
1
+= *(P1)Le(P1,P2)9a(P2), 25 F(ET)
Vplzpz ga(pl) t(pl p2)g (pZ) ( ) Xzz(é:yT):,ufﬁ (32)

1+FQOFET)A
where Ey(f;H) is the EF of noninteracting fermions in a
magnetic field[see (1.2)]. In the case offHe the normal
interaction functiond=; andF, (introduced by Landgude-
pend only on the anglé betweenp,; andp,, and we there-
fore expand them in a series in Legendre polynomials,

(here the axig||H).
The system of equation28), (30) and the formula32)
for x,, obtained above are valid at temperaturesTo<T,
and generalize the results of Ref. 15, where the Fermi-liquid
interactions were not taken into account, to the nonunitary
> phases ofHe considered in the present studge Eqs(23)
Fia6)=2, (21+1)F{5P (cosh) (26)  and(24)].
1=0 In an analogous way one can consider the case of the
in which we shall henceforth keep only one of the LandaunonunitaryB, phase ofHe in a high magnetic field, with the
exchange amplitudest!?), assuming for simplicity that order parametefsee Ref. &

F{)=0 for I=2. Further, in the anomalous interaction func- . it . i
tion L(p;,p,) we shall take into account only thepairing AP (p)= - [Ag(datie) W™ (p)
between*He atoms, i.e., i A
Li(py.p2) = =3(py B)LY, LP>0 (27 FAAICW R A LA LIl P]

33
(the minus sign corresponds to their mutual attragtion ) ) ) . 33
In the case of a quadratic energy functioBal(f,g) in (for the unitary*He-B phase in a high magnetic field one has

(25), A,(p) and H(p) are described by Eqg<l.34) and A=A =40, A =4y
(1.36), which, when Eqs(12)—(15), (23), (24), (26), and(27)
are taken into account, acquire the following foPntin the

- . ; CONCLUSION
limit V—) for the nonunitary(and unitary *He phases
considered here fof= ¢l andv,=0, vg=0: The present study can provide a theoretical basis for de-
scribing specific nonunitary phases of SFLs with triplet pair-
AngL(l)h(é,T)Am, ing in a magnetic field and for finding such physical quanti-

ties for these phases as the magnetic susceptibility,
(28 thermodynamic potential, and the thermodynamic functions,
ALL:§L(1)‘L(§’T)Au' which can be found with the use of the general formulas

8 (12—(15) for the quasiparticle DFs of the SFL. We again

emphasize that the specific structure of the energy functional
Ei(f,g) is not restricted to the forrf25) but can be chosen
tanh(E. (&,x2)/2T) in another form(e.g., substantially nonquadratic in the DFs
— , andg) that conforms to the necessary invariance properties

(see Introduction

_ _ We also note that nedr, (T.— T<T,;) one can use Egs.

E.= \/(A+iA—)2(1_X2)+(Z+ £ z=e—p (29 (12—(15 and (18)—(21) and equations of the typ@.34)—
[see Egs(10) and (11)], wheree, is the “cutoff’ energy (1.36) to obtain the Ginzburg—Landau equations for a SFL
(which is introduced on physical considerations to ensuravith triplet pairing forH+0, v,#0 with allowance for the
convergence of the integral§,<z.<u) L andv(e) is the  terms nonlinear in powers of the order paramétdsee also
density of states in the vicinity of the Fermi surface. We noteRefs. 19 and 20 and the references cited therein

The functions]_. (&, T) are given by the formulas

g¢ 1 )
J.(&T)= Jo de v(s)JO dx(1—x%) E (o)

that in the case ofHe-A; only the first of Eqs(28) is valid, In this connection let us mention several papers of other
sinceA | =0. ForHx(p) we obtain the equation authors. Specifically, the unitary phaskleB in a suffi-
ciently high magnetic field £, #A) and at low pressures
¢ =l —unH, (30 (when one can neglect the strong-coupling effects ir’ He

has been investigated theoretically by other approaches to
the weak-coupling theory in Refs. 18 and @&ar more de-
where tails see Ref. 8 and the Introduction to Ref, iwhere, among

C1+FORET)A
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other things, the nonlinear magnetic susceptibility’de-B SA. J. Leggett, Rev. Mod. Phy47, 331(1975.
was found with allowance for the Landau Ferm|-||qu|d ex- 61. M. Khalatnikov (Ed), Superfluid Helium-3Collection of Article$ [in

han moli a2 andF2. A oh ransition ween Russian, Mir, Moscow (1977.
change amp IUdegO and 2 phase transitio betwee V. P. Mineev, Usp. Fiz. Nault39, 303(1983 [Sov. Phys. Usp26, 160

the A andB phases ofHe in a magnetic field has also been (1983].

investigated in the weak-coupling theory in Refs. 22 and 23.8p. vollhardt and P. Wile, The Superfluid Phases of Helium-Baylor
In an experimental study of the behavior of fiiée phasesin  and Francis, Londof1.990. .
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Dynamical chaos and the stability of states in long Josephson junctions are investigated from the
standpoint of flux quantization. It is shown that the stationary Meissner and fluxon states

having integer numbers of fluxons are stable. Stationary antifluxon states also having integer
numbers of flux quanta and all other states with half-integer numbers of flux quanta are
unstable. Transitions between all states — Meissner states and states having integer and half-
integer numbers of flux quanta — take place in the nonstationary case, and all these

states are dynamically equivalent, but the number of flux quanta is an irregular time-dependent
function for the chaotic states and a regular one for the regular state2000© American

Institute of Physicg.S1063-777X00)00211-3

INTRODUCTION nonstationary onecan be affected by the form of the initial
) _ ) ) rapidly damped perturbation, independently of whether the
Long Josephson junctiorisJJ9 are of great interest first

: . initial state is chaotic or not. In other words, a rapidl
of all from the standpoint of making SQUIDs based on them. L apidly
. . damped small perturbation influences the asymptotic states
However, LJJs are of interest also as a simple and at thseubstantiall even if the initial state is chaotic. This charac-
same time deep physical and mathematical model of nonlin- Y '

ear phenomena. Dynamical chaos in LJJs is a subject of ifjeristic of the LIJs we have called a memory effect. Th_|s
tensive researéi'® and may be a source of dynamic noise. effect makes dynamical chaos strangely different from statis-
It is well known that the number of solutions of the tical chaog(in the case of statistical chaos a loss of informa-

nonlinear stationary Ferrell—Prange equation for the convertion happens during the relaxation time o
tional Josephson phase variablenich is just the phase dif- In the presence of both an external magnetic field and a
ference of the wave functions of a superconducting conderfiC bias current, three clusters of states can exist: stationary,
sate at the junctiondescribing stationary states in a LJJ atregular, and chaotic. With changing parameters of the initial
given boundary conditions depends on the value of the experturbation, the system realizes transitions between these
ternal magnetic fieltH,, bias current3, and the total length three clusters of asymptotic stafédn Ref. 23 we showed
L of the junction. It is clear that only one solution may be that the—H, parametric plane of a LJJ is divided by bifur-
realized in a concrete junction at given valuedHpf, 8, and  cation lines into a series of regions with different numbers of
L. Clearly this state must be one of the solutions of thesolutions of the Ferrell-Prange equation, and a chaos strip
Ferrell-Prange equation. Stationary states of a LJJ which argises along the bifurcation line that separates the region with
gated, for example, in Ref. 20. The question is, how does thgiates. The number of stationary states decreases in the pres-
sellectlon. of this solutlog happen? What is the se!ectlon Oknce of a bias current, but even &0 some of the solu-
th'l‘c‘ ?olutlo?t?]ffelgted ﬁy .PThe probIeT of Fhe sele"cuton ‘;f ghf%[ions are stable and others unstable. In this work we will try
solutions ot Ine merreli—rrange equation 15 usually treated g, investigate these stable and unstable states in detail. We
the framework of a thermodynamic appro&&within such : i .
. . will analyze the problem from the standpoint of flux quanti-
approach one assumes that only the solution corresponding ,. . .
. . , tion. We will show that the stationary states have only
to the global minimum of the Gibbs thermodynamic poten- _ .
gero, integer, and half-integer numbers of flux quanta, and

tial is realized under the concrete physical conditions. In ou ) )
previous work! we have proposed another approach, baseH“e states with a half-integer number of flux quanta are al-

on the fact that the Ferrell—Prange equation is the stationafyy2ys unstable. The states with an integer number of flux
limit of the time-dependent sine-Gordon equation describingﬂua”ta are the fluxon and antifluxon states; the fluxon states

equation with dissipation to find a dynamical criterion of Z€ro flux quanta only the Meissner states are stable, while the
stability of a state. Using this criterion, we have shown thatothers are unstable. We will formulate a criterion by which
not all solutions of the Ferrell-Prange boundary-value probone can determine the stability of the states from the stand-
lem are stable; some of them are metastable. point of flux quantization. We will also show that the number

We have also shovifithat in a LJJ with dissipation the of flux quanta is an irregular time-dependent function for the
selection of the specific asymptotic solutidimcluding a  chaotic states and that in nonstationary — regular and chaotic

1063-777X/2000/26(11)/5/$20.00 791 © 2000 American Institute of Physics
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— regimes the allowed states with integer and half-integefABLE II. Stability, transitions, number of flux quanta, and type of state.
numbers of flux quanta are in a certain sense equivalent. Ho=19,L=10, 3=0.08.

Number
Number Transitions  of flux Type of
of state  Stability G k—1 quanta stable states

1. FLUX QUANTIZATION FOR STATIONARY STATES

o ] ) unstable —14.747 13 2 2-antifluxon
In contradistinction to our previous wo?ﬁ,here we have unstable —-14.771 2-3 15

1
2
studied the stationary states of a LJJ in detail and devoted 3 stable  —20.328 3-3 2 2-fluxon
attention mainly to flux quantization in these states. We have 4 unstable —20.177 43 25

solved numerically the boundary Ferrell-Prange problem:

Pxx(X)=sine(x)— B, (1)

0x(X) lx—0= @x(X)|x—.=Ho. 2 We now calculate the flux in a LJJ. In the case of an

) ) . ) infinitely long junction the following condition holds for the
Here ¢(X) is the Josephson phase variakpeis the dc bias stationary statesp(X)|y .- »=0, ¢(X)|y_.+.=27, and the
current density normalized to the critical current dengitgf i) flux 12526

the junction,x is the distance along the junction normalized
to the Josephson penetration length, Hg is the external
static magnetic field perpendicular to the junction and nor-
malized toH=®,/(2m\,d), ®, is the flux quantumd
=2\_+b, \_ is the London penetration length, is the
thickness of the dielectric barrier, ahds the total length of
the junction normalized ta ;.

Equation (1) with boundary condition(2) has been
solved numerically for different values éf,, 8, andL. The
distribution of the magnetic fielt (x) = ¢,(x) and the cur-

1 +o0
q)zﬂf,w ex(x)dx=n (n=1,23...). (4)

Here the fluxd is normalized to the flux quantur,. In the
case of a junction of finite length the situation changes dras-
tically, because the boundary effects must be taken into ac-
count. In this case a shielding current always flows at the
edge of the junction, and the total flux must be calculated in
another way excluding boundary effects. Because the shield-
I . : _ ing current cannot be associated with flux quantization in a
rent density] (x) = @x(X) in the junction have been calcu- junction, we have to exclude boundary effects from the flux

lated. ! . .
. . calculation. Then we can write the required flux as follows:
We have also calculated the Gibbs thermodynamic po- g

tential for an each state using the following equation:

L1
=)
0

5 @) +1=c0ose(X) ~ Be(x) ~Hogx(x) |dx, (3)

N 1
CID—ZL cpx(x)dx—zhp(xz)—@(xl)], (5)

wherex; andx, are the nearest points to the left and right
] ) ) ) _ edges, respectively, at which(x)=¢,,(X)=0. At these
where G is the Gibbs thermodynamic potential per unit hointsj >0 for the fluxon states arig<0 for the antifluxon
length of the junction, normalized to the valu& states. Formuld4) is a special case df) because (x;=
=(I)S/(16773)\Jd). It should be noted that all solutions of the — ) =j(x,=+%)=0.

Ferrell-Prange equation are extremals of the functional in  Using the definition of the points, andx,, we find that
Eq. (3). Furthermore, it is easy to sho®ee, for example, three types of states exist, in which

Ref. 24 that these extremal values correspond to minima of

the thermodynamic potenti&. 1) @=0,

As an illustration, the results of the calculations fbg 2) ®=n, n=1,23..., 6)
=1.9,L=10, andB=0.06 and 0.08, respectively, are listed
in Tables | and II. 3) ®=n/2xarcsinB/7, n=123... .

These will be called the allowed states. The vaibe=0
corresponds to the Meissner and quasi-Meissner stdtes,
TABLE . Stability, transitions, number of flux quanta, and type of state. =N (N=1,2,3 ...) to thefluxon and antifluxon states, and
Ho=1.9,L=10, 8=0.06. d=n/2+arcsinB/w (n=1,2,3...) to all theother states.
A comparison of the case of zero bias current with the

. Number caseB+0 makes it possible to say that the dc bias current
Number Transitions  of flux Type of lifts the d fth ith half-i b f
of state  Stabilty G kol quanta  stable states IS the degeneracy of the states with half-integer numbers o

flux quanta. The splitting value of the flux is equal to

; “”Szag:e _ig-g‘l‘g 21:; i ; 2-antifiluxon 2 arcsing/ar, and at3=0.06 and 0.08Tables | and I} it is
unstable —1Z. . .

3 unstable —7 592 3.5 1 Lantfuxon  €9u@l t0 0.038 and 0.050, respectively.

4 unstable —7.594 4-5 05 We determine the stability of the stationary states as fol-

5 stable  —7.829 55 0 Meissner lows. First we solve numerically the equation for time-

6 unstable —7.828 6-5 0.5 dependent perturbations of the stationary sttt equation

7 stable  —13.652 [adi 1 1-fluxon can be easily found from the sine-Gordon equation as a re-

8  unstable ~13.368 87 15 sult of linearizatioR). Then we determine the stability or

9 stable —17.556 9-9 2 2-fluxon ) . r . y

10 unstable —17.272 1059 25 instability of the stationary state with respect to small pertur-

bations by calculating the Lyapunov expon&nfs we can
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° 7 ool 1f 1af

4 ., 6 8 10

3 FIG. 2. Distribution of the current in one-fluxofif) and one-antifluxon
(1af) statesHy=1.9, B=0, L=10.
FIG. 1. The schemes of transitions between statékyat1.9 andL = 10 for
B=0.06(a) and 8=0.08 (b).

Ho=2.1 (2f and 3§, Hy=2.2 (3f and 4§, andH,=2.9 (4f
and 59.

Figure 2 shows the one-fluxofif) and one-antifluxon
af) states aHy=1.9, =0, andL=10. Tables | and Il list
e numbers of flux quanta for the stationary states. The cal-
culations allow one to draw the following conclusiongthe
stationary states at a given set of parameters can have a num-
ber of flux quanta equal to zero, a half integer, or an integer;
2) all the fluxon and antifluxon states have a positive integer
number of flux quanta, according to the criterid® formu-
IIated above. All fluxon states are stable and all antifluxon
states are unstable) 8ll states with a half-integer number of
fluxons are always unstable) 4 the Meissner states one
always hax;=x, andn=0. This state is stable. Besides the

half-integer numbers of flux quanta are unstable. These stat
decompose into some stable stateleissner states or states
with an integer number of flux quantaTo find the final
stable staté to which the metastable stategpassesthe tran-
sition k—1), we used the solution of the Ferrell-Prange
equation corresponding to the statas an initial state for the
nonstationary sine-Gordon equation.

As is seen from the calculated results listed in Tables
and I, the transitionk—| is always accompanied by the
inequality G, >G, (k#1), whereG, and G, are the Gibbs

thermodynamic potentials of statksand|, respectively. If stable Meissner states, unstable states mitl) exist; one of

the statek is stable, therk=1 (G,=G,). One of the unex- 0 i 3 quasi-Meissner state with=x,. In Fig. 3 the
pected results is that the metastable, i.e., unstable, state haﬁ/l%issner and quasi-Meissner states are showifor 1.2
Gibbs thermodynamic potential that is not necessarily greate —0, andL =10. All the quasi-Meissner states in Fig .4’faII
than _that for some stable states. In Fig. 1 the schemes of t Sto éome stablé states. '
transmons_between states are ShOW'Hat:l'g’.Lzlo’ gnd All states with half-integer numbers of flux quanta and
£3=0.06 (Fig. 13 and 0.08(Fig. 1. The horizontal lines the antifluxon states are nonphysical because they disinte-

correspond to fixed values of the Gibbs thermodynamic po- . :
. : r nd therefor nn realized in real ms. A
tential of the states for the given parametidgs L, andp. It grate and therefore cannot be realized in real systems. As 1o

. : the quasi-Meissner states, all of them arise in the capacity of
§n3e7e r;rféosr?a;'g' 1 thaBo=Gs and Gy=G7 — states 5 0 intermediate states and ultimately disintegrate.

Our calculations show that the number of stable states
decreases with increasing) For example, four stable states
exist atHy,=1.9, L=10, andg=0: the MeissnefM), one- 1.5
fluxon (1f), two-fluxon (2f), and three-fluxor{3f) states; we H
have 3 stable statéM, 1f, and 2§ at 3=0.06, two state$lf
and 2§ at $=0.07, and one stat@f) at 3=0.08. There are o5l
no stationary states a8=0.15. The stable states wil@, M
>G|O, whereG|o corresponds to the global minimum, fall 0F
into the state witrG,0 as 3 increases. |
The character of the stationary states changes together quasiM
with the number of states when the external magnetic field -1
Hg is varied with the other parameters held fixed. For ex-
ample, for=0 andL=10 the number of stable states at
Ho=1.4 equals thre¢M, 1f, and 2§, at Hy=0.6 there are _2 A R
two stable stateéM and 11, and atH,=0.05 only one stable 0 2 4 6 8 10
stationary statéM) exists; atH,=2.0 there are again three X
stable stateglf, 2f, and 3§, and there are two stable states atFIG. 3. Meissner and quasi-Meissner stateblgt 1.2, 8=0, L=10.

see from Tables | and Il, the antifluxon states and states Witt%
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3.2 junction capacitance per unit areg,s the dissipative coef-
ficient per unit areay= ®yw;/4mCcRj., andR is the resis-
tance of the junction per unit area. Of course, the solutions of
the Ferrell-Prange equationd), (2) coincide with the
asymptotic solutions of the sine-Gordon equationys (8).
All solutions of the Ferrell-Prange equation, i.e., the station-
ary solutions, appear from any initial state during the evolu-
tion governed by the sine-Gordon equatiof®, (8), but
these solutions are not equivalent: some of them are stable
and others unstablgnetastablg
As in the case of the stationary states of junctions of

finite length, in the nonstationary case the shielding currents

. : flowing at the junction edges must be taken into account, and
40 , 60 80 100 we again define the points; and x,. In this casex(i) the
locations of these points will depend on timg=x4(t) and
b Xo=X,(t), and(ii) we must find these points using the con-
ditions of vanishing of the total — superconducting and qua-
siparticle — current in the junction, i.ej(x;)=]j(x,)=0,
wherej(x1) = [ @u(X) +2y7@1(X) = @x(X)[x=x,- We have the
same forj(x,). This condition determines the allowed states,
in which

2.8}

24}

1) ®=0,

2) &=n(t), n=123..., (9)

3) &=n(t)/2xarcsinB/m, n=123... .

1 L . L . s ' ' s ¢
0 20 40 1 60 80 100 Here n is a discrete function of time in the sense that it
o . performs jumps between constant values. Of course, the flux
FIG. 4. Dependence of the flu® on time in the regular regime &t . .
=19, B=0.1, y=0.26, L=10 () and in the chaotic regime ,—1.9 ® behaves in the same manner. In contrast to the stationary
=0.125, y=0.1, L=10 (b). states[see Eq.(6)], the flux®(t) takes different values for
all the series E3) in Eq. (9), spending a certain time in each

of them. Besides, the pointg andx, move along the junc-

The number of fluxon and antifluxon states decreases on, and the character of this motion is different for regular
B>0. For example, there are four fluxon and antifluxongng chaotic states.

states aHy=1.9, L=10, andB=0.06 (instead of the fivg at Figures 4a and 4b show the dependencé (4 for the
B=0), and at3=0.08 there are only twéone of themis a o regimes — regular dl,=1.9, 8=0.1, L=10 (Fig. 43
two-fluxon state and the other a two-antifluxon state and chaotic atH,=1.9, =0.125, L=10 (Fig. 4b. The

Thus not all states having integer numbers of flux quantgnaracter of these regimes was determined by calculation of
are stable — only the fluxon states are. The critef®®h  the Lyapunov exponenk (see Ref. 22 =0 in regular
form_u]ated above may also serve as a simple criterion Ofegimes, and\>0 in chaotic ones. The dependence of the
stability of the solution of the Ferrell-Prange equation. flux in the regular regime, for example, has a regular char-

acter, and the evolution of the flux consists of regular tran-
2. FLUX QUANTIZATION AND CHAOS sitions from one allowed state to another. Of course, the

As is noted above, the number of stationary states dedependences of;(t) andx,(t) have the same character. In
creases as the dc bias current increases, while at the sarfentrast, in the chaotic regime; (t) andx(t) are irregular
time the number of nonstationary states increases. In the gefime-dependent functions. The functidn(t), as is clearly
eral case, three clusters of states — stationary, regular, arf@en in Fig. 4b, exhibits jumps between allowed states as it
chaotic — exist in a LJ3! In the present Section we will did in the regular case, only now the response time in a fixed
consider the nonstationary regular and chaotic states frordtate changes irregularly. We note also that there is not any

the standpoint of flux quantization. explicit preference for the states with integer numbers of flux
The nonstationary states can be found by numerical inquanta in comparison with the states with half-integer num-
tegration of the nonstationary sine-Gordon equation bers of flux quanta, in either the regular or the chaotic re-
L gimes.
Pu(X,1) + 270 (X, 1) = pxx(X, 1) = =sing(x,t) + B (7) Thus, whereas in the stationary regime the states with
with the following boundary conditions: integer numbers of flux quan{d@uxon states are preferred

in the sense that they are stable, in the nonstationary regimes

ex(X ) x-0= x(X,) -1 =Ho, ® _ regular and chaotic — the allowed states with integer and
wheret is the time normalized to the inverse of the Joseph-half-integer numbers of flux quanta are in a certain sense
son plasma frequenay;, w;=(2mcj./(CPy))Y? Cisthe equivalent.
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With allowance for possible deviations of the current—phase relation from the usual sinusoidal
dependence, a modified Ferrell-Prange equation is used to examine the steady-state
electrodynamics of transparent Josephson junctions in an external magnetic field. It is shown that
in this case the penetration of a weak magnetic field into a transparent Josephson junction

is generally nonexponential, and the fi¢dd; at which vortices arise in transparent junctions and

the dependence of the critical current on the magnetic field in them are calculate2D0O®

American Institute of Physic§S1063-777X00)00311-X]

The electrodynamics of superconducting Josephson x\2
junctions is ordinarily based on the well-known Josephson =
relation between the superconducting currggt flowing A 20 VF(¢)
through the junction and the phase differercef the order
parameter on the two sides of the junctigg(¢) = Sin¢.
This form of jg(¢) presupposes the presence of a rathe
weak coupling between the massive superconducti®g

“banks” of the junction, e.g., a low transparency of the tun- X _ d c )
nel barrier(l) in the case of an S—I-S tunnel junction or g density of the junctionj, is the pairing current density, and

rather wide interlayer of normal metéN) for junctions of X 1S the Ginzburg—Landau parameter. Taking into account
the S—N—Sypel-3 thatj.~j4D (Ref. 12, we obtain a restriction on the value

of the transparenc in order for Eq.(2) to remain valid:
<k L
For small values of the transparencysxD<x 1

¢ do'

F(qo)=f fe)de. ()

The derivation of Eq(2) presupposes that the condition

;>\ holds (\; and\ are the Josephson and London pen-
etratlon depths, respectivelyAccording to Ref. 12, this con-
dition holds forj.<j4/«, wherej. is the critical current

Recently, however, the junctions realized at grain
boundaries in high. superconductorge.g., YBCO and
BiSCCO bicrystalg' have been attracting a great deal of in-
terest from the standpoint of their prospective use as Joseph-
son elements. In the case of small-angle grain boundaries Flo) ~ F(cpo)+2tanr(A(T))sm2—
such junctions are generally characterized by a rather high D<1
transparency to electrons. In that case, as has been shown in

a number of theoretical paper§;**the current—phase rela- _ _[)A—(T)Sinzf}_ (4)
tion js(¢) in the Josephson effect can differ substantially 2sin2A(T)) — 2
from sinusoidal. . ) .
In the present paper we shall assume fgp) has the ForD<1, one can usé) to find the following solution
form® for equation(2):
is(e) f(g) xytanhA(T)) il tan® DA(T) ol¢
ic (D) ooyl ) T asinh2A(T)) %2
sing ©)
= ————tan(A(T)V1-D sir’(¢/2)),
V1-D sirf(¢/2) which describes the behavior of a Josephson junction in an

(1) external magnetic field parallel to the junction and higher
) _ than the characteristic transition fiettl.,. The second term
where D is the transparency of the barrier, a®{T)  op the right-hand side if6) shows the change in the distri-

:A(T)/(Z[‘BT)- bution of the jump in phase of the order parameter upon a
We write the Ferrell-Prange equation small increase in the transparency of the junction.
2o 1 Equation(5) has the approximate solution
f(e) (2
dx? )\2 0~ 4 t’é p('+ DA(T) 1 s
@©(X) ~ 4 arctan exp X - an;
(wheref(¢)=js(¢)/j.) in the form D=1 2 Sinh(2A(T)) 1+4x'2

1063-777X/2000/26(11)/3/$20.00 796 © 2000 American Institute of Physics
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P the phase, and the penetration depth decreases as a function
TN a of the transparencyd more slowly thank;(D)~j; "4 D)
;, ~p-12
To find the critical field of the transitiohl ., it is neces-
P,":=\4 arctan[exp (-x'+ DA(T)/ 2sinh (2A(T))(1+x"2))] sary to examine the total free energy per unit length of the

junction along the magnetic field, which for a single vortex is

Py = 4arctan[exp (-x")] given by a functional of the functiop(x):

A
-\
0 X where
j _  Dgj [¢ A @ (do)?
° ,,..__'1152~d2(P2/dX2 b Wit omc J%f(cp)dcp, WH= 47 | dx

A vortex can penetrate in the junction starting at an ex-
ternal field H.,, at which the quantity[(B-H/4w)dV
=dyH.,/47 becomes equal tav, i.e.,

4

HCl(D): @0

(0) 1 (M
WOZHcl(D)4)\j ﬁ_dx f(e)de, (9)
]

where Hg)(D) is given by the expressionHg;

0 X For D<1 we obtain from(9) with allowance for(4)

" S Hy~ d®, /d Hea(D) = HI(D)tanH AT 1- 5 )

e Rl c o 2 Sinf2A(T)) )’
(10

Hei(D)~DYA(1-aD),

wherea=A(T)/(2sinh2A(T))<1/4.

As is seen from the above relation, as the transparency
of the barrier is increased slightly, the critical field for the
entry of the first vortex into the interlayer between supercon-
ductors increases more slowly thext?(D).

NH, ~ d ) /dx

0 X Let us consider the change jp(H) due to the nonsinu-
FIG. 1. Distribution of the phase differen¢a, supercurrentb), and mag- ~ soidal dependence g¢{¢) (1).
netic field (c). The solid curve corresponds @=0, the dotted curve to Let us assume that the dimensianof the junction is
small D. small compared ta\;, so that we can neglect the self-

magnetic field of the supercurrent flowing through the junc-
tion in comparison with the external field,.> Under these

—_— conditions the field inside the junction can be assumed con-
_X tanr{A(T)). (6) stant and equal tbly. We shall assume that the fiell, is
\;(D) directed along the axis (the plane of the junction isx¥);

then the vector potential i8,=H,(y)x=Hgx.
The average current density through the junctioa.,
the quantity measured in an experimeistgiven by

The behavior of the functiong(x), de(x)/dx~H(X),
andd?¢(x)/dx?>~js is shown in Fig. 1.

In the case of very weak external field3,<dg/
(2m\;d), where®,=hc/2e is the magnetic flux quantum, — 1 (w2
one can use Ed5) to find the coordinate dependence of the 1= J: " (e(x))dx, (11
field in the junction. In this case the currents through the

junction are weak, and so the phase differegces small, 2e 2e
and we find from(5) that e(x)= 0+ %f Aydy= 6+ 2 Hodyx.
DA(T) For the current—phase relatiéh) we obtain

@~ @gexp(—x") 1_—165inr(2A(T)) @5 exp(—2x") |; P ¢)

D<1 n

-t T 1 4 1 n(cosnA(T) J1—D siré(6/12—t/2))

~°2 DA(T) t | cosHA(T)V1—D si ’

| xyEnRA(T)) HA(T)V1-D sird(6/2+1/2)) 1

X'=——— (7)
\i(D)

wheret=7®/F,, and f is a quantity that is adjusted as the
It is seen from this expression that increasing the transtotal current is varied at a fixed magnetic field in such a way
parency alters the character of the coordinate dependence tiat the currenf(6,H) has the maximum possible value.
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Relation(14) is plotted in Fig. 2. The curves are normal-
ized toj.(D).

Thus in the present paper we have investigated the
changes in the Josephson properties of transparent junctions
when the current—phase relation deviates from the usual
sinusoidal law. We have obtained the corrections to the value
of the fieldH.; for the entry of a vortex into a transparent
junction, for the the penetration depth of the magnetic field
into the junction, and for the dependence of the critical cur-
rent on the magnetic field.

FIG. 2. Dependence of the critical current of the transition on the value of
an external magnetic field parallel to the plane of the junction. The solid*E-mail: shat@d24.imp.kiev.ua

curve corresponds tB =0, the dotted curve to smdD; the dashed curve

near thex axis is a quantity proportional to the change in the curve upon a

small increase in the transparency.

At small D we find, using(4), that

i~ j.tanHA(T))siné
D<1

sint| 2A(T) D
n |( +sinr(2A(T)) Z(l—costcose) .
(13
Taking into account thaf,=0 for j . at smallD (D
<kgT/A(T)), we obtain

Je(H)=]max = Jc
D<1

( DA(T) ( DA(T) )2
I Sinhzam) 2\ sinh2Am)

! tanhA(T))

t

X cost(1+ cost) ) . (14
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The effect of nonmagnetic impurities on the superconducting transition tempefature
superconductors with a non-phonon-mediafeoinphononig mechanism of superconductivity is
investigated. Two features inherent to hihsuperconductors are taken into account: the

overlap of the energy bands, and the variable density of charge carriers. The casesldf. 2
symmetry of the order parameter are considered. It is demonstrated that the Anderson

theorem is violated in the case ®6ymmetry of the order parameters, both on account of interband
scattering of electrons on impurities and on account of intraband scattering due to the
electron—hole asymmetry in systems with a nonphononic mechanism of superconductivity.
Analytical expressions are obtained for the valuél'gfin the regions of small and large impurity
concentrations, and numerical solutions of a self-consistent system of equations are found.

The influences off . due to various mechanisnighe change in the chemical potential and in the
intraband and interband relaxation times at an impuaig analyzed for the types of

symmetry indicated above. It is shown that a number of the features inherent t@ high-
superconductors can be explained, including, in particular, the possibility of complete suppression
of superconductivity by a nonmagnetic impurity and the possibility of attaining high values

of T, upon doping of an insulator. It is also shown that as the interband scattering on the impurity
potential increases, there is a change in the dependentgmf the impurity concentration.
Qualitative agreement is obtained between the proposed theory and the experimental data on the
dependence of ;. on the concentration of Zn, Al, and Ga impurities in yttrium and

lanthanum ceramics. @000 American Institute of Physids§1063-777X00)00411-4

1. INTRODUCTION studie$®*° based on a two-band model have been able to

explain the rather rapid lowering @f; with increasing con-

The influence of nonmagnetic impuriti€gn, Al, Ga) on niration of & nonmaanetic iMpuritv owing to the intraband
the superconducting transition temperature is one of the mogtre1 ation of a nohmagnetic impurity owing fo th€ infraba
annel for the scattering of electrons on nonmagnetic impu-

important topics in research on high-superconducting ma- ¢ ) .
P P g-sup ¢ in that model, on the assumption of a

terials today. This topic has been the subject of many experf—'t'es' Howeyer, . o .
mental studies® (see also the review in Ref).9 phonon-mediated mechanism of superconductivity, there is

The solution of this problem can shed light on the no critical concentration of the impurity, i.e., a nonmagnetic
mechanism of highF, superconductivity. The point is that 'MPurity cannot suppress the superconductivity completely.
different nonmagnetic impurities have different effects on [N Ref. 16 the effect of a nonmagnetic impurity on the
the critical temperatur@, of cuprate compounds. The sub- Superconductivity was investigated for the cases phiring
stitution of Al or Ga atoms for Cu has a weakly destructivel" @ Single-band system with an anisotropic electron—
effect on the superconductivity. electron interaction, and also for a superconductor with an

When the copper atoms are replaced by zinc, on th@rder parameter of symmetdy. .. In the case of an aniso-

other hand, the zinc behaves as a magnetic impurity, suptopic s pairing the value ofT; is lowered as the impurity
pressing the superconductivty? However, experimental concentration increases. However, as in the case of two-band

studied® show that zinc doping of the compound Superconductors)*°there is no critical concentration of the
YBa,Cu; O, does not lead to magnetic breaking of electronimpurity (T¢#0). In the case ofd,2_,2 symmetry of the
pairs. Consequently, the Abrikosov—Gor’kov thedrgn the ~ order parameterT . falls as the impurity concentration in-
effect of a paramagnetic impurity on superconductivity can-creases, and suppression of the superconductivity is possible.
not be used to explain the suppression of superconductivityhe curve ofT. as a function of the impurity concentration
in such a system. has negative curvatur@ convex upward

According to the Anderson theoreth,a nonmagnetic In Ref. 17 the effect of a nonmagnetic impurity on a
impurity does not affect the superconducting transition temsuperconducting state withpairing was investigated on the
peratureT, of an isotropic superconductor. However, high- basis of the so-called pair tunneling mechanism proposed in
T, superconducting materials are anisotropic systems, anldef. 18. It was found that in this case the lowering of the
their various peculiarities can lead to a dependencE.ain  superconducting transition temperatufg with increasing
the concentration of honmagnetic impurities. For exampleimpurity concentration could occur at a faster rate than for

1063-777X/2000/26(11)/10/$20.00 799 © 2000 American Institute of Physics
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the anisotropic modéf However, the character of the de- In the present paper we attempt to construct a theory of
pendence of . on the impurity concentration was analogousimpure two-band superconductors with energy gaps, corre-
to that found in Ref. 14 on the basis of the two-bandsponding tos pairing, and of superconductors having order
model%2° parameters with thel,2_,> symmetry observed in HTSCs.
The theoretical papers cited above made use of the staiwe study the change ifi; with increasing impurity concen-
dard Abrikosov—Gor’kov theory when taking into account tration due to two mechanisms: the change in the chemical
the influence of the randomly distributed impurity in the su-potential with increasing impurity concentration, and the
perconductor. There are some papers in which an attempt h&sattering of electrons on impurity atoriatraband and in-
been made to go beyond this approdsbke, e.g., Refs. 21 terband. The lowering ofT. with increasing impurity con-
and 232. It was stated in Ref. 21 that a correct description ofcentration in the metallic phase is studied to the point of
high-T, cupratewith a short coherence lengtban be ob- complete suppression of the superconductiVity—0) as
tained by taking into account the spatial variation of the or-the chemical potential goes beyond the range of the effective
der parameter, which is strongly suppressed near an imp@ectron—electron interaction in the casessymmetry of the
rity. In the case ofl,>_,> symmetry of the order parameter a Order parameter. We also establish that in the casgof,2
weaker suppression of the superconductivity was obtaine8ymmetry of the order parameter the superconductivity is
than in the Abrikosov—Gor'kov approach? In Ref. 22 the ~ rapidly suppressed as the impurity concentration is in-
various phase transitions in two-dimensional disordered sys:reased. . _ . _
tems containing an impurity was investigated on the basis of ~High-Tc superconducting materials are highly aniso-
a one-band model wit symmetry of the order parameter; ropic and can be treated as quasi-two-dimensional systems.
the density of charge carriers in this model is equal to the [N Purely two-dimensional systems an important role is
concentration of the randomly distributed impurities. It wasPl@yed by fluctuations of the phase of the order parameters,
shown that the phase statémsulator, metal, supercon- Which radically alter the superconductivity scenafid”
ducto are determined by the values of the charge carrier " guasi-two-dimensional systems, as the three-dimen-
density and the impurity scattering parameter. S|c_)naI|ty parameter increases, ordinary superconductivity
In the case of a nonphononic mechanism of Supercon:;mses at noF—too—Iow concentrations of the charge canfﬁ’ers.
These circumstances allow us to use the mean field ap-

ductivity, the value off ; and the other characteristics of pure imation in studving th ducti i ¢
one-band and multiband superconductors depend on the pBEOX'ma lon n-studying the superconducting properties o
such systems at carrier densities in the region indicated

sition of the chemical potentialon the density of charge RN o
P a(l y g above, where we assume that it will give a qualitative de-

H 24-29
rriers. L ) . .
carriers . scription of the behavior of the thermodynamic characteris-
The present paper is devoted to a study of the supercor%i-CS in a HTSC
ducting transition in two-band superconductors containing a This paper is constructed as follows. In Sec. 2 we

npnmagnetlc |mpur|ty.|r_1 the case of a nonphononic rnechaE)resent the Hamiltonian of the system and the Green func-
nism of superconductivity.

The two-band model in different variants is widel usedtions averaged over the randomly distributed impurities. In
to describe the properties of highs superconduz:/tors Sec. 3 we obtain the basic equations and expressionB.for
(HTSC$: see, e.g., the reviewt®and also Refs. 31 and 32, for superconductors witaandd,2 2 symmetry of the order

otc. In the present paper we consider a version of the t 0parameters. In Sec. 4 we carry out a numerical calculation
' bres paper we consi L version ol WOand discuss the results. The results are compared with the
band model with a nonmagnetic impurity, which incorpo-

. . . experimental data on HTSC materials.
rates the main features inherent to hiphsuperconducting
materials, viz., the layered structure and the variable density
of charge carriers. We proceed from the Hamiltonian of a
two-band system, making use of the equivalence of treating. MODEL AND BASIC EQUATIONS

multilayer and multiband systems and the possibility of re- L L .
uiray U y POSSleY. The Hamiltonian of a two-band system with impurities

ducing a multilayer system to a multiband syst&nr> For hich domlv distributed at bomisis writt
this it is sufficient to carry out some canonical transforma-V'c1 @re randomly distriouted at pointsis written

tions. As a result, the constants of the intraband and inter-
band interactions of the electrons are expressed in terms ®f= >, &,(k)a’,,an,

the constants of the intralayer and interlayer interactions. "¢
Thus the model considers a layered structure and takes into 1
H H _ ’ + +
account the presence of intralayer and interlayer electron— VE 2 Vi (KK @ngi@n—k @nr —k |@nrkr
electron interactions and also the corresponding kinds of nn’ Kk’

scattering of electrons on the impurities. The two-band 1
model is applicable to both phonon-mediated and nonpho- +\—/E > u(k—k")p(k—k)x(nk,n"k")at,an kg
nonic mechanisms of superconductivity. Even in the most nn’ Kk o

unfavorable case, when all the constants of the intraband and (1)
interband electron—electron interactions are repulsive, it is

still possible to have high, superconductivitf® We note  Where

that the presence of overlap of the energy bands at the Fermi K24 2

surface is a reliably establls_hed fact and has been confirmed en(K)=E(K) — ;. E(K)=Co+ x TRy @)
by numerous band calculatiofsee, e.g., Refs. 36 and)37
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X(nk,n’k’)=JV Un (M U (r)dr;

0

p<k>=; ek
&)

Vo, are the intrabandnj=n) and interband h#n) inter-
action constantsy is the volume of the systeriv,; is the unit
cell volume,u,,(r) is the modeling factor of the Bloch func-
tions,u(k) is the Fourier transform of the impurity potential,
w is the chemical potential, andm=1,2.

Hamiltonian(1) is a generalization of the BCS model to

the case of overlap of the energy bands and a nonphononic

M. E. Palistrant and F. G. Kochorbé 801

tion over energy is done using dispersion relaiipn assum-
ing that the cutoff energy,, of the integrals is of the order
of the electron energy.

The system of equations for the order param&@t(n
=1,2) can be reduced to the form

J— 2 1 2 —_ DC| _
An= | V”'Nlﬁfo d@IAIJ—D|d8|

tanhB(32+ A, 2)Y32 1 (2= 2m

+§|: anle . de—-

mechanism of superconductivity. The overlap of the energy

band leads to a summation over the band indexnd gives
rise to an interban,,, (n#n') electron—electron interac-
tion in addition to the intraband interactiafy,,. The mecha-

2(50 +47) 2 A
sgndfi(w)  AfP(w) .
6=0 | (uP+1)Y¥2 (w2+K,2)1/2 :

nism of the superconductivity is determined by the signs oHere f{= fil=w =3, N, is the energy of electron states at

the electron—electron interaction consta¥s, and by the

region of energy values in which superconducting pairing isparameter_

d(5)—(9).

possible ¥,,#0)2*2 In the case of a nonphononic
mechanism of superconductivity in systems with a lowere
charge carrier density, this energy region in whigk, #0
is determined by the dispersion relatid®): —u<e,(k)
<len— M (Len is the cutoff energy, which is of the order of
the electron energy

Using perturbation theofy (treating the interaction with
impurities in (1) as a perturbation we obtain the following

thenth band of the Fermi surface, ang= o, /A, . The order
n is determined self-consistently from Egs.

3. SUPERCONDUCTING TRANSITION TEMPERATURE
3.1. The case of s symmetry of the order parameter

Assuming in Eq.(9) that A,=const, we perform the in-

expressions for the normal and anomalous Green functioné?,g,ration over the angle variables. At temperatgres in the
respectively, averaged over the positions of the randomigfitical region ('~T¢, A,—0) we haveu;>1. Using the

distributed impurities:

calculational technique proposed in Refs. 15 and 42, we can
determine they, and obtain a system of equations by in

— ion+en = A, the regions of small and large impurity concentrations. From
Gn(pw)=——5—5 =3 FaPo)=—5—=3=3. (4  the solvability condition for this system of equations we ob-
wntentAf wntent AL . . . y
tain an equation for the superconducting transition tempera-
where ture T.:
wp=w+ImM,(w) aéciécav1v2— €1yl NiVia+t NiaF(pe) 1= €cav2
1 1 (2= of (o) X[N2Vaot+NiaF(pg) ]+ 1+ [Ny(NaVar—NpVio)
0t 3 2 2n o Wiz ® = ,
! 0 (o7 +47) +N2(N1V11— N1V JF(pe) =0, (10
A here
-~ — 1 1 (2= Af(w) w
n " E| 27-n| 27T 0 (PI(E)|2+A|2)1/2 a:N N (V V _V V 1) N: Niflfz (11)
_ 1N2U V11V 22 12V 21 i N1f1+N2f2’
en=eptReM(w); (6) _ 0
~ Ddd~ tanhBe /2 27 fl(w)
1 1 (2 D2+ @2+ A2 T e TT2E, T B &S e !
ReMn(a)):_z __f d(P| |nC|—I~I P I B -0
T 4T 27 Jo D2+ %+ A? ) (12)
o =W L, pe \P(l)
Here M, is the mass operator,,, is the relaxation time of (pe)= 2 2 2
the intraband and interband scattering on the impurity poten- 2
tial; 2P forpe<i
1 D D ) PP
filw)=— arctan%vLarctan# (7 In2yp  for pc>1 T=T,,
™ o +A7)M (@f +A7)M _ L .
W is the logarithmic derivative of thE function, and
Da=da—ui Di=p—¢; {y={a+ReMy(0), 1
pe=Fap1tfips; pr=5—=:
£ =1+ ReMy(0). ®) ’ 27127 e
1 (13
We assume a nonphononic mechanism of superconduc- _ =1, /f|0-
tivity. Accordingly, in the formulas given above the integra- 2T
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The solutions of equatiofil0) depend on the values of —iew| Y 1 al(a—1)
the chemical potentialcharge carrier densityIn analytical Te=To ° p fot T_fl for p,>1,
investigations we will consider certain intervals of the 12 21 (16)

chemical potential in which the condition®,|/T.,|D,|/
T.>1 hold, and also the point®,=0 and D.,=0 (n

=1,2). — 2 N,V +N,V
) Tco=—7Eexp{— 1vV11%71 2V22Y2

Then, in the regions of small and large values of the 21758
parameterp, (p,<1 andp,>1, respectively, the equation ) 2
for T, can be approximated by the expression n (bg—4y172ac) } (17
2y17.a
LI P S S vt
n—= @ 5 4T127TTC 4T217TTC E ’
c0 where
(14)
or
bo=N1Vi1y1+NaVaryo— y172aQ,
p— T
Te=Teo—a fot —2f,| for p,<1, (15)
871 721 Co=1—N32V2272Q,

- E[ N1y +Noy, _ Bo(N1y1+N2y2) ¥1¥2—2N1(NoVar—NoVip) —2No(Ny Vi3 —N; V) (18

2 Y172 (bg_4’yl’yZaC0)1/2

Those quantities appearing in these expressions which In the case of a nonphononic mechanism of supercon-
have a substantial dependence on the value of the chemicdlictivity the expressiorf16) for T, contains both explicit
potential and also on the impurity concentration are giverand implicit dependence on the impurity concentration. The
below. Let us give analytical expressions for them at theexplicit dependence is contained in the second factor, which
pointsu={¢,, u={,,, and in the overlap region of the en- falls off with increasing concentration by a power law and
ergy bands{o<u<{l: cannot lead to a valud.=0. The first factor in(16),

ﬂgl’ @) | characterizes the implicit dependence on the impu-
rity concentration through the renormalization of the chemi-
cal potential. Here a situation can arise in whitfy=0 on

(19 account of the chemical potential going beyond the range of
the effective electron—electron interaction. This leads to van-

2) th<m<il ishing of the superconductivityT¢=0).

We also note that it follows from Eq(14) that the

1) for u={¢5 we have

De2

E=(D:D)"D37, Q=Ih————,
‘ ¢ (D1Dy)Y?

E—(D,DD,D)™  Q=In D,Dco| (20) Anderson theoreMi is violated as a consequence of the over-
CTEeEeEe) o XD Dy lap of the energy bands at the Fermi surface and because of
3) g the electron—hole asymmetry.
H=6c1
1/4~1/2 D1
E=(D3Dc2) D1, Q=|HW- (21)

. . 3.2. Th f dya_ try of the ord it
In the regionsu< {5 and u> ¢/, the expression for the € case o G-,z SYmmety of Ine order parameter

superconducting transition temperature depends on the impu- Let us consider a quasi-two-dimensional electron system
rity concentration only through this dependence of thewith a cylindrical Fermi surface and an effective electron—
chemical potential and its renormalization due to the scatterelectron interaction

ing of electrons on impurities. Fqu>¢/, the temperature
T.—0.ForD;=D.;=D,=D=wp, the analytical values
(15) and(16) agree with previous resulfsand correspond to
values of the superconducting transition temperature for or-
dinary two-band superconductors with low and high impuritywhere ¢, is the polar angle in thex(y) plane for thenth
concentrations, respectively. Hefg turns out to depend on band of the Fermi surface.

the impurity concentration by a power lain the region of Such a dependence of the pair potential leads to order
high impurity concentrationsand, consequently, for such a parametersh,=A? cos 2p,, corresponding taly2 2 sym-
system there cannot be a critical concentration at which metry. In this case the order parameter is determined by the
goes to zero. system of equations

Vam(KK') =Vm€0OS 20, COS 2y, (22)
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— 1 (2= Do . L1~ F1IF ) (y2lo—ToF ) = NiVay(y1Z1— F4F
A= VN, COS?‘PnEJ doy COS?‘PJ lde| a(y1d1—f1F ) (v2lo—f2F2) =NiVig(y1da—f1F9)
T 0 -p,

NoVonl y2lo—f2F2) +1=0, (26)
tanh,8(8| +A2)1/2/2 2 1 where
e 2, VaiNi €08 2055
2(8| +A|) B Lo fl f2 1
Fo=t §+47',1177'TC+47'r]271'TC ~¥iz)

fil)  Aff(w)
(U|2+ 1)1/2 (w2+Kl2)l/2

2w
X fo d€0||COS2KP||(

. (23 In the region of overlap of the energy bands<u<{¢/l,
(|Denl/Te>1, |D,|[/Te>1), Eq.(26) can be reduced to

1 1 (2= ~ f
Up— — — de, SgnA|(ulu—n)ll(/2w)= i E _FitFy N (b —4ay;72Co) %~ (b?—4ay; y,c) ™2
(24 27)

At temperatures in the region nedg (up>1), in the The quantitiesh, and c, are defined in(18), andb andc
after mtegratmg over the angle variables

Q—Q+F;—Fy,
A= VNI m AP+ B whereQ is given by formulag19)—(21).
! For the case of low impurity concentrations 34T
3 uo’ AOf0 ) <1) we obtain
99 IR VAV M o R G
,w>0 ZU| 1&]| ZU| w T _T _I fl f2 + fl + f2
(25) ¢ c0 4 47’11 47'12 47’21 4T22
where ( fi, fa i fa) by=2NaVaf,
o O 1 o 1 1 1 4ty Aty AT A7) (bE-4ay,y,co)Y?
Un="5" ol U =TS g5
An | 27'n|A| T Thl A| U| (28)
On the basis 0f24) and (25) we obtain an equation for For the case of high impurity concentrations #1T .

determining the superconducting transition temperature: >1) we have

2:C0_b0 Inll\/Dch1+ N2V22f2 In(|1/|2)+a’}/1’yz |n|1\/D1DC1 In Iz\/Dchz

: (29
¢ —bo(76)15+[ay1y2In(11/15) = 2N,Vaof 5]R_+ay; yoRy Inl41,D1D ¢
|
where (b2—4ay y,Co) 2
. \/D—Dlexp( O 0 172%0
R —7T_ |2+|2). i_ fl + f2 (30) 2a7172 2ay1y,
== (2= ln 27 27np
. - N1Viqf1—NoVoof o+
Formulas(28) and (29) contain explicit dependence on the 5= 1 Teter 22 a7:72Q —
impurity concentration(through 7,,,) and also implicit de- [(N1Vaaf1 = NaVoofa+27172Q) "+ 4NoViaNi Vo s o
pendence due to the renormalization of the chemical poten-
tial. [L=1.n;. (33
We see from expressiof29) that T, goes to zero at a
certain critical impurity concentratiom;=n;. determined Formulas(28) and (29) for N,=0 (a=N,V,,=0) cor-
from the condition respond to the one-band case and have the form
_— I
— + — r f 1
CO bolnll DlDCl N2V22f2|n|2 T :TCO———l for <1’
8 1 T11le
+ay;y,In1;/D;D¢; Inl,\/D,D,=0. (31 (39
We write the solution 0f31) in the form T2= N1Visfs IN(YD1Dey/f1)271,—1 or 1 =1
¢ N1V 1 (72/6)(475,/2) Tule

7TTC0
M=, V)2, (32
For the critical impurity concentration in this case we

where have
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Tl 1 35 y :2 1 arctargcmdl—xm_MLarctar' (§m+xm)
- 2y |_0, (35 "R 27T, Ym Ym

(39

where We introduce the quantities

2 1
Tcoz?’y\ DchleXF{_N V f )1 Ig':lﬂfzzo. "ﬁ:l "ﬁO:&
171 " 2N, 2N,
Formulas (34) and (35 agree with the correspondlng and use the definitions

expressions in Ref. 16 fdd;=D. = wp, f1=1, I "=a (a

is defined in Ref. 16 It is easy to see on the baS|s @2 1 _

that for a system with overlapping energy bands the value of m =Ni%nm;

T.o and the values of the intraband and interband impurity- (39)
scattering potentials will have a substantial influence on the 5
value ofn;, . Thm= ~Pr )| |X(on » MPe )|

The system of equatior(40), (37), and(38) for the case
of s symmetry of the order parameter and the system of
4. NUMERICAL CALCULATIONS AND DISCUSSION equations (26), (37), and (38) for d,»_,» symmetry are
OF THE RESULTS solved self-consistently with allowance for the definitions
Dem=¢emt Xm—p and D=+ Xn— . Here we choose

Let us obtain the explicit dependence of the supercon=
the following values of the parameters of the theory:

ducting transition temperature on the impurity concentration,

taking into account the influence of the impurity on the N, N, N,

chemical potential and also the electron scattering processes, 722= 7111N N—:0-2i M2~ 21y

both intraband and interband. ! !
Equations(10) and (26) obtained above, which deter- N,V;;=0.2; N,V,,=0.4; N,V,,=0.018; (40)

mine the value off ., must be supplemented by the equation

determining the chemical potential: Ny
d P N1Va= N2V12N_2 .

=
noini(ZB_ZA):n%U €% Gp(ka). (36) Figure 1 shows the dependence Tof on the impurity
concentration for the case df._,2 symmetry of the order
Heren, is the charge carrier density in the pure substanceparameter. For an isovalent impuritgg(=z,) (see Fig. 1a
and zg—z, is the difference between the valences of thethe rapid drop inT. in the absence of interband scattering
impurity atom and host substance. The plus and minus signgurve 1, %,,=0) is due to the destruction of electron pairs
correspond to electronic and hole conduction, respectively.as a result of intraband scattering on impurities and the pres-
Substituting expressio#) for T=T, into (36) and do- ence of a critical impurity concentratiom., above which
ing the integration over energy and frequency, we reduce thsuperconductivity does not occuf {=0). As the interband
latter equation to the form scattering is increasetcurve 2, 7,,=0.05, and curves3,
1n,1=0.1) the superconductivity is suppressed even faster.
We note that the suppression of superconductivity occurs in
the region of overlap of the energy bands.
:é [LemtXm= 1= ({mt Xim= ) = [ Lemt Xm = 4 Figure 1b shows the dependence ©f on n; for
zg—2z5,=1: curvel’ corresponds to the case of no scattering
Y2+ (LomT Xm— p)? of electrons on the impurity potential, and curtecorre-
V2t (Lot X 1) sponds to the abs_ence of interbanq scgttering on impurities
m meom (721=0). As the interband scattering increasesirve 2,
LomT Xm— M 7,1=0.05, and curve, 7,,=0.1) a change in curvature of
arctany— the curves is clearly seen in the region where the energy
" bands overlap, and there is a “platealr “step”) on the
curve ofT, versusn; . This behavior is a clear demonstration
of the role of the filling factor of the energy bandwith
increasing impurity concentration there is growth of the
It Xm—MH 37) chemical potential, leading to a decreaseTy) and of the

No+Ni(Zg—2a)

1
+|§m+xm_ﬂ|]+7_72 [YmIn
m

—2(LemTXm— 1)

m Lemt Xm— 1

5 S| 2 X )

It Xm—u
x| arctanr———"

o

Ym 2 ' Y scattering of electrons on the impurity potential. The forma-
tion of a “plateau” on theT, versusn; curve is due to a
decrease in the interband scattering near the boundary of the
first effective energy band.

1 1 yr2n+(§cm+ Xon— 1) _ The foregoing qnalysis of the de_pendenceTgfon the
Xn:__E —In=; > impurity concentration was done with allowance for pro-

AT Tam Yot (dmt Xm— ) cesses of electron scatteririjptra- and interbandon the

where the quantitiesx,,=ReM,(0) and y,,=ImM*(0)
satisfy the system of equations,m=1,2)
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0 0.02 0.04 0.06 x, at. %
n. eV FIG. 2. Experimental dependence of the superconducting transition tem-
L2 peratureT, on the impurity concentratior in YBay(Cuy _Zn,)30;_ 5 (1)
and Lg ¢Sry.Cuyy,Zn, O, (2) (Ref. 37, with substitution for the Cu atoms
in the CuQ plane.
100 - 4
copper in the Cu@ plane in yttrium and lanthanum
ceramics»*® Here the isovalent impurity Zn replaces Cu in
80 the CuQ plane, which is responsible for the superconductiv-
ity. In this case processes of intra- and interband scattering
on the impurity arise. A qualitative picture of the suppression
" 60 of superconductivity, corresponding to Fig. 2, is given by the
° theoretical curves in Fig. 1a. In the case considered, that of
dy2_,2 symmetry of the order parameteig. 13, the super-
conductivity is completely suppressed by a nonmagnetic im-
40 purity, in agreement with the experimental data.
Figure 3 shows the experimental dependencé& obn
the impurity concentration in YB&u;_,M,0;_, when the
20 Cu in the CuQ@ plane is replaced by the substitutional impu-
rity M = Zn (curve 1) and when the Cu in the chain is re-
placed by Al and Gdcurves2 and3).2° Figure 4 shows the
T T i theoretical curves of ; versus the concentration of an isova-
0 0.01 002 003 004 005 lent impurity, e.g., Zn, for the cases df2_,2 ands symme-
b eV try of the order parameteicurvesl and 1', respectively,

i and curve® and 3 are for nonisovalent impuritiege.g., Al
FIG. 1. Stiperconducting transition temperatliteversus the impurity con- 59 Ga. In the first case the substitutional impurity is found
centrationn; for zg=z, (@) andzg—2,=1 (b) for the case o2,z Sym- iy the CuQ plane, and its introduction gives rise to scatter-
metry of the order parameter gt,=0.5, 7,,=0 (curvel), 7;;=0.5, 7, . . . . .
=0.05(curve?), andny;=0.5, 77,;=0.1 (curve3). Curvel’ corresponds to mg_Of ele(_:trons on ‘rfm |_mpur|ty_ po'FentlaI_, which Ieads_ to a
P14=79=0. rapid decline ofT; with increasing impurity concentration.
The introduction of Al or Ga in place of Cu in the chain, on
the other hand, leads only to a change in the effective va-
impurity potential and in the absence of such scattering prolence of the Cu in the Cufplane and, hence, to a change in
cesses, in which case the impurity affects only the chemicahe chemical potential. We have a more rapid suppression of
potential. The onset of these processes in highly anisotropithe superconductivity when the copper is replaced by zinc
superconductors is determined by the position of the substthan for the substitution of aluminum or gallium, in qualita-
tutional impurity in the crystal. tive agreement with the experimental data of Fig. 3.
Let us use these results to explain the experimental data Figure 1 shows the dependenceTqf on the impurity
on the dependence df. on the impurity concentration in concentration in the metallic phaseyf 0). In the case of an
HTSCs. insulator (1o=0) upon doping witle, # zg , superconductiv-
Figure 2 shows the experimental results on the depenity can arise in the system at rather high values of the super-
dence ofT. on the concentration of zinc as a substituent forconducting transition temperature. The dependenci, an
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FIG. 3. Experimental dependence of the superconducting transition tem- !

peratureT on the impurity concentratior in YBa,Cu;_,M,0;_, in the FIG. 5. Theoretical dependence of the superconducting transition tempera-

orthorhombic phase. Curve corresponds to the substitution of zinc for tureT, on the impurity concentration; for ny=0.22 eV(meta) with Oyz_y2
copper in the Cu@plane? and curves and3 to the substitution of Ga and symmetry of the order parameter fof;=0.2, 7,,=0.02, zZg—zp=—1

Al, respectively, for copper in the chain. (curve1) and 7;,=0.5, 77,;=0.05, andzg—z,= — 3 (curve2).

the impurity (charge carriérconcentration is a bell-shaped Ref. 21. These results are in qualitative agreement with the
purity g P dependence of . on the carrier concentration in the CuO

curve for both the cases afandd,>_,2 symmetry of the ;
order parameter, provided that one does not take into accoumane for (La; _,Sr),CuQ, (Refs. 9 and 4 and certain

. . . ) Ny copper-oxide superconductdt® when the impurity is intro-
the scattering on the impurity potential ¢1f,=0); see also duced outside the Cuplane and, hence, there is no scat-

tering on the impurity. Taking the scattering processes into
account (1f,,#0) in the doping of an insulator preserves
the bell-shaped dependence Taf on the carrier concentra-
tion in the case o6 symmetry of the order parameter, low-
ering it and narrowing the region of impurity concentrations
in which superconductivity can occur. Consequently, the su-
perconducting phase is determined by the concentration of
charge carriers and the parameters of the impurity scattering
(1/7,m# 0). This result is in qualitative agreement with those
obtained in Ref. 22, where a single-band model githair-
ing and the concept of a disordered localized impurity was
used. In the doping of an insulator in the casedgf 2
symmetry of the order parameter it is impossible to achieve
high values ofT ;. because of the rapid destruction of Cooper
pairs by the intra- and interband scattering on impurities.
Consequently, the introduction of a substitutional impurity in
the CuQ plane in systems of that kind does not give rise to
high-T superconductivity.

The theoretical curves in Fig. 5 describe the dependence
of T. on the concentration of a nonisovalent substitutional

- — impurity in the metallic phase when it is substituted for cop-

0 0.02 0.04 0.06 0.08 0.10 per in the Cu@ plane or in the plane and chain. In this case
ﬁi eV both a mechanism of filling of the energy bands and pro-

FIG. 4. Theoretical dependence of the superconducting transition temper&€SSes 0f electron scattering on the impurity potential will

ture T, on the impurity concentration; for no=0.22 eV (meta): curvesl ~ COMe into play.

and1’ are for an isovalent impurity in the case af_,2 symmetry of the

order parameter fo;;;,=0.5 and#,,;=0.1 and fors symmetry of the order 5. CONCLUSION

parameter forp,,=3.5 and#,,=0.1, respectively; curve® and3 are for a Lo .

nonisovalent impurity at;;= 7,,=0 andzg—z,= — 1.5 and— 1.0, respec- Characteristic features of HTSCs include an overlap of

tively. the energy bands at the Fermi surface, which is due to the

100

80

C

40

20
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layered structure of the substance, and a variable charge canterband scattering is an additional factor that decredses
rier density, which is related to the oxygen or impurity con-[see Eqs(32) and(35)].

tent. In this paper these features have been taken into account An important role in the dependence Bf on the impu-

in an attempt to explain the existing experimental data on theity concentrationn; is played by the difference of the va-
dependence of the superconducting transition temperature d@nce of an impurity atom and the atom it replaceg (
the impurity concentration in these materials. #2,). In particular, we have shown that a weak dependence

The particular form of the nonphononic mechanism ofof T. on n; can arise(a “plateau”). The onset of the “pla-
superconductivity was not precisely specified, but it was asteau” is due to the interband scattering on impurities and to
sumed that it involves some electron—boson interaction. Ithe decrease of this scattering near the boundary of the first
retardation is ignored, the description of the two-band systereffective energy bandy=¢/;) (Fig. 1b. We note that an
with such an interaction reduces to the BCS model generahlternative explanation of the steplike dependence mentioned
ized to the two-band case with a cutoff of the integrals overabove might be the presence of a so-called extended van
energy in the basic equations in accordance with the dispeiHove singularity arising on account of topological electronic
sion relation(2). Starting from the two-band Hamiltonian transitiond*?® or the overlap of three bands at the Fermi
(1), which takes into account the interaction of the electronssurfacé® In the region where the energy bands overlap, the
with randomly distributed nonmagnetic impurities, we applycurvature of the curves will change from negative to posi-
perturbation theot and perform an averaging over the ran- tive, regardless of the type of symmetry of the order param-
domly distributed nonmagnetic impurities. eter, as the interband scattering on impurities increésigs

We have investigated systems havegndd,2_,2 sym-  1b). Such a change in the curvature of the curvesTpf
metry of the order parameter. To obtain the explicit depenversusn; is inherent only to systems with overlapping energy
dence of the superconducting transition temperaliyen  bands and is due to interband scattering of electrons on im-
the impurity concentration; , it is necessary, for a specified purities. In the case whexg+# z,, for a system initially in a
n;, to solve self-consistently the system of equatigh®, metallic state(see Fig. 1b the superconducting transition
(37), and(38) and also(26), (37), and(38), which determine temperatureT. decreases on doping, and a “plateau” is
Te, ReM(w), IMM (@), n=(1,2) (M, is the mass opera- formed. In the case odi,2_,» symmetryT. goes to zero at
tor corresponding to thath energy band n;=n;c.

When a substitutional impurity is introduced, there are It should be noted that the proposed theory of supercon-
two possible mechanisms by which it can influentg: ductivity with a nonphononic mechanism can also be applied
through a change in the chemical potential on account of théo the case of a phonon-mediated mechanism with a lowered
valence effect and the scatteriiopter- and intraband of (or smal) charge carrier density, where the electron—hole
electrons on randomly distributed impurities, and by an exasymmetry is also clearly manifested. In that case one should
plicit dependence on the impurity concentration. The effecmake the substitution® ;— wp;, D;— u— ¢ (Ref. 26.
of these mechanisms individually or jointly is determined by ~ The two-band model proposed in this paper incorporates
the position of the substitutional impurity in the highly an- the basic features of HTSC materidlayered structure and
isotropic systems. In addition, the behavior Tf depends variable carrier densijyand can be used to study the behav-
radically on the initial state of the systefmetal or insula- ior of T, as a function of impurity concentration in these
tor). In the case when the valences of the impurity and hosinaterials. Here it must be kept firmly in mind that under
atoms are the sam@n isovalent impurityzg=z,), for a  these conditions it is necessary to take into account the
system with a metallic initial state the superconducting tranmechanism of electron scattering on impurities or the change
sition temperaturd ; decreases on doping. in the chemical potential, or both simultaneously. For ex-

We note that for an isovalent impurity the curvature of ample, if the isovalent impurity Zn is substituted for Cu in
the curves in the case esymmetry of the order parameter is the CuQ plane of an yttrium ceramic, then the intra- and
positive, whereas fod,2_,2 symmetry we observe a nega- interband scattering of electrons on the impurity potential
tive curvature(see curved andl’ in Fig. 4). This is one of must be taken into account, since this plane is responsible for
the important ways that the symmetry of the order parametethe superconductivity and in it the periodicity of the crystal
is manifested. Because of the characteristic electron—holstructure is disrupted on account of the random distribution
asymmetry(as a manifestation of anisotropin the systems of the substitutional impurity. We obtain a rapid dropTip
under study with a nonphononic mechanism of superconduawith increasing impurity concentratiofturvesl and 1’ in
tivity, only the intraband scattering of electrons on impuritiesFig. 4). The replacement of Cu by the nonisovalent impurity
makes the value of ; depend substantially on the impurity Al or Ga in the chain in the same ceramic leads only to a
concentratiom; . Thus for systems witls symmetry of the change in the effective valence of the Cu in the Guané
order parameter, the electron—hole asymmetry and also thend, hence, only to a change in the chemical potential and to
scattering(inter- and intrabandof electrons on impurities the dependence df; shown by curve® and3 in Fig. 4. This
leads to violation of the Anderson theoréfWe note that approach makes it possible to obtain a strong declin€.in
for systems withd,2_,> symmetry of the order parameter in with increasing Zn concentration and a weak decline with
the two-band case the critical impurity concentratigp is  increasing Al concentration, as is observed in the experimen-
proportional toT.y and inversely proportional to the total tal studies.
value of the scattering potentials for impurity scattering and  This model also contains other possibilities for describ-
can turn out larger than in the one-band case because of tleg the experimental data. For example, if a nonisovalent
higher value ofT, in spite of the fact that the intra- and substitutional impurity is introduced in the Cy@lane, then
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The evolution of the spectral composition of the absorption in the 1.25—-2.6 eV region for
metallic films of YBgCu;Og, « With superconducting transition temperatureslg&51 and

74 K is measured as the films are cooled from 180 to 20 K. Particular attention is paid to the
temperature effects in two absorption bands: Ahleand 1.8 eV), which reflects the

appearance of holes dressed in antiferromagriéfidV) fluctuations, and theA+J) band

(=2.15 eV}, which reflects an additiond@magnon excitation of the short-range AFM order. It is
found that the changes of these bands begin in the normal phaseTt in the temperature

region corresponding to the opening of the pseudogap state, and th& (magnon band arises in

the pseudogap state even in the case when it is absent at room temperatures. At the
superconducting transition the parameters of the bands stop changing, ardttfig thagnon

band is preserved in the superconducting state. The results are interpreted as evidence of

a magnetic nature of the pseudogap state and for the compatibility of AFM short-range order with
superconductivity. ©2000 American Institute of Physids$§1063-777X00)00511-9

INTRODUCTION The goal of the present study is to investigate the behav-
ior of the absorption spectra in the visible region at 1.25-2.6
It is now established that as cuprate highsupercon- eV for YBa,CuOgq,, films as the temperature passes
ductors (HTSCg are cooled, a transition first occurs to a through both the pseudogap and SC states. In the general
state with a pseudogap in the electronic excitation spectrurscheme of things this experimental goal is extremely un-
and then a transition to the superconductiB§) state. The usual, since the photon energy in our working frequency re-
pseudogap state, being a precursor to superconductivity, ifion is much greater than either of the gap featurks (
attracting increased attention and is widely studied, for ex>A ,A*). In classical superconductors the range of optical
ample, by the methods of spin echo, nuclear relaxation, andbsorption(reflection that is informative for investigating
angle-resolved photoemission spectrosctgge reviews ). superconductivity lies, as we know, near the SC gap energy
In particular, these experiments show that the maximunkw=A. If in the electronic spectrum of the normal phase
value of the pseudogap corresponds to the neighborhood ah energy gap of a different nature, e.g., a quantity, for
the point (7,0) in the two-dimensional2D) Brillouin zone.  magnetic excitations, forms as the temperature is lowered,
In the direction of the diagonal of the zone the pseudogap ithen the optical response to these changes will also be mani-
absent. The influence of the pseudogap is registered at terfested at frequencies closeAq,,y. For example, in YRuSh
peratures below™, which, depending on the doping level of x (T.=1.5 K) at T<T* =20 K the opening of the magnetic
the cuprate HTSC, is close to or noticeably higher than thegyap leads to a decrease in the values of the optical conduc-
critical temperatureT,. Near the optimal doping level the tivity in the low-frequency region of the spectruni,w

maximum values of the SC gabp, and pseudogap* are =Amay=10 meV, while at higher energies the optical con-
approximately equalA~40 meV} and both of the gap fea- ductivity (reflection does not chang®This picture of the
tures apparently have a spatial symmetry of digpel= “suppression” of the optical conductivity is observed in cu-

Altogether, one can assume that in cuprate HTSCs thprate HTSCSYBCO, Bi2212, LSCQ in the low-frequency
formation of the SC phase “starts” @=T* and that the SC region%w<2A* ~100 meV! where a pseudogap arises in
gap does not vanish at the critical point itself, unlike that ofthese compounds at<T*.
classical superconductors. The theoretical studies of the In designing a spectroscopic study of the pseudogap and
pseudogap state take two alternative approaches: an afC states in YBgCu;04.,, With the aid of high-energy pho-
proach based on the formation of Cooper pairs abbyg  tonsfiw>A,,A*, we worked on the basis of two important
and an approach in which fluctuations of the short-range arfindings of previous optical studies. First, it was shown quite
tiferromagnetic(AFM) order play a decisive role(a pseu- some time ago that at fixed frequencies in the visible and
dogap in the spectrum of spin excitationB1 any case the infrared regions there are sharp kinks in the absorption signal
experimental and theoretical study of the problem of High- at the SC transition on cooling of YB&u;Og. , films.”®
superconductivity in cuprate HTSCs must include a jointAnomalies in the temperature dependence of the absorption
treatment of the pseudogap anomalie3 at T<T* and the intensity athw=2 eV in YBaCu;Og., « films with different
SC state proper at<T.. doping have also been noted n&dr=110 K (for T,=90 K)

1063-777X/2000/26(11)/10/$20.00 809 © 2000 American Institute of Physics
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and T* =160 K (for T,=50 K).° However, detailed studies E A dx2y2
of the temperature evolution of the spectral composition of
the multicomponent absorption contour of Yj8a,0q4., , at g1 d
energies neafiw=1.25 eV were not carried out. Second, i
we were guided by the results of our previous pdper - d,2
on the study and analysis of the absorption spectra of 29
YBa,Cu;04 ., , films as a function of the doping level at 300 dxz dyz
K. We had showt? that in the regiomiw=1.25-3 eV the 0 >
multicomponent absorption spectrum contains feat(ops- AN(E) h
cal “markers”) which track the degree gid hybridization
(covalency and the interaction of the heavy charge carriers ~4J ~0.3eV
with the magnetic subsystem as the sample is doped. For —>
example, the degree qfd hybridization affects the param-
eters of theBé absorption band=£1.5 eV), which is due to Aou
the transitiond,,—d,2 2 in the spectrum of the cii ion. \\& \\ '& A+J
N
N

Dan ( axial extension )

-
Lot

At the same time, the absorption banll§=1.8 eV) and \§\\
(A+J) (=2.1 eV are sensitive to the AFM orderind\FM

\\\\\. : N
&\ IR S

fluctuations. In particular, the A+ J) band reflects the prob- LHB \}u UHB E=
ability of two-magnon excitation upon interband transitions <_Eg=1'9 ev
involving charge transfer. As the doping is increased at 300 ~2_-3eV

K in the metallic phase, the covalent and magnétmrrela-
tion) contributions to the spectrum of charge carriers com /G 1. Schematic illustration of the splitiing of thidevels of the C&" ion

. . . in a crystalline field of tetragonal symmetBy,, and the distribution of the
PEte Wlth each other: tha and (A+‘J)_ bands decrease in density of state®N(E) in copper oxide HTSCs with a hole type of doping.
intensity and broaden, but tH&] band is enhanced on met- The arrows indicate the optical transitions considered in the analysis of the
allization. measured absorption spectra. The energy levels are indicated without adher-

As the films are cooled from 300 K the behavior of these®"ce t© a scale.

bands must necessarily follow the same scenario as it does
during doping. One expects several versions of the mutual N . . .
changes in theA, (A+J), and Bé absorption bands in CUW" levels in the tetragonal f|eld of th_e_ oxyg_@rhgands. _
YBa,Cu;0q. , as the pseudogap state and then the SC statEhe arrows denote the possible transitions in the metallic
are passed. For example, for some of these absorption banB&ase. o _ _
there may be no change with temperature at all. Behind each The picture of the distribution of the density of states in
of these scenarios are certain mechanisms for the onset of tig¥Prate HTSCs is determined by electroftittibbard corre-
pseudogap state, and alternative possibilities for the compé@tions and the features of the copper—oxygen interactions.
tition (coexistence of AFM magnetic ordering and super- | N€ lower,pd-hybridized Hubbard banLHB) is separated
conductivity. The experimental data obtained in the preserfom the upper Hubbard ban®@HB), which is formed pre-
study show that the spectral composition of the absorption ofominantly by thed orbitals of copper, by an optical gap
light in YBa,Cus04,, on cooling evolves in such a way that with a value ofEg. The gap owes its origin to the trqnsfer (_)f
one can assert that antiferromagnetism and superconductivifa'9e from the oxygen ions to the copper. For insulating
are mutually compatible in this material. For example, she compounds of Y1113§Cu306+>< with x=0.3 this gap has a
absorption band, due to AFM fluctuations, and the+Q)  valueEg=1.7 eV.~ At the top of the lower Hubbard band in
absorption band, which reflects the excitation of magnons i€ metallic phase a quasiparticle peak arises in the density
the metal, are enhanced in the pseudogap state and consenfictates, the chemical potential lying within this peak. For a
in the superconducting phase. On the whole, analysis of th@odel of the interaction of hole carriers with AFM fluctua-

available data suggests that hipsuperconductivity is of a tions the quasiparticle peak characterizes heavy carriers
spin-wave nature. dressed in AFM fluctuation'#*3In the 2D Brillouin zone

the strongest interaction of the charge carriers with the AFM

fluctuations is realized along tHe—M direction, but along

other directions of the quasimomentum this interaction is

weaker. The characteristic width of the quasiparticieher-
Before we present and discuss the experimental resultent A peak is approximately (3—4) whereJ=10° K is

let us state our approach to the identification of the absorpthe exchange interaction energy in the Gu@lane for

GENERAL APPROACH TO THE ANALYSIS OF THE
SPECTRA. THE EXPERIMENT

tion spectra. YBa,Cu;Og. 4.2 The total width of the lower Hubbard va-
In the energy regioh w=1-3 eV the absorption spec- lence band is=2 eV.
trum of YBa,Cu;Og.,  for light with polarizationE||ab is a The next four types of optical transitions in the metallic

multicomponent spectrum. In this spectral interval fall opti- phase arise naturally in the framework of the propdsés).

cal transitions of different natures: intraband, interband, andin the region above the absorption threshdldy=Eg, a
local dd transitions in the C&i" ions. For identification of continuum component of interband transitions involving
the transitions we consider the structure of the density otharge transfer, which will be called charge trandfer)
statesN(E), which is common to copper-oxide HTSCs. It is transitions, arises. Near the threshég there are two pos-
shown in Fig. 1 together with the scheme of splitting of thesible types of electronic transitions, which involve the qua-
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siparticleA peak in the density of statésee Fig. L The first  narrowed:® The narrowing of the bands is due to the fact
are transitions across the optical gap without excitation of thé¢hat, as the temperature decreases below thed piint (T,
magnetic degrees of freedothenceforth called thé tran- =170 K) a spin gap appears, the value of which is 3—-5 meV
sitions, and the second are higher-frequency transitions inin the weakly metallized phase of YBCOIt has also been
volving the simultaneous transfer of charge and excitation oshowri® that the reduction of the absorption in the wings of
the magnetic subsysteithenceforth called A+J) transi- theA contour arises as a result of the narrowing effect, which
tions). All of these transitions should be manifested in thein turn is dictated by a decrease in the number of magnons as
spectra in the form of comparatively narrow-band spectrathe temperature is lowered in the regi®r<Ty, in accor-
contours with widths on the scale of the enedgyFinally, — dance with the Bose—Einstein temperature factor.

there are intraband transitions from the interior of the va-  Experiment. In this paper the absolute absorption spec-
lence band into the hole-state region that opens up with dogra and the changes with temperature are measured for two
ing. Their spectral weight is concentrated mainly in the mid-metallized YBaCuzOg .. films, which will be designated as
infrared region(MIR transitions. The red boundary of the VN604 and VN608. They belong to a series of single-crystal
MIR transitions must have a value close to the width ofahe VN films grown at the Physics Institute of the University of
peak, i.e.~0.3-0.4 eV, but the short-wavelength wing can Erlangen, Germany, in Prof. G. Saemann-Ischenko’s depart-
extend in energy to the entire width of the valence band an@ent. Films of this series have been used previously for
can even span the visible region. In experiments with metaISthym% the absorption spectra at 300 K as a function of
lized YBa,CusOy., films (x>0.4) the asymmetric MIR ab- doping:” The f|Ims were prepared on S'rTg(Bubstrates by
sorption contour has a maximum near 0.6 eV and a slowl);he laser sputtering of targets. They areriented and have a

falling short-wavelength wing that extends all the way tothicknessl =2300 A. For the VN604 film the parameter
3 eV/B10 =11.722 A and the start of the transitionT§"=51 K, and

for the VN608 films,c=11.705 A andT"=74 K. The total
widths of the SC transitions, according to the results of the
magnetic measurements, are around 1.5 K. According to the
the case of weafd hybridization(degree of covalengythe C%Ebratlon dat¥ for YBa,CusOg. films, these values of

Tg" correspond to doping indices af=0.45 (VN604) and

dd transitions, by virtue of the symmetry selection rule, give % 0.7 (VN60S). Th de | |
rise to low-intensity bands with absorption coefficients hav-*~": ( ). The measurements were made in unpolar-

ing a value ofa=10" cm~! in the insulator phas¥* In ized light with theE vector of the light wave in the CuO
this case theld transitions are clearly manifested in the Ra- plane,Ellab. .

man scattering spectra. For example, in the Raman spectr The. experimental procedu_r e for thg measuremgnts of the
the transitiond,,—d,2_,2 is clearly expressed in the insula- a sorptlon spe'ctrEthe absorption coeff|C|e.nta(w)] Is set

tor phase of YBaCw:Og. (x<0.4) in the form of a band forth in detail in Ref. 10. Here we mention only the key
centered around 1.5 %XAS thé pd hybridization is en- points. For 300 K we represent the absolute absorption spec-

hanced in the metal, the absorption coefficient for ¢ttt train dlmensmnless units .Of optical densityl. These data .
are obtained by comparative measurements of the transmis-

transitions grows to values comparable to the coefficients for. .
L 1 . sion spectra of the films and clean substrates. The data ob-
the CT transitionsg=10° cm™* (Ref. 10, but in the Raman : . . .
. i ained on cooling of the films is represented for each tem-
scattering spectra these transitions are strongly greatly weak- in the f f giff Aol
ened upon metallizatiof} perature in the form o a difference spectrut( al)
The ideas set forth ébove had been used previously in g La(T) = a(To) ]l as a function of the photon energy, where
P y aPO is the upper boundary of the temperature interval of the

analysis of the evolution of the spectral composition of the . .
i A . Th I I f h
absorption of YBaCu;Og., thin films (E|ab) as the measurements e value af al) is determined from the

samples are dopéd.lt was shown that the six transitions relatlonA(aI)_= I_n [tr(fo)/tr{he)] whgret(hw) |s_the mea-
indicated(CT, A, (A+J), dy—de_ 2, dyyyyodiz 2, and sured transmission spectrum of the film at the given tempera-
» 7Y 1 HUXy Xe—y4r YMyz,Xz Xe—y<r

MIR) describe the multicomponent absorption spectrum ofure- The above relaiion holds well without gllowance_ f_or
YBa,Cu,Os, , films to an accuracy of 5% or better, both in temperature-related changes of the reflection coefficient

the insulator phasex¢é=0.35) and in the metallic phase in the R(). _In the energy regiork »=1.25 eV on cooling of the
regionx=0.5-0.9. metallic phase of YB#Lu;Og,, the temperature-related

—10-4K-1
The simplest spectrum is the absorption spectrum Of:hanges OR per degree are smagR/oT=10 " K  (Ref.

YBA.CU0;.. i he nsultr hase at 300 K. For example, % 18 Ss0e v of e enecton s a0 o
at the boundary of the transition to the metalxat0.35 in 0): g

the spectral region 1.25-3 eV the spectrum is dominated b%ﬁggg}%ﬁ?ﬁgzﬁ Ietzr?est uir; %;d?r:eoiejggggltu?/een
the Gaussian contours from tdransition, the A+J) tran- ' ' 9

sition, and the CT continuum component. Bak centered f"‘bOV‘? o Qete_r_mme(a_l) in our working frequency region
. is entirely justified(Taking the temperature dependencdRof

at =1.8 eV, and the A+J) band at=2.1 eV is separated . : - .

from it by an energy equal to the two-magnon excitationm.to account Is necehssary for :‘)mdmgT)/ in the 3ner%/) e

energy fiwomay FOr YBaCWOg., (x<0.6) the two- gionAw=0.5 eV, whereR=60% andot/ 6T=6R/5T.

magnon maximum in the Raman scattering spectra has an
energyfi womag=3J=0.33 eV!® At the temperature of the EXPERIMENTAL RESULTS AND DISCUSSION

transition of the YBaCu;Og,  insulator film (x=0.35) to 1. Let us consider the data for the VN604 film. with
the AFM phase, both tha and (A+J) bands are noticeably T¢"=51 K. Figure 2a shows the absorption spectruh){,,

For thedd transitions in YBaCu;Og., « in the case of
polarizationE||ab the largest contribution to the absorption
is from the transitionsd,,—d,2_,2 and dy,,,—~d,2_y2. In
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FIG. 2. Absorption spectrural (E) measured at 300 K for the VN604 film,

with T¢"=51 K (O), in comparison with the model spectrupp-———)

Eremenko et al.

2) a Gaussian contoura{) 5, ; for a transition from the
correlation maximum with simultaneous excitation of the
magnetic subsystem — thé\ (¢ J) band,;

3) a Gaussian contouref),g for the transitiond,;,,
—dy2_y2 in the C#* ion — the B band;

4) a continuum component of interband transitions
(al) 7 involving charge transfer from the oxygen to the cop-
per — the CT component. This component of the spectrum,
according to an analysis of the data, is best described by a
dependence of the forma{)c1= ,ugT(E—Eg)zlE. Such a
dependence is typical for direct allowed transitions, when
there are tails of the densities of states of the lower and upper
bands extending into the optical g&mnd also in the case of
heavy doping, when electron scattering effects are
appreciablé? In the case when there are tails of the densities
of states, this dependence has been verified, for example, in
the optical experiments of Ref. 23 on YBCO,;

5) a continuum component of the short-wavelength wing
of the MIR absorption band,al) g - We have assumed a
constant level for this absorption in the regibm>1.2 eV
(the curve labeled MIR in Fig. 2bChoosing the frequency
dependence of this component in the forad g L/w, for
example, would have only a weak effect on the parameters of
the other components.

Thus the total multicomponent absorption contour is de-
scribed in the form

3 2
Mon (E—Eon)
al)g= exp ———
( )flt nzl Un\/; F{ 20%
ng(E—Eg)?
—E +(al)mir -

Let us now give the quantitative characteristics of this
decomposition by which the experimental spectrusmh)(,,
can represented with an accuracy of 4% or better over the

(@. The inset shows the relative difference of these spectragnergy energy interval by the suml() = (al) s+ (al)as;

(@exp— i)/ . The decomposition of the model spectrum into compo-
nents(b). A constant MIR absorption levely),,r=2.3 was taken as the

zero level for theA, BY, B2, and CT components.

of this film at 300 K in the spectral region 1.25-2.8 eV. Here

the solid curve shows the model dependeneB 4, which

+(al)zg+ (al)crt (al)ur - The relative differenced]) ey,
from the model &), is shown in the inset in Fig. 2b. Thus
the model parameters are as follows:

GaussiamA band:Ef=1.8 eV, 5,=0.19 eV, ug=0.11
ev;

GaussianA+J) band:EfT7=2.18 eV,04,;=0.19 eV,
wh™=0.02 eV,

is the sum of five components into which the measured spec- GaussianBﬁ band: E(Z)Bzz_g eV, o,3=0.2 eV, M%B
trum was decomposed. These components are shown indi0.15 eV;

vidually in Fig. 2b. They are described by Gaussian contours

centered aE, with a standard deviatioor and an amplitude
coefficientug:

(E—Eg)?
20?

Mo o
(al)n—a_\/;exp{

and also by continuum frequency dependenegd&). In ac-

continuum CT componenE,=1.9 eV, u§ =6 eV %;
absorption level of the MIR bandof)yr=1.3.

If we compare this model decomposition for the metal-
lized film with the decomposition of the absorption spectrum
at 300 K for a YBaCuyOg_,  insulating film (x=0.35) 2° we

can draw the following conclusions. Upon metallization the
A and (A+J) absorption bands behave in the same way,
demonstrating a broadening of their Gaussian contours and a
lowering of their amplitude coefficients. Thé& {J) band is

cordance with the general approach to the analysis of absorpaost strongly diminished in the metal: for the VN604 film its
tion spectra which was discussed above, the spectral comperea decreases by more than a factor of @td the coeffi-

sition is made up of the following components:

cient ,ué” decreases by the same fagtofhe substantial

1) a Gaussian contour) 5 for an electronic transition decrease in the contribution of this band indicates that the
from the correlation maximum of the density of states — themagnons arising upon the excitation of the+J) transition

A band;

simultaneously with the creation of a heavy-hole charge car-
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rier are strongly damped in the metal. As we shall show 0
below, in the even more metallized VN608 film tha-{ J) - %3 :
absorption band is completely absent by 300 K, whileAhe _%--___@ AA 168K
band, although weakened, nevertheless still exists. These ] %.M_A_
changes of thé and (A+J) absorption bands occur at 300 A "A‘n-
K after a transition to the metallic phase, where the AFM - 0.04-
correlations of the short-range order are conserved. For cu- -M‘:A
prate HTSCs the correlation length of the AFM fluctuations - AT Ada 4 138K
in the metallic phase i§=10 A2 which is approximately an = = = T
order of magnitude smaller than in the insulator phase. % o 'j:bg: e

In regard to the locatld transitions we must note the - 0.08 ~-a E&h o
following. In the spectra of the insulator phasexat0.35 =< O 112K
and 300 K the contribution from thed transitions does not
exceed a few perceft At the same time, in the VN604 film
in the spectral region 1.2—2.8 eV only the second of the two
possible transitionsd,,—dy2 2 and d,,,,—~dy2 2 is
clearly manifested in the absorption, in the form of B#

band. The appearance of tB§ peak in the weakly metal-
lized BN604 film can be attributed to the circumstance that

the mixing of the oxygen and copper orbitals occurs mainly _0.16F & -
for thed,, , states, i.e., the covalent bonding is enhanced in ' é % PY

-0.12F

al{T)-al (184K)

the direction transverse to the Cu@lane. We note that in
YBa,Cu;O4 ., in the ortho-1l phase the distance between the B o)
CuG, plane and the apical oxygen(4) decreases sharply - PS
(by about 0.1 A at the insulator-metal transition, and this - 0.20- e O
promotes the leakage of electrons into the Ce@ain plane | o
and, hence, hole metallization of the CuQhe appearance Al A+J
of the Bé band(derived from the transitionl,,—d,2_2) at
1.5 eV, i.e., the advent of covalency enhancement directly in 12 S 1|6 S 2'0' 54 58
the CuQ active plane, is clearly seen at 300 K for the highly ' ' ' ' '
metallized VN608 film. E, eV

Let us now consider the behavior of the absorption SPECr|G. 3. Difference spectra of the absorptipal(T)—al(To)] measured
tra on cooling for the VN604 film witfrg"=51 K. Figure 3 relative to the initial temperaturg,=184 K in the VN604 film, withTo"
shows the difference spectta(al)=al(T)— al(Ty) mea-  =51K, atfim temperature¥ [K]: 168 (A), 138 (A), 112 (O), 85 (W),
sured in the region 1.2—2.6 eV, relativeTg= 184 K. As we 61 (O), 25 (._). For c_:Iarity the data for 112 K have been shifted downward

. . . . along the vertical axis by-0.01, the data for 85 K by-0.03, and the data
seein F_|g. 3, for the mtervgl 1§8—184 K only the continuum,_ " - -5 ¢ by equal amounts0.06.
weakening of the absorption is observeti(&l1)<0). For
clarity, the frequency behavior of this background compo-
nent is indicated qualitatively by the dashed curves. Thisjidual bands centered at the maxima of theéand(1.8 eV)
wide-band change in the absorption spectrum is due primaand (A+J) band(2.15 e\j. At the superconducting transi-
rily to the temperature-related weakening of the intensitytion with T2"=51 K and in the superconducting phase itself
of the short-wavelength wing of the MIR component at vis-at 25 K both the continuum and the narrow-band spectral
ible frequencies for temperaturéb=168 K. When the variations practically cease. In this regard we note that, ac-
YBa,Cu;0g., « films are cooled, there is an increase in thecording to the data of an earlier-mentioned papeve inten-
absorption coefficient at frequenciéso<1 eV within the ity of the absorption signal at a frequency of 2 eV ceases to
contour of the maximum of the MIR absorption ba&hd?®  depend on temperature in the SC phase.
Therefore, nealiw=1 eV, whereA(al)e,=0, there is a It is straightforward to conclude that the appearance of
change in sign of the temperature dependence of the comarrow-band features on the difference spectra of the absorp-
tinuum absorption for the MIR component. We will not dis- tion occurs because of a narrowing of theand (A+J)
cuss this effect of the temperature-induced redistribution obands and growth of their amplitudes. To illustrate what we
the intensities within the MIR absorption contour ité&llut  have said, in Fig. 4 we present the experimental data on
will instead concentrate on the temperature behavior of thé (al)ey,= al (25 K)— al (184 K) and the model dependence
narrow-band features due to theand (A+J) bands. For the A(al)s; (solid curve, from which one can obtain quantita-
temperature regioifi =168 K it can be stated that tfeand  tive characteristics of the spectral components at low tem-
(A+J) absorption contours are independent of temperatureperatures. With allowance for the temperature effects in the
At 138 K, however, the spectral features due to the temperavIR component and of thé and (A+J) bands, the model
ture transformation of thé and (A+J) bands are already dependence has the formA(al)q=A(al)q:(25K)
noticeable against the continuum background. As the tem—A(al)(184 K)=A(a)T+A(al), ;+A(al) <. Since
perature is lowered further from 138 to 59 K these spectrafor T>184 K the temperature dependence is insignificant,
features become more pronounced, taking the form of indiwe took the parameters of the model decomposition of the
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FIG. 4. The difference spectrum of the absorptiprl(25K)— al

X (184 K)] of the VN604 film measured in the superconducting state at 25
K relative to that at the initial temperatuiig =184 K (O). The solid curve

is the model difference spectrum including the temperature effects in the
MIR, A, and (A+J) componentgsee texk

t

spectrum at 184 K the same as at 300 kl):(184 K) 3
=(al)#(300K) (see above The model curve in Fig. 4,
which describes the experiment well, was obtained for the
following parameters of the spectrum at low temperatures:

— for the MIR component A(al)M =-0.148
+0.13E4, i.e., in the regionE<1 eV the intensity of the
MIR component increases as the temperature is lowered 20l T L T
(A(al){'v},R>O), as was discussed above, but in our working 1.2 1.6 2.0 24 2.8
frequency region this component suffers temperature-related E eV
weakening 0 (o) <0); ’

— for the A and (A+J) absorption bands the parametersFIG. 5. Absorption spectrural(E) of the VN608 film, with T"=74 K
of the Gaussian contours of{) 5 A ; change upon cooling 0), meas_ured at 300 K, in compgrison‘ with the model specirum—)
to 25 K: the standard deviation of the contour decreases (8. The inset shows the relative difference of these spectigy(

. — ag)! ag - The decomposition of the model spectrum into compongnts
from o0,=0.19 eV(300 K) to 0.165 eV(25 K), i.e., by 10%, A constant MIR absorption levela) g = 2.3 was taken as the zero level
while the amplitude coefficients are conservgm@‘(: 0.11eV  fortheBl, A B2, and CT components.

(300 K), ,ué=0.11 eV (25 K)); the standard deviation of the

(A+J) contour decreases from,, ;=0.19 eV (300 K) to

0.13 eV (25 K), i.e., by 30%, and the amplitude coefficient sharply as the temperature is lowered, demonstrating a low-
,u’a” increases by just as large a factbrom 0.02 eV at 300 ering of the spectral weight of the low-frequency magnetic
K to 0.027 eV at 25 K, i.e., by 35% excitations. Neutron scattering data for Y8arOg., With

Thus the temperature effects in theand (A+J) bands T.=59 K also attest to the strong decrease ofy (i w)
occur between 184 and 168 K. The bands narrow, and thebelow T* =150 K in the low-frequency intervak v<<16
area increases, mainly for thA ¢ J) band. At the supercon- meV ? Before discussing the microscopic nature of the be-
ducting transition the spectral composition and parameters dfavior of theA and (A+J) bands upon the formation of the
the absorption bands cease to change, and for the supercgrseudogap and superconducting states, let us consider the
ducting phase one can say that the absorption spectrum iemperature evolution of the spectra for the more highly met-
“frozen.” allized film VN608.

It is straightforward to associate the start of these tem- 2. Figure 5a shows the measured absorption spectrum
perature effects in the region 138-168 K with the tempera{al)e,, of a VN608 film (T"=74 K) at 300 K, the solid
ture T* at which the pseudogap state is formed. For examplesurve representing the total model spectrumh)¢;, and Fig.
the temperature dependence of the spin—lattice relaxatiobb shows the model decomposition of this spectrum into
time of the copper nuclei, T{T«Imx(q,w)/w|,.o components.

(Imy(q,w) is the imaginary part of the magnetic susceptibil- This decomposition allows one to describe the spectral
ity for wave vectorq), is characterized by pseudogap behav-curve (al)e,, to an accuracy of 4% or better throughout the
ior below T* =150 K in YBaCu;Og,  With T,~60 K? At entire spectral interval 1.2—-2.7 elihset in Fig. 5& The
temperatures below* the values of IV, T decrease rather spectrum contains five components.

I,
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1. A Gaussian absorption componeBﬂt for the transi-
tion d,,—dy2_y2, with the parameter&®=1.5 eV, oy
=0.36 eV, andug®=0.09 eV.

2. A Gaussian absorption componehtfor transitions -
from the correlation maximum of the density of states, with -0.1 —FH [
the parameterEy=1.8 eV,0,=0.2 €V, andup=0.045ev. ~  |®C____ 84K

3. A Gaussian absorption componesf for the transi- b e
tion dy,,,—dy2_y2, With the parameter&g°=2.3 eV, o5
=0.2 eV, and,uoB=0.15 eV. This absorption band is the
same as in the BN604 film.

4. A component due to interband transitions involving
charge transfer — the CT component of the spectrum. Its
frequency dependence did not charigee abovg but the
value of the optical gap increased somewhat, §o=£1.95 °
eV, because of the shift of the Fermi level upon metalliza- o © 50K
tion; uS"=6 ev 1.

al(M-al{(170K)

e}

5. A MIR absorption level &l)yr=2.3. The contribu- 04
tion of the short-wavelength wing increased on account of U T T T o
the increase of the entire MIR absorption band as the doping PCe)

. L 1

level was raised. By A A+d

In choosing the decomposition we strove to minimize ® 19K
the number of parameters to be varied in the spectral decom-  ~ 0'51’ 5" L 1l6 ot 2'0 —l 2'4' —

position in comparison with the parameters of the VN604
film. It is easily seen that for the VN608 film the bafd
appears in the decomposition of the spectrum, reflecting aniG. 6. Difference spectra of the absorptjarl (T) — al (T,)] measured for
enhancement of the covalency in the Gu@ane, while the the VN608 film, with TI"=74 K, relative to the initial temperaturg,
area of theA band decreases, attesting to a decrease in thg!70 K. The film temperatures wefle=130 K (L), 84 K (W), 50 K (O),
. o B 19 K (@). For clarity the data fof =84 K have been shifted downward

number of heavy hole carriers, and the magnon absorp'along the vertical axis by an amount0.03, and the data foF=50 K and
tion bandA+J vanishes entirely. T=19 K by equal amounts-0.20.

The difference spectrd (al)=al(T)—al(T,) of the
absorption for this film relative to the temperaturg=170
K are presented in Fig. 6. We see that for the temperatureyr  the change of the following components:
region 130—170 K only the weakening of the continuum ab-A (al) = (al) (19 K)— (al)(170 K)ZA(aI)flitB-i-A(aI)2t
sorption with decreasing temperature is observed, which isrA(a|)2t+J+a(a|);\iAth. The parameters of the model de-
due to the decrease of the intensity of the short-wavelengtBomposition at 170 K were taken equal to those at 300 K,
wing of the MIR componenithe picture is completely analo- since the temperature effects in the absorption spectrum in
gous to the temperature-related changes for the BN604 filrthe interval 170—-300 K are insignificant. It should be noted
on cooling in the interval 168—184 )K The narrow-band that one can Sew)ﬂtu(l?o K)=0 in this model decompo-
spectral features appear in the temperature interval 84—13tion, since the A+J) band does not appear in the absolute
K, i.e., at lower temperatures than for the VN604 film. In spectra. The four components of the model difference spec-
this connection we point out immediately that as the dopingrum A(0[|)iﬁt (i=1B, A, A+J, MIR) are shown in Fig. 7b.
of the YBaCus0g,  increases, the temperature of formation |t should be noted that thB}, A, and (A+J) components
T* of the pseudogap state decreases, approacfiing are constructed in such a way that the zero level for them is
(Ref. 1. the MIR componentthe curve labeled MIR in Fig.)7

Even in a qualitative approximation the difference spec-  The following quantitative changes characterize the ex-
tra have three distinguishable narrow-band features, corrgserimental difference spectrum at 19 K to sufficient accu-
sponding to theBé, A, and (A+J) absorption bands. Of racy.
particular interest, of course, is the fact that the absorption  For the MIR componentA (al)flt.=—0.28+0.17E*
band A+J), which is absent at room temperatures, appearscurve MIR in Fig. 7B and, hence, a change in direction of
on cooling belowT*. As in the case of the VNG04 film, there the temperature dependence for the component occurs near
are practically no temperature-related changes of the spectta9 eV.
in the superconducting phase between 50 and 18e¢ Fig. For the covalent band} at 1.5 eV the standard devia-
6). Incidentally, by comparing the data at 50 and 19 K onetion of the contour decreased fromg=0.36 eV (300 K) to
can nevertheless conclude that a certain spectral redistrib@.23 eV(19 K), i.e., by 35%, while the amplitude coefficient
tion occurs in the SC phase, tending to enhance #eJ)  remained nearly unchanged:3®=0.09 eV at 300 K and
maximum and narrow thB} component. 0.107 eV at 19 K The conservation of thg5® value indi-

For a quantitative description of the difference spectruncates that the degree pfl mixing, which reaches the doping
of VN608, Fig. 7a presents a comparison of the experimentdevel at 300 K, is practically unchanged on cooling.
data at 19 K and the model dependence al)s; For theA contour centered at 1.8 eV the standard devia-
(solid curve. The model curve was obtained with allowancetion decreased fromr,=0.2 eV (300 K) to 0.18 eV(19 K),

E,eV
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0.05 — the temperature effects in the parameters of the cova-
lent bandB}, the correlation band\, and the “magnon”
0 band A+J) on cooling of YBgCuOg., from room tem-
peratures begins beloW* in the existence region of the
< -0.05 pseudogap state and takes place in the temperature interval
2 T.<T<T*;
Z _010 — the highest sensitivity to the formation of a pseu-
3 dogap state is manifested by the “magnon” barl+J),

I _0.15 which appears or is enhanced in the spectra of that state. All
< of the absorption bands are narrowed as the films are cooled
2 0.20 in the region of the pseudogap state;
= — in the superconducting phase the rate of the tempera-
3 _0.95 ture evolution of all the spectral parameters of these bands

) decreases sharply. We note in particular that the “magnon”
030 4 0o absorption bandA+ J) is conserved in the existence region
1.2 1.6 2.0 2.4 of the superconducting phase.
E,eV In analyzing the microscopic causes of the temperature
0.05 evolution of the spectral composition of the absorption in
i A+J b YBa,Cu;0g., , We must first discuss the behavior of the
0 absorption band#® and (A+J), which are related to the
- magnetic degrees of freedom. It is noteworthy that Tor
¥ -0.05 <T* there occurs a temperature-related narrowing ofAhe
2 and (A+J) absorption contourgafter an enhancement of
Z _0.10 these bands at=T*). This picture is completely analogous
E to the behavior of these absorption bands in the insulating
1 -0.15 phase of YBaCu;Og,, at x=0.35, where they, being
X temperature-independent aboVg, begin to narrow in the
2 _0.20 AFM phase aff <Ty=170 K!° The narrowing effect in the
= pseudogap state of the films is also observed irﬂjdnband:
3 ~025 the amplitude coefficient of absorption for thdsl transition
MIR remains practically unchanged as the temperature is lowered
-030L_ 1 .11 P (M(l)B:const), indicating that the level gfd mixing is con-
1.2 16 20 24 served at low temperatures, but ti contour itself is

E,eV strongly narrowed. It is knowf? that in AFM crystals the
FIG. 7. Difference spectrum of the absorptipal(19 K)— al(170 K)] dd abszo+rpt|0n band.s for |pns with an. unflllgtbrbltal, €9, .
measured in the superconducting state of the VN608 filfi-al9 K rela- for MI’.I In _three—dlmenS|_onaI, two—dlmensu_)n_al, and quaSI'
tive to the initial temperatur&,= 170 K (O). The solid curve labeled “fit’ ~ One-dimensional magnetic structures, exhibit a noticeable
shows the model difference spectrym). The spectral composition of the narrowing as the temperature is lowered TakTy. The
model difference spectrunib). The frequency dependenca(al)wr  temperature-related narrowing of tdel absorption bands at
t:[(“')M'R(lg K)~(al)wr(170K), labeled in the figure as MIR, was 11 s dictated by a decrease in the number of magnons in
aken for the zero level of the spectral compondsee text . . .
accordance with the Bose—Einstein factor. In the temperature
region T<Ay/kg the width of thedd absorption bands be-
i.e., by 10%, while the amplitude coefficient increased bycomes weakly dependent on temperature. The sensitivity of
nearly a factor of two, fromuy=0.045 eV(300 K) to 0.086  thedd bands to the formation of an AFM state is particularly
eV (19 K). In comparison with the VN604 film the amplitude pronounced in the presence of an energy §apn the spin-
coefficient (the area of the bandincreased significantly wave spectrum!
while maintaining the same scale of decrease in the standard In developing an analogy between the behavior of these
deviation. absorption bands in the AFM insulator phase and in the met-
For the (A+J) contour, since it is absent at 300 K, the allized phase of YB&Cu;0g,,, We must recognize that the
difference spectrum (al), ; at 19 is a pure Gaussian with formation of a quasigap a&<T* occurs specifically in the
the parametersrp,;=0.16 eV and,ué“=0.07 eV. The spectrum of magnetic excitations. In such a case the nature
standard deviation of this contour at 19 K has practically theof the pseudogap state is due to the decisive role of AFM
same value as in the insulator phase fe£0.35, where fluctuations of the short-range order. The value of the spin
s 3=0.17 eV1? Here the amplitude coefficient of thé(  gap for the correlation lengtt of the AFM fluctuations is
+J) contour in the VN608 film is more than three times its A* =c/¢ (Refs. 13 and 28 wherec=0.5 eV-A (Ref. 25 is
value at low temperatures in the VN604 film, with the lower the characteristic spin-wave velocity in YBausOg., .
T.. Then foré=10 A we get a gap oA* =50 meV. For wave
3. Comparing the temperature effects in the spectra fovectorsq> ¢! the spin waves remain the same as in the
the two superconducting films VN604 and VN608, we seepresence of long-range magnetic order and are insensitive to
that they have some basic things in common: the absence of AFM correlations at distances greater than
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£.2829 pccording to Refs. 28 and 29, spin waves in the met-systems, in which scalafchargé correlations and vector
allized states of HTSCs carry sp=1 and are uncharged. (magneti¢ correlations are well developédin the final

The effect wherein theA+J) band is preserved in the analysis these correlations are what give cuprate HTSCs their
superconducting state is worthy of attention, as is the whol@nique optical properties properties that are not encountered
spectral composition of the absorption formed in the pseuin classical metals or doped semiconductors. We mention,
dogap state. This experimental result is nontrivial. It is com-e.g., a sensitivity of the absorption of high-energy photons to
pletely possible to realize a situation in which th&+J)  the superconducting transition, as discussed in the present
band would vanish in the SC phase, while the parameters gfaper, a significant redistribution of the oscillator strengths
the Bj and A contours change in the opposite direction in of the interband transitions in favor of the intraband transi-
comparison with their values for the AFM pseudogap statetions in response to very low doping levetsl % (Ref. 2,
The conservation of the spectral composition of the absorpand various kinds of nonequilibrium optical phenomena in
tion in the SC phase is, in our opinion, quite convincingthe normal and SC staté$.Our optical results can be re-
evidence of the compatibility of short-range AFM ordering garded as a manifestation of the temperature-dependent con-

and superconductivity in YB&U3Og ; x - tribution of the Hubbard correlations to the electronic spec-
In discussing this question let us call attention to thegym.
following result. We have seen that the increasd inn the It is also completely logical to assume that the results of

VNG608 film is accompanied by enhancement of the degree ok experiments on YB&W;Og.  are of an extremely gen-
pd mixing, i.e., the intensity of the covaleBj absorption  era| character and are valid for other cuprate HTSCs with an
band is enhanced by doping. The simultaneous observatioftiye CuQ plane. The fundamental features of the elec-
of the Bg band and theA correlation band in the absorption yonic structure of cuprate HTSGshe distribution of the
spectra of YBaCu;Og . Was regarded in Ref. 10 as proof of gensity of states with a correlatioh peak, the conservation
the existence of a correlation polaron in the metallic phase. 4y the AFM fluctuations of the short-range order in the me-
correlation polaron is a mobile hole charge carrier aroundgjic phase, the formation of a pseudogap $tatn be ob-

which is formed a region of predominantly covalent bonding;ined in the framework of a general one-band 2D Hubbard
and weakened Hubbard correlatigasregion of strong met- model (or its modifications for the CugQ plane.

allization), while _outs?de this region the matrix of strong The first, key result of this paper, in our opinion, is that
Hubbard correlations is preserv&iThe simultaneous obser- measurement of the temperature evolution of the spectral

vation of theA andBj absorption peaks at low temperaturesComposition of the absorption in the 1-3 eV region, where

in_our experiments can serve as evidence that regions %e optical features of the Cy(plane are located, is an in-

AF.M orde_rlng coeX|s_t with more highly metalllzgd regions, formative diagnostic tool for the normal and SC states. Stud-
which, strictly speaking, become superconducting. In other

. A . ies done in this region have shown the following:

words, in the Cu@ plane the compatibility of antiferromag- €9 . ng
. L . ; — the cooling of metallized YBCu;Og., 4 films from
netism and superconductivity is realized between spatlall¥ X
. . : . ) oom temperatures leads not only to quantitative but also to
separate region@omaing with different concentrations of ualitative changes of the spectral composition of the ab-
doped holes. The possibility of a spatially separate pattern oguat ;
: ) .. “sorption of the films. Such changes are suffered bydte

coexistence of AFM ordering and superconductivity in

HTSCs has been investigated experimentally in a number qar\b_sorptlon banddy,—dyz_y2, Aw=1.5 eV), by the corre-
: ation band of absorption with charge transfer, which reflect
studies(see, e.g., Refs. 1,3, and)16

. : . the existence of the correlation maximum of the density of
It is also of interest to compare directly the temperature

behavior of theA and (A+J) absorption bands and the tem- state_s(thiA ba?]d’h:ilie\?j’ 2nd~bzy1the r(rj\agnon d?jt.)'
perature dependence of the homogeneous part of the maés?grpt;on _anqt ef( h+ ) ban : ‘(‘j’_ ' e\Of fue (;0 a. -
netic susceptibility yo(T). According to the spin-wave onal excitation of the magnetic degrees of freedom;
model?®?°the susceptibilityyo(T) in cuprate HTSCs, being — all of the temperature-related c?apges of these
weakly dependent on temperature forT*, begins to de- narrow—ba_nd spectral features o_ccurTafET n the exis- .
crease sharply as the spin gap opensTfarT* , while in the ten(?e region of the pseudogap in the denS|.ty of electronic
SC phase at <T, it again becomes independent of tempera—exc't""t'.OnS in the normal statg Of YB@U;Os

ture. It is easy to see that such a trendygfT) corresponds — in the temperature region of the pseudogap stie,

: : <T<T%*, the A, (A+J), anddd absorption bands narrow
to the temperature behavior of tlheand (A+J) absorption ' ' ' '
P A+J) P and the “magnon” band A+ J) arises even when it is ab-

bands. Therefore, in view of what we have said above, in th | S fthe ab ion in th
one can assume that the results obtained in this papélem'nt e spectral composition of the absorption in the tem-

i * .
are consistent with a spin-wave mechanism of highPerature regiom>T=; _
T, superconductivity — the character of the temperature effects in hgA
c .

+J), and dd absorption bands in the pseudogap state is
analogous to what is seen in an AFM insulator, a fact which
undoubtedly indicates that the formation of the pseudogap
The main result of this study is the experimental evi-state in a system of AFM fluctuations of the short-range or-
dence supporting the view that the pseudogap state is due tr is of a magnetic nature;
AFM ordering of the short-range order, which is conserved — in the superconducting phase the quantitative and
in the SC phase. The many nonstandard properties of coppeyualitative changes in the spectral composition of the absorp-
oxide HTSCs in the normal and SC phases are apparentlyton that have accumulated by the point of the transition to
manifestation of a fundamental feature of low-dimensionalthe SC phase practically cease, and in the superconducting

CONCLUSION
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An additional increase of the optical absorption is observed when light of intensity greater than
1 W/cen? acts on single-crystal slabs of yttrium iron garnets. When a sample is subsequently
subjected briefly to illumination by IR light of low intensity~(10 mWi/cn¥) this effect is partially
diminished or vanishes completely. @000 American Institute of Physics.
[S1063-777X00)00611-3

The change of the optical absorption coefficientin  culated according to the formulaa= (1/h)In(I4/1)) (Ref. 1),
iron-garnet ferrites under illumination at low temperatureswhereh is the thickness of the sample cm), 14 andl, are
was investigated in Refs. 1-6. In yttrium iron garn@f$G)  the intensities of the measuring beam before and after the
under illumination the optical absorption can increase or deilumination, respectively. The use of this expression presup-
crease, depending on the type of doping impurifihe char-  poses a uniform distribution of photoinduced changes over
acter of the change in the optical absorption depends on thiae thickness of the sample.
spectral composition of the lightAt relatively low intensi- Figure 1 shows the time dependence of the change in the
ties that do not cause heating of the sample, the changes absorption coefficientr(t) upon illumination of the sample
the optical absorption reach equilibrium values that are preafter cooling in darkness. Curn/ewas obtained at an irra-
served after the light is shut off. diation intensity ofP~0.5 W/cn¥, for which no noticeable

Light affects the physical parameters of photomagneticheating of the sample occurred during the illumination. The
crystals in a complicated way. In addition to the photoin-illumination brought about an increase dnto a valuea.,
duced changes in the parameters, it is quite likely that therand this state persisted for a long time. We note that in the
will also be a thermally induced change in the elagtimg-  single crystals under study the photoinduced changes of the
netoelastit state as a result of the surface heafidg.turn, — magnetic parameters also persist over tihat an intensity
the modified elastic state of the sample can lead to newf ~3 Wi/cn? the action of the light is accompanied by
manifestations of the photoinduced effect. For example, th&eating of the sample and causes an additional increase in
presence of elastic stresses in an iron garnet film due to tH&e absorption coefficient to a valuea,, which is much
lattice misfit of the film and substrate leads to a high-higher than the value., (segmen®B of curve2 in Fig. 1).
temperature photoinduced efféctn the present paper we The absorption leved attained at 80 K is metastable, and
investigate the change in the optical absorption under intengdfter the illumination is turned off, it slowly relaxes to the
illumination that leads to heating of the sample. Here the/alue aeq (the dashed curve in Fig.) 1t is found that the
time that the light acts is dosed in order to avoid overheating
of the sample above the temperature attained. The source of
illumination was a KGM-12/250 tungsten lam@white
light”). To select irradiation in the infrared region an 1KS-2
light filter was used. The temperature of the sample was
monitored by a copper—Constantan thermocouple with a 5
wire thickness of 0.05 mm, the junction of which was glued = 4
to the surface to be illuminated. The diameter of the focused <
light beam on the surface was2 mm, which made it pos-
sible to obtain a high density of radiation and to illuminate
part of the sample without heating the junction of the ther-
mocouple by the beam. The measurement of the absorption O=
coefficienta was done at a fixed wavelength,=1.1 um at )
an intensity of the measuring beam 50 uW/cn?. The
samples for the study were prepared in the form of disks 0.05
cm thick and 3.6 mm in diameter, consisting of single-crystalFiG. 1. Time dependence of the chanfye in the absorption coefficient
Y3F95012 grown from a BaC)_g)3 solution. In the absence under illumination by light of intensity 0.5 Wictr(curve 1) and 3 W/cn
of illumination the sample, which was glued to the cold fin- (curye 2); WL indicates intervals of illumination by “white light”(the

continuous spectrum of a tungsten IampAt the pointsC, D, andF the

ger of the vacuum cryostat, had a temperature of 80 K. Thgampie was briefly illuminated by infrare@R) light with an intensity 10
change of the absorption coefficiehtr at 1.1 um was cal- mwicn?.

—

|
0 50 100
t,s
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relaxation process is sharply accelerated under kaigfund  effect in the initial illumination decreases. Increasing the in-
1 9 illumination of the sample by IR light\;z>0.9 um) of  tensity toP>3 W/cn? leads initially to a slight increase and
low intensity,~ 10 mW/cnf (points C,D, andF on curves2  then to a decrease of the observed photoinduced effect on
in Fig. 1). We see thaty, can vanish completely or undergo account of the stronger growth of the thermal effect of the
a partial or multistage decrease. No effect of the measuringght as the intensity is increased. We see from the curves in
beam @ =1.1.m) on the relaxation process was detected inFig. 2 (curves 2—4) that heating the sample abov&ay

a check done by turning it on briefly at extended25-308 120 K at the time of the illumination leads to a decrease in
time intervals. Aftera has decreased to the level the IR 0 5ue of the effect. When the temperature is increased to
illumination did not affect the level of optical absorption. 546k ang the illumination is prolongedurve4 in Fig. 2)

Repeat_ed |I_Ium|n§\t|on by an intense I|ght bedgp oint E on the photoinduced optical effect vanishes completelgg-
curve?2 in Fig. 1) increased the absorption coefficient to the S .
ment GH of curve 2 in Fig. 1). In this case the sample

value a, . Light in the visible region(0.4—0.8.m) did not " I .
cause a decrease of the additional absorption, a circumstanggdergoes a transition to its initial state, and the entire cycle

that attests to the bulk character of the observed effect. ~ “@" repeat. Thus by varying the spectral composition and

Figure 2 shows the temperature dependence of thg]tensity of the iI'Iumination, one can reversibly alter the op-
changeAe in the absorption coefficient on illumination tical absorption in the samples.
(curvesAB, AC, AD, and AE). The maximum effect is The value of the photoinduced optical effect was mea-
observed if the surface temperature of the sample under illusured at a wavelength of 14m, at which the level of opti-
mination does not exceed 120 K. When the light is turned offcal absorption increases as the concentration 6f Fens
(curvesB—E) there is a rapidtaking place over 7-10)s increases$:* It can be assumed that the photoinduced equi-
decrease of the temperature to the initial value and a returiiorium growth of & (to the valuea,) is due to the forma-
of the Aa values along curve$—4, respectively. The level tion of Fé'' ions in octahedral sites. The formation of long-
of optical absorption attained corresponds to the number dfved Feé'* ions occurs through the photoexcitation of the
photoinduced centers at the temperature of the sample at tle¢ectronic transitions6Alg(GS)—>4T1g(4G), 4T29(4G), as
time the illumination is turned off. Curve$—4 were ob-  has been observed experimentally in a discrete scanning of
tained at a constant intensity but for different illumination the jllumination over the spectrum. The maximum value of
times, i.e., the thickness of the photoinduced layer remainge equilibrium effect is determined by the concentration of
constant. A brief illuminatiorito preclude heatingwith light  photoactive centers — that fraction of the iron ions that
of the same or higher intensity did not produce any add"change their valence on illumination on account of the tran-

tlonz_?hdlscernabli ter:‘fei;t. ture d d in Fig. 2 gition of an electron to free acceptor levels. The photoin-
€ curves of the temperaiure dependence In F19. 2 angy,.q changes of the magnetic properties of the given
curve 2 in Fig. 1 were obtained with light of intensitf

—3 W/en?. For liaht of lower intensity the value of the samples due to the formation of Feions provide additional
' 9 y evidence in support of this conclusih.

The additional photoinduced absorptien, observed
under intense illumination causing photothermal deforma-
tions can be attributed to the formation of an additional
quantity of nontrivalent iron ions or to an increase in the
optical absorption on the part of the existing photoinduced
nontrivalent iron ions. The features of the onset of additional
optical absorptiorgthe fact that it occurs only in the presence
of elastic stresses arising in the photothermal heating of the
surface of the sample on the cold finger and not when the
sample is placed in liquid nitrogémnd its quenching argue
in favor of the second mechanism. We note that quenching
of the photoinduced effect is not observed under IR illumi-
nation(curvel in Fig. 1), even when that effect is reversible
at higher temperatures.

The additional optical absorption in the samples under
study is due to the change in the orbital state of tH& Fens
and is determined by the increase in the probability of exci-

L ! tation of the electrons. For Ee ions the degenerate ground

80 140 200 statee, is split by the Jahn—Teller effect into levels of the
T.K typed,2 andd,2_ 2. For elongated octahed(tetragonal dis-
FIG. 2. Temperature dependence of the chakhgeof the optical absorption tortions of the elongationthe orbital ground state is a state
coefficient under illumination by light with an intensi§~3 wicn?. The ~ Of the typed,> (Ref. 12. The presence of elastic stresses
arrowsT and | denote the times at which the light is turned on and off, affects the filling sequence of the levels. In the photoexcita-
respectively. Curve$—4 show the return of the values fa(T) on cooling  — tjon of the F&* ions in elastically deformed octahedra the
after the illumination is turned off at poinB—E, respectively. The dashed . . ..

orbital state with the reverse sequence of level positions be-

curve5 shows the chang& « of the optical absorption with temperature on ) g
cooling in darkness. comes more favorabled(>_,2 is the ground state andi, is
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Phase diagram and the spectra of coupled magnetoelastic waves of a biaxial
ferromagnet with a biquadratic interaction in an external magnetic field
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The spectra of coupled magnetoelastic waves of a biaxial ferromagnet with a biquadratic
interaction are investigated as a function of the external magnetic field. It is shown that the
dynamic properties of magnetoelastic waves and the phase states of the system are

determined by the relation between the Heisenberg and biquadratic exchange constants. A three-
dimensional phase diagram is constructed for the system20@0 American Institute of
Physics[S1063-777X00)00711-9

1. INTRODUCTION region of the ferromagnetic phases and a widening of the
existence region of the quadrupolar phates.

There is great interest at the present time in the study of In Ref. 7 a highly anisotropic biaxial ferromagnet in an
magnets with non-Heisenberg exchange interactions of external magnetic field was investigated with allowance for
more complex nature between the magnetic foidsrom a  the ME interaction. It was shown that the phase transitions in
practical standpoint it is of interest to study the characterissuch a system are reorientational, the soft mode being a
tics of the spectrum of excitations of these magnets as th@uasielastic branch of excitations. However, the biquadratic
external magnetic field is changed. Studies of this kind ardnteraction was not taken into account in the model of Ref. 7.
important because of the existence of a number of singlet By studying the field dependence of the spectra of mag-
magnets;® which, as we know, can be found in a nonmag- netic gnd sound-wave excitations fqr vario_u_s reg_ions of i_n—
netic state forH=0 (in the so-called quadrupolaiQP) teraction parameters,_one can acquire additional mformatlon
phases which undergo a transition to a magnetic phaseabOUt the nature of singlet magnets and metamagnetic tran-

upon imposition of a sufficiently strong external magneticStoNs:
field.

This metamagnetic transition can be of various natures2. pISPERSION RELATION FOR COUPLED
In particular, the singlet ground state of the magnet may b&AGNETOELASTIC WAVES
conditional on a large value of the one-ion anisotropy
(OA).3*7 Another mechanism leading to a nonmagnetic

!or:ase t.""“jj? T}'gr:l be t.het pr(_aseacg ofba b|quadratt|c and located in an external magnetic fi¢i0X. The Hamil-
intéraction. in highly -anisotropic HeISenberg Magnets ,niapy of such a system can be written in the form
these two factors can act simultaneously, giving rise to pe-

culiarities of the ground state and features in the spectral
properties.

In addition to the indicated factors the spectral charac-
teristics of magnetgespecially in the neighborhood of orien- X(S$,Sh)2 — B9, (3(SH)2-S(S+1))
tational phase transitions the magnetoelati€) interac- n
tion has a large influendt

Let us consider a ferromagnetic crystal having biaxial
one-atom anisotropy and a biquadratic exchange interaction

1
H=—H§n) sﬁ—in {I(h—n")S,Sy +K(n—n’)

The study of the phase states and spectra of highly an- -B2Y, El{(s;)2+(s;)2}+ » sLs{]uij(n)
isotropic ferromagnets of both the Heisenberg and non- n n
Heisenberg types has been the subject of many pdpees A+
e.g., the review in Ref.)2 For example, in Ref. 3 the mag- J dr{ 5 EI Uﬁ+ nizj ui2j+)\§j Uii Ujj 1

non spectra in a highly anisotropic non-Heisenberg ferro-
magnet was investigated in the case of zero external mag- (1)
netic field. In Ref. 4 the same system was investigated b i i i —-n’

with allowance for the ME interaction. It was shown in thesé&&r:]e/;e:Felsﬂ;cgeHse[i);nobpeerréatgrz(? tb?;?ajfgﬂcnin)te?ggtmn con-
papers that those systems can have phase transitions Wikants, respectivel\85 andB3 are the OA constants; is the
respect to the material constants of the system. These trans$itE coupling constantsh and » are elastic moduli, and
tions occur along the magnon branch of excitations; they arg;;(n) are components of the elastic strain tensojj (
not reorientational but take place through a decrease in thex,y,z).

modulus of the magnetization vectbfaking the ME inter- The first term in(1) is the Zeeman interaction, the sec-
action into account leads to a narrowing of the existencend, third, and fourth terms describe the magnetic sub-

1063-777X/2000/26(11)/5/$20.00 822 © 2000 American Institute of Physics
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system, the fifth is the ME interaction, and the last term X2:4ﬁ2+[3§g +§2n+v(u§<§/>_u§g>)]2;

describes the elastic subsystem in the continuum approxima-

tion. W, (+)=cosé|+)+sin6|0); (4)
Without loss of generality we can assume tB3t>0,

since the half plan®3<0 is only a mirror reflection of the ¥, (0)=—sing|+)+cosd|0); W,(—)=|-),

other, with interchanged indices and y. For example, if

; : . where
B§<0, after rotating the coordinate system about tHea8is
by an angle ofr/2, we would obtain Hamiltoniatl) with 3B9,+ B2, + »(ul®—u?)
the substitutionB3— |B3|. Imposing an external field di- cos 20= ad :

rected along the X axis breaks the symmetry of the prob- X

lem, and therefore in the calculations below we shall make oH 1

use of the condition thaB3>0. sin20="—; |x)=—(|1)=|-1)),
In the most general case E(L) must be written in a X V2

rotationally invariant fornt® Rotational invariance leads to a

i i i i ran . . !
number of interesting effects, in particular, to the appearanc e spontaneous stramﬁo), which are determined from the

of a new mechanism of ME coupling which is directly due to o . L
- .~ condition that the free energy density be minimum, have the
the OA. However, for the spectral characteristics of massiv . )
roIIowmg form at low temperatures:

free samples the rotational invariance leads only to a renor-

0), |1), | —1) are the eigenfunctions of the opera& and

malization of the coefficients in the spectrum of ME wavks. (N + 1) v(n—N\)
. L . : 0_ _ Loy —— 27 7 G-
Rotational invariance becomes important in the study of Uy v Uyy S 6,
eyt i n(7+3\) 7(n+3\)
magnetic films, wires, or clamped samplé&Ve shall there-
fore ignore the rotational invariance when considering a o v(7—N\)
massive sample in this paper. ul=— mcos2 0.
To simplify the calculations we shall assume that the
magnetic ion has spig=1. We should mention that the eigenfunctiof#® are ob-
The OA and ME coupling can be taken into accounttained in general forngfor S=1) in Ref. 14.
exactly by using the technique of Hubbard operatbté? We use the eigenfunction@l) of the one-site Hamil-
constructed on a complete basis of one-ion states. tonian Hy as a basis for constructing the Hubbard

' Separating oqt the mean fiel®*) and the add?tional Operatorg,l?»xaﬂ’MENrH(M')><~1rn(|\/|)| describing the tran-
fields g5 (p=0,2) in the exchange part ¢f), we obtain the  tion of a magnetic ion from the stal@’ to the stateM. In
following expression for the one-site Hamiltoniaty(n): terms of the Hubbard operators the Hamilton{@h can be

Yy ~ ~ i i ut in the form
Ho(n)=—HS~BY,03,~ B2,0%,+ vSiShu;(n), (2 P

where Ho(n)=2] PyHy+2 PX7,
M @

— 1
H= H+2 J(n=n")=5K(n=n") |(S); whereHM=XMM are the diagonal Hubbard operators, and
are the root vectors.

~0 o 1 o The coupling of the spin operators with the Hubbard
Bon=Bant gz K(n—n")qzn; operators is determined in the standard way, and in the case

" under discussion it has the form
BZ,=B3,+ %2 K(n—n")a3,; Sy =(H, —Hp)sin 20+ (X, °+ X)) cos 20

o

+(X, T=X )sing+ (X, °— X% ) cose;
020=(O2n),  42,=(O%n);:
S =S ()
0%,=3(S})%-2; O§n=l{(3+)2+(5_)2}- 2ty 0- o y—0Ovai
' 25 n Sp=(X, +X, )cosd— (X, +X, )siné.

Solving the one-ion problen#yW (M)=Ey¥,(M) The dynamical properties of magnets have a number of
with the Hamiltonian(2), we obtain the eigenfunctions of the features in the neighborhood of the phase transition. It is well
one-site Hamiltonian and the energy levels of the magnetiknown that taking the ME interaction into account leads to

ion with allowance for the ME interaction: hybridization of the elementary excitations, and even though
B0_g2 04 4O the ME coupling is very weak, in the neighborhood of an
E =2 2. [,04 Uyy TUzz | X, orientational phase transition this parameter plays an impor-
- 2 xx 2 2’ tant role in the dynamics of the systémTo study this ques-
50_52 ©) 1 . (0) tion we write the §traci)n tensor 'in the form of two terms: the
g2 22 o, Uyy +Uz; X spontaneous stralm{j )(n), deflngd apove: and a .dynamllc
o2 XX 2 2’ termu((n), which describes lattice vibrations. This term is

~5 =0 ©) 4 (0) related to the phonon annihilaticicreatior) operatorsby
E_=B3— Byt v(uyy +Uz;); (3 x(b,,) by the well-known relatiot?
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i exp(ik-n) _ The functionsy!™)(a) are determined from the relation be-
Ui(jl):§ —m(bk,ﬁrbfkyx)(e;(k)kj tween the spin operators and the Hubbard operg®rs
kX [2mNow, (k)] Turning on the biquadratic interaction formally has the
+e§\(k)ki), effect of increasing the dimension of the vectofs) and

) o ) the matrixA,, in comparison with the case when only the
where ¢, (k) is the phonon polarization unit vectoh  Hejsenberg exchange is taken into account. The eight-
=I.t,7 is the polarization indexn is the mass of the mag- gimensionality of the vectors(«) is due to the fact that for
netic ion, N is the number of sites in the lattice),(k)  piquadratic exchange the number of linearly independent op-
=c,k is the dispersion relation for free phonons, andis  erators is equal to five, while in the case when both the
the velocity ofx-polarized sound. biquadratic and Heisenberg interactions are presém
Separating out in the one-site Hamiltonié?) the part  sirycture of the latter is determined by three independent spin

proportional tou”(n) and quantizing it in accordance with operatorsS,) it is necessary to use an eight-dimensional ba-
the formula given, we obtain a Hamiltonian describing pro-gjg.

cesses of conversion of magnons into phonons and back: The equation for the Green function has the form of

Larkin’s equationt® Solving it, we obtain the dispersion re-

Hy= >, % PuHM+ > PX21, (6) lation for the coupled ME waves:
n a
det 5 +x;; | =0; (8)
where
where
1 o
PM(a)zN_l/ZKE;\ (bk,x+bfk,;\)Tr'\1/'(“)(k,)\), Xij=Gg(wp)b(a)cij(a)

+ Bk, NN T 4K\ GG (wn)b(a)TA
with TM(®)(k \) being the transformation amplitudes. ( )T (kM) Gglen)bla)

It is well known that the spectrum of elementary excita- X (— k,)\’)Gg(wn)b(B)cij(a,ﬂ).
tions is determined by the poles of the Green function. TheHere
Green function for the system under study has the form
D)\(kiwn)

T 1-Quu Dy (Kwp)’

HereT is the Wick operator?(ﬁ(r) is the Hubbard operator Qv =T*(—kN)G(w)T kN )b(a);
in the Heisenberg representation, and the average is done
using the total Hamiltoniaft! =M+ Hy+ Ho. Cij(a,B)=ai(a,B)Aj;  aix=Ci(a)C(—B),
From here on we shall do the calculation in the mean b(a)=(aH);
field approximation, and we shall therefore need only the
“transverse” part of the exchange Hamiltonian, which canDx(K,®5)= (2w, (k))/(w;~ w}(k)) is the Green function of

G (n,1;n’,7') = —(TXA(1)X%, (7). BO(k,\,\')

be written in the form a free \-polarized phonon, anG§(w)={w+(a-E)} 1 is
L the zeroth Green function. Equati@8) is valid at arbitrary
_ A a temperatures and for arbitrary relationships among the mate-
Hing=— = > {c(a)Aqnc(B)}XEXE, | .
int 2%“ {e(@)Anw CLBIXR X, rial constants.
ap
where the eight-dimensional vectof«) has the following 3. SPECTRA OF COUPLED MAGNETOELASTIC WAVES
components: AND THE PHASE DIAGRAMS OF A BIAXIAL FERROMAGNET
c(a@) :{7,“1(&), yi(a),yi*(— a),yg(a),ﬁ(a), ¥5* Let us analyze Eq8) for different relationships between
. the constants of the Heisenberg and biquadratic exchange
X(—a),y3(a),y3* (- a)}, (Jo>K, and Jo<K,). To simplify the calculations we re-

strict discussion to the low-temperature ca$e<(T, where
Tc is the Curie temperature

We consider the most interesting case, when the direc-
tion of the wave vector coincides with the direction of the
external field k[|0X). In this geometry the nonzero compo-
0 O nents of the polarization unit vector agg, ef, ande’, and
0 12|, the nonzero transformation amplitudes have the form

while the 8<8 matrixAnn, decomposes into a direct sum of
two matrices:

A —AB) LA,
Annr =AL OA

O RTINS
A J(n—n") 2K(n n’)

nn’

0O O 1/2 exp(ik-n)
To(k,\)= —————.
0 0 12 o0 (2ma, (k))*2

1
0
14
0 12 0 T—+(k1t):-|-+*(k,t):iETO(k,t)etZkSine,
10 0 0 O
14
 knenn| 0 0 w2 00 T (k)=-T""(k7)=5To(kr)etkcoss, (9
&G 710 12 0 0 0], (7)
nn 2
0 0
0
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As was shown in Refs. 3 and 4, in the absence of exteref the material constanB5, B5>0, K, andJ,, since turn-
nal field, four phases can be realized in the system: twdng on the magnetic field gives rise to a nonzero magnetic
magnetic(the FM, phase with(S)||0X, and the FM phase, moment in the system, i.e., the appearance of quadrupolar—

with (S)||0Z), and two quadrupolar. ferromagnetic QFM phase (S)—1 for H—x). For H
ForH#0 (H is large, higher than a certalth;), analysis <H, the system undergoes a transition to a canted QFM
of the order parameters of the system phase, in which botkiS*) and(S?) components of the mag-
3 netization vector exist simultaneously. The transition field
(S)=sin26; 9=(0%)= 5(1+cos 20)—2; H. is determined from the spectra of coupled ME waves. To

determine it, we use the dispersion relation foeH,, i.e.,
1 we assume that the system is found in the QFitlase, near
q5=(03)= 5(1+cos2p) the line of the QFN—QFM,, phase transition.
In this case Eq(8) “decouples” with respect to polar-
shows that the quadrupolar phases cannot exist at any valugstions, and its solutions have the following form:

w1 (K)=w(K);  w(K)~w.(k); (k)=

ao[E, - +J(k)—(J(k)—K(k))cos 20]wt2(k)(1—cose)
; (10
(E4_J(k))2—(I(k)—K(k))?>cog 26

e5(K) =[E, - +3(K)]*~[I(k)—K(k)]? cos 20—

[E+ - +JI(k)—(I(k)—K(k))cos 20]ag(1—cos 20) |

2(K)=w?(k){1
w3(K)=wi(k)| 1+ (E. _+J(K)2—(3(k)—K(K))>cog 26

where {=1{[3(B5—B3)+2(Jy—Ko—ao)]?
Ko X +16(3B3—B3)(Jo— Ko—ag)}*2

Thus forH=H_ in the long-wavelength limit¢k?<a,) the
quasiphonon spectrum ‘“softens,” while the quasimagnon
spectrum exhibits a ME gap given by

2(0)
= \ag(1—cos 20,)[ao(1—cos 20,) + 2(Jg— K)cos 26,].

It follows from the solutiong10) of the dispersion rela-
tion that thel- and 7-polarized phonons do not interact with
the magnetic subsystem; the high-frequency magnon brandfiere
£1(k) likewise does not interact with the elastic subsystem.

The low-frequency quasimagnon braneh(k) and the cos 20.=C0S 20y_yy =
t-polarized sound wavéhe quasiphonon branahg(k)) in- ¢ 4(Jo—Ko—a)
teract with each other, forming a hybridized ME wave. The modulus of the magnetization vector fér=H, is equal

It should be noted that in the given geometry, a decreasg
of the magnetic field to the valud. is accompanied by a
decrease in the modulus of the magnetization vector to the (S9H=n= V1—cos 26_.

value(S9y- . ForH=Hc the system undergoes a transi- 1,5 the QFM-QFM, , phase transition occurs through
tion to the QFM, phase, while foH =0 the componentS®)  a decrease in the modulus of the magnetization vector, i.e., it
goes to zero, and the system undergoes a transition to the not reorientational with respect to the vector order param-
FM, phase’* We interpret the fieldH as the field of a phase eter. However, at the phase transition point the soft mode is
transition; it is determined from the condition of “soften- g t-polarized quasiphonon mode, as is typical for reorienta-
ing” of the spectrum oft-polarized quasiphonons. Here the tional phase transitiorfsConsequently, the reorientation in

3(B3-B2)—2(Jp—Ko—ag)+¢

quasiphonon spectrum has the form this case reduces to a rotation of the principal axes of the
) quadrupole moment tensor. Behavior of this kind has been
2 2 ak+H-H, observed in the system under discussion,Hoet 0 andK,
w3(k) = wf(k :
ak?+H—Hg+a, >Jo (Ref. 4.
The phase diagram in the variables

B2 BY H
Jo=Ko" Jo=Ko" Jo— Ko’

transition field is

where a=JyR3, with R, the interaction radius. The phase (

0_R2 12
Ho— 332_52[5_ B2-3B%- 2(Jy—Ko—ag)] corresponds to the situation considered, which is illustrated
¢ 2 2 w72 0 7o <o ’ in Fig. 1. The figure shows a few cross sections of the phase
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the magnetization compone8”) does not arise for any
H/ (Jo-Ko) values of the magnetic field. Thus f&,>J, andH+#0 the
system is found in the QFMphase and does not undergo a
phase transition.

*E-mail: man@expl.cris.crimea.ua
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The contribution of the electron band of the semimetal to the differential conductance of a
metal—insulator—semimetal tunnel junction is found. It is established that the tunneling
conductance depends substantially on the barrier parameters. The conductance curve exhibits a
convexity with a maximum that in general does not correspond to the edges of the band

or to a saddle point of the band, as has been proposed previously. It is shown that the band
structure is well resolved in the second derivative of the current with respect to the
voltage,d?l/dV?. © 2000 American Institute of Physid$$1063-777X00)00811-7

Back in the 1960s it was firmly established experimen-where ¢, and ¢, are the barrier heightg] is the barrier
tally that the band structure of semiconductors and semimethickness, and is the coordinate perpendicular to the plane
als are reflected in the tunneling characteristicsSubse-  of the tunnel junction. In the WKB approximation the trans-
quently attempts were made to develop a method oparency of such a barrier can be determined from the
investigating the band structure of solids on the basis oformuld®
these experiments?® If successful, such a method would §
permit one to study not only the bands directly adjacent to p:exp( _zf |k§(z)|dz), (2)
the Fermi level, as is the case for methods based on the de 0
Haas—van Alphen, Shubnikov—de Haas, and cyclotron reso- x .
nance methods, but also to obtain information about tht\e'\/here'(Z Is the wa_ve-\_/ector (_:omponent perpendicular to the
bands lying considerable distances away from it. Howeverpla”e .Of the barrier n the insulator. We assume that the
the results presented by different groups had disagreeme Lénnelmg has an elastic and specular .characterlstlc, i.e., that
far in excess of the experimental error limits. For this reaso € total energy = Ez+.E|| of thg tunneling electron and the
it was not possible to develop reliable rules for relating th arallel component of its quasimomentiipare conserved.

features of the tunneling characteristics with the singularn gﬁc gi::"el uﬁg;n?heggrrgs;diﬁé:: T\,ﬂ??f ntznoefr;TenI;lt— be
points of the band structure. As a result, research activity in nserve dgy ’

this area fell off substantially, and at present there is hardI)(/:O .

. The formula for the tunneling current &=0 K has the
any attempt to use the tunneling effect to study the ban%rm9
structure of new materials such as metal-oxide compounds,
for example. This is largely because of a lack of a suitable 2e
theory that would permit calculating the contribution of an ~ J(V)= Ff dEf f P(E;,V)dk, dky, (©)
individual band to the total tunneling curreht.

In the present paper we propose a model approach to thehere the integration is over the area of overlap of the pro-
analysis of electron tunneling in metal—insulator—semimetajections of the constant-energy surfaces of the electrons on
junctions. We assume that the metallic electrode is an ordithe plane of the junction. Since in this paper we are primarily
nary Fermi metal with a quadratic dispersion relation, whileinterested in band effects in the semimetal, we shall assume
the counterelectrode is a hypothetical multiband semimetahat its constant-energy projection lies completely inside the
with a cubic crystal lattice. To describe the insulating layerprojection of the metallic electrode.
we use a trapezoidal model, according to which the applica- In that case, for finding the tunneling current it is suffi-
tion of a voltageV causes the shape of the potential barrier tocient to know only the “transverse” density of stathi¢E)
change according to the laiig. 1) of the semimetal:

2e
B(2V)= o1+ (9~ €V=p1)2/d, w V=5 e[ PE-EviNE e, @

1063-777X/2000/26(11)/4/$20.00 827 © 2000 American Institute of Physics
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A A where Aj=42m*d/3%, m* is the effective mass of an
electron in the conduction band of the insulator, ahdand
¢, are the barrier heights measured from the bottom of the
ry (P band.

2 d) Let us consider the simplest case, when, in addition to
(P1 5 the conduction band, the semimetal has a completely filled

electron band that does not cross with it in enefgge Fig.

d) 1). We assume that the position of the Fermi level is such
that the Fermi surface does not touch the boundaries of the

// // Brillouin zone, i.e.,Eg<4A;. As necessary the proposed
Er / / scheme can easily be generalized to any number of arbi-
E /1 /1 trarily located bands. Let a bias voltayyebe applied to the
¢ // junction, shifting the Fermi level of the semimetal upward
relative to the Fermi level of the opposite metal electrode.
The contribution to the tunneling current from the conduc-
//. tion band in this case can be found from the formula
E, /
/ 2e (Eg E
. . . - hﬂ”:‘—f dEf P(E;,V)dE;, eV<Eg,
FIG. 1. Energy diagram of a metal—insulator—semimetal tunnel junction h Ep—eV 0
with a two-band semimetal. (8)

In the tight-binding approximation the dispersion of the
nth band is given by the expression

En(k)=E,—2A,[cogak,)+cogak,) +cogak,) ], (5

wherea is the lattice constant. The width of such a band is S

E,=12A, and the distance from the bottom of the band toAll of the energies in this formula are measured from the
the saddle point i€=4A. The electronic density of states bottom of the conduction ban@nd, henceforth, all energies
was calculated by the following procedure: the agan-  Will be measured from the bottom of the band whose contri-
compassed by the constant-energy cufigk,k,)=4A bution is being determined at the tilnso that the heights of
—2A[ cosfk) +cos@k)] was multiplied by 2(to take into  the tunnel barrier for the conduction band a#g=¢;
account the spin degeneraand differentiated with respect +Er, ¢2=¢>+Eg (for a completely filled band the barrier

2e (Er E
Jl(v):FJ dEJ P(EH,V)dE”, eV>EF
0 0

to Ey: heights ared,= ¢, +Ey+Ey, and ¢,= ¢, +Eg+Ey, where
E, is the distance from the Fermi level to the upper edge of
N(E,)= i E ©) the bangl. Differentiating, we obtain an analytical expression
VY og2 dE)” for the contribution to the tunneling conductance from the
Fermi band:

As we have said, in general the parallel component of the
energy is not conserved, and the relation between its value
Ej in the semimetal and its vald:‘q"c in the insulator can be
rather complicated. Here, however, we shall assume for sim-
plicity that the relationE} (k') is given by Eq.(5) and,
hence,Eﬁ* =aE|, which is valid if the insulator layer is a
cubic crystal with the same lattice constanibut a different i jEF_eVN(E )P(Eg—eV— a,E, ,V)dE
parameterA*, so thata=A*/A. This approach is justified 0 : F e gk
by the fact that we are interested in the manifestation of band

2e| (Er E
o1(V)=— f dEf N(E)P'(E—a4E;,V)dE
hlJe—ev Jo

effects for the semimetal and not for the insulator layer. As- eV<Ee,
suming that the effective mass approximation is valid in the ©
z direction in the insulator, we write the integrand(R) as
E E
K2 (@)| = (d(2) ~EF = V2 {92 E+ aEl, (V)= %U “ae [ N(E|)P’(E—a1E)dE},
and after integration we obtain 0 0
P(V,E~E)) eV=Ee

_Ad
=expl ————— (pr—eV— ¢, — E+aE*)3
p{fﬁz—eV— by 7 ' : wherea;=A*/A,, and the derivative of the penetrability of
the tunnel barrier with respect to the voltag®’ (E

—(¢pr—p—E+ aE)3, (7) —kEﬁ‘ ,V), can be calculated analytically:
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eAy (¢o— 31— eV+2E)(p,—eV+EF) 2+ 2(p,—EX)3?
2 (p—eV—¢y)*
The contribution to the tunneling current from an electron band lying a distaptelBw the Fermi level is given by
Jo(V)=0, eV<Ey,

P'(E; V)=

P(E; V). (10

2e [ (3Es 2E,
h\Jses+e,—ev  JE-E

2e s 2Eg 2Eg E
= —(f dEf P(E—a,E, ,V)N(Eu)dEu“Lf dEf P(E—azE,VIN(E)dE,],
h\J2e ~Eq 3Eg+E,—eV

E-Eg
EstEg<eV<2E +Egy,
28 3Es ZES E
_< f dEJ P(E_Cl’zE”,V)N(EH)dE”'i‘f dEJ' P(E_CYZE”)N(EH)dEH
h 2Eg Eg E—-Eg
ES
+f f P(E—ayE;,V)N(E))dE;|, 2Es+E;<eV<3Es+Egy,
3Eg+Eg—eV
2e 2B E
Jo(V) _F< P(E—a2E||,V)N(E”)dE”+JE dEf . P(E— a,E|)N(E,)dE,
s ~Es
Es E
+f dEf P(E— asE, ,V)N(E)dE), 3E;+E4<eV, (11
0 0
|
wherea,=A*/A,. the following parameters: Fermi enerdg:=0.27 eV; A,
Differentiating Eq.(11) with respect tov, we find ana- =75 meV; distance between the Fermi level and the upper

lytical expressions for the contribution from the electronedge of the electron barte;=0.4 eV; width of the electron
band to the tunneling conductance; they are rather awkwartdand E,,=12A,=0.15 eV; cubic lattice constamt=2.5 A.
and will not be given here. The total tunneling current andThe potential barrier heights; and ¢, were assumed equal
the total conductance are equal to the sums of the contribue 1.2 eV, and the thicknesses were varied: &#rvel), 12
tions from the individual bands of the semimetd{V) A (curve2), 14 A (curve3), 16 A (curve4), 20 A (curveb).
=J31(V)+35(V) and o(V)=01(V)+0,(V). In Fig. 2 we  Up to eV=E only the electrons of the conduction band
present the results of a calculation of the tunneling conduceontribute to the tunneling conductance. As expected, the
tance for a tunnel junction whose semimetal electrode hagerm o(V) falls off with increasing voltage as a conse-
guence of the small value dEg in comparison with the
height of the tunnel barrier. A similar result was obtained for
a small group of free carriers in Ref. 10. Thus the first mini-
mum on the curve of the tunneling conductance corresponds
to the value of the Fermi energy. The authors of Ref. 3, from
a comparison of the tunneling spectra with the optical ab-
sorption and transmission spectra came to the conclusion that
the maximum of the differential conductance corresponds to
the band edge. In Ref. 5 it was asserted that the maximum of
the tunneling conductance corresponds to a saddle point,
which in our case is located atVs,qq¢= Eq+8A,. Calcula-
tions show that, strictly speaking, the maximum of the con-
tribution to the tunneling conductance from the electron band
coincides with neither the edges of the electron band nor

T R E S WS with the saddle point. As can be seen in Fig. 3, the singular
0 200 400 600 800 1000 points of the band structure are well resolved ondfiddV?

V, mv curve obtained by numerical differentiation of(\VV). The

FIG. 2. Calculated curves of the differential conductamoeersus voltagey ~ P€ginning and end of the band are manifested as steplike
for a metal—insulator—semimetal tunnel junction with a two-band semi-jumps upward and downward at the voltage¢=E, and
"3‘9“31'6“; d'fzfgresm ﬁ'ﬁknﬁssﬁ Offt:f '”Su'tator '?S‘Hfmt 8t(1)| t1>2(2) 14 eV=E4+12A,, respectively. The curve has a sharp maxi-
(=)<pz=1(.2)ev. 'IEh)e pa:am:;grs (())f theeh';?pco?r?egtzjc;rsi?n?r?]le?al v?trerrlzrgfsumemum ate\_/: Eg,—’T4A2 and a §harp minimum agV= EQ .
to have the valuea=2.5 A, A;=75 meV,E; = 0.27 meVA,=125mev, T 8Az, Which divide the band into three equal parts. As is
andE4=0.4 meV. seen in Fig. 2, the character of the manifestation of the band

c(V)/c(0)




830 Low Temp. Phys. 26 (11), November 2000 Khachaturov et al.

sured tunneling characteristi€s! The insulator layer has
been and still remains the least studied and most poorly con-
trollable element of a tunnel junction, and it is not surprising
that it is the main factor hindering the study of the band
structure. We believe that the proposed model offers hope of
circumventing this difficulty. It opens up some factually
grounded possibilities for detailed experimental study of the
tunneling characteristics of semimetals and a subsequent re-
construction of the band structure.
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The nonlinear response of a metallic film to the self-magnetic field of an ac transport current is
investigated theoretically. The nonlinearity is due to a magnetodynamic mechanism which

derives from the influence of the magnetic field of the current on the dynamics of the conduction
electrons and is most typical for pure metals at low temperatures. The nonlinearity leads to

a dependence of the surface impedance on the amplitude of the ac current. It is shown that the real
part of the surface impedance, which is responsible for the Joule losses, has a smooth

maximum as a function of the amplitude. The imaginary part of the surface impedance is also a
nonmonotonic function of the amplitude and has a minimum.2@0 American Institute

of Physics[S1063-777X00)00911-7

1. INTRODUCTION equal to zero, while at the boundaries it takes on values
which are equal in magnitude and opposite in sign. This
It is known that pure metals at low temperatures have &jgn-varying distribution of the magnetic field gives rise to
number of peculiar nonlinear properties. The nonlinearity isparticles of a new type in terms of the character of their
due to the influence of the magnetic component of the wavenotion — trapped particles, whose trajectories wind around
or the self-magnetic field of the transport current on the dy+the plane of alternation of the sign of the magnetic field of
namics of the current carriers in the metal and, consequentlyhe current. We assume that the magnitude of the current is
on the conductivity of the sample. This nonlinearity mecha-such that the characteristic radius of curvat®@) of the

nism is called magnetodynamic. The phenomena derivinglectron trajectories in the self-field(1) of the current is
from this mechanism have been the subject of a number afuch larger than the thickness of the film:

publications(see, e.g., the reviev and the references cited 1
therein. An example of these phenomena is the generation d<R(1). R(l)=cpg/eH(1)=I @

of the so-called current state— a peculiar hysteretic recti- (—e and pg are the charge and Fermi momentum of the
fication effect for radio-frequency current and the excitationelectron, andc is the speed of light in vacuumThen the

of the intrinsic magnetic moment of the samplehe effects  relative number of trapped electrons, which is equal in order
of magnetodynamic nonlinearity are clearly manifested inof magnitude to the angled(R)? of their approach to this
thin samples having a thicknedghat is much smaller than plane, is small. However, these particles do not suffer colli-
the mean free pathof the current carriersd<I. sions with the boundaries of the sample and interact with the

It was shown in Ref. 4 that the magnetodynamic mechaac field in the metal over the whole length of the mean free
nism leads to an increase in the static conductivity of a metapath|. According to the concept of ineffectivenesy’ their
film and, hence, to a deviation of the current-voltdgeV/)  conductivity o, can be estimated as follows:
characteristic from Ohm’s law to the side of lower resistance. 12, 12
The interaction of an external low-frequency electromagnetic 7t o(d/R)™el 75, 2
wave, with a dc transport current flowing along a metal film,where o is the conductivity of a massive sample. At the
was analyzed in Ref. 5. It was found that the interactionsame time, under conditions of diffuse reflection of electrons
arising as a result of the magnetodynamic nonlinearity leadfrom the surface of the sample the so-called “fly-through”
to unusual nonanalytic behavior of the electric field on theparticles, which collide with the boundaries of the film, have
surface of the metal and to a peculiar sort of amplificationa conductivity of the order ofy(d/l). From this we see that
effect for an electromagnetic signal in comparison with thethere exists a high-current regime in which the equation
signal in the absence of current.

In this paper we present a theoretical analysis of the [dR()]*<1 )
situation in which a low-frequency ac transport currggt) holds and the principal contribution to the conductivity is
is flowing along a film. As was shown in Ref. 4, the main given by the trapped group of electrons. This causes a devia-
features of the nonlinear response of the film in the presencion of the -V characteristic from Ohm’s law and leads to a
of a high transport current are due to the fact that the selfsquare-root dependence of the voltage on the current.
magnetic field of the current is distributed antisymmetricallylnequality (3) means that the characteristic arc length of the
over the thickness of the sample. In the center of the film it igrajectory of a trapped electron is much smaller than the

1063-777X/2000/26(11)/7/$20.00 831 © 2000 American Institute of Physics
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AX 1). They axis is chosen collinear with the current, and the
axis is chosen parallel to the magnetic field vedt{x,t).
The dimensions of the film along theandz axes  andD,

zZ® d/2 -H{) respectively are assumed to be much larger than the thick-

nessd.
/\ 0 I _

In this geometry Maxwell's equations have the form
) GH(x,t) 4m JE(xt) 1 aH(xt)
¥ \/ v N x o a
2
3/>< Herej(x,t) andE(x,t) are they components of the current

<

<y

X Z?J(X.t).

—d/2 HQ@) density and electric field. Equati@B) must be solved jointly
with the boundary conditions
H(xd/2,t)==F2mI(t)/cD=+H(t). (6)
FIG. 1. Geometry of the problem: trajectories of the fly-throlgh trapped We are interested in the quasistatic case, when the fre-
(2), and surface3) electrons. quencyw of the wave is much less than the relaxation fre-

quencyv of the charge carriergy<v.

In addition, we assume that the characteristic radius of

mean free path, and the electron, before scattering, is able {q,rvature of the electron trajectori®x,t) is much greater
complete many oscillations about the plane on which thgnan the film thickness:

magnetic field changes sigkig. 1).
If an alternating current is flowing along the film, then d<R(x,t), R(X,H)=cpr/e[H(x,1)]. @)
the conductivity of the sample can change appreciably over
the period of the current oscillations. This is because there is
a regime of strong nonlinearity at high currents due to they \,AIN GROUPS OF CURRENT CARRIERS. THE |-V
dominant contribution of the trapped particles. In this paper-yaRACTERISTIC OF THE FILM
we investigate theoretically the time dependence of the volt-
age in a film carrying a transport current consisting of a dc  Let us consider the dynamics of electrons in a magnetic
component and a low-frequency ac component and satisfyintield H(x,t) that is sign-varying in space. The gauge of the
conditions (1) and (3). Here the dc component pushes thevector potential is conveniently chosen in the form
system into the nonlinear regime, and the ac component gov- «
erns the dynamic response. We will show that the nonlinear- ~ A(x,t)={0,A(x,t), 0}, A(x,t)=J dx'H(x,t). (8)
ity leads to nonmonotonic dependences of the real and 0
imaginary parts of the surface impedance on the amplitude ofhe integrals of motion of an electron in a nonuniform mag-
the ac component of the current on account of the emergenggtic field H(x,t) are the total energyequal to the Fermi
of the I-V characteristic onto a nonlinear segment. At largeanergy and the generalized momenta,=mv, and Py
values of the dc component of the current the real part of the mu,—eA(x,t)/c (m is the mass of the electrarThe elec-
surface impedance, which is responsible for the Joule lossegon trajectory in a plane perpendicular to the magnetic field

has a smooth maximum as a function of the amplitude of thgs determined by the velocities,(x,t) and vy(x,t). For a
ac offset, this maximum falling at values of the amplitude Fermj sphere of radiups=mV we have

close to the value of the dc component of the current. As the 2 ouap N
value of the dc component is decreased, the curve becomes [Vx(XD[=(@I=v)" v, =(v*~v))™
more complicated, and a minimum appears on it in addition _
to the maximum. The imaginary part of the surface imped- vy D=[pyt A b/cl/m.
ance has one minimum as a function of the amplitude of thdhe classically accessible regions of the electron motion
ac current; this minimum varies slightly as the dc componenglong thex axis are found from the inequalities
is decreased and lies in the same region of amplitude values
as the maximum of the real part. In this paper we also obtain
asymptotic expressions describing the different stages of th@hich ensure that the radicand in the expressiorufglx,t)|
emergence onto the nonlinear |-V characteristic. in (9) is positive.
Figure 2 shows the domains of motion of electrons in the
plane of the variablesx(py). For specificity we have chosen
a point in time when the total currehft) through the sample
Let us consider a metal film carrying an ac currft) is positive. The upper boundary on the phase plane is de-
which is the sum of a dc component and a harmonicallyscribed by the curvep,=mv, —eA(x,t)/c, and the lower
alternating component: boundary by the curve,=—mv, —eA(x,t)/c. Itis seen in
Fig. 2 that, according to the character of the motion, the
electrons are divided into several groups, depending on the
We introduce a coordinate system whosexis is di-  magnitude and sign of the integral of the motipp.
rected along the normal to the boundaries of the film. The 1) Fly-through electronsThe existence region of these
planex=0 corresponds to the center of the samglee Fig. electrons is delimited by the inequalities

©)

—py—my, seAx,t)/cs—p,+mo, (10

2. STATEMENT OF THE PROBLEM

[(t)=1y+1, coswt. (4)
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? P Boltzmann transport equation. The transport equation is lin-
y earized in the electric field&E(x,t), which is the sum of a

uniform potential componery(t) and a nonuniform sole-
I noidal componeng&(x,t):

v E(x,t)=Eo(t) + E(X,1),
! 1[dA(Xt)  GA(t)
E(X,t)Z—E . at ) (15)
-d/2 0 d/2 > -
X The quantityA(t) is the vector potential averaged over the

thickness of the sample:

. _ 1 (dr
y A(t)= —f A(x',t)ydx'. (16)
dJ-ae

\y The nonlinearity in the problem is due to the nonuniform

of the magnetic field of the currer(x,t), which appears in
the Lorentz force. We consider a range of low frequencies
FIG. 2. Phase planep(,x), showing the existence regions of the fly- Tor \_Nh'Ch the f|r_St term |r(1_5) IS dommant(the corre_spond—
through(l), trapped(ll), and surfacélil) particles. ing inequality will be given in the ConclusionFor this case
(i.e., the case of a quasi-uniform electric fiellde asymptotic
expressions for the current density under conditi(8)sand

py =—mu, —eA(d/2t)sgnl(t)/c<p,sgnl(t)<mo, . (7) can be taken from Ref. 4:
11 .
. _( : Jn=onEo(1), (17
The fly-through electrons undergo collisions with both
boundaries of the film. By virtue of conditiofY), their tra- 3 d R(1) CPr
jectories are hardly curved by the magnetic field of the cur- ~ oa()=g ooy In—= R()= :
rent. e[H(1)]
2) Trapped electronsThese exist in the region jv=0yEo(t), (18
—mo,; <p,sgnl(t)< p;f ) (12 36,12 o 12
i i i i i oy(t) = ———0o| — |A(X,t) —A(d/2
Their trajectories are nearly flat oscillatory curves that wind w(t) sr2(1/a) ° CIOF| (x,t) —A(d/2}t)]

around the plang=0 at which the sign of the magnetic field
changes. The period of these oscillations & ¥vhereT is  These formulas clearly go over to the results of Ref. 4 in the

given by the relation limit o—0. These asymptotic expressiofk7) and (18)
oo d must be substituted into Maxwell's equatiof®. We intro-
:j 2 _X_ (13  duce a dimensionless coordinate and a dimensionless vector
x1(0) [ (X,1)] potential:
The boundaries of the integration region are the turning  £=2x/d, a(¢,t)=A(x,t)/A(d/2,t). (19
points of the particlgx;(t) <O<x,(t) = —x4(t)], which are )
the roots of the equation The equation for(¢,t) has the form
eA(Xyo,t)/c=—mu, —py. (14 JPa(ét
b2 o _ (E nl () =u{r[1-a(&,0]22+ 1}. (20)
3) Surface electronsThe particles of this group undergo 9E?

collisions with only one of the boundaries of the film. It can ) . . , .
be shown that for diffuse reflection of electrons by the The quantityr appearing in20) is the ratio of the maximum

boundaries, their contribution to the conductivity of the valug ,Of the conductivity of thq trapped carriers to the con-
metal determines an unimportant constant of the order o‘#UCt'V'ty of the fly-through particles:

unity in the argument of the logarithm in the asymptotic 172 1/2

) o oy (0) 967 | B
expression for the conductivity of the fly-through electrons. = =— —|—1A(d/2,1) In"Y(R/d),
These surface electrons will not be taken into account on  5I'%(1/4) d|CPr
further. (21)

The description of the electron groups given here isand the parameteu is related to the voltage across the
analogous to that given in Ref. 5. The difference is that insagmple U=E,L, as

our case the plane at which the magnetic field changes sign
exists at all times and coincides with the center of the Umoqd?
sample. Because of this, the boundaries of the existence re- Y= m
gions of the electron groups are changed. ’

To calculate the current density of the fly-through and  The boundary conditions on E(R0) are the dimension-
trapped particles we employ the standard method using thiess forms of relation$):

(22
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gal  d H()
IE i 2 A(d2,1)
Ja _d H(t) 1f=1 23
GE|,__ 2A(d2D" a(lp=1.

5:_

The last, additional condition if23) is a consequence of the
normalization(19) of the vector potential.
The boundary-value probleli20), (23) is largely analo-

Derev'anko et al.

pathl. It is also convenient to introduce a characteristic cur-

rentT corresponding to the magnetic fiehtl. According to
Eq. (7),

T cDH

27
Strictly speaking, relationg26) and (27) describe the
current—voltage characteristic only in the region of high cur-

rents, where the conditiohl(t)>H [i.e., condition(3)] is

(29

gous to that considered in Ref. 5. The differences are that th?atisﬁed. However, an analysis shows that the expressions

magnetic fieldH,+ H,coswt at the surface of the film is due
to the alternating self-field of the currefgee Eqgs(4) and
(6)] and not to the harmonic field of the incident wave. The

obtained are always good interpolating formulas, even when
condition (3) is not met.

sign-varying nature of the time dependence of the current i} 5 ,rEACE IMPEDANCE OF A EILM IN THE UNIFORM

the film is taken into account in Eq20) by the factor

APPROXIMATION

sgr (t). In addition, as we have said, the plane at which the

sign of the magnetic field changes is fixed and at all time

coincides with the center of the sample.

The solution of the boundary-value problg20) is an
even function of the dimensionless coordinatend is given
by the formula

t

= ° )MJa@’ de1- (1- )%+ 3gfar] 2
|€|= Zrusgni))  Jo q1-(1-9) gl2r]= -
(24)
Although one cannot use E(R4) to obtain the explicit form
of the functiona(é,t), one can determine the average value
of the conductivity of the trapped electrons over the thick-
ness of the sample:

Or

_:r

fldz(l—z>1’2[1—(1—5)3’2+3§/2r]‘1’2
0

1

X Jldg[l—(l—§)3/2+3§/2r]‘1’2 _. (25)
0

To determine the voltage), we integrate both sides of Eq.
(20) over ¢ from —1 to 1 with allowance for the boundary
conditions (23). After using formula(22) and doing some
simple manipulations, we obtain

cL H(t)
2mdog(t) 1+ oyloy

U(t)= (26)
The ratio of the conductivitieEtr/aﬂ depends on the param-
eterr [see EQ.(25)]. Using Eqg.(22) and the relation21)
betweenA(d/2,t) andr, from the first boundary condition
(23) with the use of(24) we arrive at an algebraic equation
forr:

2(1+2r/3) I(t)(H(t) U (27
r r/3)=sgn = .
J H |/ Uln3(R/d)
Here we have introduced the notation
~  257%5/4) cped  —  4clLH
o2 G eped g . 29
97 el? 3moyd?

As we said in the previous Section, in this paper we
investigate the case of low frequencies, when the potential
termEg(t) is dominant in expressiofl5). In this Section we
shall find the surface impedance of a film in the leading
(homogeneoysapproximation, in which the nonuniform so-
lenoidal contribution€ in (15) is zero. To calculate the sur-
face impedance one must know the time dependence of the
electric field at the surface of the film. In the case under
study, the electric field in the film is uniform and contains
only the potential componeikiy(t), which is uniquely deter-
mined by the voltagd®) across the sample. In turn, the time
dependence of the voltadéor a specified time dependence
of the total current(t)] is given by formulag26) and(27).
Thus with the aid of expressiorf&6) and(27) one can find

the surface impedance of the film as the ratio of the Fourier
harmonic of the electric and magnetic fields at the surface of
the metal:

_4’77 EO,w
© ¢ H,"
Going over from the fields to the voltage and current with the
use of relation(6), we obtain
DU,
(e

Z,=2

w

(30

whereU , andl, are the Fourier harmonics of the voltage

and current:
27l w 27w .
f d f dtl(t)e't.
0 0
(31

We see from formulag4), (26), and (27) that the voltage
depends on time only through aats Therefore the surface
impedance is real-valued:

4o D 1 (7o
R:

w

w

“2m

w

Uw w:E

tu(t)e'“t, |

U(t)coswt dt. (32

7TL|10

Figure 3 gives the result of a numerical calculation of the
dependence of the surface impedance on the dimensionless

amplitude of the ac component of the curreht/T. The

The physical meaning of the quantities introduced consists ifmpedance is given in units of

the fact that at such values of the magnetic field and voltag
the characteristic arc lengtiiR@)Y/? of the trajectories of the

trapped electrons becomes of the same order as the mean free

e
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0.090 lo/T=1. At small values of the amplitudg~1,~1 one can
discern a slightly nonlinear segment of the 1-V characteris-
0.085 tic. The parametew /oy, which determines the relative
‘E 0.080 contribution to the conductivity from trapped and fly-through
0:3 ' electrons, turns out to be of the order of unity in this case
0.075 (unlike the situation in Fig. 3a, which corresponds to
oylog>1). At relatively large values of the amplitude,
0.070 >1,, as in the case of a strong dc offset, the impedance
0 1(')0 2(')0 3(')0 460 begins to fall off on account of the emergence on the non-
> linear part, but for all amplitudes smaller than or of the order
Li/1 of 1y, the contribution of the trapped electrons becomes
C small, and the nonlinearity is weak. In this case, as is seen in
0.964 b Fig. 3b, theR(I,) curve will have a minimum in addition to
' the maximum. As in the cask>1, the relative scale of
IE ™ changes in the impedance is small.
’Is 0.260F Equations(26) and (27) can be used to obtain useful
| asymptotic expressions for the voltagét), the nonlinearity
0.256L parameterr (t), anol~ the impedanc®,(l,) for the case of
0 '2 zll é é 1'0 large currents(t)>1. Expanding the 1-V characteristi26)
I,/ I in a series in powers dffI(t) with the use of25) and(27),
we get
FIG. 3. Dependence of the real p&f, of the surfa~ce impedance on the ||(t)/T|1/2
amplitudel ; of the ac component of the current figy/1 =100(a) and 1(b). I
U(t)/U sgr[l(t)]—(:%bilz)l/2 0(1), (33
. . |1(t)/1| 2012
Figure 3a illustrates the case when the dc component of the (t)=—"—__= 1 0(1), (34)
current is rather IargelolT=1OC>1, and the regime of In(R/d)
strong nonlinearity arises right from the start. The nonmono- o T
. . T (7/6)
tonic dependence of the impedance in this situation can be p,= (35)

explained as follows. If the amplitude of the ac comporignt Ja T'(213)
of the current is small compared with the dc offsgt then
the total current is not very different froig at any time in
the oscillation period. Therefore, the system will at all times
be found in the highly nonlinear regime, when the total cur- ~ ) - _
rent is large and the radius of curvatureof the electron (11>10) or comparatively smalllg<lo). In the first case
trajectories is so small that inequalitg) holds. Under these the impedance has the asymptotic behavior

The asymptotic behavia33), (34) is realized, for example,

at a large dc offsetty>1 (see Fig. 3aunder conditions such
that the amplitudé of the ac component is either very large

conditions the conductivity of the sample is always deter- 64 7\ 12 T\ 12
mined by the trapped group of electrons and is characterized = TMFZ(SM)(_) %2‘69( _> . (36
by a large parameteir,/oq~r~I/T~I/(Rd)¥>>1, for R (277°by) i $!

which reason the surface impedance is small. In the oppositg, ihe second case. in the limit—0, we get
limiting case, when the relative amplitude of the current is

large, I ,>1,, the contribution of the dc offsdt, becomes R, 2 \ V4T

unimportant, and we are actually dealing with a large- 73 =\ 2] ) - 37
. L ; R 3b3 0

amplitude harmonic signal. Because of the large signal am- 11—0

plitude the sample is found in the highly nonlinear regime
during the preponderance of the period, and the impedance is

again small. Finally, in the region of |ntermed|ate ampli- 5 NONUNIFORM COMPONENT OF THE ELECTRIC EIELD.
tudes,l;~1,y, when dyrmg much of the period the (?,ur'rent IMAGINARY PART OF THE SURFACE IMPEDANCE
corresponds to the linear part of the |-V characteristic, an

appreciable contribution to the amplitude dependence of the In the previous Section we obtained the behavior of the
signal comes from the linear region, with its relatively small electric field at the surface of the sample without taking into
conductivity. Therefore a smooth maximum appears on th@ccount the nonunifornisolenoidal component€. In that
R, (1) curve in the vicinity ofl;~1,. Because the conduc- approximation the impedance turned out to be real-valued.
tivity of the trapped electrons depends on the current in &0 obtain a nonzero imaginary part of the impedance it is
weak, square-root manngsee Eq.(2)], the relative size of necessary to take into account terms of higher order in the
this maximum is not very large~{10-15% in Fig. 3a frequency, and, specifically, the solenoidal component of the
It is interesting to track the change in the dependencelectric field in Eq(15). Since the field€(x,t) is distributed
described above as the dc offdgtis decreased. Figure 3b symmetrically over the thickness of the film, for finding the
shows a plot of the real part of the surface impedance aturface impedance it is sufficient to calculate the f&ldnly
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on the upper boundary of the filnx=d/2. Using formula
(15), we obtain the following expression for the correction
AZ, to the impedance:

_4778w(d/2)_ 47 cD 2 w

c H C 2wl 2mcC

w
w

2mlo . - .
xf [A(d/2,t)—A(t)]e'“t dt
0

fZW/w
0

2D w? .
[A(d/2,t)—A(t)]e' dt.

’7TC|1 (38)

Just as in the previous Section, we can assume that, because

the time appears in formulé38) only in the combination
coswt, the integral on the right-hand side is a purely real

guantity and reduces to the integral over a half period. Thus

we ultimately get
4Dw (7 —
AZ, =i —J [A(d/2,7)—A(7)]cosTdT. (39
7TC|1 0

Here we have made the change of variableswt. Thus the

first correction to the impedance turns out to be purely L ' L

imaginary. It wholly determines the imaginary part of the
impedance.
According to Eq.(39), in order to calculate the correc-

tions to the impedance one must knéwd/2,7) andK(r).
The value ofA(d/2,7) is easily found from Eq(21):

A(d/2,7)=—sgnl (7)Hd In2(R/d)r?/4. (40)

Herer is the solution of the equation obtained frq@v) by
substitutingU from the formula for the |-V characteristic
(26).

To obtain A, the average value of the vector potential
over the thickness of the film, we must use the soluf@4)
of Maxwell's equations:

A(7) =A(d/2,7)%

) 3 1/2
x Jla(g,r)d§=A(d/2*T)(m)

1
J|
0

where the functiorf(7) is given by the expression

( Jol ¢d¢

[1—(1—4“)3’2+3§/2r(7)]1’2)
1 d¢ -1

{ [ .
o[1—(1—9)%?+3¢z/2r(7)]¥?

The final formula for the impedance is found by usi@d®)

and(41). It can be written in the form

gdg _
[1—(1—)¥2+3y/2r]"?

A(d2,n)f(7), (41

f(7)

(42

_2wdT m
Xw=—ImAZw=|——f sgri 1(7)Ir?(7)In’[R(7)/d]
c? liJo

X[1—f(7)]cosrdr. (43
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FIG. 4. Dependence of the imaginary pr} of the surface impedance on

the amplitudd , of the ac component of the current ﬁU/T= 100(a) and 1
(b). The impedance is normalized to the quan¥gy=(4m/c)(wd/c).

It is easy to obtain an asymptotic expression Xy at
large values of the current amplitude>T. Using formula
(34), we obtain the following expression for the imaginary
part of the impedance:

wd

2 c’
Exactly the same formula is obtained for the cageT, I,

—0 as well. An interesting consequence of these results is
that at large values of the dc componépt the imaginary
part of the surface impedance at large and small amplitudes
of the ac componernit; turns out to be independent of the dc
offsetly and is equal to the impedance of the vacuum attenu-
ated by the parametesd/c. A more exact numerical calcu-
lation, the result of which is presented in Fig. 4 for the cases
of strong and weak nonlinearitffarge and small values of
lo) shows that over a wide range of amplitudes the imped-
ance agrees with formulé4) in order of magnitude. Fur-
thermore, as can be seen from Fig. 4, the imaginary part of
the impedance, like the real part, is @ nonmonotonic function
of the amplitude. We note that the scale of the relative varia-

tions of the imaginary part of the impedance is even smaller
than that for the real part and amounts to only 1-2%.

A

. (44)

w

_ 1
- 60771/2

r/er
2

(1/3))3

2

6. CONCLUSION

We have investigated a new manifestation of the mag-
netodynamic nonlinearity in a film carrying an alternating
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current. We have studied the nonlinear response of a sampiehere §,(w) is the penetration depth of the signal under
to the self-magnetic field of a transport current of the formconditions of the normal skin effect. At a fixed mean free
[o+1,coswt. We have shown that the magnetodynamic non-path |, inequality (47) is actually a restriction on the fre-
linearity leads to nonmonotonic dependence of both the reajuency of the signal.
and imaginary parts of the impedance on the amplitude Let us estimate the characteristic frequencies for which
The results obtained are valid under the condition thathe nonmonotonic amplitude dependence of the impedance
the nonuniform component of the electric field (@5) is  can be observed experimentally. For a sample of thickness
much less than the potential component. Let us estimate the=10"2 cm and widthD =0.5 cm, with a carrier mean free
two components of the electric field for the most interestingpath|=10"* cm, an electron densitl=10?® cm 3, and a
highly nonlinear regiméwhen the total current in the system Fermi momenturmpe=10"1° g-cm/s, the highly nonlinear

is much greater tham). For the potential component we regime sets in at currentg~1,~10 A. It follows from (47)

obtain from formula(33) that for these parlameter values the frequeacynust be

- - smaller than 1®s 1.
clH [11Y2 ¢IH I
ood? ood? (RA)Y2

For an estimate of the solenoidal fiesddwe make use of the

fact that in the highly nonlinear regime the quantit%@r)
andA(d/2,7) differ only by a numerical factor. This follows

from formulas(41) and (42). Using (15 and (40) and the 1y T. polgopolov, Usp. Fiz. Nauk30, 241 (1980 [Sov. Phys. Usp23,

~

Eo~ (45
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asymptotic formula34), we arrive at the estimate 134(1980].
2N. M. Makarov and V. A. Yampol'ski Fiz. Nizk. Temp.17, 547 (1991
wd 1]~ [Sov. J. Low Temp. Phy<7, 285(1991)].
E~—=H. (46) 3G. 1. Babkin and V. T. Dolgopolov, Solid State Commuig, 713(1976.
C I 4E. A. Kaner, N. M. Makarov, |. B. Snapiro, and V. A. Yampol'skZh.

Now the condition for applicability of the results obtained 55'_‘5,5_' TDZ(:;VFY';?Z&Zgeggﬁggﬁg\\:" Zﬂﬁsg,f'fﬁoérﬁiféﬁﬁﬁﬂ,izk_
here can be written in the form the following inequality: Temp. 26, 86 (2000 [Low Temp. Phys26, 64 (2000].
SA. B. Pippard, Proc. R. Soc. London, Ser.181, 385 (1947.
d® 1, (Rd)? c? "A. B. Pippard, Proc. R. Soc. London, Ser.284, 273(1954.
T (47)
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A statistical quantum discrete model for a molecular bridge between metallic electrodes is
proposed. A theory of conduction is developed on the assumption that the main contribution to
the electron transfer is due to nonequilibrium-populated electron-affinity states of the

molecule. It is shown that the field-induced modification of the states of the bridge molecule,
together with the Coulomb blockade effect, leads to suppression of the electron transfer.
Relations are obtained for the electron—vibron interaction, and the contribution of atomic
vibrations to the conductance of the chain is discussed. The current—voltage
characteristics of molecular bridges are calculated for different positions of the spectrum of the
molecule with respect to the levels of the chemical potentials of the electrodes.
Explanations are given for the stepped and asymmetric character of the current—voltage
characteristic observed experimentally and for the fractional charging of the bridge molecule.
© 2000 American Institute of Physid$1063-777X00)01011-2

1. INTRODUCTION ternary vertex process — the tunneling hop of an electron
from electrodek to the molecule,
Molecular electronics, the physics of systems or devices
whose basic functional units are molecules, has in the last _k_i=2_77|-|—__|2 f(E—E) (1)
few years been making successful progress toward the devel- 1 # | 1l PKEETED
opment of a technology for fabricating reliable contacts of

molecules with metallic and semiconductor electrodes for thé’mh the participation of a pair of molecular terms, with en-

. . . érgiesk; andE; . The tunneling matrix elemet; is deter-
creation of molecular analogs of diodes and transistts. _: . . . ST ; .
. mined in the quasiclassical approximation, with the height
Recent measuremefithe conductance of molecular bridges

bet tallic electrodes. fabricated by the d ited and width of the effective tunnel barrier at the contact of the
etween metallic electrodes, fabricated by the deposited Mg, 1e with electrodd being chosen by a fitting proce-

) : ) Bure and without taking into account the dependencg;of
ing features. In particular, it was found that the current—On the indices. The functiohin (1) is given by the Fermi—
VOltage(l_V)_ CUIVes have a stepped character and, undef)irac distribution with the differenc&; — E; appearing in

. imef [)Iace of the usual difference between the energy of the state
the applied voltage. Experimefitsave revealed femtosec- .4 the Fermi energy, ang is the density of states near the

ond electron transfer times between molecules adsorbed Qe jevel and is assumed constant. Calculation of the con-
the surface of semiconductors under various conditionsy,ctance in the kinetic model for a bisthioltertiophene mol-
Transfer times with a 5|_m|Iar order of magnitude haye beenycule adsorbed on gold electrodigave the correct order of
observed for the tertiotheheand benzene-1,4 dithibl agnitude and reflected the basic features of the I-V char-
molecules. _ . acteristics of molecular bridges, but the theoretical justifica-
There are two main approaches to the theoretical analyion for the model remains unclear on account of the unde-
sis of the conductance of molecular bridges. The Landaugned physical meaning df and of the distribution function
wave modef** treats a molecular bridge between electrodes. Another shortcoming is the failure to take into account the
as a scattering center that reflects electron waves cominghntribution to the conductance from electron-affinity states,
from the cathode. The current is proportional to the transmisyhich always lie above the states of excitation of the neutral
sion coefficient of the molecule for the electron wave neaimolecule and, accordingly, are closer to the Fermi surface of
the Fermi energy of the electrode or to a certain convolutionhe metallic contacts.
of the transmission coefficient in this regidh! However, Molecular bridges between macroscopic electrodes can
calculations of the linear conductance in the wave modebe treated as quantum sections incorporated in an ordinary
give values that are too high as compared to expeririehit. electrical circuit. The current flowing through the molecule is
We shall show below that the discrepancy can be attributedetermined by the energy spectrum of the molecule, the dis-
to the fact that the model did not tak into account the rearcrete electronic spectrum of which is manifested in a stepped
rangement of the electronic structure of the molecule in the&haracter of the 1-V characteristic. An important role in this
electric field of the electrodes nor the contribution to theeffect is played by the relationship between the chemical
conductance from electron-affinity states of the moleculepotentials of the electrodes and the electron-affinity spectrum
The kinetic model of the conductance of molecularof the molecule and also by the field-induced modification of
bridge$''>13is based on the phenomenological r&teof a  the spectrum of the molecule and of the distribution of the

1063-777X/2000/26(11)/11/$20.00 838 © 2000 American Institute of Physics
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a b allowance for the influence of the field on the interatomic
wadid B barriers. The experimentally observed asymmetry of the |-V
AN~ A . characteristics is given an explanation, and it is shown that
A I-Ig 3 the field modification of the electron-affinity spectrum plays
A Py a governing role in the conductance of molecular bridges.
(]

e P PI The nonequilibrium populations of the states and the current
® charging of the chain are calculated.

. 2. ELECTRONIC STRUCTURE OF A CHAIN IN AN
EXTERNAL FIELD

c
W Q In the adsorption of a molecule on an electrode, a

thermodynamic equilibrium population of the molecular
FIG. 1. A molecule as a quantum element of an electrical circuit: a completeelectron-affinity states is established. The “extra” electrons
circuit with a quantum emf in the form a photoexcited noncentrosymmetricgre drawn from an unlimited reservoir of particles in the left
molecule (a)g a bridge molecule between macroscopic eI(_ectro(dJasa and right electrodes, while the “inherent” electrons occupy
model of a linear hydrocarbon molecul®. The transfer amplitudes ak/ . .
for between carbon atom¥,for within the unit cell, and for the boundary deep-lymg states of the unexcited molecule and dO_ not take
cells. part in the transfer processes. For example, according to the

data of Ref. 3 for the bisthioltertiophene molecule the ex-

cited states occupy the energy region fren9.5 eV to—8
electron density in its states. As a result of the field broad€V, Whereas the Fermi energy of the gold electrodes lies 4.3
ening of the energy band, the the electron-affinity levels suceV below the vacuum level. The intramolecular electrons
cessively pass near the chemical potentials of the left anBegin to contribute to the conductance upon excitation and
nght electrodes. The effect also depends on the density dpnization Of the m0|ecu|e, but that Situation iS not ConSid-
states of the left and right electrodes, and this dependence §ed here. In the proposed model the spectrum of the electron
especially significant in the case of high fields or semicon-ffinity of the molecule is formed on the basis of the “bare”
ductor contacts. The intramolecular phonof‘gbrationa| atomic eleCtI’Oh-affinity levels with allowance for the reso-
mode$ have a weak influence on the electron transfer and oﬁance interatomic transfer of electrons. The value of the ma-
the nonequilibrium population of the states that is established{ix element of the resonant hopping is determined from the
in the current-carrying system, and the Peltier effect can b&ondition that the bottom of the affinity band coincides the
neg'ected on account of the good heat removal. A Comp|et§|ectr0n aff|n|ty of the whole molecule. We note that for a
molecular quantum circuit is presented in Fig. 1a. The role ofather long chain the affinity spectrum approaches the one-
the source of brief emf can be played by a polar moleculeelectron spectrum of excited states, while the electron affin-
incorporated in the molecular circuit. The polarization of theity begins to be determined by the bottom of the band of
quantum source can be controlled by an external resonaﬁﬁ(cited states. Justification for this assertion comes from the
electromagnetic field, which switches the molecule into afact that the effective one-electron potential of a large system
|0ng_|ived t”p'et excited state. The current pu'se f|0W|ng infor an individual valence electron is indistinguishable from
the quantum circuit is due to the difference of the dipolethe effective potential in which an “extra™ electron moves
moments of the molecule in the ground and excited stategfter being injected into the system.
Stabilization of the excited state can be achieved by applying Let us write the Hamiltonian of the problem for an
a suitable bias V0|tage to the ends of the mo'e(tﬁlg 1b) N-period linear Cha”ﬁF|g 1@ in the absence of electric field
Then the transition to the excited state will rearrange thdn the second-quantized representation:
electron-affinity spectrum of the molecule, thus affecting the N
electron transfer through the molecule. Ho=2 sjafay+ > Vikalam, 2)

In this paper we investigate theoretically the conduc- Li Limi

tance of molecular bridges in a model which combines afyherel enumerates the unit cells apthe atoms within the
exact solution of the problem of the electronic and vibra-unit cell, ¢; specifies the bare atomic levels of the affinity
tional states of a finite chain of general form in a static elecstates, and the Hermitian math#! . governs the transfer of
tric field, taking into account the quantum interaction of thean electron between atoms. The Hamiltonian mateixfor
electronic subsystem with the metallic or semiconductoran adsorbed molecular chain of the polyacetylene type,
electrodes, which are reservoirs of electrons, and also witlR_(CH),—R, in the nearest-neighbor approximation is given
the phonon subsystem. The proposed model is based on th¢ Taple I. In the model adopted, electron transfer between
assumption that affinity states of the molecular bridge playells can occur only via the carbon atorigjs the amplitude
an important role in the passage of current along it. Theyf this process, an¥ is the amplitude of the hops within the
dispersion relations and the distributions of the electron dengnit cell (Q is that for the end atoms
sity and the amplitudes of the characteristic vibrational  The solution of the eigenvalue problem for a finite chain

modes are obtained here by the transfer matrix method within the absence of field leads to a dispersion relation of the
out using the approximations of translational invariance andgrmt!213

periodic boundary conditions. The current—voltage charac-
teristics of a simple molecular chain at different temperatures ) ) im oo A=l® Y
are calculated in the nearest-neighbor approximation with b ' '

©)
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TABLE |. Matrix of the eigenvalue problem.

1 ¢ 1 2 2 3 3 .. -1 - N N N’
A, O 0|0 0 0
Q A Q0|0 W 0 0
0 Q A/|0 0 0 0
0 0 0|A V|0 0O
0w o|Vv Alo w
0 0 0 0 0|A V
0 0 0 o0 oV A

AV 0 0 0
v A 0o w o
0 0 A, O 0
0 W Q A, ©Q
0 0 0 O A

wherem=N-—2; u, v, and\ are the minors of the dynami-
cal matrix(see Table) the subscript$ andr correspond to
the left and right boundaries, and

pw=(go—E)(e1—E)=V? v=—-\=W(go—E);
vr=N=(go—E)[(£9—E)(e,—E)—2Q7]; (4)
v=\=—W(go—E)2

Hereey ande, denote the atomic electron-affinity levels of

E. Ya. Glushko

AT (v Xo— NiXo1) (NoXq1— VoX12)
= N3P X12— Ny X11) (N gXa1— VoX20) =0, (7)

which in the general case describes both itinerant and local-
ized states. In the energy region where the discrimingnt

N\, is negative, the terms on the left-hand side(of are
mutually conjugate, making it possible to write the solution
in explicit form:°

l 7TS+(p|r i
Esj=§ eote1—2W¢ cos m +(—1)
TS+ o 2 ) 1/2
X || eg—e1+2WE cos +4V , (8

wherej=1,2, é=sgnE—gg), ¢, is an additional phase due
to the left and right boundaries of the chain:

(V1 X22— N X21) (N oX11~ VoX12)
| (¥rXa2— N X21) (N oXa1— ¥oX12) |
ands takes on integer values such that the argument of the
cosine in(8) is found within the interval (G7). The structure

of (8) corresponds to two bands of electronic states. The
valuej=1 in (8) corresponds to transfer between main at-
oms (carbon of the chain. The valug=2 corresponds to
indirect transfer between side atoitigydrogen, induced by

a transfer between main atoms. The width of the induced
band forV<W is proportional to the produd¢W, and its
center is situated near. The number of states in the bands
is determined by the end radicals and can fluctuate from
N—2 to N, depending on the relative sizes of the transfer
parameters), V, andW in a particular case. From the dia-
grams in Fig. 2 showing the dependence of the spectrum on

, 9

o= arcco%

the cell, ance stands for the energy eigenvalues. In the table

A=A;=A\=Ay=e,—E, A=gy—E. A power of the
transfer matrixA is found with the aid of the canonical trans-
formation ® that diagonalizes the matrix:

:£<X22 _X21>_ é_l_(xll X21>_

@»

Dixiz xn X12 X22
D=det(0); (5
~ o1 X1Xooh T —X12X21N g XaXor(Ap'—AT) -
DL XX AT-AD) XaXoh = Xa XN 0 0.5 1.0 15 2.0
W, arb. units
wherex;; are the elements of the eigenvectors of the matrix -1

A,
§(I=(X11, X12); k;:(xlzl X22);
X11=X21=V;  X12= — A3, Xp= Mg,
and the eigenvalues of the transfer matkixhave the form
M= sl (DI
N, =ull4—\% =12 ©
The substitution of4) and(5) into (3) leads to a gener-

E W=05

0 02 04 06 0.8 10
V, arb. units

alized dispersion relation for the electronic states of thq:IG. 2. Parametric diagram of the spectrum of a complex chain: the depen-

chain:

dence on the amplituded/ (a) andV (b).
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the indirect transfer amplitud€, one can conclude that the ,, = —\,=W(e,— E+ Eekd+ Eed))
width of the energy band varies directly with the amplitude

V. Vrf:(80_E+U_gedr)[(SO_E+U_£edr)
. In the region{u2+4)\ v>0 the energy s_tates, if they ex- X (e;—E+U—Eed)—2Q32];

ist, have a localized character with amplitudes that fall off ) )

with distance from the ends of the chain. A =—W(eo—E+U~—Eed)”,

In the case of a nonzero electric fiel the diagonal \wherek enumerates the celld,denotes the distance between
matrix elements in the first term on the right-hand sidé®f  atoms in the chaird, andd, are the lengths of the adsorption
have the form bonds on the right and left ends of the molecule, &hd

&j—e;+Eekd+ Eed,, (10 =&(Nd-d+d,+d) is the potential difference between the
ends of the chain. Equatiofll) is reduced by a canonical
transformation to the forn7)

e (1Y 2= NY21) (N oY11— PoY12)

and in the dispersion relatiof8) the power of the transfer
matrix is replaced by a product:

N—-1 ’
~ [V - My Pk
(x.,—vl)kﬂz Ak<)\r, =0, Ak=()\ o)’ (11 —€"2(1,y1- N Y10 (N oY 21— ¥oY22) =0 (12
- ' g with the use of the the matrix operations of logarithmifica-
w=(go— E+ Eekd+ Eed)(e,— E+ Eekd+ Eed) —V?; tion and exponentiation:
5
k Kk k k k k
N-1 L X11:X22IN N = X1X51 IN A XiingllnF
~ 1
In A= = : (13
k=2 k D K K ) K Uk K ok ok K
X1X2IN N X11%22 1N A= X1X51 NNy
2
A nak—akinak 1 lx';
n_
MoE R
Ay=exp ‘ ‘ C K ‘ 14
k=2 K 1 A5 N INANT=A5INNS
n_
Nz=AD A N3

where )\}‘z[uk+(ﬂﬁ+4)\kvﬁ’2)]/2 are the eigenvalues of electronic affinity states. The explicit form @&,; can be
the transfer matrices that appear in the prodéigtand f, obtained using Cramer’s rule, expanding out the determi-
= —f, are the eigenvalues of the matfixin the argument of hants corresponding to each of the variables:

the exponential function iri14). The conditionug+ 4\ v

=0 determines the boundary between extendedbcalized N

states, which are distributed over the entire length of the Ca=0dy_1QV H (—egiW); Cro=Cyq
chain, and the states localized by the external field. Another i=k+1

cause of localization may be structural defects, including the (16)
ends of the chain. Calculations show that as the electric field

increases, the region of extended states narrows from the 1

edges of the band toward the center, while the width of the ~ di-1=¢ [e"=3(»rY20— NrY2D) (NoY11~ ¥oY12)

band increases by an amount equal to the applied potential k=3

differenceU. The last extended states are converted to local- —e 3(vy = N Y1) (NoYar— voY2o) . (17)
ized states wheb) exceeds the initial width of the band. The
distrib_ution OT .the amplitu_des of the electron.density in theThe kth-order determinant®, are determined by the upper
chain is specified by the eigenvectors of the glgenvalue prOl1éft—hand corner of the matrix given in Table I. A calculation
lem solved above. Our model for the chain allows us to

. . : . . of the electron densityCy;(s,i)|? both with and without
obtain analytical expressions for the eigenvectors, which allowance for the field dependence of the resonant-transfer
determined by the coefficient,; of the canonical transfor-

o matrix elemend is done in Ref. 15. As the applied voltage
mation: is increased, the standing wav€g;(s,i) become more and
. . . more symmetri¢or antisymmetrigwith respect to the center
aj =2 Cy(s)ag, a=2 Cij(s)ay. (15 of the linear molecule. Meanwhile, at sufficiently high fields
! ! (=10° V/m) the interatomic barriers are lowered and the
The summation is over all cells of the chain and atoms  transfer amplitudes increase, tending to restore the symmetry
within the unit cell. The inde®=1,2, ... N enumerates the of the electron density distribution.

Es—eo’
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3. VIBRATIONAL SPECTRUM AND MODE AMPLITUDES The classical expression for the vibrational energy of the
OF THE ATOMIC CHAIN complex chain whose electronic structure was considered
above,

Let us consider the problem of small vibrations of the
atoms in a bounded adsorbed chain. If the system has finite
dimensions, it is necessary to take into account the transla-

tional invariance of the vibrational modes. While having a ~ _ _ ijIZ,j > kj(Uj o= U152

weak effect on the eigenfrequencies and densities of itinerant ¢ 7 2 5 2

states, translational invariance is manifested substantially in ) 5

the distribution of the mode amplitudes along the chain and, N keUZs N keURt 19
furthermore, has an appreciable influence on the amplitudes 2 2

and frequencies of the localized vibratidlis.

In the conduction phenomenon, vibrations give rise to a
scattering channel of the injected carriers in addition to resoeontains a summation over the unit céltsf the linear chain;
nant transfer. Furthermore, the phonon or vibron mechanisnthe indexj = 0,1 enumerates the atoms within a ¢€lig. 10,
against the background of the resonant interaction, by whicland for the end cell§=0,1,1". The nearest-neighbor ap-
the current carriers hop between sites of the chain, leads foroximation is usedk; andk; are the elastic constants of the
the onset of a finite width of the electronic states. We shaladsorption bond of the end atoriandt of the molecular
assume that the electric field does not act on the elastic coridge with the electrodes. The system of dynamical equa-
stants of the interatomic bond. tions for the vibrations,

mMyw?Ug=k' (U~ Uqg);
mowZU 10=Ko(U10=Uz0) =K1 (U13—U49) — k'(Ul,l' —Ujo— kful,o;
m1,w2U111=k'(Ulll—U10); (19)

describes a dynamical matrix that coincides with the matrix 1 ‘3
of the electronic problem considered in the case of a poly- dkflzm[)\l (V1X22— N Xa1) (N oX11~ VoX12)
acetylene chairisee Table)l where one must set B

Am AnmK — M2 A=A =k — M — N5 3(#Xa2— N X12) (N gXa1— voX29) 1. (23
172N — i ’ 17 2N g, ’
The characteristic features of the amplitude distribution,

[ r__ 2. P 2.
Ar=kotki+ 2k =moo™  A=ky—mye®; which were studied for a simple chain in Ref. 17, are also

A" =2Ky+k;— Mpw?; (200  present in the case of a complex adsorbed chain with two
atoms per unit cell: the set of functiods; for the different

Af =Kot ki+2k' —mgw?;, Q=—k’; modesg=1, ..., N form a system of localized and delocal-
ized standing waves which satisfy the theorem concerning

W=—ko; V=—Kk;. the zeros of the eigenfunctiof®.In particular, it follows

Cfrom (22) that the vibrations of the atoms in the unit cell are

Taking into account the formal equivalence of the electroni
g d out of phase i\’ >0 and in phase i\’ <0.

and vibrational problems, we can use the results obtained ih80°
(3)—(9) for the spectrum, with the following substitution in

(8):
oK okt K 4. ELECTRON-PHONON INTERACTION IN A LINEAR
_ 2. 1. 0T RL, ATOMIC CHAIN
Esj=wsj; 80:>m_1’ €1= me
(21) The results obtained in the classical approach are used in
Ko Kk, making the transition to the quantum vibrational problem.

W:E; VﬂW- The Hamiltonian of the phonon subsystem
Similarly, for the distribution of amplitudes along the chain ~
Ay (k=1,2,...N) we have, with allowance fof16) and HPh:% i qj(bgjbg;+ 1/2) (24)
17),

N is expressed in terms of the creatibg] and annihilatiorb;

Ao=dy_ kK, H (Aky); A= —Akoﬁ, (22) ope_zrators for a phonon of th_jeh branch of theqth mo_de,
i=k+1 A’ which are related by a canonical transformatiqn (22) with
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the bare operatotis,; of the vibrations of thgth atom of the 10~ 12 5, then the phonon contribution is due to scattering of
kth unit cell: standing waves of electron density on standing waves of vi-
brational modes. In that case, by taking into account the
orthogonality of the transformation matrices from the site

b&-z% Ai(d,])by; bqj=; A%i(a,j)by . (25)  representation to the eigenvector representation, we obtain
T.he crfation(annihilatior) operatorg for vibrations at the Hglp)+ Hffp)= 2 V]S:]S/(qai)a;jas’,j’(b;i+bqi)v
sites, by; (by;) are related to the displacemerity; of the s,s'j,i",q0
atoms from the equilibrium positions by the relatidh; (29)

—>E(b§i+bki)/\/§. Small displacements modify the reso-
nant interaction, inducing interatomic electron transfer,VJvJ’,(q,i)
which gives rise to an additional term in the Hamilton{@n s

N
y N 1 < = . L
Vin= Vitmt Vij(Uni—=Unj). (26) = Enzl {[VoEo(Cno(s:))Chs1,dS".]")
In the nearest-neighbor approximation the initial electron— —C¥(S,))Cni1d 84" (1— 8an) (Ano(Q,i)

phonon interactioEPI) operator in the site representation

has the form A1 d @)+ V2 1(Crg(8.)CE 1 S )

T —= N-1
|Q(]_)_VO‘:"O

+ + —Cho(8:1)CrardS" i N (Ano(a,i) —An1(a,i))]
ep \/z ; (@n.08n+1,0~ An+1,6%n,0)

+edej (E;€)Cpj(a,i)Cy (a,i)A, (a,i)} (30

+ + ViE,
XDy ot Pno—=bni10-bni1o+ —= ' '
\/E It follows from (30) that the interaction of the electron and
N phonon subsystems is determined by finding the distributions
% aa 1—a a. (bt b.o—br b, 1), of the electron and phonon densities along the chain.
; (@n g1~ 1800} (Pn,o B0~ B 1~ P The question of the contribution of the EPI to the con-

27 ductance of linear molecular bridges is not altogether clear at
present because of a lack of experimental data on the
- electron—vibrational coupling constani in linear mol-
where Vo=dV{0/ox is the derivative of the amplitude for ecules. Owing to the discreteness of the electronic and vibra-
transfer along the chain, taken aboutd(n—m)=d. The  tjonal states in a mesoscopic system, an additional factor
first term in (27) corresponds to processes of hopping be4nfluencing the phonon contribution to the conductance
tween the Unit Ce||S, W|th the absorption or emiSSion Of Vi'arises: the Commensurabi"ty Of the e|ectron and phonon
brational quanta of the site, and the second corresponds {gands. In particular, if the distance between electronic levels
vibronic processes within the cells. Only the longitudinal vi- regches values of the order of or smaller than the energy of a
brations with respect to the direction of electron transfer ar@hermal phonon, then the phonons patrticipate in the scatter-
taken into account. ing of electrons, while otherwise the phonon mechanism is
In an electric field another electron—phonon scatterin%uppressed_ The width of the phonon bands also plays a role,
channel appears, due to vibrational modulation of the atomiﬁarticularly the most populated acoustical band. In rigid fi-
affinity levelss, ande; as a result of the dependence of their pite systems with wide bands the density of states is small,
absolute values on the positions of the atom: and this also lowers the probability of absorption or emission
of a phonon by an electron. Qualitative estimafe¥ give
. ed N for the width of the acoustical band of a linear =€ C—
Hffp)=—2 (E;€)a, janj(by;+by)). (28)  chain a value of the order of 0.1 eV. In that case, for a chain
V2 S : of len = ibra-
gthN=30 at room temperature only the lowest vibra
tional mode falls in th&kT region. As we shall show below,
The scalar product under the summation sigf2i® ensures the passage of current in a molecular bridge disrupts the
that only the longitudinal vibrations contribute under thethermodynamic equilibrium in the electronic subsystem, and
condition that the molecule is oriented along the field. that leads to disequilibrium in the phonon subsystem on ac-
An electron injected into the chain occupies one of thecount of the electron—phonon coupling. Analysis of expres-
affinity states. The time of formation of such a state with ansion (30) for the matrix element of the EPI shows that for
energyEs; and an electron density distributidA;(s,j)|? is translationally noninvariant phonons of a finite chain the role
of the order of 10%-10 %° s, which is much shorter than Of the quasimomentum conservation laws is played by a less
the time of transition of an electron across the moleculastrict relation between the quantum numbers of the states
bridge, 10'% s, at currents of~10°> nA or less. If S s, andg. For example, for a simple chain the summation
the electron—phonon interaction time is also of the order obver the lattice in the matrix elemeﬁtgp gives
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0, s+s’+qg=2k,

— TS s’ q

~ =EE&ed i i i

@ __= SN+ 19"NF 19" T 1 (3D

89 o (N+1)32 , sts'+q=2k+1.
Cm(s+s'+q) | w(st+s'—q) . w(s—s'—q) . w(s—s'+qQ)

2(N+1) 2N+ "o+ MToNT1)

Thus we find that scattering processes for which the sum of 2

the mode index of the vibrational mode taking part in theWHSJ:Tj dsgl(s)[ N{(l_st)|GISj|25(EI_Esj)
scattering plus the quantum numbers of the initial and final

states of the electron has an even value are forbidden. Any of
their odd combinations that satisfy energy conservation are

1+(—1)¢ - _
+> (Nqi+ T) (1= Ngj41)|Gi sj(a,1)?
allowed.

q.i.é

X5(E|—Esj+(—1)§ﬁwq’i)”. (35)

5. STATIC CONDUCTIVITY OF A LINEAR MOLECULE

The coupling between the electronic subsystem of aj "€ Populationsh, and N, for transfer at the right-hand

adsorbed molecule chain and the electrodes is manifested %oundarywr_,sj are det(_ermlned according to E(84) _by
a nonzero probability amplitude for the transfer of an eIec—SUbStItlJtlon of Fhe energies an.dsr' As to the populatlops
tron to the molecule. The corresponding addition to theof the electronidN; and V'bron'CNSivqi states of the chain, .
Hamiltonian operator, the;y are governed by conservation of charge and the conti-
nuity of the flux of charge through the stad¢
- The first term in(35) describes a resonant zero-phonon
Haa=Gi(a ai0t aj08)) + Gr(a, an ot ay or) (32)  mechanism of bank—chain transfer, and the second term de-
scribes processes of transfer to the vibronic states of the mol-
contains the hopping amplitude of an electron between thecule Eg; 4= Eg;+(—1)*iwg; with absorption £=1) and
“banks” and the end atoms of the chai@, , . The indiced ~ emission €=0) of phonons of theth branch of theqth
andr refer to the left and right banks, respectively. The elec-node. The probability of the reverse proces¥ég ., and
tronic structure of the metallic electrodes in our model isWs;j_., is written in analogy with(35) with a suitable change
determined by the density of states: of indices. The matrix elements of the transfer are deter-
mined from(32) as a result of a canonical transformation of
the site operators for creation and annihilation and quantiza-

(2m)3/28,1f|2, (33  tion of the displacements:

47H
g(sr,l): h3

whereH is the effective electrode volume that participates in
the contact with the molecule is the effective mass of an
electron, &, |=Eg, — x;,+Es;+ U, is the energy of the
stateEg; measured from the start of the Fermi step of the Es
right or left electrode, with allowance for the applied bias
voltageU, ,, andEg,, denotes the corresponding Fermi en-

ergy. The chemical potentig} | and the energ¥; are mea- X
sured from the vacuum level, which is taken as Zgiig. 3).

The “banks” play the role of infinite reservoirs of electrons

which are found in thermodynamic equilibrium. The equilib-

rium populations of the electronic states of the thermal res-

ervoirs are described by the Fermi distribution

1
N = exi(er —EnIT)+ 1"

(34)
whereT is the temperature. In the model under consideration
an injected electron occupies one of the electron-affinity %—E
statesEg; of the chain or one of the vibrational sublevels. F
_The probability of such a process_per unit tlm_e can be ertter.IlzlG. 3. Energy diagram of the probleri; are the electronic level&g is
n the_ Se_C0nd O_rder of per_turbatlon theory in the weak adme Fermi energyy is the chemical potential, arid is the potential differ-
sorption interaction according to the famous “golden rule”: ence. The solid curves show a plotgfs).
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|G, 5i|?=GF|Cs;(1,0|2, 2me

Y | > I|<—>Sj:T|G|,Sj|zg|(Esj_X|+EF|+UI)(Nl_st)a

|G1,6(a,1)[*=GF|Cs(L,0Agi(s,)]%, -
36

G 5?=GAC, (N O, 9

G (ai2=c2c.. (< i)]2 2me

|Gr,51(q,|)| Gr|Csj(N,0)AqI(S;J)| . IrHsj:T|Gr,sj|zgr(ESj_Xr+EFr+Ur)(st_Nr)y

Let us consider the zero-phonon contribution to the con-
ductance, which is determined by the first term3%). As-
suming that the electron—phonon coupling is weak, we
equate the electron flux of thej state through the left and and we obtain for the steady-state nonequilibrium population
right boundaries of the chain, of the states of the chain

:|Gl,sj|29I(Esj_Xl+EFI+UI)NI+|Gr,sj|zgr(Esj_Xr+EFr+Ur)Nr

Sj 2 2 (38)
|Gl,sj| gI(Esj_XI +Er+U)+ |Gr,sj| gr(Esj_Xr+ Err+Uy)
The total current through the molecule is written as a sum of the electron fluxes through all the states:
2me
I= TSZJ |Gl,sj|2|Gr,sj|ng(Esj_XI+EFI+UI)gr(Esj_Xr+EFr+ U
N, —N, (39

X .
|Gl,sj|29I(Esj_Xl+EFI+UI)+|Gr,sj|29r(Esj_Xr+EFr+Ur)

The dimensional part of the total currelyf, which is given U is increased, the affinity levels pass one at a time through

by the region of effective transfer near the Fermi enerdies
andEg, . The entry of each new level into the active region
e(2m)3?HG? corresponds to a sharply rising segment of the |-V charac-
OZT’ (40 teristic, and the energy gaps, to the plateaus. The total charge

trapped by the molecule behaves in a similar way. Below, for
where G is the amplitude of the bank—molecule electronicthe example of a simple chain, we analyze the nature of the
transition, plays the role of the unit of current. The numericalcurrent through a molecular bridge, initially ignoring the
value ofl,, if the energies ir{39) are measured in eV artd Coulomb blockade effect. In the case of identical electrodes
is in A3, turns out to be 10.41G? uA. The relation ob- there are three possible arrangements of the affinity spectrum
tained for the current allows for differences of the materialswith respect to the Fermi surfaces of the banks.
of the left and right banks and for the possibility of their 1. We consider a system for which the lower edge of a
asymmetric connection in the electrical circuit with respectnarrow band of affinity states, of widt#¥0.08 eV atU=0,
to the vacuum level. In the symmetric case one bas lies above the chemical potential levelby an amounts.
—U,=U/2; then for the identical metal electrodes the 1-V The corresponding |-V characteristic of a molecular bridge
characteristic is antisymmetric with respect to the appliedf length N=20 between copper electrodeg= —4.3 eV,
electrical bias. If, for example, the left electrode is groundedEr = 7.0 eV) for 6§=0.01 eV, a transfer amplitude
than one must séf; =0 andU,=U in Eq.(39), and the I-V  V=0.02 eV, and a temperatufie=1.2 K is presented in Fig.
characteristic loses symmetry with respect to a change id (curvel). The fine-stepped structure of the left half of the
sign of the applied voltage. Examples of symmetric andcharacteristic corresponds to the successive passage of ap-
asymmetric molecular bridges are given in the experimentgbroximately one-half of the itinerant states through the fixed
paper of Ref. 3. Calculations show that the value of the curehemical potential of the left bank, which corresponds to a
rent as a function of voltage depends substantially on th@ositive bias ofU~50 mV. Further growth of the potential
electron density distributiofCs;(1,0)> and|C;(N,0)|* in  difference weakens the transfer, because the field “drains
the standing wave near the ends of the cHaie Eq.(36)] off” electron density from the next states from the left bank.
and on the difference in the populations of the banks. Théor short chains witiN~8-15 the falling part of the char-
square-root energy dependence of the densities of sfates acteristic has large “benches” which mark the passage of
andg, have a weaker effect on the value of the current. It isthe levels of the upper half of the band near the nartatv
important for understanding the features of the current flonthe given temperatuyeactive region of the left bank. The
through a linear mesoscopic system that the characteristitenches are smeared out as the temperature is increased and
temperature§ ~0.02—-0.03 eV are ordinarily much smaller vanish completely af ~58 K. The position of the first bench
than the distances between levels of the electron-affinitas T—O0 is close tos. As the length of the chain increases,
band of the molecule. Therefore, as the applied bias voltagde characteristic is smoothed out, and the value of the cur-
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levels or one-half of the levels initially lying above the value

0.08k 3 15 of the chemical potential. As the length of the chain is in-
’ ! creased, the benches associated with the gaps between levels
o 0.06} 3 2— 14 are smoothed out, and the valuel gf,, decreases. The curve
= 13 behaves in an analogous way as the temperature is raised.
= 0.04t 2 The interlevel oscillations vanish bly=58 K. In the case of
12 a wide band £0.8 eV), as in the previous case, the 1-V
0.02¢ 11 curve is shifted to higher voltages, and the value of the cur-
rent increases. The steps are observed even at room tempera-
0 0:2 O'.4 O'.6 0:8 1:0 tures. As the temperature is lowered, they become sharper
u,v (curve 2 in Fig. 5. As in the case of a narrow band, the

increases in current occur when the band “sinks” below the
FIG. 4. The current-voltagé—V) characteristic with allowance for allow- |evel of the chemical potential of the left bank down to the
ance for charging. Configuratior_l I'a narrow eIe_ctronic band/fer0.02 eV, center. A comparison of the cases of narrow and wide bands
N=20, T=1.2 K (1), a band of intermediate widt¥f=0.2 eV (2), and the .
dependence of the charging on the external fi@ Eo= 3.8 eV, U, shows th:_;lt the curves are s!m|lar under a scgle transforma-
=03 eV, T=22.2 K, andN=10. tion, confirming the above picture of successive passage of

affinity levels near the Fermi surface of an electrode.

3. If the band of affinity states of the bridge molecule in

rent decreases slightlyt,.,=0.08, for N=8 and |,  the absence of field lies below the level of the chemical
~0.09, for N=50. potential of the bands, then the conductance is strongly sup-

In the case of a wide band, with a width /0.8 eV and  pressed. The calculated |-V curves turn out to be structure-

5~0.1 eV, the transfer is considerably more intense, and thé&ss even at very low temperatures. As the temperature is
I-V curve is shifted to higher voltages. Steps are observedised, the maximum of the |-V curve increases and shifts to
even at room temperatures. As the temperature is loweredligher voltages. Numerical estimates show that the suppres-
these steps become sharparrve2 in Fig. 4). As in the case  sion of the conductance of a bridge in this case also is a
of a narrow band, the current rises when the band “sinks”consequence of the “draining off” of electron density from
below the level of the chemical potential of the left bankthe ends of the chain by the field. However, as the electric
down to the center. Curva in Fig. 4 shows the calculated field is increased further, in addition to the field-induced de-
dependence of the charging of the chajsseSN,, on the formation of the electron density distribution, an opposing
applied voltage. It is seen that the charging of the chain anéendency begins to operate: the transfer amplitvtién-

the jumplike increase in current are correlated processes. THgeases on account of the decrease of the effective thickness
regions of constant charge on cun&snd constant charge of the intersite potential barriers in the external field. The
on curve? are also correlated. Chaning in jumps, the Chargéield-induced stimulation of transfer was taken into account
of a 10-atom chain at a voltage of araliri V across in the model by the phenomenological relation

the molecule reaches a maximum value somewhat in excess

of 5.4. V=VoeNo, (4D

2. The center of the band of electron-affinity states in the

absence of field coincides with the chemical potential of thé"’hereuo_IS the_effectlve helght of the potential barrier be-

banks. Figure 5 gives the calculated |-V characteristic of éyveen nelghbor_mg atoms in the chain. In the examples con-

24-atom chain with a narrow bané=0.01 eV at a tempera- _s,ldered ab(_)ve I was gssum_ed thiyg= 0'2. ev. The field-

tureT=22 K. For such a configuration the main contribution !‘nduced ”st|mulat|on gives rise to a s|_|ght _slope of the

to the conductance comes from about one-fourth of all theShelVes” on the 1=V curve at low applied bias voltages.
For U>NU, the current increases sharply on account of the
broadening of the band of electronic states.

The conditions of contact can be such that a molecular
bridge carrying a current is found in a negligibly weak ex-
ternal field. Such a situation arises if an extended linear mol-
ecule bridges the tips of thin electrodes. The voltage drop in

0.015 this case occurs near the ends of the molecule, and the elec-
tric field has practically no influence on the electronic states.
The solid curve in Fig. 6 shows the calculated |-V curve for
0.005 a chain with four initial affinity states &,=—4.25 eV,V
=0.23 eV,Uy=0.5 eV, andT=0.03 eV for gold electrodes.
The dots show the corresponding dependence of the charge

0.025

0.005f ( ‘ :
9'005 . 0'010, 0‘01? 0'320 trapped by the molecule. There is a clear tendency to trap
0 0.1 0.2 0.3 04 0.5 fractional charg — a consequence of the thermodynamic
u,v nonequilibrium population of the states of the current-

FIG. 5. |_V characteristic without all tor charaing. Confiauration I carrying chain. The half-integer charge on the molecule
. 2. 1=V characteristic without allowance t1or charging. Contiguration Ii: . . . .
a band of intermediate widti=0.2 eV, T=58 K (1), and a narrow elec- through which current is flowing arises at low temperatures

tronic band withV=0.01 eV, T=22 K (2). E;=—4.3 eV,U,=0.08 ev, 1<V if there is an odd number of affinity states in the region
N=24. (x,x+U) (Fig. 3. The states lying above this region are not
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body problem on a discrete chain with allowance for the
dependence of the number of trapped particles on the applied
potential difference.

A comparison of the results of the discrete chain model
with the experimental data is difficult on account of a lack of
reliable information about the electron affinity of the bridge
molecules. Evidently, the results of Ref. 3 indicate that the
bisthioltertiophene molecule adsorbed on an electrode has
several affinity levels lying above the chemical potential by
approximately 0.3 eV. The basic scheme of the electron
transfer for the model remains as before if the molecule is
bridging two semiconductors. In that case the density of

o . states(33) takes into account the energy gaps of the elec-
_FIG. 6. Curr_e.nt—_voltage cha_racterlstlc_ without allqwance fpr the fleld-tronic spectra of the banks. The model can also describe
induced modification. The solid curve is a band of intermediate widith,
=348 K; the dots represent the trapped chafge= —4.25 eV,V,—0.23  low-temperature electron transfer through atomic chains aris-
eV, Uy=0.08 eV,N=24. ing in the space between metallic electrodes. Structures of
this kind have been investigated experimentally in Refs.
24-26 for monatomic bridges between Au, Pt, Al, Nb, Pb,
K, and Na electrodes. The mechanism of transfer via affinity
states of a monatomic bridge also lead to a stepped form of
the conductance, with positive or negative slopes of the
plateaug* but the conductance can also vanish when the
bottom of the conduction band of the chain rises above the
chemical potential of the electrodes on account of the Cou-
48mb blockade effect. The quantum parts of the circuit play
an important role in single-electron transist¢&ET9 and
devices with a periodic dependence of the conductance on
the bias voltage — electronic pawls and ratcHélthough
6. CONCLUSION a linear treatment of the two-electrode model is not directly

applicable to such systems, there is a fundamental similarity

Molecular bridges carrying a current are examples Ofyetween molecular bridges and quantum duaih their dis-
multiparticle parametric systems with a steady-state nonequisyete spectiain tunneling contact with several electrodes.
librium distribution. The number of electrons trapped from The author thanks Prof. A. M. Kosevich and the partici-
outside the affinity states of the molecule is regulated by thyants in seminar of the theoretical division of the B. Verkin
external conditions. The discrete chain model of electronnstitute for Low Temperature Physics and Engineering at

transfer studied in this paper is one of the simplest , and ikharkov, Ukraine for a discussion of the results of this
also can take into account the main features of the passage g,qy.

current through molecular bridges in a unified formalism. In

another, the potential approach, the molecular bridge is as- _

sociated with a system of adjacent potential wells along =Ml EYAGL@kpi.dp.ua
which the electrons pass from the cathode to the anode. Int————
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Steep nonlinearity of the the forward-biased current—voltage characteristic of a system
with a double-barrier resonant-tunneling structure built into a Schottky barrier
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A contact between a metal and aftype semiconductor with a double-barrier resonant-tunneling
structure built into the space-charge region is investigated. Besides the well-known effect in
which the current falls sharply, there is an additional possibilty: in this system there can also be a
steep nonlinearity of the current—voltage V) characteristic, specifically, an effect wherein

the current increases precipitously. It is shown that the differential slope of the forward branch of
the 1-V characteristic can be considerably greater #&T — by more than an order of

magnitude at optimum values of the parameters of the problem. The dependence of the |-V
characteristic on the parameters of the structure is analyzed20@ American Institute

of Physics[S1063-777X00001111-7

The intensive development of semiconductor technoloconvenient instrument for studying the characteristics of
gies has brought particular attention to resonant-tunnelingarious physical objects, including different types of RTSs.
structuredRTSS9. This is because, first, RTSs can serve as @esides, Schottky barriers can be used for other purposes, as
basis for various novel semiconductor devices with speeds iwell. For example, in Refs. 3 and 4 it was proposed to re-
the terahertz range? This speed is based on the specific place the usual collector of a standard double-barrier reso-
properties of the resonant tunneling of electrons through theant tunneling dioddDBRTD) by a Schottky layer. It was
structure. As we know, the resonant tunneling effect is reshown that this could improve the frequency characteristics
sponsible for a sharply nonlineéresonancedependence of of RTSs. In the case considered in the present paper, how-
the coefficient of tunneling transmittance of a RTS on theever, the presence of the Schottky barrier plays a fundamen-
energy of the charge carrier, and the width of the resonancelly more important role in the electronic processes under
level depends on the parameters of the quantum-well systestudy.
and can be adjusted over a rather wide range of values. A We have shown that a Schottky barrier can be a blocking
typical RTS is a double-barrier structure consisting of twobarrier for the resonant tunneling current in a system consist-
tunnel-transparent potential barrigthickness~2 nm at a ing of a metal and a semiconductor with a double-barrier
barrier height~1 eV), separated by a quantum wett@—5  RTS placed in the space-charge region; as a result, in some
nm wide containing localized states. Such an RTS makes itases one can observe a very strdjugnplike) increase in
possible to operate the structure in the ballistic regime, anthe total current through the structure, while in other cases a
the lifetime of an electron in the resonance state of the quarjumplike decrease is observed. In other words, besides the
tum well is of the order of 10'2 s (this value is given by a usual sharp drop in current that is inherent in such a
calculation according to Eq11) of this paper, for example  structure® here we call attention to the additional possibility
These features determine the domain of applicability ofof realizing a steep nonlinearity in its I-V characteristic. It is
RTSs as elements with negative differential resistance of thelear from what follows that, depending on the parameters of
current—voltage(I-V) characteristic, energy filters, etc. It the problem, the indicated nonlinearity can be manifested on
should be noted that the performance of experimentally fabboth the forward and reverse branches of the |-V character-
ricated RTSs and devices based on them is generally inferiastic. Thus the Schottky barrier here plays the role of a kind
to the theoretical predictions. One notices that the discrepef regulator of the electronic processes in the structure; in
ancy between theory and experiment is smallest at lowparticular, it influences the observed shape of the -V
temperatures? curves.

Interesting results have been obtained with the use of In this paper we restrict consideration to the case of for-
RTSs in combination with other semiconductor structures. Irward biasesy>0) (the reverse branch of the -V curve has
this paper we consider a combination of two structures — deatures of its own and will be treated separately
resonant tunneling structure and a Schottky barrier — that is Let us take as our resonant tunneling structure a sym-
known in the literature. Schottky barriers are often used as aetric double-barrier RTS and place it in the space-charge

1063-777X/2000/26(11)/4/$20.00 849 © 2000 American Institute of Physics
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0 X{X5X3X4 L X in the RTSC structure electrons of high energies reach the
P collector, i.e., the “working” energy interval corresponds, in
a certain comparative sense, to “hot” electrons.

Ultimately these differences give rise to certain features
on the -V characteristics of the structures.

It should be noted that calculating the |-V characteristic
for a RTSC is a multiparameter problem. The parameters of
the problem are: the thicknessds and d; of the left and
right barriers, respectively, the width,=w of the quantum
well, the distancel between the RTS and the metal—
semiconductor interface, the Schottky barrier height the
heightV of the RTS barriers, the Fermi levEL , the dopant
concentratiom, the temperaturd, and the dielectric con-
stante (10 parameteps This circumstance makes it advis-
able to obtain expressions for the 1-V characteristic in ana-
FIG. 1. Potential profile of the structure studied. lytical form — otherwise analysis of the |-V characteristic

as a function of the many parameters would be extremely

. . difficult. Furthermore, it turns out that detection of the effect
region of the Schottky contadwe shall refer to this as \ye are looking for requires extremely precise optization of
RTSO. The choice of a double-barrier structure is not fun-ipe parameters. This clearly makes a numerical computer
damental — it is important only that the following conditions analysis even more problematical. For these reasons we

be met: the RTS chosen must have at least one resonanggose a modified WKB method, which can yield analytical
level, which can serve as a channel for current flow; theqrmulas for the 1-V characteristics.

dimensions of the RTS must be considerably smaller that the \ye also note that the the main goal of this paper is to

width of the Schottky layer. The |-V characteristic of the gemonstrate the possibility of obtaining extraordinarily steep

system must depend substantially on the initial condition ag_y characteristics in a modern semiconductor structure, and
to the supposed position of the resonance I&eh relation e have therefore omitted from consideration such factors as
to the top of the Schottky barrier at zero bils ¢(x=0,  the accumulation of charge, roughness of the surface, non-
U=0)=¢o (Fig. 1. If E,—¢o>0, U=0, then the differ-  parapolicity of the dispersion relation, etc., which cannot in-

ence between the indicated levels increases monotonicallyi,ence the effect under study in a qualitative way. We

and the |-V characteristic has usual exponentially increasingnould also point out that the results obtained in this study
form. A fundamentally different situation arises Wh&h  gre valid in cases when the resonant tunneling current can
—¢0<0, U=0. Now the resonant channel for the currentexceed the forward tunneling current and the above-barrier
flow (the resonance level of the quantum wedl initially  cyrrent; our comparison of these currents shows that the
blocked by the Schottky barrier, and the current is governediated condition is well satisfied for a wide spectrum of pa-

by the nonresonant tunneling of electrons and the abovgymeters of the problem.

barrier component of the current. Asis increased, the dif- The current density in structures such as RTSCs is usu-

ference [E;(U) —¢(x=0U)| decreases, and at a certain gjly calculated using the formulédn atomic units
voltageU=U_ a turning on of the resonant channel of cur-
1+exd (Eg—E)/kT]

rent passage occurs. This turning on of the channel is accom- . _ . fm—D(E)In
panied by an exceedingly sharp rise of the current, and that is 1=lo o kT 1+exd(Eg—U—-E)/KT]’
reflected in the shape of the |-V characteristic.

Thus there is a substantial difference in the functioning  jo=M(kT)?/27?, 2

of a standard DBRTS and the system considered here. In the, o e is Boltzmann’s constant) is the external potential,

standard system, which is an initiallpt U=0) symmetric  hqp(E) is the transmittance, which depends on the elec-
structure, it is fundamentally impossible to have the cond|-tron energyE. In the general case it can be written in the
tions for resonant tunneling of the current arise only when agg, of a productD(E)=D.D, , in which D, and D, the

] sHro S r

external voltage is applied, as is the case in a RTSC. the coefficients of penetration of the electrons through the

Let us call attent.io.n to some other differences reﬂeCte%pace-charge-region barrier and the DBRTS, respectively. A
on the I1-V characteristic between a standard DBRTS and th@alculation ofD, by the modified WKB metho?jgives
r

structure investigated here. First, the collector and emitter

regions function somewhat differently. For example, in a D, =[cosh?(8;+ d5+In4)cog(3,)

standard DBRTS the collector plays the role of a reservoir 2 . 1

capable of accepting electrons with any energiesich +cosh*(81 = 3)si(3)] ™, 3)

come from the emitter In a RTSC the emittetunder for- Xi+1

ward bias,U>0) is a bulk semiconductor region, while the 6= Vsz VIE= @ (x)[dx, (4)

collector is the contact electrode, which can receive only an '

energy-restricted fraction of the electrons on account of thevhere the distanceg; are indicated in Fig. 1x;,1=X;

Schottky barrier. +d;, i=1,2,3. Since ordinarily the condition8;,;>1
Let us add that the main electron emission in a standartiold, we introduce the quantitie3;, i=1,3 (the transmit-

DBRTS takes place in the energy intery@l, Ec], whereas tances of the left and right barrigras

[
U
Er ]

@
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D;=0.25exp—245)), (5  tion D¢(E) and is introduced for convenience in comparing
the coefficientsDg and D,. Thus the integrand irfl) in-
cludes the product of two rapidly varying functionsédike
4D,D, functionD(E—E,) (9) with a half-widthI" (11) and a#-like
D,= . (6)  function Dy(¢—E i -Wi i ivati
. _ > ~ (¢—E) (12) with a half-width of its derivative
Si( 8, v) +(Dy+Dg)* cos(8;~ ) equal toy (13), and also a function related to the electron
This expression has sharp maxima as a function of enérgy energy distribution and which is smooth fBr y<kT.
at valuese=E,, determined by the condition It is therefore clear that the result of the integratioflin
S(E)=nm+v, n=12, ... 7 is a current with a jumplike dependence on the voltage, and
2(Bp)=nm+v @ the region of the jumplike change i(U) corresponds to

These maxima correspond to the resonant energy level§ges of the voltage at which the quantit;{- E,) changes
The parameter in formula (6) depends on the shape of the sign.

potential well(and on the external fieJdand is determined To calculate the current it is also necessary to determine

by an exact calculation of.the positio_n of the resonance levekyg quantity®(x) that appears in the formulas given:; it is a
e.g., by the transfer matrix meth8dyith allowance for the sum of two terms: the potentiab(x) of the space-charge

differences in the effective masses of the electrons in th?egion, and the potential of the DBRTS. The first potential is

and forD, we can write

different regions of the structure. the solution of the equation
For further analysis the coefficiem, is conveniently
written in the form of two terms, the first of which is a term V2= — 4_77
of the Breit—Wigner type and the second is the result of an T (),
expansion of the remaining part in powerseof E, , i.e., in (14)
the neighborhood of the lowest resonance ldgeEE,; :{”* O<X<Xy, Xg<x<L
D,=D,+D,, ®) P 0, X;<x<X4, X>L

with the boundary conditiong(0,U)=¢y+U, ¢(L)=0,
D,D r? ; : ; :
_ 1~3 9) wherelL is the width of the Schottky layer. This solution has
(D;+D3)2 (E-E,)2+0.292’ the form

t

2 2 2 1
D =§D D o2(E-E)"+ 18D+ D) + e(X)=¢@ + E)\n(x4_xl)(2x_x4_xl)v
V37178 G2(E—E,)2+2(D;,+ D)2 ’
(10 0<X<Xq, (15
['=2(D;+Ds)/ (o5m)1’2fxg dx ) L )2, xg<x<
= gy, 0p=(0. — X)= — = AN(X—Xy), X <X<Xg4,
1 3 2 2 XZW ) o( oL 2 ( 4 1 4
11

The quantityl’, as we see, plays the role of the half-width of o(X)= <p,_=;)\n(x— L)2, x,<x<L,

the resonance level. F&&=E, the coefficientD, (9) has a

sharp maximum and is thus responsible for the resonant tun- , 2¢(0) y o Aar

neling current. The term,, (10) is responsible for the non- T \n +(X3—X1), A= P (16)
resonant tunneling of electrongdn the formulas given there

is only one value of, i.e., generally speaking, they are valid The double-barrier resonant tunneling structure is lo-
for systems with the same effective mass, e.g., systems &@ted in the intervat; <x<x,, and the height of its potential
silicon with silicon carbid€. The corresponding expressions barriers isV. In this interval the field of the space-charge
with different effective masses taken into account were obregion is given by

tained by the authors using a somewhat awkward method _ —AN(L—Xy). (17)
that had been proposed in Ref. 5; we can say that the refine- . 4 _ - .
ment does not qualitatively alter the effect in question. ~ Once the potentiad(x) is specified, one can find, and,

In this same approximatiGrwe can easily obtain the hence, the half-width§ and vy.
following expression for the transmittance of the upper bar-  Now all of the expressions needed for calculating the
rier of the space-charge region with allowance for the effectgurrent density have been determined. Depending on the
of the image forces: relative sizes of" andvy, we obtain two formulas for the |-V

_ characteristic: fol'>
1.766-E)|| = 7
D.={1+ex - , (12

1/4
o=0(0)- (2817, B=[%(O)} ,

T DD, Er—E
i=i 2Ds<Er>exp{ o ) (18)

20—
° KT (D1+Dy)
and forI'<vy

_ 13 _
y=05mi2g-2, 13 I DD, p(EF—Er)r 2<¢—Er>}

) i I=jo2—= ex - —arctan——s——
where F(0)=—de/dX|,_g is the field of the space-charge KT (D,+D3)? kT

2 r
region, andy is the half-width of the derivative of the func- (19
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FIG. 2. Forward branch of the -V characteristic for different value$ of FIG. 3. Dependence af=d In j/dU on the voltage; the parameters of the
[A]: 120 (1), 150 (2), 200 (3), 290 (4), and 380(5); the values of the  structure have the same values as for Fig. 2.

remaining parameters are given in the text; the energy position of the reso-

nant levelE,=0.107 eV?

quently, the distribution function makes for higher currents

Thus we have obtained simple expressions for the curin this case.
rent through the resonant tunneling structure under study, in  Finally, we should say a few words about the possible
a form convenient for further analysis. advantages of the system investigated here from the stand-
Let us discuss the cage>T", which is often encountered point of practical applications. We note first that it retains the
in practice. Figure 2 shows the voltage dependence of thadvantage that motivated the proposal made in Ref. 3 to
current density calculated according to form(18); the cur- replace the conventional collector of the standard resonant-
rent density is normalized f. The calculation was done for tunneling diode by a Schottky collector, namely: the possi-
the following set of parameterd=300 K, d;=d;=20 A,  bility of reducing the emitter—collector capacitance. Here in-
w=50 A, m(GaAs)=0.06Tn,, m(AlGaAs)=0.1m,, ¢, Creasing the distance between the metal and the DBRTS
=0.44 eV, andn= 10" cm 3. Figure 3 shows the voltage leads not only to a decrease in capacitance but also to a
dependence of the parameter=dIn j/dU, which is often simultaneous increase in the steepness of the |-V character-
used to describe the 1-V characteristic. The parameter valud8tic (see Figs. 2 and)3
for Fig. 3 are the same as in Fig. 2. In addition, it should be noted that devices using the |-V
The plotted functions completely confirm the assump-characteristics given above.g., switches, rectifiers, ampli-
tions made in this paper as to the character of the I-\fiers, etc) can have good characteristics not only at low tem-
curves. At voltages less thai, the currents in the investi- Peratures but even at room temperatutés curves in Figs.
gated RTSC structure are relatively small. Then, in the vi2 and 3 were calculated far=300 K).
cinity of U= U, there is a precipitous rise in the current. For
example, for curvés the current increases by approximately
a factor of 10 in response to a voltage change of 0.01 V. One
is also struck by the large values of the parametelescrib-  *E-mail: korolam@usuft.kiev.ua
ing the differential steepness of the |-V characteristic —
they are much greater than the valegkT typical for
Schottky barriers. The values tf, and « depend on many
parameters of the structure: the height of the Schottky bar-
rier, the dopant concentration, the distance from the DBRTS!Yu. PozhelaPhysics of Fast Transistofsn Russiaf, Mokslas, Vilnius
to the metal, the geometric parameters of the DBRTS, etc, (1989. . _
For example, as the DBRTS is brought closer to the metal - N- Polmanov, V. 1. Tolstikhin, and V. G. Elenski Zarubezhnaya
. . Radiodektronika, No. 7, 661990.
(with the other parameters fixgdhe value ofU. decreases; sy konishi, S. T. Allen, M. Reddy, S. C. Martin, J. Liu, R. E. Muller, and
e.g., the values ofJ,, for distanced =380 A andl =200 A M. J. Rodwell, Solid—State ElectroB6, 1673(1993.
(Fig. 2) differ by 0.05 V. “R. P. Smith, S. T. Allen, M. Reddgt al, IEEE Electron Device Lettl5,

. . 295 (1994

. To explain the substantial growth of 'th('e current as t'heg,vl N. Dobrovolsky, D. I. Sheka, and B. V. Chernyachuk, Surf. &7,
distancel from the metal to the DBRTS is increased, it is 333(1998.

convenient to refer to Fig. 1. We see that at largjee open-  °A. Ya. Azbel, Phys. Rev. 28, 4106(1983.

i i ’I. Pereira, M. P. Carfem R. A. Onmori, D. R. T. Santos, and F. T.
ing of the channel for the resonant tunneling curr@eso- Gabrisl 3. Non.Criet. Sulida7-98. 871 (108 '

nant energyE,) occurs at a higher voltage =U., which abriel, J. Non-Cryst. Solid87-98, 871 (1987.

corresponds to a lower barrier height(x=0,U.). Conse- Translated by Steve Torstveit
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Results are presented from a comprehensive study of helicon interferometry, nonresonant
cyclotron absorption, and the Shubnikov—de Haas effect at microwave frequencies in

the compound HgTe and in Hg,Cd,Te solid solutions. Analysis of the experimental results
and the already existing theoretical concepts suggests that in the gapless semiconductor
HgTe and its solid solutions the static dielectric permittivitydepends on the concentration of
conduction electrons and the band parameters. Anomalous behawgixdfis observed

in the concentration interval 0.155=0.2 and is attributed to a change in the structure

of the edges of the conduction and valence bands in Hgd, Te. © 2000 American Institute
of Physics[S1063-777X00)01211-]

The compound HgTe and its solid solutions with cad-plays a role of some importance in the physics of gapless
mium telluride, Hgq_,Cd,Te, at a certain concentration  semiconductors. However, until now there have been no di-
belong to the class of gapless semiconductors, since the bakect experimental studies ef . We have therefore measured
tom of the conduction band in them touches the top of the: at liquid-helium temperature in HgTe samples with differ-
valence band. A zero energy gap between these bandsgent concentrationtl of free charge carriers and in samples of
which belong to the same representatibg makes for a the solid solutions Hg ,Cd, Te with different mole fractions
dependence of the static dielectric permittiitypn the wave x of cadmium telluride. The most careful measurements

vectorq of the forn? of ¢ were made in the region of the zero-gap state of
Hg,_,Cd,Te.
37T2e2mn gl X d)(
g(q)=8L+T, 1)
q EXPERIMENT
wheree is the charge of an electrom, is the mass of the To establish the relation betweery and N in single-

electrons at the bottom of the conduction band, ands the  crystal samples ofi-type Hg _,Cd, Te with different values
contribution to the dielectric permittivity from all the bands of x, it is necessary to determi¢ and the cyclotron effec-
other thanl'g. The singularity in(1) for g—0 is due to the tive massm, experimentally. This can be done by the meth-
anomalously high polarizability of the electron—hole ods of helicon interferometry, nonresonant cyclotron absorp-
vacuum. In the absence of conduction electrons this singuion (NCA),® and the Shubnikov—de HaaSdH) effect at
larity leads to effective screening of the charge of the valencenicrowave frequencies.

electrons on account of virtual transitions between the oscu- A study of the derivative of the reflection coefficient
lating valence and conduction bands. When the electrons geith respect to magnetic fieldlR/dH, was done on a radio

on to the conduction band from the donors or from the va-spectrometer having a design permitting measurements in the
lence band, the singularity ifl) is suppressed, and the elec- Faraday and Voigt configurations, respectively, with circular
tron gas becomes degeneraihen, as a consequence of the and linear polarizations of the microwave field in the reso-
Moss—Burstein effect, virtual transitions are possible only anant cavity. The coupling of the cavity with the sample was
energiesE=E;, whereEg is the Fermi energy. Therefore, effected through an aperture in a diaphragm placed in front
in an impure gapless semiconductor the static dielectric pemf the aperture coupling the cavity with the waveguide. As
mittivity s has a finite value and grows with decreasingnecessary a sample of a certain size could be placed in the

electron concentration according to the [Aw: cavity at an antinode of the microwave electric or magnetic
field. Replaceable cylindrical cavities of the absorbing type

8em, for the TE ;, mode, tuned to the frequenciés=36.04 GHz
es=eLt mhke 2) and f,=26.1 GHz, were used. Changing from operation of

the radio spectrometer in the Faraday configuration to opera-
where the wave vectdq: corresponding to the Fermi energy tion in the Voigt configuration was done by rotating the elec-
is related to the electron concentratibhin the usual way: tromagnet by 90°. The fieltH of the electromagnet was
k,§=3172N. This dependence leads to a weakening of themeasured by a nuclear magnetometer and could be varied in
Coulomb interaction at large distances, and this is manithe interval 0—16 kOe. The temperature of the sample during
fested, in particular, in a decrease in the bound-state ehergshe studies was monitored to an accuracy+d3.05 K and
and in the scattering cross section at a Coulomb cériter. stabilized to a precision of0.02 K by means of a special
follows that the value of the static dielectric permittivity ~ apparatug.

1063-777X/2000/26(11)/4/$20.00 853 © 2000 American Institute of Physics
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TABLE |. Physical parameters of the klg Cd,Te samples.
N &
, E
Ne x £, exp. €, calc. 1015 Cm_3 mc/m0 H1 E
9 ©
1 0 115 70.3 0.80 0.0300 = 5
o c
2 0 85 63.4 1.24 0.0300 = L0
3* 0 65 53.1 2.77 | 0.0300 5
o<
4 0 47 40.1 13.00 | 0.0310 S
S 0 44 38.5 18.00 0.0320
| | i {
6 0 33 28.0 200.00 | 0.0360 3 6 9 12
H, kOe
7 0.050 85 50.2 0.80 0.0181 . - _ i _
FIG. 1. Oscillations of the derivative of the reflection coefficient with re-
spect to the magnetic field in sample No. 3, recorded in the Faraday and
8 0.110 87 °1.0 0.08 0.0090 Voigt (insep configurations at 4.2 K.
9* 0.110 60 33.5 0.65 0.0093
10 0.110 38 27.2 3.20 0.0096 dR/dH curve is also oscillatoryinset in Fig. 2, and its
extrema in the magnetic fields do not coincide with the ex-
11 0.110 27 22.0 20.00 | 0.0110 trema observed on theR/dH curve in the Faraday configu-
ration. The positions of these extrema in the magnetic field
12| 0.140 50 23.3 0.65 | 0.0040 also remained unchanged as the sample thickness and the
working frequency of the radio spectrometer were changed.
*
13 0.150 47 211 0.58 0.0036 In addition, analysis of the curve showed that the reflection
14 0.155 45 18.2 0.70 0.0032 coefficient is an oscillatory function of the magnetic field,
with a period of 1H.
15 0.160 45 18.1 0.80 0.0033 On the basis of the experimental data and in accordance
with the theoretical ideas about the propagation of magneto-
16 | 0.167 4 18.0 0.75 | 0.0032 plasma waves in cold solid-state plastnae can state un-
{7 0.175 45 17.9 0.80 0.0033 equivocally that: 1 the peak observed on thliER/dH curve
’ ' ) ' at a low magnetic fieldH,; corresponds to the nonresonant
18 0.180 40 17.8 0.83 0.0037 cyclotron absorption(NCA), which is due to conduction
electrons; 2 the oscillations of thelR/dH curve in the Far-
19 0.200 21 17.6 0.83 0.0050 aday configuration are due to the propagation of a helicon
wave in the sample and correspond to Fabry—Perot reso-
20 | 0250 18 16.9 080 | 0.0172 nances; Bthe oscillations oflR/dH in the Voigt configura-

Note: The asterisk indicates samples on which the Shubnikov—de Haas
effect was observed.

The samples studied were in the form of disks 5—6 mm
in diameter and 0.8—1.5 mm thick; their surfaces were me-
chanically polished and then immediately prior to the experi-
ment were chemically polished in a 5% solution of bromine
in methanol. The composition and uniformity of the samples
were determined by means of a microanalyzer. The data for
the samples studied are presented in Table I.

Measurements on sample No. 3 at 4.2 K in the Faraday
configuration showed that for the extraordinary wawae
curvedR/dH is an oscillatory function of the magnetic field
(Fig. 1). The extrema of this curve are shifted to lower mag-
netic fields as the thickness of the sample is decreased; this is
evidence that we are observing Fabry—Perot size resonances
in this case. The position of the peak observed in a low
magnetic fieldH ;~460 Oe does not depend on the thickness
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of the sample. When the direction of the external magnetl(n::IG. 2. Dependence of the static dielectric permittivity on the concentration

field is changed to the opposite, the extrema were not obyst conduction electrons in samples of HgCd, 1:Te (a) and HgTe(b). O —
served on thalR/dH curve. In the Voigt configuration the experiment® — calculation.
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tion are due to the microwave SdH effect. The observation of Eg.eV
guantum oscillations in this experiment is possible when the —0.30 —0.11 0 006
Fermi level is fixed at an acceptor level for this matetial. |

Thus, using our techniquiewe determinesg, N, andm,
from thedR/dH curve, the oscillations of which correspond
to Fabry—Perot resonances and are due to a change in the
effective dielectric permittivity of the sampleg s=¢s 100
—[wf)/w(wi wc.—j/7)], with changing external magnetic
field, wherewp=4we2N/mc, w.=eH/m.c, cis the speed
of light, » is the working angular frequency of the radio
spectrometerj=+/—1, and 7 is the momentum relaxation
time of the conduction electrons.

The reliability of the results obtained was confirmed by 75
the fact that the values dfl determined from the quantum
oscillations observed in the Voigt configuratiagree within O
the experimental error limits with the values obtained by
helicon interferometry.

The calculated values af; were determined from the
expression 50

8e? m. (3m2N)3 2
es=eLt — PETEREINISTE E, : 3

which was obtained from relatiof2) by substituting into it

the expressions fdkz andm, in the form? o5
B me o cee _ﬁ2(37T2N)2/3
m”_WMEgV e T

HereE4 is the width of the band gap, which was not deter-
mined experimentally but was calculated according to Ref. 1

. | |
as follows: 0.1 0.2

Eq(x,T)=—0.302+ 1.9%+5.35< 10 *T(1— 2x) X

—0.81x2+0.83%83 (4) FIG. 3. Static d@electric permittivity in _HgXCdee as a function of the
CdTe mole fraction at 4.2 KO — experiment® — calculation.

(all of the terms in formul&4) are given in electron-volisin
addition,s, was calculated by the formila

e, =20.5-15.6¢+5.7°. (5  the same character as the calculated curve. In the interval

The parameters of the samples necessary for finding an}158<x<0.178 the expgrimental cureg(x) = const. Then,
comparing the experimental and theoretical valuesoat ~ [©f X=>0.178 the experimental value afy(x) decreases
different values o andx were determined on the basis of Sha@rPly and approaches the calculated value, which is inde-

the existing theoretical ideas and experimental data. The vaPendent olN. The calculation ok(x) in the interval G=x
ues of these parameters are given in Table I. =<0.16 was done with the use of expressié8s-(5), while
for x>0.16 it was done using), since in that case, accord-

ing to Refs. 1 and 4 is independent o as|E4|—0. The
fact that the calculated and experimental valueg ofor x

The calculated and experimental curves «QfN) for =0.2 are close is evidence that the static dielectric permit-
HgTe and HgoCdy 14Te are presented in Fig. 2. It is seen tivity depends on the concentration of conduction electrons
that the functiore¢(N) is of the same character, i.e4(N) only in gapless semiconductors, and it confirms the reliabil-
decreases with increasimgin both cases, but there are quan- ity of our experimental data.
titative differences. As we see from Fig. 2, the disagreement = We attribute the difference in the character of the varia-
becomes large aN decreases. We attribute the quantitativetion of the calculated and experimental curves gix) in the
difference in the calculated and experimental values ofnterval 0.155:x=<0.2 (corresponding to—-17.6 me\<E,
e4(N) to the fact that expressiof®) is of an extremely ap- <59.6 meV) to the change in the structure of the edges of
proximate nature and reflects only the qualitative variatiorthe conduction and valence bands which, according to Refs.
without any claim to quantitative accuraty. 10-12, occurs in solid solutions based on HgTe at values

Figure 3 shows the dependencesqfon the mole frac- E,~=*20 meV. Those papers give evidence that at these
tion of CdTe in Hg ,Cd,Te. The concentration of conduc- values ofE4 an inversion of thed’s andI'g bands occurs.
tion electrons in the samples in this case varied over th&his means that the equalifg;=0 does not hold in these
range (5.8—-8% 10 cm 3. As we see from the figure, the solid solutions. Then, as a result of anomalous behavior of
experimental curve of(x) in the interval 6<x<<0.158 has the structure of the edges of thg andI'g band as a function

DISCUSSION AND CONCLUSIONS
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of the value ofEy, an anomalous change of(x) occurs at  3L. Liu and E. Tosatti, Phys. Rev. Le@3, 772(1969.
these values oFE., . 4B. L. Ge'mont, V. I. lvanov-Omskj and B. T. Kolomietset al, Fiz.

Thus it follows from what we have said that in gapless o[ *'0 ROl SOHATE (50w [ Beren B2t
solid solutions Hg_,Cd, Te the static dielectric permittivity (1990 [Sov. Phys. Tech. Phy85, 253 (1990].

depends on the band parameters and on the concentration ©f. D. Prozorovski, I. Yu. Reshidova, S. Yu. Paranchich, and L. D.
free charge carriers, and the character of this dependenceParanchich, Fiz. Tverd. Teld.eningrad 32, 3290 (1990 [Sov. Phys.
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A theoretical analysis of the heat capacity and thermal expansion of the low-temperature sc
phase of fullerite g, is made, based on the concepts of double-well orientational states

of the molecules — the pentagonal and hexagonal configurations. To describe the coupling
of the orientational states of the molecules with macroscopic deformations of the crystal lattice, it
is assumed that the deformations contribute corrections to the energy parameters

of the double-well states, and a paramet&f is introduced which is equivalent to the
Gruneisen parameter in the theory of the thermal expansion of harmonic crystals. It is shown
that this model can be used to obtain a qualitative description of the anomalies observed

in the thermal properties of fulleriteggnear the orientational glass temperatilige=90 K, and

the possibilities for obtaining empirical estimates of the parangf®rare discussed.

© 2000 American Institute of Physids$1063-777X00)01311-6

INTRODUCTION direct physical methods, one can use the thermodynamic re-

lation (1) as an empirical check on the correctness of the

Mie—Grineisen approach to the description of the thermal

expansion of a given crystal in a given temperature interval.
e empirical value of the right-hand side of relatidn is

It is known' that the contribution of lattice vibrations to
the thermal properties of crystalline solids in the region of
low temperatures and medium homologous temperatures ¢

b? dﬁ scnbed_ ql#]te \r/]vell by gnalyzmg thet_therrlnaihexcnatmn alled the thermodynamic Gmeisen parameter of the crys-
of phonons 1n the harmonic approximation. In the caseé O, = 1o simplest criterion of correctness of the Mie—

molecular crystals a significant role can also be played b)brijneisen approximation is the absence of temperature de-

collective orientational vllbrat|oné|.l:)ron's) apd harmomc.m- rpendenccéor a sufficiently weak temperature dependerafe

tramolecular modes. This approximation is also effective fo he th d ic Cnei q ined by rel

describing the thermal expansion of crystals, which is byt. e thermo yhamic 5neisen paramete_r etermlne_ y rela-
' tion (1). If the empirical values of the right-hand side (@)

nature anharmonic. In that case, following the ideas of"Mie ; :
. . - . have pronounced temperature anomalies, that would be evi-
and Grneiser? it is sufficient to assume the existence of adence that an important role in the thermal motion of the
linear dependence of the harmonic oscillation frequeagy rvstal is bein Ip db veral different t f harmoni
on the components of the lattice strain tensgr. For crys- crystal IS being piayed by several difierent types ot harmonic
excitations with different values afg or by nonlinear exci-

tals of the cubic system this dependence is conveniently Writf i hich A | led to th i def
ten in the formw(s“’)=w(50)(1—gssii), Wherewgo) and wgg) ations which are strongly coupled to the macroscopic defor-

are the eigenfrequencies of the harmonic oscillations of thga;tlotnsdof the t(;]rystqlt_latltlf[:e. AN e?amplefal\ri_the ahnoma}[hes
undeformed and deformed crystal, respectivedy,=¢q; etected near the critical temperatures of fatice phase tran-

+ &9+ 8451 the dilatation component of the strain, apds sitions. These anomalies are the result of a loss of mechani-

a constant that has come to be called thér@isen param- cal stability for a certain fraction of the collective vibrational
eter for the vibrational mode of inde In those cases when d€drees of freedom and the appearance of strong anharmo-

the thermal motion of the crystal is determined by the exci—niCity in the motion of the crystal with respect to these de-

tation of oscillations of a single type with identical values grees of freedom. ,
g.=0g, the Grineisen parameter is connected by simple ther- In the experimental study of the thermal properties of the

modynamic relations with the temperature coefficient of V0|_molecular crystal fullerite gé in the low-temperature region,
ume expansiom, the isothermal compressive bulk modulus (€€ Ppronounced anomalies of the thermodynamicn&ru

B(®), and the heat capacity per unit volume measured at corfisen parameter have been obsef7édrhe first of these is
stant volumeCy: observed near the phase transition from the high-temperature

fcc phase to the low-temperature sc phasg=260 K), at
B9, which a partial orientational ordering of the;@Omolecules
9= Cy () occurs. The second anomaly is observed near the orienta-
tional glass temperatuig,=90 K and is due to the specifics
In solid-state physics the Gmeisen parameter is re- of the thermally activated transitions between two orienta-
garded as be one of the most important characteristics dfonal states of the molecules — the so-called pentaggnal (
anharmonicity of crystal lattices. Since for most crystals theand hexagonall() configurations. Finally, another anomaly
values ofCy,, B(?), and« can be independently measured byis observed at liquid-helium temperatures; it is apparently

1063-777X/2000/26(11)/5/$20.00 857 © 2000 American Institute of Physics
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due to quantum effects in the anharmonic rotational motioronly phenomenological ideas about the orientational states of
of the molecules, although other mechanisms are pos$ible.the molecules in fullerite. It is clear that both librations of the
All of these low-temperature anomalies of the thermody-molecules and their relative rotations by large angles must
namic Gruneisen parameter of crystalline fullerite;Care  have a cooperative character, but there is no microscopic
consequences of two main circumstances: justification for the possibility of separating out the double-
— the influence of the rotational degrees of freedom ofwell states in the description of the collective dynamics of
the molecules on the thermodynamic characteristics of thithe molecules. For this reason the microscopic meaning of
crystal is rather large; the quantitieN,, Uy, Uy, andA remain unclear, and they
— the anharmonicity of the rotational motion of the should be regarded as phenomenological parameters of the
molecules is extremely strong, and this has a substantial etheory subject to experimental determination. On general
fect on the character of the thermal excitation of the rota-grounds one can conclude only thatiis the length of the
tional degrees of freedom at both moderately low and veryedge of the unit cell, thendNya®< 24: the left-hand side of
low temperatures. this inequality corresponds to the number of molecules, and
This means that in the analysis of the thermal expansiotthe right-hand side to the number of intermolecular bonds in
of fullerite Cg the Mie—Gruneisen approximation can be the unit cell of the fcc structure.
used only for describing the phonon contribution, while In a state of thermodynamic equilibrium at temperature
treating the influence of the lattice deformation on the ther-T the concentrations of thp and h configurations are de-
mal excitation of the rotational degrees of freedom will re-scribed by the Boltzmann distribution and the balance rela-

quire developing some other approaches. tion:

In this paper we carry out a semimicroscopic analysis of _ _
the anomaly observed in the thermal expansion of fullerite o _Nn 1+ex A) o o —%—1—F @
Ceo Near the orientational glass temperatliggand which is "TNg ka PNy ho

due to the influence of the lattice deformations on the ther-

mal excitation of the hexagonal configurations of the mol-where a bar over a symbol denotes the equilibrium state. One
ecules. General thermodynamic relations linking the thermocan also introduce average time for the thermally activated
dynamic and rheological characteristics of fullerite with thedestruction of thep and h configurations,r, ,, which are
concentration and parameters of the orientational excitationgiven by an activational formula of the form

have been obtained by the authors in a previous piper.

Here we analyze in more detail the temperature dependence Ton="To expM, (3)

of the coefficient of thermal expansion of fullerite at tem- ' kT

peratures nearq and discuss the possibilities for obtaining where 7, is the characteristic period of the librations of the

empirical estimates of the lattice—orientation interaction pa_molecules which should be reaarded as vet another phenom-
rameter(an analog of the Gneisen parametgr ' 9 y P

enological parameter of the theory. Then time dependence of
the nonequilibrium concentration of defdttconfigurations

1. CONTRIBUTION OF THE ORIENTATIONAL EXCITATIONS ny(t) (orientational relaxationis described by the simple
TO THE THERMODYNAMIC CHARACTERISTICS OF kinetic equation
FULLERITE

Let us consider the sc phase of fullerite, which exists at Tinh+ R
at Ty’

temperaturesT<T.. In this phase the threefold symmetry ot T

axes of the g, molecule are oriented along the space diago- Here ~(T) plays the role of the average time for relax-

nals of the unit cubeédlrectlons of the_(ll]) type), but the tion to the thermodynamic equilibrium distribution of the
molecules can execute relative rotations about these axes 10 : . . .

) . andh configurations in the bulk of the fullerite crystal at a
large angles. These rotations are braked by the comparative

low potential barriers due to the noncentral part of the po_ﬁfven temperature. If a certain laboratory littyg, is speci-

tentials of the intramolecular pair interaction. In the rotationfled’ then one can introduce an orientational glass tempera-

of the molecules, two types of minima of the angle depen—ture Tg by defining it as a solution of the equation

dence of the intermolecular interaction energy are realized: (1)t . (5)
global (the p configuration and local(the h configuration.
The pentagonal and hexagonal configurations are separatédr T>T, the thermally activated transitions between the
by an energy barrier: if the symbbl, denotes the barrier for andh configurations occur relatively rapidly on the labora-
the p— h transition, then the barrier for the reverse transitiontory time scale, and the state of the fullerite can be regarded
h—p will have a valueU,=U,—A, where the symbol as a sort of orientational liquid; fof <T, there is insuffi-
denotes the difference of the energies ofprandh configu-  cient time for thermodynamic equilibrium to be established
rations. in the double-well orientational states over standard labora-
Thus we single out a set of independent double-welltory times, and the the fullerite on cooling will enter an ori-
states from the set of orientational states of the fullerite molentational glass state. Experiment shows thatfgr-10* s
ecules. We denote by, andN;, the volume concentrations the temperaturd ;=90 K12
of pentagonal and hexagonal configurations, and Nyy The influence of orientational relaxation of the mol-
=N,+ N, the volume concentration of the double-well con- ecules on the thermal expansion of fullerite can be described
figurations. Strictly speaking, at the present time there arén analogy with the Mie—Gnoeisen approach: for this it is

4
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necessary to introduce deformation corrections to the param- BOx  aptyB
eters of the double-well orientational statdg, Uy, and g= = 5 . (10
At Cv  T(B+én)

U<p‘f,)1= Uph—vphen, AP=A-v,e. (6) The explicit form of the temperature dependence-gf

and the coefficients of the expansi¢f) can be obtained

Herev,, v, andvy=v,—v;, are the constants of the defor- 4y a5 the result of an analysis of the thermal motion of the
mation potential. Using the experimental results on the influgystal in the framework of statistical mechanics. Here the
ence of hydrostatic pressure on the orientational glass trangefficientsa, ¢, and\ ., will be determined by harmonic
sition of fullerite, one can obtain an empirical estimate forexcitations(phonons librons, intramolecular modewhile
the values of the parameter)%oangjluh: vp=vn=2.0 &V ;" 5 andy will be determined by the double-well orienta-
(with a relative accuracy of-10%): _ _ _ tional states. It is seen from relatiof8) that Cy, «, and

Relations(2) and(6) serve as the basis of a microscopic g(=) _ g(0) ¢can be written as sums of additive contributions
(or, more precisely, semimicroscopescription of the con-  from oscillatory excitations and double-well orientational
tribution of the orientational excitations to the thermal Char'configurations(the first and second terms i), respec-
acteristics of fullerite. Let us now turn to a description of thistively) whereas in formula(10) for the thermodynamic
contribution in the framework of phenomenological thermo-g ineisen parameter such a separation cannot be done. One
dynamics. For this, in an analysis of the thermodynamic po¢an introduce the concepts of oscillatag$?*® and orienta-

tentials of the crystal, in addition to the temperatiirand tional g thermodynamic Ghoeisen parameters, defined by
strain e;, one should also consider the concentratpnof 1o relations

the hexagonal excitations as a separate thermodynamic vari-
able. Accordingly, the increment of the free energy of fuller- B(0), (050 BO )

ite due to arbitrarily small increments of temperatite go0=— = gO=—— =" (1))
strain €;,, and concentration of hexagonal excitations

=n,,—n;,, can be written in the form of an expansibh:
hooh P However, in the generaj+ g(®s9+ g(®,

F(T+0,v,e1) —Fo(T) Since the thermal excitation of an isolatedtonfigura-
tion is accompanied by an increase in the energy of the ful-
lerite by an amouni\, one can easily use E(R) to obtain a
microscopic expression describing the contribution of such
excitations to the heat capacity per unit volum@CT) for

an infinitely slow change in temperature:

11,1
:—Eg(T)@) +§77(T)Vh+§)\iklm(-r)8ik8|m

—B(MOv,—a(T)Ogji— y(T) vheidix+ - -
(7)

This expansion takes into account the cubic symmetry of the ClO(T)=NyA
crystal; 6, is the Kronecker deltaso(T) is the free energy v 0
of the initial equilibrium state of the crystal at temperatilire

and the expansion coefficients 8, vy, &, #n, and\, are Relations(2) and (6) can also be used to describe the
temperature-dependent parameters of phenomenologicalicroscopic analog of expressi@8), which determines the
thermodynamics; a summation over repeated coordinate irequilibrium incremental contribution to the concentration of

diy| NeAZn(T)ng(T)
daT v_ kT2

. (12

dices is understood. hexagonal excitations due to specified small increments of
At specified straire;, and temperaturé + ®, minimiza-  straine;; and temperatur®. In the linear approximation in
tion of the free energy7) with respect to the variable, will g, and® we get
give the equilibrium distribution of hexagonal excitatidrs:
_ _ vy B (T +©) () =MD L ey + —— 0
= (T+0)=My(T)= eyt 6. 8 h M R e

(13

In the case of reversible thermodynamic processes, the con-

dition of an extremum of the free energy implies the follow- ~ Comparing relationg8), (9) and (11)—(13), we obtain
ing expressions for the heat capacity per unit volude the ~ formulas which give the microscopic meaning of the param-
volume coefficient of thermal expansion, and the bulk etersy, B, », andg(®:

modulus defecB™)—B(® (B(*) andB(® are, respectively,

the adiabatic and isothermal values of the bulk modulus g(or):U_A y=Ngy 5= NoA __ kTEo
p , A ova T T MM
a 14
Co=T| e+ 2|, k= —p 212 (14
7 BO B, ) .
) From this we see that the analog of the @isen pa-
a® AP rameter for orientational excitations is the dimensionless
B(w)—B(O)=?+ — constant of the deformation potential, which contains the in-

fluence of the deformation on the difference between the
In the phenomenological approach, the thermodynamidocal and global minima of the angle dependence of the in-
Gruneisen parametag is given by the expression termolecular interaction energy.
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» 120K (1) remaining components of the heat capacity n&grare
0.4 A _ 140K (2) monotonic and relatively weak functions of temperature.
k 160K (3) Owing to the orientational glass effect, this nonmonotonicity

s “sharpened” further:C{,or)zO at temperatures beloiy,,

0.3 which gives rise to a smeared jump on the temperature de-
e pendence of the total heat capacity near the orientational
0.2 glass temperature. The value of the temperature at which this
' anomaly is observed and the size of the jump depend on the
rate of change of the temperature during the measurement of

0.1 the heat capacity, and therefore the vam@)(Tg) deter-

mined by formulag15) gives an upper bound on the size of
28 : | . the jump.
0 50 100 150 200 250 The experimental values of the jump in the heat capacity
T K C)(T,)=3.5 Imole )K™! (Ref. 13, molar volume
’ V(Tg)= 418 cnt-mole ! (Ref. 9, and parameteA = (11—

FIG. 1. Plots of the functiod® = C{®)(T)/kN, in Eq. (15) for several values _
of A close to the empirical values of this paraméte®8 The symbols 13)X 10"° eV (Refs. 13 and 15-18:an be used to obtain a

(M) show schematically the temperature dependence of the heat capam[ﬁth estimate for the phenomenOI‘)gmal paramiein the
when the temperature is changed at a finite rateAfthr= 140 K. theory of double-well orientational states:

cy(Ty)

_ 9 1 -3
= =(14-1.9x 10" cm 3. 16
2. ANOMALIES OF THE HEAT CAPACITY AND THERMAL 0 KD (A/KTy) ( ) (16
EXPANSION NEAR THE ORIENTATIONAL GLASS . 3 . .
TEMPERATURE This value corresponds to the lower bouxga®=4 given in

the Introduction.
In the previous Section we showed that the low-  The temperature dependence of the volume thermal ex-
temperature heat capacity of fullerite is given by the sum pansion coefficient, according to formu@), (14), and(15),

Co =00 4 (0N is described by the relation
v=Ly A
where C{"*9=T¢(T) is the total contribution of the har- 00T g C{(T)
monic excitations, andC{*’(T) is the contribution of the =1 B
double-well orientational states. Using formule?), we can
write the temperature dependence of the heat capacity con- (050 KNgv a A
veniently in the form =T+ BOA T (17)
Cy(T)= C(OSQ(T)+kN0<IJ( A ) It has been observed experimentafiy!*that the anomalies
kT of the coefficient of thermal expansion and of the thermody-
26X (15 namic Gruneisen parameter of fullerite at temperatures near
d(X)= ——. T4 are considerably stronger than the anomaly of the heat
(1+€? capacity, and the assumption that the the orientational relax-

The functiond (A/kT) is plotted in Fig. 1 for several differ- &tion makes the predominant contribution to these character-

istics does not seem unrealistic. This circumstance is evi-
Aence of an anomalously large absolute value of the
parameteig(®".

ent values of the parametar. It should be recalled that this
function describes the orientational component of the he
capacity if it is measured for a sufficiently slow change in . _ .
temperature. In any real experiment, however, the tempera- W€ note that in the process of cooling fullerite Bt
ture is changed at a certain finite rate, and so the second term | ¢ ON€ observes a rather sharp decrease fallowed by

in formula (15) can be used for interpretation of experimen- & JUmPplike increase at the transition to the regiba Ty,.

tal data only in the temperature interVBj<T<T,, while at According to formula(17), this means that the onentanonal

lower temperatureén the orientational glass statene must Grlunelsen para(\jmeteRr PalsBaf netgatwe Valueth lftn[e usle the
assume tha®=0 andC{"(T<T,)=0. value measured in Re or the jump in the thermal ex-

. y (or) — — -1
The analysis done in Ref. 9 showed that the total rotaP’ansion coefflc(;lelnt Yy )2 4X107° K™, aéng the
tional component of the heat capacity, consisting of the sunf&/ueB=1.1x10""dyne cm"* for the bulk mod;rl)lu then
of C{ and the librational contribution, turns out to be a W& obtain the following empirical estimate fgk":

rather small part of the total heat capacity. Therefore, our v <or>(-|- )BO(Ty)
i ; i ; i+t (on_ "4 _ -
earlier conjectur® that the orientational excitations make g == 55. (18
; o . A KNo®(A/KITy)
the governing contribution to the thermodynamic character-
istics of fullerite atT>T, must be incorrectat least with We note that the experimental values of the parameters

regard to the heat capac)tyHowever precision measure- A, B(?), and especiallk{°)(T,) have a rather large scatter,
ments of the heat capacity near the orientational glass tenand therefore the estlma(e8) for g{° should be regarded
peratureT,=90 K have made it possible to extract this as extremely rough, giving only an idea of the order of mag-
contrlbutlon13 14 This possibility arises becauﬁé, r)(T) has nitude of this parameter. The valueswof obtained here and
a nonmonotonic character in this regi@fig. 1), whereas the in Ref. 11 differ not only in order of absolute magnitude but
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also in sign. This discrepancy is due to the fact that in Reftheory of the thermal excitation of harmonic vibrations of the
11 we make use of the mistaken assumption mentionedrystal. It is shown that the orientational components of the
above and also the data on the heat capacity of fullerite giveheat capacity and thermal expansion of fullerite are propor-
in Ref. 20, which differ substantially from the data of other tional to a nonmonotonic function of temperature, and the
investigators. orientational glass effect “sharpens” this nonmonotonicity
Since the total heat capacity near the orientational glasand leads to an abrugtmplike) change in the thermal prop-
temperature has a value80 J mole 1K1 (Ref. 9, which  erties near the glass temperatdig=90 K. This conclusion
is considerably larger than its orientational componengives a qualitative explanation for the experimentally ob-
C(°’)(Tg):3.5 Jmole 'K~ (Ref. 13, the anomalous tem- served anomalies of the heat capacity, thermal expansion,
perature dependence of the total thermodynamicn€een  and total thermodynamic Gneisen parameter of fullerite at
parameter of fullerite near,, noted in Ref. 9, is mainly due temperatures neafy. A comparison of the results of the
to the orientational component of the thermal expansion cotheory with the experimental data has yielded empirical es-
efficient, «°)(T). According to(10), (11), and(17), we have timates for the volume concentration of double-well orienta-

KN o A tional states and for the orientational @aisen parameter.
g=g(°9— A (_) ) (199 We have also noted and corrected some inaccuracies in the
Cu(T) | A kT estimates made in our previous paper.
This formula describes the jumplike-(2.5-fold) change ing The authors are sincerely grateful to V. G. Manzhelii, V.
at the transition through the temperatdig. M. Loktev, M. A. Strzhemechnyi, and A. I. Prokhvatilov for
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Absorption of electromagnetic field of the millimeter-wave band in perfect dielectric
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E. M. Ganapolski *
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The dielectric losses in high-quality crystals of sapphire, ruby, fluorite, and quartz are measured
at a frequency of 36 GHz in the temperature range 4.2—300 K by the spherical dielectric
resonator method. The absorption coefficient of the electromagnetic field per unit wavelength

I" in the crystals is found to agree both in order of magnitude and in its temperature
dependence with the Gurevich theory, which treats the absorption as being the result of an
electrophonon interaction of the field with acoustical phonons as a result of the anharmonicity
of the crystal lattice. It is found that the crystals studied have extremely low absorption

in the millimeter-wave band even at moderately low temperat(egs, for sapphird~10 8 at

T~40 K). Measurements are made of the residual absorption of the electromagnetic field

at low temperatures, which is due to a single-phonon process of field absorption at defects of the
crystal structure. It is found that the temperature dependence of the absorption of an
electromagnetic field in a crystal is correlated with that for the absorption of hypersound.

© 2000 American Institute of Physid$1063-777X00)01411-Q

As we know, real nonconducting crystals have ratheiGurevich®*the conversion of electromagnetic field into pho-
large dielectric losses at millimeter and submillimeter wave-nons can occur on account of the so-called electrophonon
lengths. The nature of these losses is usually attributed tmteraction. This interaction comes about because the alter-
various charged defects, which serve as a source of convenating electric field, in polarizing the bound electrons, alters
sion of the electromagnetic field into acoustical phononsthe interaction constants of the atoms with the lattice in non-
which constitute a heat bath. These charged defects, distrilpolar crystals. In polar crystals the field, in addition to this,
uted randomly in the crystal, exectigeriodic motion in the also causes a relative displacement of the sublattices, which,
field of the electromagnetic wave. Since the charges are dbn account of anharmonicity, leads to a change in the inter-
rectly coupled to the crystal lattice, their motion is accompa-action between atoms. Here the most efficient process is
nied by emission of acoustical phonons. The conversion ofhree-phonon absorption, since the single-phonon process is
electromagnetic field into phonons, from a quantum-forbidden by the conservation laws. The absorption mecha-
mechanical point of view, can be treated as a single-phononism is analogous to Akhiezer absorption of sound in crys-
process, in which the absorption of a photon of frequeacy tals. The electric field of the wave in the electrophonon in-
is accompanied by the creation of a single acoustical phonoteraction alters the frequencies of the acoustical phonons on
of the same frequency(In ideal crystals this process is for- account of the anharmonicity of the lattice. Then a nonequi-
bidden by the selection rules — energy and momentum cornlibrium state with a higher entropy is formed in the phonon
servation). It is clear that such a direct conversion does notgas, and the energy required for this is drawn from the elec-
directly involve the phonon bath as a whole, and it is theretromagnetic field.
fore independent of temperature. Multiphonon processes of Gurevich absorption is extremely small and is strongly
electromagnetic field absorption on account of lattice defectsdependent on frequency and temperature. For example, for
are also possible; they are considered in Ref. 2. Since theonpolar, e.g., hexagonal, crystals, the absorption coefficient
charges created by these defects are directly coupled to thger unit wavelengti’ < wT°, whereT is the temperature; for
atoms of the lattice, their motion perturbs the phonon systengubic crystald’ = w?T4. For sapphire, e.g., at a frequency of
altering the phonon distribution function. The increase in en36 GHz, the absorption is 18 at room temperature and
tropy necessary for restoration of thermal equilibrium leadsl0~*® at 15 K. For piezoelectric crystals the thebpredicts
to absorption of the electromagnetic field. Multiphonon ab-a substantially larger absorption.
sorption of electromagnetic field, unlike the case of single- In real crystals containing defects of the crystal struc-
phonon absorption, can have a rather strong temperature dietre, all of the aforementioned mechanisms contribute.
pendence. Therefore, the identification of any one of them is a rather

The absorption of electromagnetic fields at frequencieglifficult problem in the general case.
less than the Debye frequency can also occur in crystals not The technological progress that has been achieved in the
containing defects. As was shown in the papers hyinterests of quantum electronics has made it possible to syn-

1063-777X/2000/26(11)/3/$20.00 862 © 2000 American Institute of Physics
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thesize crystals of sapphire, ruby, and fluorite, as well as
quartz, having extremely small numbers of structural defects.

This makes it possible to investigate their dielectric losses in 10°L z
the millimeter-wave range and to estimate the relative effi- E f
ciency of the absorption mechanisms indicated above. Here [

we describe the results of measurements of the temperature

dependence of the absorption of an electromagnetic field at a 4

frequency of 36 GHz in the temperature range from 4.2 to

300 K. For these measurements we have used the spherical“s
dielectric resonatoSDR) method developed previously,
which is capable of measuring extremely low dielectric 3' 1 -
losses in crystals in the millimeter-wave bahBriefly, the 107 '_v_v_'_v,v.v_v"';
essence of this method is as follows. A sphere made of the

material to be studied is used as an open spherical dielectric <
microwave resonator. The diameter of the sphere is chosen ~ 2' 2 ,.0’/
such that the spherical dielectric microwave resonator is a 10

quasioptical system, in which “whispering gallery” modes j
with radial indexn>30, which have an ultrahigh quality 4
factor Q, can be excited. Since the resonator is an open I 3 ((
spherical dielectric microwave resonator, in which the field 10} —oa—t—a—"

of the electromagnetic “whispering gallery” modes are con- ;
centrated in a thin layer near the spherical surface, the damp-
ing decrement for these modes is very sensitive to substances
on the surface that absorb field energy. For this reason, par- Ll L) -
ticular care was taken to remove all foreign substances from 1 10 100

the surface of the sphere. The resonators had a precise T,K

Sfphencal shapepot more tha.n.ZQLm .Of eII|p50|daI devia EIG. 1. Temperature dependence of the electromagnetic absorption coeffi-
tion) and an optical surface finish polished to a roughness Oéienty in ruby (1) and sapphirg2). Curve3 shows the temperature depen-
0.1 um or less. dence of the hypersound absorption per unit wavelengtin sapphire at a

For excitation of the electromagnetic oscillations in thefrequency of 3 GHZ.

SDR we used a dielectric-waveguide antenna, which was an

end-radiating rectangular waveguide completely filled with a ) _ )

sapphire crystal. The antenna was placed near the surface gnall number of dislocations. The diameter of the quartz
the sphere in such a way that its electromagnetic field wa$PR was 45 mm. _

superposed with the “whispering gallery” modes in the Fluorite. The fluorite crystals were synthesized py th-e
SDR, the coupling coefficient lying in the range 0.3-0.5. Thehydrothermal method and had a high degree of uniformity
electric field in the antenna was oriented along the threefol@nd transparency. They contained a 0.01% europium impu-

crystallographic axis. In this arrangement the antenna excitédy- The diameter of the fluorite SDR was 29 mm.
H modes, which have the highest Q. The Q of the SDRs, from which we determined the ab-

sorption coefficient of the electromagnetic field, was mea-
sured by a method described in Refs. 6 and 7. The results of
the measurements are presented in Figs. 1 and 2. We note

Sapphire.The samples of this crystal, which were flux first of all that the experimental data are in qualitative agree-
grown by a hydrothermal methaghe GOl method, named ment with the Gurevich theory. It was fourfand this is one
for the State Optical Institute, St. Petershurgontained a of the main resulisthat the crystals studied have extremely
comparatively small number of dislocations £300° cm  low absorption for millimeter-wave electromagnetic fields
~2), and the angle of misorientation of the threefold crystal-even at moderately low temperatures. For example, in sap-
lographic axis in the microtwin blocks of the structure did phire the absorption, which is 10 at room temperature,
not exceed 1°. The diameter of the sapphire SDR was 28.Eaches 10° when the crystal is cooled to 40 K.
mm. On the whole, this agrees with the estimating formulas

Ruby. The ruby crystals were synthesized by the Ver-given in Refs. 3 and 4 and also with the data for sapfhire
neuil method and contained a 0.05% chromium impurity.obtained by a less reliable method than that of Refs. 5 and 6.
Since the Verneuil growth method is a substantially moreThere is a total lack of existing experimental data on the
nonequilibrium method than the GOI method, these crystalslielectric losses in the millimeter-wave range in ruby, quartz,
were inferior to the sapphire crystals in respect to the perfecand fluorite crystals at low temperatures. This circumstance
tion of the crystal structure both in the number of disloca-is due not so much to the low availability of perfect crystals
tions and in the average angle of misorientation of the opti@s it is to the fact that it was only comparatively recently that
axis in the microtwin blocks. The diameter of the ruby SDRan effective method was developed for measuring extremely
was 30.5 mm. low dielectric losses?®

Quartz.We used high-quality natural crystals of Brazil- The higher level of dielectric losses in quartz and fluorite
ian quartz of the “extra” type, with high transparency and aas compared to sapphire can be explained by the lower De-

a-2-1
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E. M. Ganapolski

rite, and 20 K for quartz. When the crystals are cooled below
these temperatures the sharp decline in the absorption is
slowed, and the curve of the temperature dependence goes
out to a plateau. The temperature-independent absorption in
the plateau region might be called the residual absorption of
electromagnetic field. Since the absorption of a hypersonic
wave in a dielectric crystal is directly due to a three-phonon
process in which the phonons interact on account of anhar-
monicity, the temperature dependence of the absorption of an
electromagnetic field due to the anharmonicity of the vibra-
tions of the crystal lattice ought to be similar to the absorp-
tion of hypersound. This is demonstrated in Figs. 1 and 2,
which show the corresponding curves for the temperature
dependence of the absorption of longitudinal hypersdund.

The measured value of the residual absorption actually
sets a minimum achievable level of electromagnetic loss oc-
curring in perfect dielectric crystals. Since the residual ab-
sorption does not depend on the temperature, it can be as-
sumed that it is due to a single-phonon process of absorption
at impurities and other microscopic defects of the crystal.
This view is supported by the fact that the level of residual
absorption in ruby, which contains chromium impurity cen-
ters, is higher than that in sapphire.

*E-mail: ganap@ire.kharkov.ua

1B. M. Garin, Preprint No. 2477) [in Russian, Moscow, IREAN SSSR

FIG. 2. Temperature dependence of the electromagnetic absorption coeffi-(1988.

cientI" in fluorite (1) and quartz2). Curve3 shows the temperature depen-
dence of the hypersound absorptierin quartz at a frequency of 3 GHz.

2H. Poulet and J. P. MathieGpectres de vibration et symetrie des cristaux
Gordon and Breach, Paris—London—New Y¢i©70; A. V. Galdetski
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Solid State21, 1193(1979].
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The NATO Advanced Study Institute “Modern Trends ment of cryogenic technologies gives new insight into forced
in Magnetostriction Study and Application” was held from magnetostriction, namely into its irreversible component,
May 22 to June 2, 2000, in Kiev, Ukraine. The co-directorswhich is related to the magnetization-reversal and thermally
and main organizers were V. G. Bar'yakhtbikraine, V. V. activated processes involved in displacement of the domain
Eremenko(Ukraine, M. R. J. Gibbs(UK), H. Szymczak walls and flux lines, i.e., into stability of magnetic and su-
(Poland, and V. A. Sirenko(Ukraine. The computer ser- perconducting devices, as well as into the giant magneto-
vices were provided by L. D. Demchenko, N. |. Makedon- striction in rare-earth magnetsp to 10 2). The new field of
skaya, and Yu. A. Shabakayedkraing; local administra- interest in magnetostriction as the strain derivative of the
tors L. A. Chekal and T. N. Loshitskay&kraine. magnetic anisotropy is relevant to the magnetic recording

The objectives of the ASI were to determine the state ofndustry, particularly as recorded densities go beyond 20
the art in basic and applied research on magnetostriction ar@bits/ir?. As the physical dimensions of devices are reduced,
related phenomena, to define and prioritize directions of inthe ratio of surface area to volume increases, and surface
vestigation in the future, to consider new materials for com-anisotropy(magnetostrictioneffects may become significant
mon applications of magnetostriction-based devices, and tim terms of ultimate switching speeds or noise floor. Minia-
formulate new perspectives on magnetostriction phenomenarization within the sensor/actuator sector can also lead to
and applications, using advances in materials design anslich complications, as a result of which magnetostrictive
technology. The specific topics included a general introducmaterials may now become competitive with piezoelectric
tion to modern trends in magnetostriction study and applicamaterials. There has been a resurgence of interest in perov-
tion, the theory of magnetostriction and related phenomenakite materials, particularly for their outstanding magnetore-
rare-earth magnetostriction study and application, magnetasistive properties. The fundamental mechanisms driving the
striction of amorphous materials, CMR materials, giant mag-observed effects are still being elucidated, but lattice distor-
netostriction in superconductors, structural study of magnetion (Jahn—Teller and significant magnetostrictions appear
tostriction, industrial applications, and magnetostriction ofto play a part. There is an urgent need for coherent studies in
nanostructured materials. this area.

The phenomenon of magnetostriction was discovered Magnetic-field-induced giant magnetostriction has re-
more than 150 years add. P. Joule, Philos. Mag0, 76  cently been discovered in high-temperature superconductors.
(1847]. Since that time there has been study of both basi@he magnetoelastic strains may limit the technical applica-
science and application in such areas as sound generatoti®ns of this important group of materials.
magnetoacoustic transformers, actuators for opto-electronic The spread of novel experimental techniques such as
systems, devices for nondestructive monitoring for qualitymagnetic resonances, neutron scattering, and modern x-ray
control, and devices for remote detection and ranging. Théacilities into magnetostriction research allows high-resolu-
recent development of modern technologiesy., microfab- tion structural studies of magnetostriction and the differen-
rication) and materialge.g., rare-earth-based bulk materialstiation of its surface and bulk components. It is timely to
and magnetic thin filmshas created new opportunities for review and explore the various possibilities offered here, and
the study and application of magnetostriction. For exampleattempt to coordinate the use of large-scale facilities to maxi-
the discovery of giant magnetostriction makes it possible, irmize the scientific output.
particular, to generate ultrasound and to extend the applica- The goals of the proposed ASI were the delivery of lec-
tion of nondestructive monitoring techniques; the developiures on new achievements and discussion of the prospects
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for the study and application of the aforementioned magneWarwick, UK), “Structural study of magnetostriction”;

tostriction effects among experts from the different branches

of science and industry and representing the leading teams
the West and Eastern Europe. It is hoped that a more coo

» K. V. Rao (Department of Materials Science and En-
gfneering(MSE), Royal Institute of Technology, Sweden
fLocal magnetostriction determination and mapping using

dinated and focused approach at both the level of fundameratomic force microscopy”;

tal science and demonstration applications will advance th

€ e« H. Szymczak(Institute of Physics, Polish Academy of

subject significantly. Wide dissemination of the meeting ma-Science, Polang “Magnetostriction in heterogeneous mag-

terials via publications will be an important outcome. The

netic systems”;

recent opening up of Eastern Europe makes such a meeting « Rugian Wu(Department of Physics and Astronomy,

practical, whereas previously much expertise lay beyond th

€alifornia State University, USA “First principles determi-

reach of Western scientists. This ASI was the first forum OMmation of magnetostriction in surfaces, bulks, a||0ys and
modern trends in magnetostriction study and applicationcompounds.”

Only a meeting of this kind, which, with NATO support,

The following posters and progress reports were pre-

brought together the worldwide acknowledged specialists igented:

the related fields, would be capable of meeting the goals of

expediting the solution of existing problems and assessin

— A. I. Abramovich(Physics Department, Moscow State
@niversity, Russig “Giant volume magnetostriction in

future prospects. Nearly 70 experts from 14 European coungpr manganites Re ,S,MnO; (Re = Sm, Nd)”;

tries and the USA participated in the ASI. Sixteen lectures

were delivered by world-known experts on magnetostriction
e J. I. Arnaudas(Universidad de Zaragoza, Spain

“Magnetostriction of rare-earth based thin films and super-

lattices”;

* V. G. Bar'yakhtar(Institute of Magnetism, Ukraine
“Magneto-acoustic resonance”;

< J. M. Barandiaran(Departamento de Electricidad y
Electronica, Universidad del Pais Vasc@PV/EHU),
Spain, “Magnetoelasticity in amorphous ferromagnets”;

e H. Chiriac (National Institute of R&D for Technical
Physics, Romanja “Giant magneto-impedance effect in
amorphous wires”;

» B. Dabrowski, Z. Bukowski, S. Kolesnik, O. Chmais-
sem, J. Mais, and C. W. Kimba({Department of Physics,
Northern lllinois University, USA, L. Gladczuk, A.
Wisniewski, A. Szewczyk, M. Gutowska, and H. Szymczak
(Institute of Physics; Polish Academy of Sciences, Poland
“Spectacular magneto-related properties of comple
oxides”;

* V. V. Eremenko and V. A. Sirenk@nstitute for Low
Temperature Physics & Engineering, UkraineMagneto-
striction and spin-flopping of uniaxially compressed antife
romagnets. Comparison with superconductors”;

« A. Gerber (School of Physics and Astronomy, Tel-
Aviv University, Israe}, “Magnetostriction in superconduct-
ors”;

r_

* M. R. Gibbs (Department of Physics & Astronomy,
The University of Sheffield, UK “Magnetostriction of
multilayer systems”;

« M. Hirscher(Max-Planck-Institut fur Metallforschung,
Germany and T. ReiningerFesto AC & Co., Germany
“Fundamental investigation and industrial applications of
magnetostriction”;

« M. R. Ibarra, J. M. De Teresa, P. A. Algarabel, C.
Marquina, and B. Garcia-Land®epartamento de fica de

la Materia Condensada and ICMA, University of Zaragoza-

CSIC, Spain, “Magnetostriction in colossal magnetoresis-
tance manganese oxide perovskites”;

e A. Ludwig and E. Quandtcaesar, center of european
advanced studies and research, Germatiyare earth tran-
sition metal thin films and devices”;

e R. F. Pettifer(Department of Physics, University of

X

— G. E. Grechnev and A. BaranovsKiystitute for Low

Temperature Physics & Engineering, Ukragin&Origin of

magnetovolume effect in GdAland GdNj compounds”;

— A. B. Beznosov, E. L. Fertman, and V. V. Eremenko
(Institute for Low Temperature Physics & Engineering,
Ukraine, “Electronic structure & magnetostrictive sensitiv-
ity of metallic glasses Fe—B”;

— C. Canalias, J. Wittborn, Ni. Polushkin, and K. V. Rao
(Engineering Materials Physics Division, MSE, Royal Insti-
tute of Technology, Swedégn “Magnetic studies of
nanoscale laser patterned structures”;

— Chernyavsky OleksandfDepartment of Electron
Structures, Charles University, Czech Republit=ield in-
duced irreversibilities in an itinerantf5electron UNIAl an-
tiferromagnet”;

— Fergen Immanue(institute for Materials Research I,
Forschungszentrum Karlsruhe, Germari{The influence of
stress induced anisotropy on the hf properties of amorphous
films™;

— Franco Victorino(Fisica de la Materia Condensada,
Universidad de Sevilla “Magnetic anisotropy and devitrifi-
cation of soft magnetic materials”;

— V. |. Gatalskaya, S. Barilo, G. L. Bychkov, and L. A.
Kurochkin (Institute of Solid State & Semiconductor Phys-
ics, NASB, Belarus H. Szymczak, R. Szymczak, and
M. Baran(Institute of Physics, Polish Academy of Science,
Poland, “Magnetic properties of La ,Li,MnO; single
crystals”;

— L. I. Koroleva (Physics Department, Moscow State
University, Russig “Peculiarities of volume magnetostric-
tion in La; _,Sr,MnO; at Curie point region”;

— Kraus Ludek(Institute of Physics ASCR, Czech Re-
public), “Stress dependence of giant magnetoimpedance and
its potential applications”;

— K. V. Lamonova and A. L. SukstanskiDonFTI,
Ukraine, “Magnetoelastic interaction and a new type of do-
main walls in a magnetic sandwich structure”;

— Lupu Nicoleta(Magnetic Materials & Devices Labo-
ratory, National Institute of R&D for Technical Physics, Ro-
mania, “Melt spun amorphous magnetostrictive bimetal rib-
bons”;

— Minguez PablaUniversidad del Pais Vasco, Spain
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“Magnetoelastic properties of Fgs ,Al,Si;3B,CuMo;  croscopy measurement and domain imaging of nanoscale
alloys (x=0,2,4,6)"; magnetic dots on Si substrate”;

— W. R. McCallum(Center for Rare Earths & Magnets, — A. A. Zvyagin, G. A. Zvyagina, and D. M. Apalkov
lowa State University, USA “Composite magnetostrictive (Institute for Low Temperature Physics & Engineering,
material for sensors and actuators”; Ukraine, “Magnetic anisotropy of quantum low-

— S. Nikitin (Physics Department, Moscow State Uni- dimensional magnets induced by the elastic subsystem of
versity, Russig “Magnetostriction, magnetocaloric and crystal.”
magnetoelastic effects in rare-earth compounds™; From the discussions on various classes of materials a

- Yu. G. PaShkeVlCh, V. A Bllnkln, V. P. GneZd”OV, V. number of themes emerged_ Amorphous ferromag(‘rﬂjs
S. Kurnosov, V. V. Tsapenko, V. V. Eremenko, P. Lem-hons, wires, or filmsare quite well understood, and the re-
mens, M. Fischer, M. Grove, G. Gentherodt, L. Degiorgi, P.yjews presented here demonstrate a mature subject. Thin film
Wachter, ‘] M. Tranquada, and D. J. ButréQonFTl, 54 myltilayer materials present a number of challenges, and
Ukraing, “Optical studies of the interaction of charge, oy erimental and theoretical effort must still be expended to
magnetic & !attlce subsystem in stripe ordered phase OFnove the subject from a phenomenological to more mecha-
L8y 7765%0.228N104 ™ ) . nistic and predictive view of the effects of surfaces and in-

— Oleksandr Prokhnenkd@nstitute of Physics ASCR, .

o . " terfaces. Work on manganites and superconductors can

Czech Republig Magnetovolume anomalies in i L .
Ce,Fer;, Mn, compounds’; clearly benefit from magnetostriction studies, as the transport
T : and magnetic properties are so intimately connected to lattice

— Sasso Carlo Paoldlaterials Department, IEN G. Fer- ) : .
raris, Italy), “Analysis and optimization of the magnetome- propertiegJahn—Teller distortions, polarons, ¢td’he com-

chanical properties of terfenol-D composites at audio frephmentz'arlty of magnetostriction studies to more traditional
quencies”; magnetization measurements was clearly brought out. Mea-

— Yu. Shabakayeva, V. V. Eremenko, V. A. Sirenko, N. surement of ma_gnetostricti.on remains somewhat contentious.
I. Makedonskaya, V. Bruk, and M. Shvedimstitute for There remains a paucity of data on systems as common
Low Temperature Physics & Eng., Ukrainéd. Szymczak @s NiFe, where the temperature and stress effects are almost
(Institute of Physics, Polish Academy of Science, Pojand Unknown. It was exciting to see the possibilities which may
“About irreversible magnetostriction in perovskite-like come from the use of advanced light sour¢BSRP and
structures’: diffraction studies, but other methods need further analysis

— 1. V. Svechkarev, A. S. Panfilov, M. Kurisu, A. Fuse, Of their accuracy and precision. It may be appropriate to
and G. NakamotdInstitute for Low Temperature Physics & organize a round-robin experiment. Applications of magne-
Engineering, Ukraing “Effect of pressure on magnetic sus- tostriction to sensing and actuation span from the very large
ceptibility of CeCq™; (active vibration contrglto the very smal(MEMS). Note

— Irina TereshinaPhysics Department, Moscow State was made of cost and the conservatism of industry in moving
University, Russig “The effect of hydrogen on magneto- to new materials and technologies, but it was again empha-
striction of rare-earth compounds RR;Fe,”; sized that the remote action possible through inductive drive

— I. O. Troyanchuk, K. Baerner, and S. Trukharl@v-  or sensing can offer significant advantages, and the large
stitute of Solid State & Semiconductor Physics, NASB, Be-figures of merit predicted for magnetoelastic sensors com-
larug, H. SzymczakInstitute of Physics, Polish Academy of pared with semiconducting equivalents are being realized.
Science, Poland “Effect of oxygen content on magnetic The Directors believe that the program served to bring
and magnetotransport properties of the manganites”; together a geographically widespread community for a fo-

— S. A. Volokhov, P. N. Dobrodeev, A. V. Kildishev, c,sed meeting. The views are clearly only a snapshot of the
and J. A. NyenhuigDepartment of Magnetism, Institute of gpiect but the accompanying book and the special issue of
Electrodynamics, NASU, Ukraing “Magnetic methods of  he journalow Temperature PhysidsL TPE—AIP) will act
monitoring microstructural changes in ferromagnetic PIP€-35 a reference work in the field. New scientific links have

lines”; . been forged, and plans are being developed to maintain the
— J. Wittborn, F. Bros, K. V. Rao, J. Noques, A. Hott- momentum

man, and Wan H. SehullgEngineering Materials Physics

Division, MSE, Royal Institute of Technology, Sweden This article was published in English in the original Russian journal. Repro-
“Local magnetostrictive response using atomic force mi-duced here with stylistic changes by the Translation Consultant.
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