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Abstract—The results of experimental studies of interphase interactions in TiBx–n-GaAs (GaP, InP, 6H-SiC)
contacts stimulated by external effects are described. These effects are rapid thermal annealing at temperatures
as high as 1000°C, microwave treatment at f = 2.5 GHz, and 60Co γ radiation in the range of doses 105–107 rad.
Possible thermal and athermal relaxation mechanisms of internal stresses are considered. It is shown that thermally
stable TiBx–n-GaAs (GaP, InP, 6H-SiC) interfaces can be formed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in the problem of obtaining contacts with
parameters that are tolerant to high-temperature treat-
ment considerably increased when the sizes of solid-
state devices became submicronic. Recent studies [1, 2]
that used silicides and nitrides of refractory metals in
contact-metallization systems yielded encouraging
results for the improvement of their thermal stability.
No less attractive for solving the above problem are
films based on compounds of refractory metals with
boron. Owing to specific features of the chemical bonds
in these materials, they combine high thermal stability,
hardness, and melting temperature with the properties
inherent in materials with metal bonds [3].

The methods of fabrication of borides now devel-
oped allow one not only to vary the composition of
films within a wide range, which changes the structure
from amorphous to crystalline; they also combine well
with microelectronic technologies [3, 4]. One of the
most promising methods of production of metal borides
is magnetron sputtering deposition, which makes it
possible to control modification of the morphology and
the electronic and atomic structure of the deposited lay-
ers [3, 5].

Despite great progress in the technology of produc-
tion of TiBx layers, the physical mechanisms of their
interaction with a semiconductor substrate and the
closely related features of the initiation and relaxation
of stress–strain states in these spatially inhomogeneous
structures have not yet been studied.

In this study, we continue the research begun in [6].
We focus our attention on the relation between the
nature of the interphase interactions and the structural
relaxation in TiBx–semiconductor contacts.
1063-7826/04/3807- $26.00 © 20737
2. EXPERIMENTAL

We studied TiBx–n-GaAs (GaP, InP, 6H-SiC) struc-
tures. We used wafers of n-type GaAs, GaP, InP, and
6H-SiC single crystals with an area of 10 × 10 mm2 as
substrates. The GaAs, GaP, and InP substrates had a
free-electron concentration of (1–2) × 1016 cm–3; GaAs
and GaP were doped with tellurium, and InP was nom-
inally undoped. The 6H-SiC substrates were obtained
by the Lely method and doped with nitrogen to (1–2) ×
1018 cm–3. The thickness of GaAs, GaP, and InP wafers
amounts to ~350 µm, and that of 6H-SiC was ~420 µm.

We deposited metal contacts 70–80 nm thick on
semiconductor surfaces cleaned by pulsed photon irra-
diation using dc magnetron sputtering of pressed TiB2-
powder targets in an Ar + N2 atmosphere. The TiB2-
sputtering mode was chosen so that the structure of the
deposited layer was close to amorphous. The contacts
were exposed to rapid thermal annealing (RTA) at T =
400, 600, 800, and 1000°C in a hydrogen atmosphere
for 60 s; to microwave electromagnetic radiation in vac-
uum at f = 2.5 GHz and P = 1.5 W/cm2; and to 60Co
γ-ray radiation (E = 1.25 MeV) with doses of 105–107 rad.

In order to study the interphase interactions and the
features of the relaxation of stress–strain states in the
contact-forming pairs, we used a complex of methods
including Auger spectroscopy in combination with ion
etching (Ar+, Ei = 1 keV), X-ray phase analysis, and
atomic-force microscopy (AFM). The residual stresses
were measured by the X-ray method [7].

3. RESULTS AND DISCUSSION

Thin films deposited on semiconductor substrates
are usually in a stressed state. This is induced by differ-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Morphology of the GaAs surface on the TiBx–n-
GaAs interface: (a) initial sample; (b), (c), and (d) after RTA
at T = 400, 600, and 800°C, respectively. The scale is
0.2 µm/division along the x and y axes and 20 nm/division
along the z axis.
ences in the physical and mechanical characteristics of
the films and substrates and by the thermal treatment to
which they are subjected in technological processes [8].

Strains ε calculated from the experimentally mea-
sured radii of curvature of contact structures in the
contact area of the substrate for contacts of TiBx with
various semiconductor substrates are listed in the
table [7]. It can be seen that, in an initial state, the
elastic strains in the contacts increase in the sequence
(TiBx–6H-SiC)–(TiBx–InP)–(TiBx–n-GaAs)–(TiBx–n-
GaP) and do not correlate with the thermal and crystal-
lochemical properties of the semiconductor substrates
[9]. This is an indication of a general feature in the
mechanisms of initiation of stress–strain states in the
objects under study. This feature is apparently related to
the characteristics of the structural phase transitions in
titanium-boride films and to the nature of their interac-
tions with various semiconductor substrates [10].

In this case, the internal stresses in the contact struc-
tures should depend on the nature and intensity of the
external factors that affect the structure of the TiBx lay-
ers and the processes at the phase interfaces. In this
study, we used thermal and athermal treatment as exam-
ples of such effects. First, we will consider the features
of interphase interactions on the metal–semiconductor
interface and their relation to the relaxation processes in
the contacts subjected to thermal treatment.

In the table, we list data on the effect of RTA in the
range 400–1000°C on the internal stresses that exist in
the structures at room temperature. As follows from the
table, irrespective of the relation between the linear-
expansion coefficients of a TiBx film and various semi-
conductor substrates and their structural parameters,
the internal-stress values decrease with increasing
annealing temperature. Furthermore, the relaxation
processes in III–V compounds are most pronounced
when annealing is conducted at about 600°C, whereas
for SiC, this temperature threshold shifts to higher tem-
peratures (≤1000°C); i.e., the dominant factors deter-
mining the internal-stress relaxation in TiBx–III–V and
TiBx–SiC contacts are different.

Figure 1 shows AFM images of the GaAs surface
after removal of a TiBx layer. It can be seen that the
interface starts to transform significantly at an RTA
temperature of 600°C. The observed structural changes
in the local areas of the TiBx–GaAs interface are appar-
ently associated with the centers of fluctuation nucle-
ation or crystal growth in a quasi-amorphous TiBx film
(Figs. 2, 3).

At crystallite-growth sites, the stresses relax and the
arising stress gradient stimulates a flux of film atoms to
the crystallization centers with their subsequent diffu-
sion into the substrate over the inclusion–semiconduc-
tor phase interface.

This mechanism of relaxation of internal stresses is
also confirmed by the data of the layer-by-layer Auger
analysis performed for the TiBx–InP contacts. Figure 4
shows the atomic distributions of contact-pair compo-
SEMICONDUCTORS      Vol. 38      No. 7      2004
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Strains in the TiBx–n-GaAs (InP, GaP, 6H-SiC) contacts before and after exposure to external effects

Structure
ε

TiBx–GaAs
ε

TiBx–InP
ε

TiBx–GaP
ε

TiBx–SiC

RTA, 60 s Initial 4 × 10–5 2 × 10–5 8 × 10–4 7 × 10–6

400°C 3.8 × 10–5 1.5 × 10–5 7 × 10–4 7 × 10–6

600°C 0.6 × 10–5 0.7 × 10–5 5 × 10–4 7 × 10–6

800°C 0.8 × 10–5 0.2 × 10–5 6 × 10–6

1000°C 10–5

Microwave Initial 4 × 10–5 2 × 10–5 8 × 10–4 6 × 10–6

f = 2.5 GHz 1 s 2 × 10–5 10–5 8 × 10–4 6 × 10–6

P = 1.5 W/cm2 10 s 0.7 × 10–5 0.7 × 10–5 7 × 10–4 6 × 10–6

γ-60Co rad Initial 3.5 × 10–5 7 × 10–4 7 × 10–6

105 3.5 × 10–5 7 × 10–4 7 × 10–6

106 10–5 6 × 10–4 5 × 10–6

107 0.5 × 10–5 6 × 10–4 4 × 10–6
nents for various RTA modes. Indeed, an enhancement
in diffusion begins at the same temperature (600°C).

In contrast to the TiBx–III–V group of contacts, we
observed no changes in the distributions of components
at the phase interfaces for the TiBx–n-6H-SiC contacts
up to 1000°C (Figs. 5b, 5d). At the same time, the mor-
phology of the film coating undergoes a radical trans-
formation: a weak ordering appears in the TiBx-film
grain structure, and the dome-shaped-island fraction
(Fig. 5a, 5c) increases. As was shown in [11], such
modifications in the structural state of a film coating are
conducive to a reduction in the average level of internal
stress in the structure, although this level may possibly
increase in certain local interface areas. The structural
transitions into the TiBx layers play a leading role in the
relaxation of stresses in systems subjected to athermal
treatment, specifically, microwave irradiation. As Fig. 6
shows, the relaxation of the stress state in a heterojunc-
tion occurs due to the formation of islands of a certain
shape. The microwave radiation interacting with a thin
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Fig. 2. X-ray diffraction patterns of the TiBx–n-InP struc-
ture: (1) initial sample; (2, 3) after RTA at T = 400 and
800°C, respectively.
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metallized layer heats the latter and promotes these
structural rearrangements. The further relaxation of
stresses is associated with the coagulation of these
islands and the formation of an ordered striped struc-
ture (Fig. 6c). The mechanism of decrease in intrinsic
stresses for this case was thoroughly analyzed in [12].

In addition, we found that the relaxation effects
were most pronounced in the TiBx–n-GaAs and TiBx–
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Fig. 3. X-ray diffraction patterns of the TiBx–n-GaP struc-
ture: (1) initial sample; (2, 3, and 4) after RTA at T = 400,
600, and 800°C, respectively; (a) TiB (F43m), (b) TiB2
(P6/mmm), and (c) TiO2 (I41/a).
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n-InP structures. At the same time, the level of strains
remained virtually unchanged when the TiBx–n-GaP
and TiBx–n-6H-SiC contacts were subjected to micro-
wave radiation. However, in this case we deposited
thinner boride layers on the semiconductor surfaces.

In research on the contact structures formed by ele-
mental metals and semiconductors [10, 13–15], another
possibility for implementing the athermal activation of
relaxation of internal stresses was realized. The results
of studying the effect of γ-ray irradiation from a 60Co
source on the internal stresses in the TiBx–n-semicon-
ductor structures (see table) confirm the previous con-
clusions according to which the causes of the relaxation
of stresses are radiation-stimulated mass transport at
the metal–semiconductor phase interfaces [14].
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Fig. 4. Distribution of components in the TiBx–n-InP con-
tacts: (a) the initial sample; (b, c) after RTA at T = 600 and
800°C, respectively. (1) Ti, (2) B, (3) P, and (4) In.
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Fig. 5. Morphology of the surface of a TiBx film on n-SiC-6H
and the distribution of components in the TiBx–n-SiC-6H
contacts (a, b) before and (c, d) after RTA at T = 1000°C. The
scale is 0.2 µm/division along the x and y axes and 20 nm/divi-
sion along the z axis. (1) Si, (2) C, (3) Ti, (4) B, and (5) O.
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Minor changes in the stress–strain state of the con-
tacts based on GaP and SiC may be a consequence of
their greater structural imperfection in the contact lay-
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Fig. 6. Morphology of the TiBx surface on n-SiC-6H: (a) the
initial sample; (b, c) after microwave treatment for 10 and
60 s, respectively. The scale is 0.2 µm/division along the x
and y axes and 20 nm/division along the z axis.
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ers of semiconductors; higher levels of radiation are
required to eliminate this phenomenon.

Thus, our complex study of the contact structures
formed by TiBx with III–V compounds and SiC under
thermal and athermal treatment enabled us to reveal the
causes of the initiation of internal stresses in these
structures and the factors affecting the relaxation of
these stresses.
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Abstract—By applying Mössbauer spectroscopy with isotopes 83Kr and 119Sn to Pb1 – xSnxSe solid solutions,
it is shown that the local symmetry and electronic structure of anionic and cationic lattice sites remain
unchanged during the transition to the zero-gap state. © 2004 MAIK “Nauka/Interperiodica”.
For the Pb1 – xSnxSe system in the range of composi-
tions 0 ≤ x ≤ 0.4, there are solid solutions with a NaCl-
type lattice; for x equal to 0.30, 0.25, and 1.19 and at
temperatures 300, 195, and 78 K, respectively, the
inversion of the valence and conduction bands leads to
the formation of the zero-gap state [1]. It is assumed
that the transition of a Pb1 – xSnxSe solid solution to the
zero-gap state is accompanied by a change in the local
symmetry of regular lattice sites. Specifically, such a
change was observed in [2, 3] for Pb1 – xSnxTe solid
solutions using Mössbauer spectroscopy with the 119Sn
isotope, although more detailed Mössbauer spectros-
copy studies of Pb1 – xSnxTe solid solutions using the
67Zn and 129J isotopes have not confirmed this assump-
tion [4, 5].

The aim of this study was to detect possible changes
in the local symmetry of cationic and anionic sites in
Pb1 – xSnxSe solid solutions near the zero-gap state
using Mössbauer spectroscopy with the 119Sn (absorp-
tion version of spectroscopy) and 83Se (83Kr) isotopes
(the emission version of spectroscopy using parent
83Se atoms).

The Pb1 – xSnxSe solid solutions (x = 0.02, 0.10,
0.19, 0.25, 0.30, and 0.40) were synthesized by alloying
the initial components of semiconductor-grade purity
in evacuated graphitized quartz cells with subsequent
annealing of the samples at 500°C for 240 h. The fur-
nace charge was prepared with an excess of selenium so
that the samples had p-type conductivity (at room tem-
perature the hole concentration was ~1017 cm–3). All the
investigated samples were single-phase, had an NaCl-
type structure, and the composition dependence of the
lattice parameter a for Pb1 – xSnxSe solid solutions was
linear,

which is consistent with the data of [6].
The samples were synthesized using metallic tin

enriched with the 119Sn isotope to 98% and selenium
enriched with the 82Se isotope to 96%. To obtain Möss-

a 6.13 0.12x–( ) Å,=
1063-7826/04/3807- $26.00 © 20742
bauer Pb1 – xSnx
83Se sources, the corresponding samples

were irradiated with a thermal neutron flux of ~9 ×
1017 cm–2 in the water-cooled channel of a nuclear reactor.

The 119Sn and 83Se (83Kr) Mössbauer spectra were
measured using an SM-2201 spectrometer. When the
119Sn absorption spectra were measured, Ca119mmSnO3
served as the source of gamma-ray photons (the width of
the emission line at the half-height was 0.402(4) mm/s).
When the 83Se (83Kr) emission spectra were measured,
clathrate of krypton with a krypton surface density of
3 mg/cm2 served as an absorber. The spectra were
recorded at 80, 200, and 295 K, and the temperatures of
the source and the absorber were equal to each other.
When the 119Sn spectra were measured, a set of absorb-
ers was used with the 119Sn isotope (surface densities in
the range 0.02–2.0 mg/cm2). By extrapolating the
dependence [7]

to t = 0, we determined the width G0 of the experimental
spectrum within the limits of an infinitely thin absorber.
Here, t = ns0f; n is the surface density of 119Sn isotope
absorbers; s0 = 1.4 × 10–18 cm2 is the maximum absorp-
tion cross section at resonance; Gexp is the width of the
experimental spectrum; Ga and Gs are the widths of
spectral lines of the absorber and the source, respec-
tively; and Gnat = 0.3235 mm/s is the intrinsic 119Sn line
width.

Typical spectra are shown in Fig. 1 and the results of
their processing are shown in Fig. 2.

The 119Sn Mössbauer spectra (Fig. 1a) for all the
Pb1 – xSnxSe samples under study consisted of single
lines whose width at half-height G0 was about double
that of the intrinsic width, 2Gnat (Fig. 2a). No anoma-
lous changes in the magnitude of G0 were detected in
the region of the zero-gap state of the solid solution at
any temperatures of the spectral measurements. We
may therefore conclude that the local symmetry of cat-
ionic sites in the lattices of Pb1 – xSnxSe solid solutions

Gexp Ga Gs 0.27Gnatt+ +=
004 MAIK “Nauka/Interperiodica”



        

LOCAL SYMMETRY OF THE Pb

 

1 – 

 

x

 

Sn

 

x

 

Se LATTICE 743

                      
does not change in the entire range of existence of solid
solutions with NaCl-type structures.

A modification of the composition of Pb1 – xSnxSe
solid solutions does not produce any change in the local
environment of tin atoms (they have six selenium atoms
in the vertices of a regular octahedron as nearest neigh-
bors). The constancy of the isomer shift of the 119Sn
Mössbauer spectra of the solid solutions (Fig. 2c) is
therefore not unexpected. It is important that no change
in the magnitude of the isomer shift and in the range of
existence of the zero-gap state was observed (see the
dashed straight lines in Fig. 2), which indicates that the
electronic structure of the tin atoms remains
unchanged.

It can be seen in Fig. 1b that the 83Se (83Kr) Möss-
bauer spectra of Pb1 – xSnxSe solid solutions are poorly
resolved multiplets. The spectra should be related to
isolated krypton impurity centers at selenium sites, and
the appearance of the fine structure in the spectra is due
to the difference between the local symmetry of kryp-
ton atoms in the absorber and the cubic symmetry: the
interaction of quadrupole moments of 83Kr nuclei in the
ground and excited states with the electric field gradient
gives rise to 11 lines whose intensities are determined
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Fig. 1. Typical (a) 119Sn and (b) 83Se(83Kr) Mössbauer
spectra for the Pb0.75Sn0.25Se solid solution at 300 K.
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by the Clebsch–Gordon coefficients. The experimental
spectra can be described using the following parame-
ters: the quadrupole interaction constant C = eQUzz =
1.252(4) mm/s, the asymmetry parameter of the tensor
of the electric field gradient η ≤ 0.1, and the width of
the components of the quadrupole multiplet Gexp =
0.260(4) mm/s. Here, Q is the quadrupole moment of
the 83Kr nucleus in the ground state and Uzz is the prin-
cipal component of the tensor of the electric field gra-
dient. These parameters are practically independent of
both the composition of the solid solution and the mea-
surement temperature. In Fig. 2b we show as an
example the dependence of the isomer shift of the
Pb1 – xSnx

83Se spectra on the composition of the solid
solution at three temperatures. It can be seen that the
isomer shift of the Mössbauer 83Kr probe at anionic lat-
tice sites does not noticeably change during the transi-
tion through the zero-gap state. Note that the nuclear
parameters of the 83Kr probe are especially favorable
for experimentally determining the changes in electron
density [7].

Thus, we conclude that Mössbauer spectroscopy
using 119Sn and 83Se (83Kr) isotopes does not detect any
changes either in the local site symmetry or in the elec-
tronic structure of atoms in Pb1 – xSnxSe solid solutions
in the domain of existence of the zero-gap state.
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the intrinsic width 2Gnat) in the experimental 119Sn spectra
as a function of the composition of the solid solution; (b) the
isomer shift (IS) of the experimental 83Se(83Kr) spectra
(relative to the Pb0.98Sn0.02

83Se spectrum at the corre-
sponding temperature) as a function of the composition of
the solid solution; and (c) the isomer shift (IS) of the exper-
imental 119Sn spectra (relative to the Pb0.98

119Sn0.02Se
spectrum at the corresponding temperature) as a function of
the composition of the solid solution. The measurement
temperatures T are (1) 300, (2) 195, and (3) 80 K. Dashed
straight lines indicate the compositions corresponding to
the zero-gap state at 80, 195, and 300 K.
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Abstract—It is shown that irradiation of Ni–SiC structures with protons at elevated temperatures promotes
metallurgical reactions at the Ni–SiC interface owing to a diffusion mechanism stimulated by the generation of
radiation defects. The most pronounced effect of mixing at the metal–semiconductor interface is observed if the
thickness of the metal film is equal to the projected range of protons. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is well known, electrical properties of metal–
semiconductor contacts are largely governed by the
metallic and physical structure of the corresponding
interfaces. For example, in order to form a nonrectify-
ing contact of a semiconductor with a metal deposited
on the semiconductor surface, thermal annealing of the
metal–semiconductor structures at fairly high tempera-
tures is typically used. During this annealing, various
metallurgical reactions may take place: eutectic melt-
ing and recrystallization (solid-phase epitaxy), interdif-
fusion of the metal and semiconductor atoms, heteroge-
neous chemical reactions, and so on [1]. As for ohmic
contacts to silicon carbide, the Ni–SiC contact has been
most extensively studied so far [2–4]. The chemical
reaction between Ni and SiC with the formation of a
solid-phase product (nickel silicide) is most important
in the formation of the contacts under consideration. As
a rule, the contacts have an island morphology as a
result of the completion of the above heterogeneous
(topochemical) reaction. It is well known that
topochemical reactions begin in the region of extended
crystal-lattice defects (dislocations, grain boundaries,
and such like) where the energy losses for the deforma-
tion of bonds are minimal and a certain free volume that
facilitates the reorientation of the reacting particles
exists. As a result, these reactions are very sensitive to
all structural imperfections that facilitate the formation
of new-phase nuclei. The reactions under consideration
can be activated using thermal, mechanical, and other
effects that increase the concentration of defects. Radi-
ation effects can play an important role here.

Until recently, the main factor affecting the redistri-
bution of metal and semiconductor atoms when metal–
semiconductor structures are irradiated was thought to
be the implantation of recoil atoms [5, 6]. Therefore,
high-energy ions with medium or heavy masses (M > 20)
were used in experiments; the projected path lengths
1063-7826/04/3807- $26.00 © 20745
(ranges) of these ions exceeded the thickness of the
deposited metal layer [5–8]. In addition, the structures
were irradiated only at room temperature [7–11]. How-
ever, the aforementioned ions can cause unwanted radi-
ation damage to the semiconductor. We previously sug-
gested and implemented another procedure for the ion-
beam treatment of a metal–semiconductor interface
that uses the diffusion-related, rather than implantation-
related, effect [12–14]. The lightest ions (protons), for
which recoil-atom implantation is insignificant, were
used in the aforementioned experiments. Protons gen-
erate mainly the simplest radiation defects (vacancies
and interstitial atoms), which play the role not only of
structural imperfections but also of species that are con-
ducive to the migration of the metal and semiconductor
atoms. Interdiffusion of the semiconductor and metal
atoms under the effect of irradiation (so-called ion-
beam mixing) was made possible by the elevated tem-
perature of the material under irradiation.

In this paper, we report the results of studying the
proton-stimulated mixing of a Ni–SiC interface taking
into account the effect of the spatial distribution of pri-
mary radiation defects on the mixing. To this end, we
studied the effect of the proton energy and the temper-
ature of the structure on the efficiency of the ion-beam
mixing.

2. EXPERIMENTAL

In our experiments, we used commercial 6H-SiC
crystals that were grown by the Lely method. They had
n-type conductivity, and the concentration of uncom-
pensated donors was (5–7) × 1018 cm–3. Before the
metal was deposited, the SiC samples were subjected to
the standard chemical cleaning and were oxidized in a
flow-through quartz reactor in order to reveal the polar
faces. The samples were rinsed in deionized water after
removal of the oxide in a 5% HF solution. Nickel films
004 MAIK “Nauka/Interperiodica”
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were deposited on the (0001)Si face of the SiC crystals
by ion-beam sputtering of a nickel target in vacuum. In
order to determine the mass thickness of the deposited
Ni films, we weighed the crystals before and after dep-
osition of the film. The geometric thickness of the films
was measured using a Sloan DEKTAK profilometer.

The samples were irradiated using an NG-200U
accelerator. The proton energy in the beam could be
varied in the range 10–100 keV, and the dose of protons
could be varied from 1016–5 × 1017 cm–2 (the current
density in the beam was 5 mA/cm2). We used protons
with three energies for which the proton mean pro-
jected range (Rp) was smaller, equal to, or larger than
the film thickness d. The temperature of the sample dur-
ing irradiation was in the range 650–750°C. These tem-
peratures are 250–300°C lower than those typically
used for the thermal fusion of Ni into SiC (900–
1000°C) in the formation of an ohmic contact to SiC
[15, 16].

If we compare the degree of localization of the
effect of different ions on solids (the degree of localiza-
tion of ion distribution is typically identified as the ratio
between the ion range and the ion-range straggling), we
realize that protons have an advantage over ions of light
mass (such as boron, neon, etc.) by approximately a
factor of 2 and over ions of medium mass (phosphorus,
argon, etc.) by a factor of 3 (for the same ion energy)
[17]. These potentials of proton-beam irradiation are
unique compared to other ions and make it possible to
carry out experiments even with thin-layer structures in
which the generation of the main amount of radiation
defects is located in three different regions of the
metal–semiconductor structure (Fig. 1): in the metal
film (scheme A), at the metal–semiconductor interface
(scheme B), and in the semiconductor bulk (scheme C).
Radiation-induced semiconductor damage is not
observed in region A. As a result, the effect of radiation
defects on the electrical characteristics of the contacts
is ruled out in this region (it is well known that radiation
defects can considerably reduce the electrical conduc-

Fig. 1. Schematic representation of the irradiation of Ni–SiC
structures with protons (see text for details).
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tivity of n-SiC [14]). Measurements of the current–volt-
age characteristics of irradiated samples showed that
the Ni films deposited almost completely screen SiC
from protons under the condition that the mass thick-
ness of the film is 3σp greater than the projected proton
range Rp, where σp is the straggling of the range distri-
bution described by the type-IV Pearson function [18].
We used nickel films with a thickness of 167 ± 5 nm
(a mass thickness of about 134 nm) in our experiments.
Using the standard TRIM software package [19], we
calculated the proton energy for which Rp is equal to
about 1/3 of the film thickness. This energy was found
to be equal to 10 keV. The localization of the energy
deposition at such low energies deteriorates to a such an
extent (even in the case of protons) that it becomes dif-
ficult to satisfy the condition that the proton range be
smaller than the film thickness by at least 3σp. There-
fore, in the experiments carried out according to
scheme A we chose a proton energy of 40 keV; the pro-
jected range of protons and, accordingly, the range-dis-
tribution straggling were reduced by using an oblique
incidence of the proton beam onto the sample at an
angle of 15° (the projected range of protons in nickel in
this case was 50 nm, and the range-distribution strag-
gling was 13 nm). For the experiments according to
scheme B, we chose the same proton energy (40 keV),
and the irradiation was performed at the normal inci-
dence of the beam on the sample, so that the projected
range of protons was 160 nm and the straggling, 45 nm.
Irradiation according to scheme C was carried out with
100-keV protons at the normal angle of incidence. In
this case, the proton range far exceeded the thickness of
the metal film and was estimated to be 500 nm (the
straggling was about 150 nm).

Redistribution of the metal and semiconductor
atoms as a result of proton irradiation was studied using
Auger spectroscopy with layer-by-layer sputtering of
the material by the argon beam. We measured the con-
centration profiles of silicon, carbon, and nickel. The
amplitude of the silicon signal was determined from the
92-eV energy line; that of the carbon signal, from the
272-eV line; and that of the nickel signal, from the
848-eV line.

3. RESULTS AND DISCUSSION

In Figs. 2a–2c, we show the Auger profiles for the
distribution of Si, C, and Ni in the samples irradiated
with protons for 30 min at a temperature of 750°C
according to schemes A, B, and C, respectively. The
concentration profiles for the same elements in the con-
trol part of the samples that was protected against the
penetration of protons are shown in Fig. 2d. As can be
seen, the metallurgical reactions proceeded at relatively
low rates in the unirradiated part of the samples. In con-
trast, interdiffusion and chemical reactions proceeded
with a much greater rate in irradiated crystals. It is note-
worthy that two clearly pronounced regions appear in
the contact structure according to the Auger profiles:
SEMICONDUCTORS      Vol. 38      No. 7      2004
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Fig. 2. Auger concentration profiles for Si, C, Ni, and O in (a–c) irradiated and (d) unirradiated structures. The relative content of a
particular component NA is plotted on the vertical axis, while the depth of etching with an argon beam is plotted on the horizontal
axis. The values of the [C]/[Si] ratio in the disordered region are given in panels a–c; arrows indicate the projected ranges Rp of
protons. The samples were irradiated with protons according to schemes (a) A, (b) B, and (c) C (see Fig. 1).
the first region corresponds to a layer of disordered SiC
that is highly enriched with carbon and has a high con-
centration of nickel (this layer is on top of stoichiomet-
ric SiC); the second region corresponds to a layer that
constitutes a mixture of nickel silicides (NiSi and
NiSi2) with a substantial content of carbon. It is note-
worthy that a very thin carbon layer (with a surface con-
centration of ~1016 cm–2) can appear even at the metal
surface. Most likely, the origination of this layer is
related either to the deposition of carbon on the surface
of the material in the course of annealing in vacuum
[20] or to the effect of outdiffusion [1], i.e., anomalous
diffusion of carbon to the outer surface of the nickel
layer. The largest ratio between the concentrations of
carbon and silicon ([C]/[Si]) in the damaged layer can
be used as the criterion for mixing the metal and semi-
conductor atoms at the interface. As can be seen from a
comparison of the profiles shown in Fig. 2, irradiation
enhances the processes of the metal–semiconductor
interdiffusion. The degree of mixing depends on the
section of the structure in which protons are stopped
down: the ratio [C]/[Si] = 1.3 if the structure is irradi-
ated according to scheme A; this ratio increases to 1.7 if
scheme B is used; and the ratio is reduced to 1.2 if the
irradiation is carried out according to scheme C. Thus,
SEMICONDUCTORS      Vol. 38      No. 7      2004
it is clear that irradiation with protons stimulates ion-
beam mixing. The contribution of this mixing to inter-
diffusion is largest when the mean projected range of
protons coincides with the thickness of the nickel film,
i.e., when the region where the most intense generation
of primary defects occurs coincides exactly with the
metal–semiconductor interface. Note that here we are
referring to the mass thickness of the films, which was
about 15–20% smaller than the linear thickness of the
films because of their porosity.

In Table 1, we list data on the relative contribution
of ion-beam mixing to interdiffusion in relation to the
temperature and duration of irradiation. On the one
hand, an increase in the sample temperature during irra-
diation from 700 to 750°C (with the irradiation duration
retained at 30 min) led to an increase in the contribution
of ion-beam mixing to interdiffusion by a factor of 2.
On the other hand, an increase in the duration of irradi-
ation from 10 to 30 min (at the same sample tempera-
ture of 750°C) led to an increase in the relative contri-
bution of ion-beam mixing to interdiffusion by more
than a factor of 10.

The temperature dependence of the contribution of
ion-beam mixing to interdiffusion is more indicative of
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migration-related mechanisms (proton-enhanced diffu-
sion [6]) than a mechanism related to the implantation
of recoil atoms. Moreover, silicon diffuses more rapidly
into nickel than nickel does into silicon carbide during
irradiation, as can be seen from a comparison of the
Auger profiles in Fig. 2. This may be explained by the
fact that the mechanism of diffusion is apparently
ascending and is described by the equation [21, 22]

(1)

where F = λ2ψ (here, λ is the diffusion-hop length and
ψ is the probability of migration) and C and V are the
concentrations of the diffusing atoms and vacancies,
respectively. Equation (1) differs from the conventional
Fick equation in that it has an additional second term: a
nonuniform distribution of vacancies leads not only to
a coordinate dependence of the impurity-diffusion
coefficient but also to a change in the diffusion equation
itself. The physical meaning of the second term in the
diffusion equation for conditions of nonuniform gener-
ation of radiation defects consists in the following. If
diffusion occurs via the vacancy mechanism, each hop
of an atom is accompanied by a hop of the vacancy in
the opposite direction. The resulting vacancy flux is in
the opposite direction to that of the migration of atoms.
Therefore, the formation of a depth-dependent vacancy
concentration is similar to the appearance of a driving
force and, consequently, to the appearance of a drift
flow of atoms that is proportional to the gradient of the
vacancy concentration. The vacancy concentration is
required in order to solve Eq. (1) and can be determined
from the following continuity equation for vacancies:

(2)

Here, the first term on the right-hand side of Eq. (2)
describes the vacancy diffusion with the diffusion coef-
ficient DV, the second term describes the vacancy gen-
eration, and the third term describes the vacancy
recombination (k = 1/τV is the recombination coefficient
for vacancies and τV is the lifetime of vacancies). If the
diffusion of radiation defects is taken into account, the

1
F
---∂C

∂t
------- V x( )∂

2C

∂x2
--------- C x( )∂

2V

∂x2
---------,–=

∂V
∂t
------- DV

∂2V

∂x2
--------- G x( ) kV .–+=

Table 1.  Comparison of the relative contribution of ion-
beam mixing to interdiffusion at the Ni–SiC interface under
various conditions of irradiation

Sample 
no.

Conditions
of treatment

Relative magnitude of 
ion-beam mixing, %

1 750°C, 10 min 4

2 700°C, 30 min 22

3 750°C, 30 min 54
distribution of these defects at a depth x @ Rp becomes
exponential [14]:

(3)

where

is the diffusion length of a radiation defect. It can be
seen from Eqs. (1) and (2) and formula (3) that the
quantity LV controls to a great extent the intensity of dif-
fusion processes at the interface. Since the highest con-
centration of radiation defects (vacancies) is generated
in the nickel film (schemes A and B), it is reasonable to
assume that the flux of silicon atoms into the zone with
increased concentration of defects exceeds the flux of
nickel atoms from this zone. The diffusion of nickel is
enhanced somewhat only at high proton energies
(scheme C), in which case the defects are mainly pro-
duced in the semiconductor. The coefficients of nickel
diffusion into silicon carbide were estimated from the
concentration profiles shown in Fig. 2; the estimates are
7.6 × 10–14 cm2 s–1 (scheme A), 15.6 × 10–14 cm2 s–1

(scheme B), and 28.4 × 10–14 cm2 s–1 (scheme C). The
diffusion length of defects LV plays an important role in
a situation where impurities migrate via the lattice sites
(according to the vacancy mechanism). Specifically, it
follows from Eq. (1) that the distance between the zone
of the most intense generation of radiation defects (Rp)
and the metal–semiconductor interface (d) should not
exceed (1–2)LV for efficient ascending diffusion at d < Rp.
In the case under consideration, the quantity LV is about
50 nm (which corresponds closely to the known values
of LV in silicon [23]). Furthermore, the value of LV also
imposes a restriction on the lowest allowable energies
of incident protons: the projected range Rp should
exceed LV. If this condition is not satisfied, the gener-
ated defects drain to the outer surface of the metal film
and recombine at this surface. In that case, the radia-
tion-related factor no longer plays an important role in
the processes of migration. We can use the data
obtained to make certain assumptions about the mech-
anism of ion-beam mixing. In the first stage of the pro-
cess, the incident particle causes a displacement of the
metal and/or semiconductor atoms from the sites of the
corresponding lattices. The displaced atoms then
migrate over vacancies or interstices, possibly with a
smaller (relative to conventional thermal diffusion)
value of the activation energy.

In conclusion, we will discuss certain aspects
related to the mechanism of formation of the nonrecti-
fying characteristic of ohmic Ni–SiC contacts and the
possible effect of ion-beam mixing on this mechanism.
In Table 2, we list certain data on the characteristics of
the contacts obtained.

First, a necessary condition for attaining a nonrecti-
fying characteristic is the formation of a disordered

V V0
x Rp–

LV

-----------------– 
  ,exp=

LV DVτV( )1/2=
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region in silicon carbide, which occurs owing to the exit
of silicon from SiC. In order to verify this assumption,
we specially fabricated Ni–Si–SiC structures in which
the silicon film efficiently prevented silicon from leav-
ing the SiC. Measurements showed that the Ni–SiC
contacts (sample 1), in which a heavily damaged region
was formed ([C]/[Si] ≈ 2), had a nonrectifying charac-
teristic. In contrast, the Ni–Si–SiC contacts (sample 2),
in which there is no such damaged layer ([C]/[Si] < 1 in
the transition region), had a rectifying characteristic
under the same conditions of treatment.

Second, although disordering of the SiC surface
layer is a necessary condition, it is not enough for the
contact to be nonrectifying. This conclusion follows
from a comparison of Ni–SiC contacts irradiated at
700°C (sample 3) and 750°C (sample 1). The Auger
profiles of Si, C, and Ni in these samples differ from
each other only slightly; however, contact 3 was found
to be rectifying, whereas contact 1 was ohmic.

Third, it should be emphasized that a heavy disor-
dering also detrimentally affects the characteristics of
the contacts. Indeed, contacts 4 ([C]/[Si] ≈ 2.6) have a
higher interfacial resistance than that of contact 1, in
which the degree of disordering is lower ([C]/[Si] ≈ 2).
It is noteworthy that a similar pattern is also observed
in the case of conventional thermal annealing: a mini-
mum in the dependence of the contact resistance on the
annealing temperature is observed at a temperature of
about 1000°C [24]. Furthermore, the contacts fused at
temperatures higher than 1000°C have weak adhesion
due to an excess concentration of carbon at the interface.

The most plausible explanation for the above trends
in the formation of nonrectifying Ni–SiC contacts is
based on the assumption that a thermally activated
structural modification of the defects occurs at a tem-
perature of 750°C or above. This modification gives
rise to electrically active donor centers of the vacancy
type. In this case, the mechanism of charge transport is
either macrofield tunneling emission of charge carriers
or space-charge-limited currents in an insulator with
trapping donor centers. The assumption that it is the
donor centers that are formed during the fusing of
nickel is confirmed by the fact that, in contrast to n-SiC,
nickel does not form an ohmic contact to p-SiC (even at
high temperatures of fusing). This observation is incon-

Table 2.  Comparison of electrical characteristics of Ni–SiC
contacts after irradiation under different conditions

Sam-
ple 
no.

Metallization Conditions
of treatment [C]/[Si]

Contact 
resistance,

Ω cm2

1 Ni: 170 nm 750°C, 10 min 2 6.6 × 10–4

2 Ni + Si: (90
+ 200) nm

750°C, 10 min <1 Rectifying

3 Ni: 170 nm 700°C, 30 min 1.7 Rectifying

4 Ni: 170 nm 750°C, 30 min 2.6 1.7 × 10–3
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sistent with the fact that the Auger profiles of the Si, C,
and Ni concentrations in these contacts are indicative of
the formation of both nickel silicide and a disordered
region [25]. The idea that there are thermally activated
donor centers in SiC can also be used to explain the fact
that the contact resistance increases as a result of heavy
disorder: the structural modification of defects may be
less efficient in this case.

4. CONCLUSION

Irradiation of Ni–SiC structures with protons at ele-
vated temperatures (700–750°C) enhances the diffu-
sion of silicon from SiC into a nickel film owing to the
mechanism of ascending diffusion stimulated by the
production of radiation defects in the nickel film. The
most intense mixing is attained when the thickness of
the metal film is equal to the projected range of protons,
i.e., when the maximum of the depth distribution of
radiations defects is located at the interface. In that
case, the relative contribution of ion-beam mixing to
the migration processes at the Ni–SiC interface can
exceed 50%. Apparently, a nonrectifying characteristic
of Ni–SiC contacts can be obtained only because of the
combined effect of two factors: the disordering of sili-
con carbide (due to an exit of silicon from SiC) and a
thermally activated structural modification of the disor-
dered region. As a result of this modification, electri-
cally active donor centers are formed.

REFERENCES
1. Thin Films—Interdiffusion and Reactions, Ed. by J. M. Po-

ate, K. N. Tu, and J. W. Mayer (Wiley, New York, 1978;
Mir, Moscow, 1982).

2. K. Robbie, S. T. Jemander, N. Lin, et al., in Proceedings
of the ICSCRM-1999 (Research Triangle Park, North
Carolina, USA, 1999); Mater. Sci. Forum 338–342, 981
(2000).

3. T. Nakamura, H. Shimada, and M. Satoh, in Proceedings
of the ICSCRM-1999 (Research Triangle Park, North
Carolina, USA, 1999); Mater. Sci. Forum 338–342, 985
(2000).

4. T. Toda, Y. Ueda, and M. Sawada, in Proceedings of the
ICSCRM-1999 (Research Triangle Park, North Carolina,
USA, 1999); Mater. Sci. Forum 338–342, 989 (2000).

5. R. Kelly and J. B. Sanders, Surf. Sci. 57, 143 (1976).
6. K. B. Winterborn, Radiat. Eff. 49, 97 (1980).
7. J. W. Mayer, B. Y. Tsaur, S. S. Lau, and L. S. Hung, Nucl.

Instrum. Methods 182–183, 1 (1981).
8. D. B. Poker and B. R. Appleton, J. Appl. Phys. 57, 1414

(1985).
9. D. K. Sarkar, S. Dhara, K. G. M. Nair, and S. Chaudhury,

Nucl. Instrum. Methods Phys. Res. B 161, 992 (2002).
10. Surface Modification and Alloying by Laser, Ion, and Elec-

tron Beams, Ed. by J. M. Poate, G. Foti, and D. C. Jacob-
son (Plenum, New York, 1983).

11. Ion Beam Modification of Materials, Ed. by J. S. Will-
iams, R. G. Elliman, and M. C. Ridgway (North-Hol-
land, Amsterdam, 1996).



750 KOZLOVSKIŒ et al.
12. V. V. Kozlovskiœ and V. N. Lomasov, Poverkhnost 3, 146
(1987).

13. V. V. Kozlovskiœ, V. A. Kozlov, and V. N. Lomasov, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 34, 129 (2000)
[Semiconductors 34, 123 (2000)].

14. V. V. Kozlovskiœ, Modification of Semiconductors by
Proton Beams (Nauka, St. Petersburg, 2003).

15. L. Calcagno, E. Zanetti, F. La Via, et al., Mater. Sci.
Forum 433–436, 721 (2003).

16. J. J. Bellina and M. V. Zeller, in Novel Refractory Semi-
conductors, Ed. by D. Emin, T. L. Aselage, and C. Wood
(Mater. Res. Soc., Pittsburg, PA, 1987), p. 265.

17. H. H. Andersen and J. F. Ziegler, Hydrogen Stopping
Powers and Ranges in All Elements (Pergamon, New
York, 1977).

18. A. F. Burenkov, F. F. Komarov, M. A. Kumakhov, and
M. M. Temkin, Spatial Distribution of Energy Released
in a Collision Cascade in Solids (Énergoatomizdat,
Moscow, 1985).
19. J. P. Biersack and L. G. Haggmark, Nucl. Instrum. Meth-
ods 174, 257 (1980).

20. M. J. Morschbacher and M. Behar, J. Appl. Phys. 91,
6481 (2002).

21. Y. Morikawa, K. Yamamoto, and K. Nagami, Appl. Phys.
Lett. 36, 997 (1980).

22. R. Sh. Malkovich, Mathematics of Diffusion in Semicon-
ductors (Nauka, St. Petersburg, 1999).

23. E. W. Maby, J. Appl. Phys. 47, 830 (1976).
24. M. G. Rastegaeva, A. N. Andreev, and A. I. Babanin, in

Abstracts of 2nd International Seminar on Semiconduc-
tor SiC and Related Materials (Novgorod, Russia,
1977), p. 38.

25. A. N. Andreev, M. G. Rastegaeva, A. I. Babanin, and
N. S. Savkina, in Abstracts of 2nd International Seminar
on Semiconductor SiC and Related Materials
(Novgorod, Russia, 1977), p. 36.

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 38      No. 7      2004



  

Semiconductors, Vol. 38, No. 7, 2004, pp. 751–757. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 7, 2004, pp. 784–790.
Original Russian Text Copyright © 2004 by Biryulin, Kosheleva, Turinov.

                                                                                                                                                                                                         

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                       
Study of the Electrical Properties of CdxHg1 – xTe
P. V. Biryulin*, V. I. Kosheleva, and V. I. Turinov

State Research and Production Corporation Istok, Fryazino, Moscow oblast, 141190 Russia
*e-mail: birulin@sl.ru

Submitted August 27, 2003; accepted for publication October 17, 2003

Abstract—On the basis of the temperature and field dependences of the Hall coefficient RH, it was found that
samples with a low electron density are, as a rule, compensated, and the degree of compensation changes upon
thermal conversion of the conductivity of the sample to p type. For n-CdxHg1 – xTe, the ionization energy of the
donor level was found from the temperature dependences of resistivity ρ(T): Ed = 24–32 meV. For the same
samples, after their thermal conversion to p type, the ionization energies of acceptors, which are related to dou-

bly charged vacancies , were determined: Ea = 32 and 48 meV. In addition, a deep level Et, related to an
unknown amphoteric impurity, was found (Et – Ev ≈ 0.7Eg). © 2004 MAIK “Nauka/Interperiodica”.

VHg
++
The ternary solid solution CdxHg1 – xTe with p-type
conductivity is more appropriate for fabricating high-
speed IR photodiodes operating in the frequency region
above 100 MHz with a maximum sensitivity at wave-
length λ = 10.6 µm than the same material with n-type
conductivity [1–4], since the former is characterized by
a high mobility of minority carriers (electrons) in the
p-type base of n+–p junctions. Because we used
n-CdxHg1 – xTe samples specially intended for photore-
sistors as starting samples, we subjected them to ther-
mal treatment in order to convert their conductivity and
then, using ion implantation, form n+–p junctions in the
p-type samples obtained. The aim of this study was to
track changes in the initial electrical properties of
n-CdxHg1 – xTe samples subjected to thermal treatment
and determine the effect of these changes on the param-
eters of the n+–p junctions formed in these samples.

The initial wafers had an irregular shape; therefore,
the Hall constant RH and resistivity ρ were measured
using the van der Pauw method. The temperature
dependences RH(T) and ρ(T) and the magnetic field
dependences RH(B) and ρ(B) were measured at a con-
stant current in a constant magnetic field on a system
with automatic reading and processing of signals [5].
The lifetime of charge carriers τ was determined from
the pulsed characteristics of the photoresponse from
samples illuminated by ultrashort (~8 × 10–9 s) pulses of
a CO2 laser at wavelength λ = 10.6 µm. The peak power
(~3 × 103 W) was attenuated by scatterers. The charac-
teristics measured were recorded on a C8-12 universal
storage oscilloscope.

The starting n-CdHgTe wafers were d ≈ 800 µm
thick and up to 20 mm in size (with irregular shape).
The wafers were cut into several samples, on which
electric and photoelectric characteristics were mea-
sured before and after the conversion annealing. The
annealing conditions were the same for all the samples:
1063-7826/04/3807- $26.00 © 20751
temperature Ta = (300 ± 5)°C and duration t =
(30 ± 1) min; the annealing was performed in mercury
vapor in glass cells evacuated by a backing pump. It is
known [6] that, after isothermal annealing at tempera-
tures above 300°C, CdxHg1 – xTe solid solutions with
x  ≈ 0.2 have p-type conductivity. It is also known [7]
that the conversion from n- to p-type conductivity
occurs in these compounds when they are heated for a
short period at temperatures above 300°C with subse-
quent quenching. It is believed that under such condi-
tions mercury vacancies VHg, which are acceptors, are
responsible for the p-type conductivity [8, 9].

Table 1 lists the parameters of the starting n-type
samples and the p-type samples obtained by conversion
annealing: the electron and hole densities n and p,
mobilities µn and µp, and lifetimes τn and τp.

Samples cut from the same n-type starting wafer
showed similar dependences RH = f(B). However, after
annealing under the same conditions, a significant
spread in the values of RH was observed for the p-type
samples (typical dependences are shown in Fig. 1).
Thus, we may conclude that the starting n-type wafers
had a high degree of compensation of donor and accep-
tor point defects (including residual impurities). This
conclusion is confirmed by the concentration depen-
dence of the electron Hall mobility µn = f(n) (Fig. 2).
According to this dependence, the decrease in n is due
to the compensation of impurities, which enhances the
scattering of charge carriers by ionized impurities and
intrinsic point defects [10, 11]. The compensation is
highly inhomogeneous over the starting wafer and
changes upon annealing. The spread in RH, as well as
the spread in the hole Hall mobility µp = f(p) (Fig. 3),
decreases in p-type samples only at p > 1 × 1016 cm–3,
when intrinsic point defects of acceptor type (vacancies
VHg and VCd [13]) in high concentrations were formed
by annealing.
004 MAIK “Nauka/Interperiodica”
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Table 1.  Electrical parameters of CdxHg1 – xTe samples with n- and p-type conductivity (before and after conversion anneal-
ing, respectively)

Sample

n type p type

d, µm b × l, cm2

n, cm–3 µn, 105 
cm2 V–1 s–1 τn, 10–7 s λco, µm p, cm–3 µp, 105

cm2 V–1 s–1
τp,

10–8 s
λco, µm

A1 9.5 × 1013 1.83 3.0 10.4 1.1 × 1015 447 7 10.2 813/580 1 × 1

A2 1.19 × 1014 1.84 – – 5.3 × 1014 647 – 10.27 825/660 0.7 × 1.1

A3 1.04 × 1014 1.77 – 10.2 9.6 × 1015 401 1 9.9 834/675 0.5 × 0.8

A4 1.3 × 1014 2.15 – – 1.7 × 1016 452 – – 811/558 0.9 × 1.1

B3 6.1 × 1013 1.6 2 10.29 1.5 × 1016 523 10 – 854/619 0.8 × 2.0

B4 6.2 × 1013 1.6 – 10.4 6.6 × 1014 520 – 10.87 817/– 0.6 × 1.2

C1 1.1 × 1014 1.9 1.5 10.1 1.0 × 1016 463 3 10.2 743/636 0.8 × 1.1

C2 1.1 × 1014 2.0 – 9.9 1.8 × 1016 410 – – 844/719 0.6 × 1.7

C3 1.2 × 1014 1.83 2.5 – 7.2 × 1016 400 – – 835/605 0.7 × 1.7

C4 8.5 × 1013 1.8 – – 5.5 × 1014 632 – 9.8 840/676 0.7 × 1.1

D1 5.5 × 1014 1.87 – 11.7 1.8 × 1016 491 4 – 830/504 0.7 × 1.1

D2 5.0 × 1014 1.9 2.5 11.3 9 × 1014 471 – 10.96 – –

1.8 × 1015 320 – 12.42 – –

1.7 × 1016 436 6 12.29 829/494 0.6 × 1.2

G1 1.59 × 1014 2.5 5 12.01 2.8 × 1016 492 8 12.6 807/505 0.8 × 1.0

G2 1.73 × 1014 2.43 – 12.26 1.0 × 1015 631 – 12.4 671/– 0.6 × 0.9

G3 1.73 × 1014 2.57 – 12.75 1.05 × 1015 621 – 12.49 806/687 0.6 × 0.9

H1 1.5 × 1014 2.6 1.6 13.88 1.8 × 1015 658 – – 674/– 0.7 × 1.2

K1 1.78 × 1014 2.3 – 12.75 1.68 × 1015 565 – 12.45 765/386 0.6 × 1.2

K2 1.78 × 1014 2.27 – 12.85 1.46 × 1015 601 – – 777/392 0.7 × 0.9

Note: λco is the boundary wavelength in the photoconductivity spectrum; b and l are the sample width and length, respectively. The d col-
umn contains the thicknesses of samples in the initial (n-type) state and (after a slash) after conversion annealing (to the p-type) with
subsequent removal of the surface layer by etching.
The dependence ρ = f(T) (Fig. 4) was used to deter-
mine the ionization energies of donor levels (Ed) in
n-CdHgTe before annealing and acceptor levels (Ea) in
p-CdHgTe after the conversion annealing (Table 2). For
one of the samples (C1), the following relation was
obtained: Ed + Ea = Eg (Eg is the band gap width); i.e.,

Table 2.  Composition and parameters of the energy-band
structure of samples

Sample

n type p type

Eg
(78 K), eV Ed, eV n (78 K),

1014 cm–3
compo-
sition, x Ea, eV

A1 0.119 0.024 0.95 0.216 0.048

A2 0.121 0.024 1.0 0.217 0.032

B3 0.120 0.032 0.61 0.216 –

B4 0.120 – 0.62 0.217 –

C1 0.120 0.027 1.5 0.216 0.094

C2 0.125 0.023 1.1 0.220 –
the same level manifests itself in both the n-type mate-
rial before annealing and the p-type material obtained
after annealing. Intrinsic point defects in the sublattices
of either the metal or chalcogen behave as either donors
or acceptors. Therefore, the level found is related to an
impurity that is amphoteric in CdHgTe. There are no
data in the literature on such behavior of impurities in
CdHgTe (which is a narrow-gap semiconductor).

The values of Eg at 78 K listed in Table 2 were found
from the spectral characteristics of photoconductivity
measured for n-type samples: Eg(78 K) = 1.24/λco,
where λco is the boundary wavelength (in µm) in the
photoconductivity spectrum at a level of 0.5 of the max-
imum photosensitivity (Table 1). Using the expression
Eg = –0.302 + 1.93x + 5.35 × 10–4(1 – 2x)T – 0.810x2 +
0.832x3 [14] (T and Eg are measured in K and eV,
respectively), we find the atomic fraction x for
CdxHg1 – xTe samples; these data are also listed in Table 2.

The strong magnetic field dependence of the trans-
verse magnetoresistance ρ⊥ (B) (Fig. 5), which is sensi-
tive to inhomogeneities, and, at the same time, the weak
dependence RH(B) at T = 78 K (Fig. 1) are indicative of
SEMICONDUCTORS      Vol. 38      No. 7      2004
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the inhomogeneity of the samples under study. The
sizes of the n-type samples before annealing and after
etching in a Br–methanol mixture (to remove the sur-
face layer where mercury could diffuse from the vapor
phase upon annealing), at a length-to-thickness ratio of
l/d > 10 (Table 1), make it possible to disregard the geo-
metric effect in measuring ρ⊥ .

105

104

103

102

RH, cm3/C

B1
B2
B3
B4

0 2 4 6 8 10 12 14
B, kG

p type

n type

Fig. 1. Magnetic field dependence of the Hall constant for
CdHgTe samples with n-type conductivity (before anneal-
ing) and p-type conductivity (after conversion annealing) at
T = 78 K.

5
4

3

2

1 × 105

µn, cm2/(V s)

1014 1015

n, cm–3

Fig. 2. Dependence of the electron Hall mobility of n-CdHgTe
samples on the electron density at T = 78 K (Table 1) (trian-
gles and solid line). The dot-dashed line is the theoretical
curve from [11] for the scattering of charge carriers by polar
optical phonons [11] and by ionized impurities and intrinsic
point defects [10] in pure and lightly doped n-CdHgTe sam-
ples with x ≈ 0.2 and the concentration of uncompensated
acceptors |Na – Nd| ≤ 1017 cm–3.
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The strong dependence ρ⊥ (B) (Fig. 5) we observed
at T = 78 K was also noted in [15–17]. The anomalous
behavior of galvanomagnetic effects in CdHgTe at T ≈
78 K is attributed in [18] to the fundamental properties
of this material (the presence of an acceptor impurity
band overlapping with the conduction band Ec). Others
consider that these anomalies result from microinho-
mogeneities of technical origin that are always present
in CdHgTe crystals because of the specific features of
synthesis and crystal growth in the CdTe–HgTe system
[19]. These features are the local graded-gap structure
of the material [20], the significant nonstoichiometry of
the crystals, second-phase precipitation [21], the uncor-
related distribution of impurities and the high level of
impurity background due to the narrow band gap of the
material [22], and some others. All these factors may
lead to the formation of coupled clusters [19]. These
microinhomogeneities cause fluctuations of the poten-
tial; electrons are localized in potential wells, and the
values of the conductivity of crystals (even those grown
in the same process) differ because of the random dis-
tribution of microinhomogeneities [19].

Based on the assumption [19] that the crystals under
study are inhomogeneous, with large-scale (200–400 µm)
potential fluctuations that result in the strong depen-
dence ρ⊥ (B), we used this parameter as a relative mea-
sure of the inhomogeneity of the sample and tried to
relate the magnetoresistance amplitude ∆ρ/ρ(B) (Fig. 6)
to the spread in the specific differential resistance of a
photodiode (which is a parameter of the n+–p junction)
within a wafer with a zero shift of R0A. The data of
Fig. 6 and Table 3 suggest, for example, that the largest
values of R0A were obtained for sample B3 with the
maximum value of ∆ρ/ρ(B), i.e., with a maximally
inhomogeneous composition. The averaged value
〈R0A〉  (averaging over the photodiodes fabricated on the
same CdHgTe sample) also shows a tendency to drop
with a decrease in ∆ρ/ρ(B). All these facts indicate that

800

700

600

µp, cm2/(V s)

1015

p, cm–3

500

400

1016 1017

Fig. 3. Dependence of the hole Hall mobility for p-CdHgTe
samples on the hole density at T = 78 K (Table 1). The dot-
dashed line is the theoretical curve from [12] for the scatter-
ing of charge carriers by phonons and ionized impurities in
p-CdHgTe with x ≈ 0.2.
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the inhomogeneity changes gradually rather than in
steps. In the opposite case (in the presence of clusters
or, for example, Te precipitates and a high dislocation
density caused by their decomposition upon conversion
annealing), we would obtain high dark currents [23],
i.e., small values of R0A. Therefore, the inhomogeneity
manifests itself in a smooth change in the concentration
of acceptors over the thickness of the sample due to
nonuniform compensation or a variation in the compo-
sition (∆x). As the results of our long-term research
show, such inhomogeneities are always present in
CdH-gTe samples. The curves in Fig. 1 for n-type sam-

1

10–1

2 4 6 8 10 12 14
103/T, K–1

1

2

3
4

5

ρ, Ω cm2

Fig. 4. Temperature dependence of the resistivity of n-CdHgTe
samples: (1) B3, (2) A1, (3) C1,(4) C2, and (5) B4.
ples B3 and B4, which radically differ in RH after
annealing, as well as the magnetic field dependence of
ρ for the same samples after annealing (which was not
observed in other p-type samples), also support this
conclusion. In addition, we believe that second phase
inclusions, clusters, and other similar defects are
unlikely to be found in the initial samples.

Measurements of the spectral characteristics of the
photoconductivity signal US (Fig. 7) on the samples
before (n type) and after (p type) annealing showed
that, as a rule, the change from n- to p-type conductivity

2 4 6 8 10 12 14
103/T, K–1

1

10–1

ρ⊥ , Ω cm2

5

4

3
2

1

Fig. 5. Temperature dependence of the transverse magne-
toresistance of n-CdHgTe sample B3 (before annealing) in
magnetic fields with induction B = (1) 505, (2) 1280,
(3) 3170, (4) 7490, and (5) 12680 G.
Table 3.  Parameters of photodiodes based on CdxHg1 – xTe samples

Sample Photodiode 
number λco, µm R0A, Ω cm–2 pp, 1016 cm–3 ∆ρ/ρ(B)

(B = 12 770 G) 〈R0A〉 , Ω cm–2

2 10.0 0.68 1.3

A1 4 9.9 0.71 0.8
4.3–5.4 0.68

A2 5 9.8 0.72 0.6

7 – 0.61 0.25

9 – 0.89 0.3

B3 11 9.8 0.32 0.22
2.1–5.9 0.66

B4 12 10.1 0.81 1.2

14 9.9 0.63 0.11

3 10.1 0.54 0.4

C1 18 10.8 0.17 1.5 4.5 0.34

21 9.94 0.32 3.5

Note: The diameter of the n+–p junctions (by photomask) is 300 µm. The ∆ρ/ρ(B) column shows the spread in the values (according to
Fig. 6), obtained at T = 78 K for the initial samples used to fabricate the corresponding sets of photodiodes. Averaged values of 〈R0A〉
were obtained for all photodiodes in each set. The majority-carrier concentrations in the p-type region of the n+–p junction, pp, were
obtained by measuring the capacitance–voltage characteristics of the photodiodes.
SEMICONDUCTORS      Vol. 38      No. 7      2004
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results in a shift of λco to either shorter or longer waves.
Since layers about 100 µm thick were etched away
from both sides of each sample after annealing, these
data indicate an inhomogeneous composition in the
bulk of the sample. For example, estimation for sample
A1 gave the value of shift ∆λco = 0.5 µm, which corre-
sponds to a change in the band gap width ∆Eg ≈ 6 meV
and, therefore, ∆x ≈ 0.003. Taking into account that the
thickness of the layer removed by etching was about a
quarter of the total sample thickness and assuming that
the inhomogeneity is linear in thickness, we obtain the
total change in Cd content over the thickness of the ini-
tial sample: ∆x ≈ ±0.006. For comparison, note that the
value of ∆x ≈ ±0.003 is considered to indicate high
sample homogeneity [24]. The spread in λco over the
total surface area of a starting wafer about 20 mm in
size, for example, sample A, was approximately the
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∆ρ/ρ(B)

A1

A2

B3

T = 78 K

100 K

125 K

14121086420

0

5

1

3

B, kG

C1

C2

T = 78 K

100 K

125 K

7

Fig. 6. Magnetic field dependences of the relative transverse
magnetoresistance of n-CdHgTe samples (before anneal-
ing) at three temperatures.
SEMICONDUCTORS      Vol. 38      No. 7      2004
same: ∆λco ≈ 0.5 µm (Fig. 7). With this value of ∆λco for
the same plate, the value of R0A may change (under
conditions of limitation by a diffusion current) about
threefold from one photodiode to another only because
of the spread in ∆x.

The lifetime of charge carriers τn in the n-type sam-
ples was, as rule, an order of magnitude longer than τp

for the p-type samples (Table 1). For sample B3, in
which (as an exception) τ changed only twofold as a
result of the thermal conversion, two relaxation time
constants of photoresponse were found (Fig. 8). How-
ever, they appeared only at high levels of optical exci-
tation (P * 103 W/cm2). To make the data on τ more
complete, Fig. 8 also shows the results for photodiode
12 fabricated on sample B3. For CdHgTe samples, τ is
the value measured when the sample is scanned with a
wide laser beam and averaged over a large area. For
photodiodes, τ is controlled by the properties of the
p-type region near the n+–p junction in the layer
~(20−50) µm thick. Values of τ for photodiodes may
differ severalfold from those for the CdHgTe samples;
thus, in order to calculate, for example, the quantum
efficiency of a photodiode, one should use the value of
τ measured for the same photodiode. It may be assumed
that the two time constants observed, τ1 and τ2, are

1.0

0.8

0.6

0.4

0.2

0

US, arb. units

1
2

1.0

0.8

0.6

0.4

0.2

0
8 10 12 λ, µm

3 4

Fig. 7. Spectral characteristics of photoconductivity of
CdHgTe samples with n-type (before annealing) and p-type
(after conversion annealing) conductivity at T = 78 K.
(a) Sample A1 with (1) n-type and (2) p-type conductivity;
(b) sample B3 with (3) n-type and (4) p-type conductivity.
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τ1 = 2.5 × 10–7 s
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τ = 2 × 10–7 sLow excitation

100 ns

p-CdHgTe
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τ = 1 × 10–7 s

τ
20 ns

τ1
τ2

p-CdHgTe
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τ1 = 6 × 10–8 s
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500 ns

τ1
τ2

n-InSb
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τ2 = 4.2 × 10–6 s

Fig. 8. Time characteristics of photoresponse measured for CdHgTe samples B3 (n and p types), D2 (p type), photodiode 12 fabri-
cated from sample B3, and (for comparison) a sample of impurity InSb. Measurements were performed using a C8-12 storage oscil-
loscope after photoresponse excitation by ultrashort laser pulses at 10.6 µm.
related to recombination via two deep levels since the
measurement of the tunnel current in photodiodes fab-
ricated on this sample also revealed two levels: with
Et – Ev = 72 meV and with an energy of about 36 meV.
This conclusion is confirmed indirectly by the measure-
ments of τ in a compensated impurity n-InSb sample
(Fig. 8), which was used as a reference with a known
energy level (in this sample, along with the interband
recombination with τ1 = 2.4 × 10–6 s, a slower recombi-
nation with τ2 via impurity levels occurs). For sample D2
with p(78 K) = 1.7 × 1016 cm–3, two time constants, τ1
and τ2, were also noted; they differed insignificantly
from each other, although they were well resolved
(Fig. 8). Prior to annealing, the photoconductivity spec-
tra of this sample (with n-type conductivity) showed an
extended long-wavelength edge, characteristic of pho-
toconductivity that involves an impurity band. In addi-
tion, the conductivity type of this sample was not con-
verted under conventional annealing conditions, and
the sample was additionally annealed twice (the param-
eters of the n-type sample after such annealing are
listed in Table 1). Estimation of the impurity-band loca-
tion based on the photoconductivity spectra yields
energy Ec – Et ≈ 24 meV, which is consistent with the
data of Table 2, obtained for other samples.

The data reported suggest that the initial low elec-
tron density in n-type sample D2 is due to the high
degree of compensation as a result of the introduction
of a large number of acceptors: mercury vacancies
forming singly charged shallow acceptor levels with
Et – Ev ≈ 8 meV and deep doubly charged levels with
Et – Ev ≈ 36 meV in CdHgTe [25, 26].

Thus, analysis of the temperature and field depen-
dences of RH revealed that n-CdxHg1 – xTe samples with
low electron density are, as a rule, compensated, and
the degree of compensation changes upon thermal con-
version of the conductivity of the sample to p type. For
n-CdxHg1 – xTe samples, the activation energy of the
donor level was determined from the dependences
ρ(T): Ec – Et = 24–32 meV. For the same samples, after
their thermal conversion to p type, the activation energy
of the acceptors related to doubly charged vacancies

 was determined: Et exceeds Ev by either 32 or
48 meV. In addition, a deep level with Et – Ev ≈ 0.7Eg,
related to an unknown amphoteric impurity, was found
for the first time.
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Abstract—The effect of irradiation with electrons on the formation of quenched-in donors in silicon is studied.
It is found that n- and p-type regions are formed in the bulk of single-crystal silicon as a result of irradiation
with electrons and subsequent annealing at a temperature of 450°C. The concentration of charge carriers in the
regions of both types increases as the radiation dose and the annealing duration increase, which indicates that
not only quenched-in donors but also quenched-in acceptors are formed. Nonuniformity in the distribution of
the acceptor and donor centers correlates with fluctuations of the oxygen concentration in silicon. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The transition to the nanometer scale in modern
electronics led to a decrease in the temperatures used in
all stages of fabricating device structures (to 700–
800°C) [1]. At the same time, annealing silicon crystals
at relatively low temperatures (400–700°C) gives rise
to electrically active centers of both donor type
(quenched-in donors) [2] and acceptor type (quenched-
in acceptors) [3, 4]. Despite the fact that quenched-in
donors have been studied for many years, there is still
no generally accepted model for these centers.
Recently, the models that have been most widely
accepted are those according to which the formation of
quenched-in donors occurs as a result of consecutive
attachment of oxygen atoms to a charged nucleus [5].
This effect gives rise to a series of closely spaced
energy levels in the vicinity of the bottom of the con-
duction band. At the same time, it is evident that pro-
cesses of oxygen precipitation from a supersaturated
oxygen solution are affected by the defect structure of
the crystal; this structure is primarily governed by the
growth defects and the defects formed as a result of
treatment during the fabrication of the device (thermal
annealing, ion implantation, oxidation, and so on). Spe-
cifically, a promoted formation of quenched-in donors
was observed in silicon crystals implanted with
medium- and high-energy ions [6, 7]. When the charge-
carrier concentration in silicon crystals is measured, it
is usually difficult to separate the effect of quenched-in
acceptors from that of quenched-in donors formed at
450°C. The introduction of quenched-in acceptors in
the temperature range 350–600°C manifests itself most
clearly in oxygen-free silicon crystals irradiated with
high doses of electrons and neutrons [4] and in oxygen-
containing silicon after high-energy ion implantation
1063-7826/04/3807- $26.00 © 20758
and the subsequent initial stages of annealing at a tem-
perature of 450°C [8]. One would expect quenched-in
acceptors to be introduced into oxygen-containing sili-
con when other types of radiation are used, e.g., when
silicon is irradiated with electrons. The resulting type of
conductivity and the charge-carrier concentration are
controlled by the relation between the number of
quenched-in donors and that of quenched-in acceptors
in irradiated silicon.

The aim of this study was to gain insight into the
effect of electron irradiation on the formation of electri-
cally active centers (quenched-in donors and acceptors)
in oxygen-containing silicon in the temperature range
400–700°C.

2. EXPERIMENTAL

We studied silicon single crystals that were grown
by the Czochralski method and had a doping impurity
(boron) concentration of 8 × 1014 cm–3. The oxygen
concentration in the samples was 8 × 1017 cm–3 (in order
to determine the oxygen concentration, we used the
absorption peak at 1107 cm–1 with a calibration coeffi-
cient of 3.14 × 1017 cm–2). We irradiated the samples
with pulses of 2.0-MeV electrons; the duration of the
pulses was 400 µs, and the current density was 0.1–
0.3 A/cm2. The radiation dose was varied from 1014 to
1017 cm–2 (the radiation dose was 1014 cm–2 for the sam-
ple denoted as E1, 1015 cm–2 for sample E2, 1016 cm–2

for sample E3, and 1017 cm–2 for sample E3; the unirra-
diated sample was designated as E0). The temperature
of the samples was no higher than 50°C during irradia-
tion. The irradiated samples were subjected to heat
treatment for 1–10 h in the temperature range T = 400–
700°C. In our study, we used the capacitance–voltage
004 MAIK “Nauka/Interperiodica”
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(C–V) characteristics, Hall effect, and Fourier trans-
form infrared (FTIR) spectroscopy.

3. RESULTS

In Fig. 1 we show the charge-carrier concentration
in silicon samples irradiated with electrons and then
annealed at a temperature T = 450°C as a function of
the annealing temperature. The data were obtained
using an analysis of C–V characteristics. For samples
E3 and E4 (irradiated with electron doses of 1016 and
1017 cm–2, respectively), different values of the charge-
carrier concentration were determined at different points
of the surface after annealing for more than 5–7 h. In
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Fig. 1. Annealing-time dependence of the charge-carrier
concentration in silicon samples irradiated with different
doses of electrons and then subjected to heat treatment at
T = 450°C. The values of the electron concentration (in con-
trast to the hole concentration) are plotted on the negative
axis of N for clarity.
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Fig. 2. Dependences of the charge-carrier concentration on
annealing temperature in the range T = 400–700°C for
annealing time t = 5h. The values of the electron concentra-
tion (in contrast to the hole concentration) are plotted on the
negative axis of N for clarity.
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addition, as can be seen from Fig. 1, different areas of
the surface had both p- and n-type conductivity (the
largest values of charge-carrier concentration are
shown in the regions with p- and n-type conductivity).
The size of these regions ranged from 0.5 to 1–2 cm2.
If a strip is cut along the wafer radius from the center to
the periphery, these p- and n-type regions appear in the
form of alternating bands. When the surface layers are
removed layer by layer, the nonuniformity of the distri-
bution of electrically active centers is retained; only the
configuration of these regions may change slightly. The
concentration of electrically active centers in the unir-
radiated (reference) sample E0 decreased almost
steadily, which indicated that the concentration of
donor centers increased with increasing duration of
annealing (this dependence is represented by the thin
solid line in Fig. 1) owing to the formation of
quenched-in donors in oxygen-containing silicon.

The dependence of the charge-carrier concentration
in irradiated samples and starting crystals on the
annealing temperature is shown in Fig. 2. The duration
of annealing was t = 5 h. Annealing at T = 400°C leads
to the conversion of p-type to n-type conductivity for
sample E4 and to the smallest values of hole concentra-
tion for all other samples.

In Fig. 3, we show the dependence of charge-carrier
concentration in irradiated silicon crystals annealed at
T = 400°C on the radiation dose. The concentration of
acceptors in the samples annealed for 1h increases
compared to that in the starting crystal for all the radia-
tion doses used. As the duration of annealing increases,
the concentration of acceptors decreases. The most pro-
nounced effect is observed at a high radiation dose
(1017 cm–2). As the annealing temperature is increased
to 500–700°C (the range corresponding to the forma-
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Fig. 3. Dependences of the charge-carrier concentration on
the radiation dose for samples subjected to postirradiation
annealing for t = 0–5 h at T = 400°C. The values of the elec-
tron concentration are plotted on the positive axis of N,
while those of the hole concentration are plotted on the neg-
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tion of new quenched-in donors), the formation of elec-
trically active centers (the quenched-in donors and
acceptors) is not observed, since the charge-carrier con-
centration in all the samples studied tends to the level
of the initial values. It is noteworthy that the tempera-
ture range of the existence of donor centers introduced
as a result of heat treatment coincides with that of the
existence of oxygen-containing quenched-in donors.

The measurements performed using IR spectros-
copy showed that the concentration of optically active
oxygen immediately after irradiation was (4–5) ×
1017 cm–3, which was considerably lower than the oxy-
gen concentration in the starting material, i.e., (7–8) ×
1017 cm–3. The variation in the relative concentration of

interstitial oxygen (x)/  along the radius of the

silicon wafer is shown in Fig. 4 ( (x) is the oxygen
concentration in the starting crystal before annealing
and x is the distance from the edge of the wafer). As can
be seen from Fig. 4, the oxygen concentration after
annealing at 425°C decreases to a value lower than that
immediately after irradiation. A typical absorption
spectrum of the samples under study is shown in the
inset in Fig. 4. The variation in the concentration of
electrically active centers along the radius of the wafer
for the same sample is shown in Fig. 5. It can be seen
that, as the oxygen content decreases, the concentration
of donor centers also decreases (the distance was mea-
sured from the center of the samples) and conversion of
the conductivity type occurs in the region with the low-
est oxygen concentration (at the edge of the sample).
Annealing at 450°C leads to an increase in the concen-
tration of optically active oxygen to almost the initial
value. In addition, it became clear that the formation of
the regions with different types of conductivity was
caused by the nonuniform distribution of oxygen in sil-
icon crystals: the location of the regions with a higher
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Fig. 4. Variation in relative concentration of interstitial oxy-
gen along the radius of the silicon wafer (from the wafer’s
center to its edge) before and after annealing for t = 10 h at
T = 425°C. A typical spectrum of optical absorption is
shown in the inset.
oxygen concentration coincides with that of the regions
with n-type conductivity. The difference between the
oxygen concentrations in the regions with p- and n-type
conductivity was no larger than 6 × 1016 cm–3 in the
crystal annealed for 10 h at 450°C. No significant vari-
ation in the carbon content in these regions was
observed.

4. DISCUSSION

It follows from the data shown in Fig. 1 that an
increase in the radiation dose and duration of annealing
at T = 450°C leads to the dominant generation of
quenched-in donors in some regions of the crystal (ini-
tially p-type material changes to n-type conductivity);
in other regions, the generation of quenched-in accep-
tors is dominant (the hole concentration increases).
Quenched-in acceptors can be clearly observed in the
situation where the generation of quenched-in donors is
suppressed, i.e., in oxygen-free silicon or in oxygen-
containing silicon irradiated with high-energy ions; in
the latter case, the defects of different types are spa-
tially separated [2, 7]. In the case under consideration,
the change in conductivity from p type to n type is
observed after irradiation with high electron doses
(1017 cm–2) and after subsequent long (more than 3 h)
annealing at a temperature of 400°C (Fig. 3). As the
temperature of annealing for times of up to 10 h is
increased to 450°C, n-type regions are also formed after
irradiation with lower doses (1015 cm–2, see Fig. 1).
Irradiation with 2-MeV electrons leads to a nearly uni-
form spatial distribution of the radiation defects pro-
duced. Therefore, either the growth defects formed dur-
ing growth of the crystals or the nonuniformities in the
distribution of background impurities (for example,
oxygen) can alone be responsible for the nonuniform
distribution of electrically active centers. An increase in
the concentration of quenched-in donors in some
regions may be caused by an increase in the number of
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Fig. 5. Distribution of electrically active centers along the
radius of a silicon wafer irradiated with electrons and then
annealed for t = 10 h at T = 425°C. The values of the elec-
tron concentration are plotted on the positive axis of N;
those of the hole concentration, on the negative axis.
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nucleation centers formed by radiation defects (with
the possible involvement of impurities). When compar-
ing the distribution of oxygen concentration along the
radius of the silicon wafer with that of free electrons
(Figs. 4, 5), we must be aware that the IR-absorption
measurements yield an averaged pattern of interstitial
oxygen distribution over the wafer thickness, whereas
electrical measurements yield the distribution of elec-
trically active centers in the relatively thin surface layer.
Therefore, the nonuniformities in the electron distribu-
tion shown in Fig. 5 (after annealing at 425°C) cannot
be recognized in the results of IR measurements shown
in Fig. 4. Nevertheless, the nonuniformity in the distri-
bution of electrically active centers in the crystals
annealed at 450°C begins to correlate with the nonuni-
form distribution of interstitial oxygen in the samples
under study (apparently owing to the intensification of
fluctuations in the oxygen distribution).

Apparently, the decrease in the concentration of
interstitial oxygen after irradiation is related to the for-
mation of complexes that consist of vacancies and oxy-
gen atoms VOn, where n ≥ 1 [9]; as is well known, the
VO center is dominant. The transformation VO 
VO2 occurs at an annealing temperature of 425°C [10].
An increase in the temperature of heat treatment to
450°C is accompanied by annealing of the VO and VO2
complexes and, accordingly, by an increase in the con-
centration of interstitial oxygen.

It follows from the data shown in Fig. 1 for a dose of
1014 cm–2 (sample E1) that, when the sample is heat-
treated, the concentration of holes (acceptor centers)
increases somewhat compared to the starting material.
As the annealing temperature is decreased to 400°C
(Fig. 3), some increase in the hole concentration is
observed for all radiation doses even after short-dura-
tion (1 h) annealing. Apparently, acceptor centers are
formed simultaneously with quenched-in donors as a
result of annealing at T = 450°C. However, the forma-
tion of acceptor centers is noticeable only in the regions
with a relatively low concentration of quenched-in
donors, for example, due to a low oxygen concentration
or retardation of the formation of the quenched-in
donors in the initial stages of this process. In other
cases, quenched-in donors do not appear or their forma-
tion is suppressed by the formation of quenched-in
acceptors.

The possibility that acceptor-type centers appear in
oxygen-containing silicon as a result of heat treatment
at temperatures that correspond to the formation of
quenched-in donors has not usually even been consid-
ered. At the same time, as follows from the data
reported in other publications that deal with the effect
of electron radiation on the formation of quenched-in
donors, the concentration of quenched-in donors in the
samples under consideration was either equal to [11, 12]
or lower than [13, 14] that in the starting samples. The
discrepancies observed in the results can be adequately
accounted for in the context of the simultaneous forma-
tion of the quenched-in donors (QIDs) and acceptors
SEMICONDUCTORS      Vol. 38      No. 7      2004
(QIAs). For example, depending on the defect and
impurity composition of the starting material, the tem-
perature of heat treatment, and the radiation dose, the
total concentration of charge carriers, which equals n0 +
NQID – NQIA (or p0 – NQID + NQIA), could vary in a com-
plex manner. This often appeared as invariability or
retardation of the kinetics of formation of quenched-in
donors (n0 and p0 are the initial concentrations of elec-
trons and holes, respectively).

As the temperature of heat treatment is increased
(to 500°C or higher), quenched-in donors and acceptors
are practically not formed (Fig. 2). As is well known,
the temperature of existence of quenched-in donors is
limited to 520°C, but new quenched-in donors could be
formed at temperatures of 600–700°C. However, the
formation of these donors was not observed at the heat-
treatment temperatures used in our experiments.

Thus, taking into account both the fact that electron
irradiation gives rise to vacancy-containing centers
(VO centers) in silicon crystals and the previous data
[8], the experimental results obtained are most likely
explained by the involvement of vacancy-containing
defects in the formation of both the quenched-in accep-
tors and the quenched-in donors. The processes of gen-
eration of quenched-in acceptors are dominant in the
initial stage of annealing, whereas the formation of
quenched-in donors (or the transformation of
quenched-in acceptors into quenched-in donors) begins
to dominate as the annealing time is increased. It is
worth noting that the same situation takes place in the
case of irradiation with high-energy ions [8]. The for-
mation of acceptor-type centers is observed in a narrow
annealing-temperature range (~450°C); these centers
do not appear against the background of quenched-in
donors at a heat-treatment temperature of 400°C.

5. CONCLUSION

The irradiation of silicon single crystals with elec-
trons (the case of uniform production of radiation
defects in the bulk of the material) and subsequent
annealing at 450°C lead to the formation of n- and
p-type regions in the bulk of single-crystal silicon. The
observed effect becomes more pronounced as the radi-
ation dose increases. The nonuniformity of the distribu-
tion of quenched-in acceptors and donors correlates
with variations in the oxygen content in silicon.
Quenched-in donors start to be dominant as the dura-
tion of annealing increases. The mechanism of forma-
tion of quenched-in acceptors and donors is most likely
related to the involvement of vacancy-containing cen-
ters in the process of formation of these centers.
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Abstract—A complex study of electrical conductivity and photoconductivity in constant and variable electric
fields, thermally stimulated conductivity, and the photoferromagnetic effect are carried out in the temperature
range 10–300 K for a CdCr2Se4 magnetic semiconductor with various concentrations of Ga impurity and Se
vacancies (VSe). The phenomenon of hopping photoinduced conduction is observed for the first time. It is shown
that shallow donor levels that exchange photoelectrons trapped by them with Cr3+ magnetic ions may be respon-
sible for the photoferromagnetic effect. As a result of this exchange, the Cr3+ ions acquire valence and spin
instabilities, which lead to nonequilibrium pinning of the domain wall by these ions. © 2004 MAIK
“Nauka/Interperiodica”.
Numerous studies are devoted to studying the phe-
nomenon of variation in dynamic magnetic permeabil-
ity (DMP) under the effect of light in magnetic semi-
conductors, which is referred to as the photoferromag-
netic effect (PFE) [1]. The interest in this phenomenon
is associated with prospects for developing new meth-
ods of data recording and detecting infrared (IR) radia-
tion [2]. The recent discovery of numerous new materi-
als that are classified as magnetic semiconductors has
stimulated interest in CdCr2Se4, the compound that has
been investigated in most detail. A detailed study of the
mechanism of PFE emergence in this compound could
promote the search for possible ways of simultaneously
increasing the amplitude and response speed of this
effect.

According to [3–11], which are devoted to research-
ing the nature of PFE in CdCr2Se4, a decrease in DMP
under the effect of light is related to the pinning of
domain walls (DWs) at photoinduced centers Cr2+,
which are antiferromagnetically oriented relative to the
Cr3+ sublattice. However, a mechanism of formation of
these centers that accounts for all the characteristics of
this phenomenon has not yet been discovered.

The aim of this study was to analyze specific fea-
tures of PFE in CdCr2Se4 reported previously and our
experimental data in order to attempt to ascertain the
nature of this phenomenon. The steady-state and
kinetic properties of PFE in constant, oscillatory, and
pulsed magnetic fields; the residual photoferromagnetic
effect (RPFE); and its infrared and thermal quenching
were investigated for the same samples with various con-
centrations of Ga impurity and Se vacancies VSe. Simul-
taneously, temperature dependences of conductivity
1063-7826/04/3807- $26.00 © 20763
and photoconductivity in constant and variable electric
fields, kinetic characteristics of photoconductivity, resid-
ual conductivity, thermally stimulated conductivity, and
their thermal and IR quenching were investigated.

The energy level of the Cr2+ ion lies deep in the band
gap. If the DW pinning center Cr2+ is formed directly
under the effect of light, only the RPFE should occur at
temperatures below the Curie point (130 K). On the
contrary, PFE in the temperature range 50–130 K van-
ishes as the illumination ceases [5]. The RFFE under
different physical factors behaves similarly to ther-
mally stimulated conductivity and residual conductiv-
ity, which are associated with carrier trapping at the
impurity levels. Therefore, our goal was to investigate
the contribution of donor impurities to the formation of
photoinduced DW-pinning centers. Shallow donors
associate into unified complexes with the Cr2+ ions via
collectivization of nonequilibrium electrons multiply
attaching to these donors. The latter could be responsi-
ble for PFE with its inherent specific features.

It was shown [3, 7] that, regardless of the technique
of sample growth (from solution–melts or by liquid-
phase transport) and, consequently, regardless of the
concentration of growth defects, nonstoichiometry, and
porosity, the amplitude of PFE in GaxCd1 – xCr2Se4 is
peaked at the same value (x = 0.0025). The magnitude
of PFE for crystals grown from solution–melts is sever-
alfold greater than that for crystals grown by liquid-
phase transport. However, with high concentrations of
Se vacancies, PFE vanishes [7], the dark DMP
decreases as the Ga concentration and the degree of
imperfection of the sample increases, and the depen-
dence of the PFE amplitude on the intensity of light is
004 MAIK “Nauka/Interperiodica”
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sublinear [9]. At first sight, these results seem contra-
dictory. However, the authors of [9–11] related the
decrease in amplitude and relaxation time of PFE in
oscillatory magnetic fields with the release of DWs
from pinning centers rather than with the variation in
concentration of these centers. These kinetic character-
istics of PFE, as well as the impossibility of obtaining
high PFE amplitudes at high frequencies, can be
explained in a model of the aforementioned complex
photoinduced centers of pinning of DWs.

The spatial pinning of points of arrangement of pho-
toinduced centers at a free-oscillating DW increases its
vibration frequency, i.e., increases its rigidity. As DMP
increases, the frequency of a self-excited oscillator,
which is tuned to a frequency of natural oscillations of
the DW when detecting PFE, decreases. Therefore, the
magnitude referred to by Anzina and Rudov [9] as DW
rigidity is inversely proportional to DMP (1/µ) and
should be proportional to the electron density at donors,
if the suggested structure of photoinduced centers is
true. However, judging by the above experimental data,
such a dependence of DW rigidity on the number of
donor levels occupied by electrons nd should be
expected only with a moderate concentration of impu-
rity centers at certain levels of intensity of light and cor-
responding compensation. The causes of these restric-
tions will be clarified below.

The analysis of the equilibrium filling of shallow
donor levels with electrons considered below is not an
analysis of the situation that arises in studying PFE. In
the latter case, it is necessary to use an expression for
the temperature dependence of the quasi-Fermi level. In
a compensated semiconductor at low temperatures,
electrons can occupy shallow donor levels similarly to
the equilibrium case if one considers the quasi-Fermi
level instead of the Fermi level. This is the case for irra-
diation with photons when the energy is sufficient for
band-to-band transitions.

The number of electrons nd at shallow donor impu-
rity levels of a single type is determined by the relation

(1)

where Nd is the number of all donor impurities of this
type, E1 is the activation energy of the donor level cap-
turing the electron and involved in the formation of the
DW pinning center, and F is the Fermi level.

For the case defined by the condition

(2)

where mn is the electron effective mass, i.e., for quite
deep levels with a high concentration in the low-tem-

nd
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perature region, the Fermi level in an impurity semi-
conductor is given by [12]

(3)

Substituting expression (3) into expression (1), we
obtain

(4)

where the effective density of states in the conduction
band

only slightly depends on temperature.
As one can see from expression (4), under condi-

tion (2), no exponential temperature dependence of the
number of donor levels occupied by electron is
observed. Rather, the carrier density freezes at these
centers at sufficiently low temperatures when

nd is not dependent on temperature at all.
In the case opposite to condition (2), i.e., for shallow

levels with a low concentration and at moderately low
temperatures, when the Fermi level is determined by
the relationship [12]

expression (1) takes the form

(5)

Let us assume that shallow donors have captured the
photoexcited electrons and are involved as bonding
links in the formation of DW pinning centers. In this
case, formulas (4) and (5), which characterize the fill-
ing of these donor levels with electrons at various tem-
peratures, could be used to explain why the DW rigid-
ity, which is defined as 1/µ, exponentially rises as the
temperature increases at relatively high temperatures,
while at relatively low temperatures, where RPFE
appears, it is not dependent on temperature at all [5].

A schematic representation of the setup for photo-
conductivity measurements in a variable electric field is
shown in Fig. 1. The sample, shaped as a rectangular
parallelepiped with nonrectifying contacts placed into
optical flow-through cryostat 1, was connected in series
with a ballast resistor Rl. An ac voltage with frequencies
in the range from 5 kHz to 100 MHz was supplied to the
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sample and resistor using a G3-7A signal generator 2.
The light from source 3 (an incandescent 150-W lamp)
fell onto the sample after passing through chopper 4
(at a frequency of 39 Hz) and monochromator 5 (IKS-
21). To reduce mutual induction, electrical wires were
lead out from the sample to the opposite sides. The
resistance Rl was selected by taking a value that was
100-fold less than the smallest resistance of the sample
in the entire temperature range under study. After
demodulation using amplitude detector 6, a high-fre-
quency signal modulated by the photosensitivity of the
sample with a frequency of mechanical interruption of
light was supplied to the input of a U2-8 selective
amplifier 7. After synchronous detection with a V9-2
voltage transformer 8, a photoconductivity signal,
along with voltage from a thermocouple mounted close
to the sample, was supplied to computer 10 through a
CAMAC interface unit 9. The monochromator was also
scanned over wavelengths by the computer using the
CAMAC unit, which controlled step motor 13. For tem-
perature monitoring, Shch300 digital voltmeter 12 was
used. After the corresponding processing using the
computer, the plots of the spectral and temperature
dependences of ac photoconductivity were plotted
using two-coordinate plotter 11 (XY-RECORDER
endim 620.02).

Figure 2 shows the temperature dependences of con-
ductivity at hν = 1.2 eV for GaxGd1 – xCr2Se4 (x = 0.025)
in a variable electric field. Curve 1 corresponds to a
constant electric field, and curves 2–6 correspond to
frequencies f = 5 × 103, 104, 105, 106, and 108 Hz,
respectively. Analysis of photoconductivity dispersion
by the frequency of the field applied indicates that pho-
toinduced hopping conduction takes place. The largest
photoconductivity dispersion by frequency is observed
in the immediate proximity of the Curie point (130 K).
Close to 60 K, a complex dc photoconductivity peak is
observed. In this region, an increase in dc photoconduc-
tivity is accompanied by a decrease in its hopping com-
ponent. In the high-temperature wing of the peak, the
times of rise and decay of photoconductivity are con-
siderably shorter than in the low-temperature wing.
Analysis of the kinetics of rise and decay of photocon-
ductivity for this region shows that the kinetics has a
thermally activated nature. Here, photoconductivity is
associated with the thermal release of electrons from
donor levels into the conduction band. At T > 60 K,
shallow donors with large capture cross sections, which
repeatedly capture nonequilibrium electrons, impede
their relaxation via deeper recombination centers, thus
increasing the effective lifetimes in the conduction
band and the photoconductivity amplitude. However, at
T < 60 K, the lifetimes at donor levels increases, while
photoconductivity decreases. The activation energy of
photoconductivity in this region is 0.068–0.088 eV.
Below 40 K, where photoexcited electrons are frozen at
shallow levels, the frequency dispersion of photocon-
ductivity vanishes. According to [13], hopping conduc-
SEMICONDUCTORS      Vol. 38      No. 7      2004
tion could not be realized via donor states that are com-
pletely occupied by electrons.

Figure 3 shows temperature dependences of conduc-
tivity of lightly compensated GaxGd1 – xCr2Se4 (x = 0.01)
vacuum-annealed at 500 K for 4 h at various frequen-
cies of the electric field applied. Curve 1 corresponds to
a constant field, and curves 2–5 correspond to frequen-
cies f = 200, 2 × 103, 2 × 104, and 2 × 105 Hz, respec-
tively. These measurements were carried out using the
setup shown in Fig. 1. Amplitude detector 6 and syn-
chronous detector 8 were excluded from the setup, and
the U2-8 amplifier was switched to broadband mode.
To decrease the effect of the reactive conductivity of the
sample with nonrectifying contacts, the latter were
formed by point fusion of In. The contact areas were
about 0.4 mm2, and the sample length was about 5 mm.
Curves 2–5 were obtained after subtracting the capaci-
tor susceptance calculated for the corresponding fre-
quencies from experimental values. To represent the
results of studying conductivity in variable fields, a vac-
uum-annealed sample with a high impurity concentra-
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Fig. 1. Schematic representation of the setup for measuring
photoconductivity in a variable electric field (see text for
explanations).
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Fig. 2. Temperature dependences of photoconductivity of
GaxGd1 – xCr2Se4 (x = 0.0025) at various frequencies of the
electric field applied and hν = 1.2 eV. Curve 1 corresponds
to a constant electric field. Curves 2–6 correspond to frequen-
cies f = (2) 5 × 103, (3) 104, (4) 105, (5) 106, and (6) 108 Hz.
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tion (x = 0.01) was chosen. As a result, for the samples
with x = 0.0025, the temperature dependences of con-
ductivity at all the frequencies studied decrease mono-
tonically, similarly to undoped p-type samples, owing to
the deeper Fermi level [14]. The temperature run of con-
ductivity in these samples was of no interest since it was
completely unrelated to the charge state of shallow donor
levels. As in the case of photoconductivity (Fig. 2), the
largest dispersion of conductivity of GaxGd1 – xCr2Se4
(x = 0.01) in the variable field manifests itself in the
vicinity of the Curie point, and a narrower peak mani-
fests itself at 60 K. The sharp peak of dc conductivity
and the decrease in its hopping component as the tem-
perature approaches 60 K should apparently be attrib-
uted to the escape of electrons captured by shallow
donors due to a decrease in the donors’ activation
energy during conduction-band splitting into spin-
polarized subbands [15]. Conductivity falloff below
60 K is characterized by a gradual decrease in its acti-
vation energy from 0.12 to 0.04 eV.

The amplitude of PFE for GaxGd1 – xCr2Se4 mea-
sured under modulated (39 Hz) light using the method
described Vinogradova [7] is also peaked in the vicinity
of 60 K. At the same measurement frequency, the peak
for the samples with x = 0.01 is considerably sharper
than for unannealed crystals with x = 0.0025. This peak
in the selective amplification mode is largely caused by
an increase in the rise time of the amplitude of PFE
below 60 K. For PFE measurement under continuous
light, its amplitude for GaxGd1 – xCr2Se4 (x = 0.0025)
rises exponentially from the Curie point to 40 K (Fig. 4,
curve 1). In this case, three portions of the increase in
PFE with activation energies of 0.14, 0.088, and
0.024 eV are observed. Below 40 K, the amplitude of
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Fig. 3. Temperature dependences of conductivity of
GaxGd1 – xCr2Se4 (x = 0.01) at various frequencies of the
electric field applied. Curve 1 corresponds to a constant
electric field. Curves 2–5 correspond to frequencies f =
(2) 200, (3) 2 × 103, (4) 2 × 104, and (5) 2 × 105 Hz.
PFE is temperature-independent and RPFE is observed.
In annealed samples with x = 0.01, PFE increases only
to 60 K; at lower temperatures, RPFE is also observed.
It would seem that in the two given cases the results
should be the opposite. The larger x is, the larger should
be the number of shallow donor levels per unit energy
range in the band gap. In this case, if electrons are fro-
zen at any shallow levels, even shallower levels should
always exist; these can exchange electrons with the
conduction band. Thus, the freezing temperature of
PFE should decrease. However, the experiments carried
out in this study show that an increase in the concentra-
tion of Ga impurity and VSe vacancies above the values
at which hopping conductivity manifests itself leads to
a decrease in the amplitude and decay times of PFE and
RPFE. It seems likely that the spatial delocalization of
electrons captured by photoinduced centers also leads
to delocalization of DWs, and, as a result, their inherent
frequencies decrease. An oscillatory magnetic field
with a frequency of 200 Hz can set a DW free from the
pinning centers by directly affecting the DW [11]. In
this case, the partial weakening of a DW under condi-
tions of hopping conductivity is apparently associated
with the emergence of a particular temperature-depen-
dent stability of new centers of DW pinning. These cen-
ters include new donors, and photoexcited electrons
hop to these donors. During such displacements of pho-
toinduced centers, the DW acquires additional degrees
of freedom, and its inherent frequency decreases.
Therefore, the PFE continues to rise with decreasing
temperature (down to the lowest temperatures) without
the appearance of RPFE only for crystals without hop-
ping conductivity.
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Fig. 4. Temperature dependences of (1) amplitude of the
ferromagnetic effect 1/µ for GaxGd1 – xCr2Se4 (x = 0.0025)
measured under continuous illumination and (2, 3) ther-
mally stimulated conductivity σ measured (2) after prelim-
inary cooling the sample in the dark and (3) after cooling
under illumination.
SEMICONDUCTORS      Vol. 38      No. 7      2004



THE ROLE OF TRAPPING LEVELS OF NONEQUILIBRIUM ELECTRONS 767
Figure 4 shows temperature dependences of thermally
stimulated conductivity measured for GaxGd1 – xCr2Se4
(x = 0.0025) after cooling the sample in the dark (curve 2)
and under illumination (curve 3). We can see two
clearly pronounced features on these curves. If the sam-
ple is cooled in the dark, the low-temperature peak is
higher than for cooling under illumination, whereas the
high-temperature peak in the first case is lower than in
the second case. These differences indicate that there is
a competing mechanism of involvement of shallow
donors in the capture of electrons. If the sample is
cooled in the dark, the centers with larger capture cross
sections capture the electrons first and block the capture
at neighboring levels due to Coulomb interaction,
despite their higher activation energies. If the samples
are cooled under illumination, the centers with higher
activation energy capture the electrons first, since the
captures begin at higher temperatures. A similar phe-
nomenon is observed in the temperature dependence of
PFE measured in a self-excited oscillator mode. The
frequency of the self-excited oscillator is higher when
the sample is cooled in the dark than when it is cooled
under illumination to the same temperature and at the
same rate of cooling. This circumstance is indicative of
the earlier (i.e., at higher temperatures) emergence of
RPFE in the samples cooled under illumination. The
thermally stimulated conductivity in the vicinity of the
low-temperature features of the two cases depicted by
curves 2 and 3 increases with activation energies of
0.06 and 0.04 eV, respectively. Analysis of the high-
temperature wing of curve 3 yields a value of 0.083 eV.
PFE decay with the same activation energy (0.086 eV)
is observed at higher temperatures where thermally
stimulated conductivity almost disappears; i.e., PFE
levels off at temperatures where the thermally stimu-
lated conductivity is clearly pronounced. The experi-
mental results above and analysis of the published data
allow us to conclude that shallow trapping levels of
nonequilibrium electrons play a determining role in the
formation of DW-pinning and PFE-active centers.
These centers are not simply Cr2+ ions but complex
associations or defect molecules that include these ions.
The fact that PFE vanishes at high concentrations of VSe
vacancies indicates that acceptor centers, which disturb
the saturation state of the sample relative to PFE,
should also be involved in these associations. Here one
should note that the amplitude of PFE for crystals
grown from solution–melts is larger than that for crys-
tals grown by liquid-phase transport. The amplitude of
PFE for both types of crystals is peaked at the same Ga
concentration. Therefore, it is logical to assume that
there is a competitive mechanism for introducing donor
centers into these formations, where Ga ions have pri-
ority over other donors. The capture cross section and
activation energy of levels of Ga ions, which corre-
spond to the operational frequency chosen, as well as
the similarity of the electron states of the Ga3+ and Cr3+

ion cores, apparently determine this priority.
SEMICONDUCTORS      Vol. 38      No. 7      2004
With such a priority dependence of the amplitude of
PFE on the concentration of Ga donors, whose energy
level lies 0.3–0.37 eV below the bottom of the conduc-
tion band [16, 17], the activation energy of this effect is
in the range 0.024–0.14 eV (Fig. 4). The levels with this
energy, in contrast to the rather deep Ga-related levels, can
exchange electrons with the conduction band and give rise
to reversible PFE in the range 40 K < T < 130 K. The ori-
gin of these shallow donors, which exchange electrons
with both the conduction band and Ga-related levels
(and possibly with Cr ions), is apparently associated
with the Coulomb interaction of the elements constitut-
ing the photoinduced centers of DW pinning. There-
fore, in the range 40–130 K, the photoinduced charge
drains to the conduction band even from deep levels of
Cr2+ via the Ga ions and these shallow donors. This
charge recombines when it leaves the conduction band,
and the photoinduced centers are destroyed.

Figure 5 shows an approximate diagram of the
energy levels responsible for PFE and RPFE and the IR
quenching of these effects in GaxGd1 – xCr2Se4. When
absorbing the photon, the electron is transferred from a
narrow 3d band of the Cr3+ ion to the conduction band
above. From there, the electron is immediately captured
by the Ga3+ level, thus transforming it into the Ga2+

state. Instead of the Cr3+ state, which loses an electron,
a Cr4+ level emerges above the 3d band. This level,
which exchanges electrons with the valence band, can
migrate a little further from the Ga2+ ion, thus decreas-
ing the probability of recombination. Because of the
resulting difference in energy, the Ga2+ ion loses an
electron either to the conduction band via shallow
donors denoted by Nt in Fig. 5 or to the neighboring
Cr3+ ion. In the first case, the electron from the conduc-
tion band recombines with the Cr4+ ion. In the second
case, the Cr3+ ion transforms into the Cr2+ state, while
the Ga2+ ion itself transforms again into the Ga3+ state
with an energy below that of Cr2+.

Thus, the Ga3+ and Cr2+ ions, as well as the Nt
donors, collectivize the photoexcited electrons and
form a unified photoinduced center with an unstable

Cr2+
Ga2+

Ga3+

Nt
Ec

Cr3+

Cr4+

Ev

Fig. 5. Diagram of assumed electron transitions responsible
for the emergence of the photoferromagnetic effect, residual
ferromagnetic effect, and its infrared quenching in
GaxGd1 – xCr2Se4.
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valence of Cr. As a result, the Cr2+ ion, which is antifer-
romagnetically oriented relative to the Cr3+ sublattice
[3–11], has unstable spin orientation. The DW can be
pinned by these spin instabilities, since its passage over
the points with unstable spins is more energetically
favorable. Such potential wells can give rise to higher
DW rigidity and lower DMP. In this case, the local spin
instability is higher and localizes DWs more rigidly
compared with complexes that include other donors
and intrinsic defects, for example, VSe. This is appar-
ently caused by the higher frequency of intracenter
electron transitions in the Cr3+–Ga2+ grouping (mole-
cule) in Ga-containing crystals.

The activation energies determined from the analy-
sis of thermally stimulated conductivity, DW rigidity
(Fig. 4), and photoconductivity (Fig. 2) are in the range
0.024–14 eV and should be attributed to Nt donors.
A necessary condition for reversible PFE is the multi-
ple attachment of electrons to Nt centers with an addi-
tional charge maintained at Cr ions. At lower tempera-
tures (T < 40 K), when attachment transforms into sta-
ble capture, the formation of defect molecules with
stable antiferromagnetic spatial spin orientations leads
to RPFE. In order to eliminate it, one should either heat
the crystal or irradiate it with IR photons; as a result,
electrons are transferred from photoinduced centers to
the conduction band and then recombine.

Thus, our research has shown that the centers
responsible for the ferromagnetic effect could be shal-
low donor levels that exchange electrons captured at
them with Cr3+ ions. As a result of this exchange, the Cr
ions acquire valence and spin instabilities that lead to the
nonequilibrium pinning of the domain wall by them.
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Abstract—The results of experimental and simulation studies of electrical parameters and the limiting position
of the Fermi level in metallurgically and transmutationally doped InSb irradiated with protons (10 MeV, 2 ×
1016 cm–2, 300 K) are reported. It is shown that the limiting electrical parameters of irradiated InSb correspond
to a p-type material. Special features of the annealing of radiation defects are studied in the temperature range
20–500°C. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Irradiation with protons is used to form p–n junc-
tions, high-resistivity regions, and n-type regions in
InSb. In addition, the use of proton radiation makes it
possible to obtain material with a high density of radi-
ation defects, which is important for studying the phys-
ics of radiation damage and for estimating the so-called
limiting (steady-state) parameters of an irradiated semi-
conductor. Knowledge of these parameters is necessary
for predictive estimates of the material’s behavior
under conditions of high-energy radiation. Studies of
radiation defects and their thermal stability in InSb are
also important for the development of methods of trans-
mutational doping of this material.

Even early studies of InSb showed that the electrical
properties of this material are very sensitive to irradia-
tion with protons. However, the majority of researchers
studied thin layers obtained using irradiation with pro-
tons with energies of 60–300 keV, in which case the
damaged regions of the material were highly nonuni-
form over the depth and, furthermore, the surface and
substrate had a significant effect on the parameters
under study [1–3]. At the same time, irradiation with
high-energy 17.5 [4] and 50 MeV [5] protons were car-
ried out with relatively low integrated fluxes of protons
(1015 and 7 × 1015 cm–2).

In this paper, we report the results of studying the
electrical properties of bulk InSb samples and special
features of the annealing of radiation defects in these
samples irradiated with high-energy protons. We stud-
ied for the first time the effect of proton radiation on the
electrical parameters of InSb doped using nuclear
transmutations. It is well known that transmutational
doping of InSb makes it possible to obtain n-type mate-
rial with a high uniformity of electrical properties over
the volume of the material (with nonuniformity no
1063-7826/04/3807- $26.00 © 20769
higher than a few percent) due to the introduction of
donor impurities Sn (97.9%) and Te (2.1%), which is of
great practical interest [6].

2. EXPERIMENTAL

We studied the electrical properties of n- and p-InSb
crystals that were grown by the Czochralski method
and were doped conventionally with doping-impurity
concentrations in the range from 3 × 1013 cm–3 (p-InSb)
to 4 × 1014 cm–3 (n-InSb) at 77 K; samples of transmu-
tationally doped InSb (TD-InSb) with n-type conduc-
tivity (n = 1 × 1015–2 × 1016 cm–3) were also studied. As
the starting material for obtaining the TD-InSb sam-
ples, we used nominally undoped InSb single crystals
(grown by the Czochralski method) with electron con-
centrations n = (1–2) × 1014 cm–3 (sample 3), n = (7–9) ×
1013 cm–3 (sample 4), and n ≤ 1014 cm–3 (sample 5). The
TD-InSb samples were obtained by irradiating InSb
with reactor neutrons in a VVR-ts water-cooled and
water-moderated reactor at the Karpov Institute of
Physical Chemistry, Obninsk. After the irradiated mate-
rial was cooled in order to let the induced radioactivity
decay, the samples were subjected to heat treatment for
1 h at 450°C.

The samples were irradiated with protons (j = 5 ×
10–8 A/cm2, E = 10 MeV, and D = 5 × 1012–2 × 1016 cm–2)
at temperatures close to 295 K using the cyclotron at
the Institute of Nuclear Physics, Tomsk. We used sam-
ples with a thickness of ~200 µm, which is smaller than
the mean projected range Rp ≈ 300 µm for 10-MeV pro-
tons in InSb (the value of Rp had been previously deter-
mined from layer-by-layer measurements [7]). The
parameters of InSb before and after irradiation with the
highest dose (2 × 1016 cm–2) of 10-MeV protons are
004 MAIK “Nauka/Interperiodica”
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Table 1.  Parameters of the starting InSb crystals and those irradiated with protons (D = 2 × 1016 cm–2)

Sample 
no. Material

Parameters before proton irradiation Parameters after irradiation

n, p ρ µH RH ρ µH

cm–3 Ω cm cm2 V–1 s–1 cm3/C Ω cm cm2 V–1 s–1

1 n-InSb–14 (Te) 1.4 × 1014 8.0 × 10–2 5.58 × 105 4.60 × 105 3.06 × 102 1.50 × 103

2 n-InSb–13 (Te) 4.3 × 1014 3.0 × 10–2 4.80 × 105 4.01 × 105 2.88 × 102 1.39 × 103

3 TD-InSb–3 (Sn) 1.0 × 1015 2.0 × 10–2 3.12 × 105 3.30 × 105 2.41 × 102 1.37 × 103

4 TD-InSb–5 (Sn) 1.2 × 1015 1.68 × 10–2 3.10 × 105 3.40 × 105 2.3 × 102 1.48 × 103

5 TD-InSb–4 (Sn) (1.0–1.8) × 1016 5.0 × 10–3 1.25 × 105 2.10 × 105 1.86 × 102 1.13 × 103

6 p-InSb–15 (Zn) 2.97 × 1013 5.54 × 101 3.80 × 103 5.38 × 105 5.15 × 102 1.04 × 103
listed in Table 1. All the measurements were carried out
at T = 77 K.

Isochronous annealing (∆T = 20°C, ∆t = 10 min) of
the starting and irradiated InSb samples was performed
in a vacuum chamber in the temperature range 20–
500°C; the samples were etched for 10–15 s in a tartaric
acid etchant with the composition 25% C4H6O6 : H2O2 :
HF = 18 : 14 : 1.

The quantities RH and ρ for InSb were calculated in
the two-band approximation:

Here, b = µn/µp ≈ 102 is the ratio of the Hall mobilities
of free electrons (µn) to holes (µp) in InSb, q is the ele-
mentary charge, RH is the Hall coefficient, and ρ is the

RH 1/q( ) p nb2–( )/ p nb+( )2,=

ρ q nµn pµp+( ).=

106
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10161015101410130
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Fig. 1. Variation in the Hall coefficient |RH| for InSb sam-
ples irradiated with 10-MeV protons. The curves in Figs. 1–4
are numbered according to the numbers of the samples in
Table 1.
resistivity; the other designations are generally
accepted.

3. RESULTS

The dose dependences of the Hall coefficient RH are
indicative of the compensation of initial electrical activ-
ity in the starting n-InSb samples and the p–n conver-
sion in the starting p-InSb sample (Fig. 1). This behav-
ior is generally consistent with published data on the
irradiation of InSb with protons [4, 5] and with 1-MeV
[8, 9] and 50-MeV [10] electrons at a temperature of
about 300 K. In Fig. 1 and other figures, the open and
closed symbols correspond to n- and p-InSb, respec-
tively. In contrast to the published data, a further
increase in the value of |RH| to (6–8) × 105 cm3/C with
dose D = 1016 cm–2 is observed in the dependences
RH(D) after the initial portion of leveling-off. This
behavior of RH occurs not only in initial n-InSb but also
in initial p-InSb that acquired n-type conductivity as a
result of irradiation. This observation indicates that
compensation of n-type conductivity and a shift of the
Fermi level to the valence band take place in all the
samples studied with proton doses that exceed 1014 cm–2.
The corresponding variations in the Hall mobility of
charge carriers µH = RHσ are shown in Fig. 2. It is worth
noting that the values of µH(D) are nearly identical in all
the studied samples after proton irradiation with D >
1014 cm–2; i.e., the kinetic parameters of the irradiated
samples are completely controlled by radiation defects
produced by proton radiation and do not depend on the
parameters of starting crystals. These studies show that
the radiation defects of both donor and acceptor type
are produced in InSb as a result of irradiation with pro-
tons at 300 K. The magnitude of the effect of these
defects on the electrical properties of the material
depends on the doping level and the type of conductiv-
ity of the crystal under study. It is interesting that radi-
ation-produced acceptors are more efficient in initial
n-InSb in the entire range of proton-radiation doses. In
contrast, in the case of initial p-InSb, radiation-pro-
duced donors are more efficient at the early stages of
irradiation (up to doses of ~6 × 1014 cm–2), whereas the
SEMICONDUCTORS      Vol. 38      No. 7      2004
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radiation defects of acceptor type are dominant at
higher doses (as in the starting samples of n-InSb). The
donor–acceptor behavior of radiation defects in InSb is
confirmed by studies of the annealing of the irradiated
material.

Figures 3 and 4 illustrate the results of isochronous
annealing of the starting and irradiated InSb crystals,
respectively. Compensation of the initial conductivity
at Tann ≥ 260–300°C and the n–p conversion at Tann =
420–450°C is observed in the unirradiated n-InSb sam-
ples. The hole concentration increases with annealing
temperature when Tann is higher than ~350°C. These
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Fig. 2. Variation in the quantity |RHσ| in InSb samples irra-
diated with 10-MeV protons.
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Fig. 3. Dependences of |RH| on the temperature of isochro-
nous (10 min) annealing for InSb starting crystals.
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phenomena have been reported in previous publications
and are attributed to the formation of quenched-in
acceptors in InSb as a result of high-temperature heat
treatment [11]. We observe a consecutive change in the
sign of the Hall coefficient (the n–p–p+ conversion of
the conductivity type) in the proton-irradiated samples
that initially had n-type conductivity and are subjected
to heat treatment in the temperature range 20–500°C.
Specifically, radiation-produced donors are predomi-
nantly annealed out at 60–300°C, radiation-produced
acceptors are annealed out at 300–400°C, and
quenched-in acceptors are intensively formed at 420–
460°C (Fig. 4). Similarly, we observe p–n–n+ conver-
sion of conductivity in InSb with initially p-type con-
ductivity; i.e., an inverse n–p conversion of conductiv-
ity occurs at about 300°C, and predominant annealing
of radiation-produced donors with a subsequent
increase in the hole concentration to ~5 × 1015 cm–3 due
to the formation of quenched-in acceptors occurs at
heat-treatment temperatures higher than 350°C. It is
noteworthy that a shift in the stages of isochronous
annealing to higher temperatures is observed as the
integrated flux of protons is increased or the initial dop-
ing level of InSb decreased.

4. DISCUSSION

A specific feature of previous studies of the electri-
cal properties of irradiated InSb is the observation of a
leveling-off portion in the ρ(D) and RH(D) curves after
irradiation with fast neutrons at 300 [12] and 77 K [13]
and with 10-MeV electrons at 300 K [10] and 4.5-MeV
electrons at 80 K [14]. It is especially worth noting that
n-type samples with electron concentrations 3 × 1012–
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Fig. 4. Dependences of |RH| on the temperature of isochro-
nous (10 min) annealing for InSb crystals irradiated with
10-MeV protons (D = 1 × 1014 cm–2).
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6 × 1014 cm–3 can be obtained as a result of irradiation
with fast neutrons at 77 and 300 K [12, 13] and with
electrons at 300 K [8]; p-type samples with a free-hole
concentration of 5 × 1013–3 × 1015 cm–3 were obtained
as a result of low-temperature (77–200 K) irradiation
with γ-ray photons and electrons [14–17]. It is notewor-
thy that the estimated positions of the Fermi level in the
region of the leveling-off of the dose dependences ρ(D)
and RH(D) for irradiation temperatures of about 80,
200, and 300 K are approximately Ev + 0.03 eV, Ev +
0.08 eV, and Ec – 0.03 eV, respectively [9, 10, 14]. The
characteristic features of the electrical parameters and
n-type conductivity of InSb irradiated with fast neu-
trons or 50-MeV electrons were related to the accumu-
lation of defects of the cluster type, although the elec-
tronic structure of such clusters in InSb is still
unknown. In addition, we should note that n-InSb sam-
ples were also obtained by irradiation with 1-MeV elec-
trons at 300 K [8]. According to most researchers, the
governing factor that controls the type of radiation
defects that accumulate in the crystal lattice and,
accordingly, the properties of irradiated InSb is the tem-
perature Trad at which the irradiation is carried out. At
present, data on the radiation-defect spectrum in InSb
include the states with energy levels at about Ec – 0.03 eV
and Ev + (0.03–0.06) eV and the states near the midgap
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Fig. 5. Dose dependences of resistivity of InSb samples
irradiated with fast neutrons: (1) [12], (2) [12], and (3) [19];
(4) [6] sample irradiated with full-spectrum reactor neu-
trons and then annealed for 20 min at 450°C; (5, 7) samples
irradiated with 1-MeV electrons; and (6, 8) samples irradi-
ated with 10-MeV protons.
[10, 14, 15, 18]. Furthermore, it is noted that the frac-
tion of defects whose energy levels are in the upper half
of the band gap increases as the irradiation temperature
increases or if the sample irradiated at low temperatures
is heated. Presumably, this is what causes the limiting
Fermi level in InSb to shift to the conduction band as
the irradiation temperature increases.

However, as was shown in subsequent studies of
InSb irradiated with high integrated fluxes of fast (E >
0.1 MeV) neutrons [19] and protons and electrons (the
results of this study), the region of leveling-off on
curves ρ(D) and RH(D) does not correspond at all to the
limiting electrical parameters of irradiated InSb. Fur-
ther irradiation of such material leads to changes in the
dependences ρ(D) and RH(D). In this case, the resistiv-
ity of InSb irradiated with high integrated fluxes of fast
neutrons decreases compared to its value in the level-
ing-off region ρ(D), whereas the values of both ρ and
RH increase after irradiation with 1-MeV electrons and
10-MeV protons. The results of our measurements at
T = 77 K and those reported in previous publications
(on irradiation with fast [12, 19] and reactor [6] neu-
trons at T ≈ 300 K) are shown in Fig. 5.

It follows from these data that radiation defects of
acceptor type are dominant in starting n-InSb and those
of donor type are dominant in starting p-InSb after irra-
diation with low integrated fluxes of all kinds of parti-
cles (Trad ≈ 300 K). It is noteworthy that irradiation with
neutrons inevitably gives rise to n-type material, which
can be related to the effect of additional transmutational
doping of InSb with Sn (NSn ≈ 0.2  [19], where

 is the integrated flux of fast neutrons). Apparently,

this circumstance leads to a decrease in the resistivity of
InSb as a result of irradiation with high fluxes of fast
neutrons. In Fig. 5, we also show the dependence ρ(D)
in n-InSb irradiated with a full-range spectrum of reac-
tor neutrons in a VVR-ts (water-cooled and water-mod-
erated) reactor at the Karpov Institute of Physical
Chemistry (Obninsk Branch) and then annealed for
20 min at 450°C. As a result, most of the tin impurity,
NSn ≈ 2.9 , was transferred to the electrically active

state [6] (here,  is the total integrated flux of reac-

tor neutrons). In contrast to irradiation with neutrons,
the values of ρ and RH increase as the dose of irradiation
with electrons and protons increases in the region of
high doses. This behavior indicates that acceptor-type
radiation defects are predominantly effective and that
the Fermi level shifts deeper into the band gap in all the
materials under study.

Note that the limiting parameters of irradiated InSb
were associated in previous publications with the emer-
gence of leveling-off portions in the dose dependences
ρ(D) and RH(D). The fact that these portions exist was
in itself attributed to the establishment of equilibrium
between the processes of generation and annealing of
radiation defects under the given conditions of irradia-
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tion. Numerous experimental studies have shown that
the limiting (steady-state) position of the Fermi level
(hereinafter Fsat) is always attained in semiconductors
irradiated with high doses of particles when the concen-
tration of the radiation defects produced exceeds that of
the initial doping impurities. The value of Fsat is inde-
pendent of the irradiation conditions (i.e., of the spec-
trum of defects produced by high-energy radiation) and
is, as a result, a characteristic (intrinsic) parameter of
the crystal [20]. Thus, the behavior of InSb under high-
energy radiation and the limiting electrical parameters
(the type of conductivity type and position of the Fermi
level) have not yet been adequately studied, and this is
stimulating further experimental and theoretical studies
of the problem under consideration.

5. SIMULATION ESTIMATES

The theoretical models developed until now for esti-
mating Fsat are based on identifying Fsat with the posi-
tion of the branching point in the complex energy struc-
ture of the crystal (i.e., with the energy where the
donor–acceptor character of defect-related states in the
semiconductor changes). This position of the branching
point is identified in different heuristic models with the
energy position of the level of charge neutrality ECNL
for defect-related states in the crystal [21], with the
position of the neutrality level for a local defect-related
amphoteric center ELNL [22], and with the energy posi-
tion of the most localized (deepest) defect-related state
EDL in the crystal in an energy range in the vicinity of
the crystal’s narrowest band gap [23, 24].

Calculated values of the corresponding quantities
for InSb are listed in Table 2. In addition, Table 2 lists
the position of the so-called midgap energy 〈EG〉/2,
where 〈EG〉  is the average energy interval between the
lower conduction band and the upper valence band
within the first Brillouin zone of the crystal. Since in the
case of a one-dimensional isotropic crystal with energy
gap 〈EG〉  the position of the branching point corre-
sponds to 〈EG〉/2 [25], this position can also be identi-
fied with Fsat. In general, relations between the calcu-
lated values of ECNL, ELNL, EDL, and 〈EG〉/2 for InSb are
similar to those for other semiconductors and reveal a
spread in the numerical values obtained using different
models. In contrast to wide-gap semiconductors, such a
spread in the calculated values is critical for InSb owing
to the small value of the band gap Eg for this material.
However, the results of simulations indicate in general
that the limiting Fermi level is preferentially located in
the vicinity of the midgap or in the lower half of the
band gap of irradiated InSb. This observation is consis-
tent with the results of experimental studies of low-tem-
perature (77–200 K) irradiation of InSb with γ-ray pho-
tons and electrons if annealing most of the radiation
defects can be avoided [14–17].

The aforementioned theoretical models relate the
calculated values of ECNL, ELNL, EDL, and 〈EG〉/2 in an
SEMICONDUCTORS      Vol. 38      No. 7      2004
irradiated semiconductor to special features of the
energy-band spectrum in a bulk crystal rather than to
the characteristics of structural damage. As a result, the
limiting electrical parameters of an irradiated semicon-
ductor are insensitive to changes in the type of radiation
defect and, consequently, to the conditions of irradia-
tion and history of the material. Although the radiation-
defect spectrum depends on the conditions of irradia-
tion, a specific set of defects is always formed in the
crystal. This set of defects ultimately ensures a shift of
the Fermi level to the Esat position when the concentra-
tion of radiation defects exceeds that of the doping
impurities. This statement is confirmed, for example,
by similar studies of GaAs where high-resistivity GaAs
samples were obtained using irradiation with electrons
at temperatures of about 300 and 570–670 K [26, 27]
owing to the generation of different radiation defects
(so-called E and H traps are predominantly formed at
~300 K, whereas P traps are mostly generated at 570–
670 K) [28, 29]. Note that, in order to obtain high-resis-
tivity GaAs under conditions of irradiation with elec-
trons at elevated temperatures, it was only necessary to
increase the integrated flux of electrons by a factor of 25.

Moreover, it has been shown experimentally [30]
that one can also obtain p-InSb as a result of irradiation
of n-InSb with (4–8)-MeV electrons at 300 K (as in the
case of low-temperature irradiation) if the subsequent
measurements of the parameters of the samples are per-
formed at temperatures near 4.2 K. In this case, the
point of n–p conversion shifts to higher temperatures as
the integrated electron flux increases. This observation
also supports the conclusion that the leveling-off por-
tions in the ρ(D) and RH(D) curves (also observed in
previous studies) correspond to certain intermediate
parameters of irradiated InSb rather than to the limiting
parameters. As a result of the high efficiency of anneal-
ing of radiation defects in InSb at T ≈ 300 K, higher
doses of irradiation are needed to attain limiting
(steady-state) values of the electrical parameters of
InSb in the case of irradiation at room temperature. We
may also assume that the appearance of a peak in the
curves RH(D) at D ≈ 1016 cm–2 for InSb irradiated with
protons (Fig. 1) indicates the transition of InSb to p-type
conductivity with high integrated fluxes of H+ ions.

Thus, the experimental and simulation studies indi-
cate that the limiting state of irradiated InSb should cor-
respond to a material with p-type conductivity (except
for irradiation with neutrons) irrespective of the irradi-
ation temperature if the corresponding concentration of
radiation defects is attained.

Table 2.  Calculated values of Eg, ECNL, ELNL, EDL, and
〈EG〉/2 (eV) for InSb at T = 0 K. The values of ECNL, ELNL,
EDL, and 〈EG〉/2 are reckoned from the top of the valence
band

Eg ECNL ELNL EDL 〈EG〉/2

0.24 0.03 0.12 0.17 0.05
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6. CONCLUSION

Experimental studies show that p-type conductivity
in InSb is attained rather rapidly under low-temperature
(77–200 K) conditions of irradiation (except for irradi-
ation with fast neutrons), when the majority of radiation
defects in the crystal lattice are not mobile. An increase
in the temperature of the sample to 300 K leads to the
annealing of a large fraction of the radiation defects;
however, even in this case, a concentration of radiation
defects that is sufficiently high to obtain p-type material
can be attained. p-InSb samples can also be obtained
under conditions of high-temperature irradiation with
protons or as a result of irradiating InSb at 300 K with
subsequent annealing at temperatures of 230–250°C.
This circumstance makes it possible to single out three
groups of radiation defects in InSb. The first group is
formed by radiation defects of predominantly acceptor
type that are responsible for the p-type conductivity of
InSb irradiated at low temperatures (T ≤ 200 K). The
second group is formed by donor-type radiation defects
that are stable up to annealing temperatures of about
230–250°C. The third group is composed of acceptor-
type radiation defects that are annealed out at tempera-
tures of 320–370°C. These different defects are respon-
sible for the observed special features of the electrical
properties of InSb irradiated (or annealed) at various
temperatures. We did not observe any differences
between variations in the properties of conventionally
and transmutationally doped InSb as a result of irradia-
tion with H+ ions (at 300 K) and subsequent annealing.

ACKNOWLEDGMENTS

This study was supported by the International Sci-
ence and Technology Center as part of the “Highly Sta-
ble and Radiation-Resistant Semiconductors” program,
project no. 1630.

REFERENCES

1. I. Fujisawa, Jpn. J. Appl. Phys. 19, 2137 (1980).
2. N. Y. Chernyshova, G. A. Kachurin, and V. A. Bogatyr-

iov, Phys. Status Solidi A 47, K5 (1978).
3. L. V. Lezheœko, E. V. Lyubopytova, and V. I. Obodnikov,

Fiz. Tekh. Poluprovodn. (Leningrad) 16, 1638 (1982)
[Sov. Phys. Semicond. 16, 1046 (1982)].

4. F. A. Zaitov, O. V. Gorshkova, V. N. Ovanesov, and
A. Ya. Polyakov, Fiz. Tekh. Poluprovodn. (Leningrad)
14, 398 (1980) [Sov. Phys. Semicond. 14, 234 (1980)].

5. G. A. Vikhliœ, A. Ya. Karpenko, I. G. Megela, and L. I. Ta-
rabrova, Ukr. Fiz. Zh. 27, 1104 (1982).

6. N. G. Kolin, D. I. Merkurisov, and S. P. Solov’ev, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 33, 774 (1999)
[Semiconductors 33, 712 (1999)].

7. V. N. Davydov, Izv. Vyssh. Uchebn. Zaved., Fiz. 42 (9),
37 (1999).

8. V. N. Brudnyœ and I. V. Kamenskaya, Izv. Vyssh.
Uchebn. Zaved., Fiz. 34 (7), 99 (1991).
9. N. A. Vitovskiœ, T. V. Mashovets, and O. V. Oganesyan,
Fiz. Tekh. Poluprovodn. (Leningrad) 12, 2143 (1978)
[Sov. Phys. Semicond. 12, 1277 (1978)].

10. N. A. Vitovskiœ, T. V. Mashovets, O. V. Oganesyan, and
N. Kh. Pambukhchan, Fiz. Tekh. Poluprovodn. (Lenin-
grad) 12, 1861 (1978) [Sov. Phys. Semicond. 12, 1106
(1978)].

11. M. N. Kevorkov, A. N. Popkov, V. S. Uspenskiœ, et al.,
Izv. Akad. Nauk SSSR, Neorg. Mater. 16, 2114 (1980).

12. H. J. W. Cleland and J. H. Crawford, Phys. Rev. 95, 1177
(1954).

13. L. K. Vodop’yanov and N. I. Kurdiani, Fiz. Tverd. Tela
(Leningrad) 7, 2749 (1965) [Sov. Phys. Solid State 7,
2224 (1965)].

14. L. W. Aukerman, Phys. Rev. 115, 1125 (1959).

15. T. V. Mashovets and Z. Yu. Khansevarov, Fiz. Tverd. Tela
(Leningrad) 8, 1690 (1966) [Sov. Phys. Solid State 8,
1350 (1966)].

16. S. Myhra, Phys. Status Solidi A 49, 285 (1978).

17. S. Myhra, Radiat. Eff. 59, 1 (1981).

18. S. D. Koumitz, Solid State Commun. 64, 1171 (1987).

19. N. G. Kolin, D. I. Merkurisov, and S. P. Solov’ev, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 33, 927 (1999)
[Semiconductors 33, 847 (1999)].

20. I. N. Brudnyœ, V. G. Voevodin, O. V. Voevodina, et al.,
Izv. Vyssh. Uchebn. Zaved., Fiz. 41 (8), 26 (1999).

21. V. N. Brudnyœ and S. N. Grinyaev, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 32, 315 (1998) [Semiconductors
32, 284 (1998)].

22. V. N. Brudnyi, S. N. Grinyaev, and V. E. Stepanov, Phys-
ica B (Amsterdam) 212, 429 (1995).

23. V. N. Brudnyœ, S. N. Grinyaev, and N. G. Kolin, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 37, 557 (2003)
[Semiconductors 37, 537 (2003)].

24. V. N. Brudnyœ, S. N. Grinyaev, and N. G. Kolin, Materi-
alovedenie 3 (72), 17 (2003).

25. J. J. Rehn and W. Kohn, Phys. Rev. B 9, 1981 (1974).

26. V. S. Vavilov, L. F. Zakharenkov, V. V. Kozlovskiœ, et al.,
Izv. Vyssh. Uchebn. Zaved., Fiz. 32 (9), 110 (1989).

27. V. N. Brudnyœ, M. D. Vilisova, and L. P. Porokhovnichenko,
Izv. Vyssh. Uchebn. Zaved., Fiz. 35 (10), 57 (1992).

28. V. N. Brudnyi and V. V. Peshev, Phys. Status Solidi A
105, K57 (1988).

29. V. V. Kozlovskiœ, T. I. Kol’chenko, and V. M. Lomako,
Fiz. Tekh. Poluprovodn. (Leningrad) 25, 1169 (1991)
[Sov. Phys. Semicond. 25, 707 (1991)].

30. E. P. Skipetrov, V. V. Dmitriev, F. A. Zaitov, et al., Fiz.
Tekh. Poluprovodn. (Leningrad) 20, 1787 (1986) [Sov.
Phys. Semicond. 20, 1120 (1986)].

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 38      No. 7      2004



  

Semiconductors, Vol. 38, No. 7, 2004, pp. 775–777. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 7, 2004, pp. 808–810.
Original Russian Text Copyright © 2004 by Tetelbaum, Zorin, Lisenkova.

                                                      

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

         
Anomalous Solubility of Implanted Nitrogen 
in Heavily Boron-Doped Silicon

D. I. Tetelbaum*, E. I. Zorin†, and N. V. Lisenkova
Nizhni Novgorod Physicotechnical Institute at Lobachevskii State University, 

pr. Gagarina 23/5, Nizhni Novgorod, 603950 Russia

*e-mail: Tetelbaum@phys.unn.ru
Submitted October 30, 2003; accepted for publication December 3, 2003

Abstract—It is established that an anomalously high electron concentration can be attained in heavily boron-
doped silicon using ion implantation followed by implantation with nitrogen at an elevated temperature; the con-
centration of electrons can exceed that of boron. A model of this phenomenon is suggested that is based on the
reaction of displacing boron atoms from the lattice sites by silicon self-interstitials with subsequent filling of the
vacancies with nitrogen atoms (so that donor centers are formed). © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that nitrogen (in contrast to other
donor impurities of Group V elements) usually features
a low solubility at the lattice sites and, when conven-
tionally implanted into silicon, cannot give rise to a
charge-carrier (electron) concentration higher than
~1018 cm–3 [1]. At the same, Kleinfelder et al. [2] have
shown that it is possible to attain a much higher solubil-
ity and electrical activity of nitrogen. The method of
staining a p–n junction was employed [2] to find that
ion implantation of nitrogen into heavily boron-doped
silicon can be used to form p–n junctions even at boron
concentrations higher than 1020 cm–3. This fact may
indicate that the solubility of nitrogen at the lattice sites
increases drastically in the presence of boron. Unfortu-
nately, the results obtained in [2] have never been sub-
sequently verified. It is noteworthy that the method of
staining is indirect and does not provide data on the
electron concentration in doped layers. A contrast in the
staining can result from the neutralization of boron, for
example, as a consequence of the formation of either
B–N complexes or an n-type layer with a low concen-
tration of electrons. It was found later [3] that anoma-
lously high electron concentrations could be attained in
the region of location of boron atoms in the case of
combined implantation of both boron and nitrogen; in
this case, the volume concentrations of electrons and
boron atoms were on the same order of magnitude. In
[3] both impurities were implanted at room temperature
and the concentration profiles of boron and nitrogen
immediately after implantation were quite different.
The results were interpreted based on the idea that the

†Deceased.
1063-7826/04/3807- $26.00 © 20775
donor properties are attributed to Si3N4 precipitates
rather than to nitrogen atoms at the lattice sites.

We show in this study that, under certain conditions
of combined boron and nitrogen implantation, the elec-
tron concentration can far exceed the boron concentra-
tion. We also suggest an explanation of this phenome-
non on the basis of the Watkins mechanism [4].

The possibility of obtaining a high concentration of
charge carriers as a result of ion implantation with
nitrogen is of practical importance since nitrogen is
obviously preferable to phosphorus or arsenic (all other
factors being equal) when silicon is doped with donors
using ion implantation. Efficient nitrogen implantation
may be especially important in the case of doping Si
nanocrystals in order, for example, to improve their
luminescent properties for applications in optoelectron-
ics [5, 6] when high impurity concentrations are
required.

2. EXPERIMENTAL

Wafers of p-Si (ρ = 15 Ω cm) grown by the Czo-
chralski method were first subjected to the conventional
treatment. The wafers were then implanted with 40-keV
boron ions at doses Φ = 3 × 1013–3 × 1015 cm–2. After
boron implantation, the samples were heated to 650°C
and implanted with nitrogen ions at doses that exceeded
those for boron implantation by an order of magnitude.
The samples were then annealed for 30 min at 800°C in
an argon atmosphere. Average concentrations of the
implanted boron atoms and of the charge carriers in the
implantation layer after the dual implantation were cal-
culated by dividing the dose and the Hall sheet concen-
tration of charge carriers, respectively, by RP + ∆RP,
004 MAIK “Nauka/Interperiodica”
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where RP is the projected range of the boron or nitrogen
ions and ∆RP is the projected-range standard deviation.

3. RESULTS AND DISCUSSION

The dependence of the average charge-carrier (elec-
tron) concentration n in the sample after dual implanta-
tion on the average concentration of implanted boron
NB is shown in the figure. It follows from this depen-
dence that the concentration of electrically active nitro-
gen increases as the boron concentration NB increases
and exceeds 1020 cm–3 for large values of NB. It is nota-
ble that the values of n exceed the boron concentration
for large values of NB.

We suggest the following model of anomalous
behavior of nitrogen after high-temperature implanta-
tion of nitrogen into heavily boron-doped silicon. It is
well known [4] that boron atoms residing at the lattice
sites of silicon can be displaced from these sites by sil-
icon self-interstitials (the Watkins mechanism) in irra-
diated silicon. In particular, this mechanism manifests
itself at elevated temperatures (>600°C) and gives rise
to enhanced diffusion of boron in the course of anneal-
ing of ion-implanted silicon [7]. The defect complexes
formed during implantation of boron act as the sources
of silicon self-interstitials in the course of annealing of
implanted silicon samples. Silicon self-interstitials
(in addition to vacancies) are also generated during
irradiation with nitrogen ions. We may suggest several
scenarios for the effect of the Watkins mechanism on
the concentration of nitrogen atoms at the lattice sites
(i.e., on the donor concentration).

(i) Interstitial nitrogen atoms occupy vacant lattice
sites. The higher the vacancy concentration (NV), the
higher the probability of finding nitrogen atoms at the
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n, cm–3

1018 1019 1020 NB, cm–3

Dependence of the charge-carrier concentration (n) on the
average concentration of implanted boron (NB) in the case
of dual implantation of silicon.
lattice sites. Since a fraction of the self-interstitials that
can recombine with vacancies is lost via the Watkins
mechanism in the presence of a high concentration of
boron, the value of NV increases.

(ii) The Watkins mechanism involves two stages: the
exit of a boron atom from a lattice site and the filling of
the vacancy formed with a silicon atom. At the second
stage, nitrogen atoms can compete with self-intersti-
tials to fill the vacancies; as a result, a fraction of nitro-
gen atoms can be found at the lattice sites.

(iii) A direct exchange of sites between nitrogen
atoms at interstices and boron atoms at the lattice sites
(an analogue of the Watkins mechanism) cannot be
ruled out.

(iv) The formation of neutral complex consisting of
a substitutional boron atom and a substitutional nitro-
gen atom with the subsequent exit of the boron atom
from the lattice site (according to the Watkins mecha-
nism); as a result, a donor center (nitrogen atom at the
lattice site) appears.

Since an exit to an interstice for each boron atom and
its subsequent return to the interstice can be repeated
many times, this atom can provide accommodation sites
for several nitrogen atoms. As a result, the donor concen-
tration can exceed the boron concentration.

The obtained supersaturated state of the solid solu-
tion of substitutional nitrogen in silicon is obviously
metastable. The degree of stability of the solid solution
requires further consideration. In any case, in the exper-
imental conditions of our study, a state with a high elec-
tron concentration is retained after implantation.

4. CONCLUSION

The results obtained are notable for several reasons.
First, these data indicate that the generation of defects
and their interactions with impurity atoms under the
conditions of dual implantation affect the resulting sites
of the above atoms in the lattice and, consequently, the
concentration of charge carriers. Specifically, an anom-
alously high concentration of substitutional impurities
can be attained in this case. Second, we may conclude
that the low efficiency of doping with nitrogen in the
conditions of conventional ion implantation is caused
by the low solubility of this element in the substitu-
tional state rather than by specific features of the struc-
ture of the nitrogen electron shell, which differs from
the corresponding structure of other elements of sub-
group V and may affect the donor properties. An
increase in the concentration of substitutional nitrogen
makes it possible to render nitrogen as (if not more)
efficient than phosphorus or arsenic. Third, the
observed effect creates an interesting opportunity to use
the ion implantation of nitrogen in electronics, for
example, to modify luminescent properties of nano-
structured systems (until now, ion implantation of
SEMICONDUCTORS      Vol. 38      No. 7      2004
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nitrogen into silicon has been mainly used to synthesize
Si3N4 layers in the fabrication of silicon-on-insulator
structures).
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Abstract—Electrical and thermoelectric properties of a lightly doped n-Bi2Te2.7Se0.3 solid solution have been
studied in the temperature range 77–300 K. The results are compared with data for the compound PbTe0.9Se0.1
with a similar magnitude of the Seebeck coefficient S at 84 K. Along with lower thermal conductivity,
Bi2Te2.7Se0.3 has a higher electrical conductivity σ and a much weaker temperature dependence. As a result, the
power coefficient S2σ in optimal samples begins to decrease only when the density of minority carriers becomes
significant. In this case, |S| considerably exceeds the standard value of 200 µV/K. The reduction of the electron
density reduces the thermoelectric figure of merit Z at its maximum and slightly lowers the temperature of the
maximum; therefore, the expected effect on the average value of Z in the range 77–300 K is absent. Similar
behavior is observed in Bi2Te2.88Se0.12, although the effect is less pronounced. The experimental results are dis-
cussed taking into account possible changes in the dominant scattering mechanisms, carrier density, and elec-
tron energy spectrum. © 2004 MAIK “Nauka/Interperiodica”.
The elaboration of high-efficiency thermoelectric
materials based on ternary solid solutions (BiSb)2Te3

and Bi2(TeSe)3 has led to the development and wide use
of thermoelectric coolers for the room-temperature
range. Further research has begun that aims to widen
the operation range down to liquid-nitrogen tempera-
ture [1–3]. According to [1, 2], in n-type materials the
highest figure of merit Z in the range below room tem-
perature was obtained in Bi2Te3 – xSex at the electron
densities (3–8) × 1018 cm–3, which corresponds to See-
beck coefficient |S| = 100–160 µV/K at T ≈ 84 K.1 The
maximum value of Z in the dome-shaped Z(T) curve for
solid solutions with x = 0.21–0.36 exceeds 3 × 10–3 K–1

and corresponds to temperatures 220–270 K. The solid
solution with x = 0.12 demonstrates a slightly lower fig-
ure of merit at its maximum. Studies of thermoelectric
properties of lower-doped samples with x = 0.3 and
0.36 (in which |S| is as high as ~200 µV/K at T ≈ 84 K)
[3] have demonstrated a more complex temperature
dependence of the figure of merit. At temperatures
below 150 K, the figure of merit increases as tempera-
ture decreases, reaching values of (2.0–2.4) × 10–3 K–1

at 84 K; the maximum in the dome-shaped portion of
the Z(T) curve still lies at temperatures of about 250 K,

1 In comparing the properties of the materials, we will use the tem-
peratures 84 and 250 K. The latter value is chosen taking into
account that, in lightly doped samples of this material, the contri-
bution of intrinsic carriers at room temperature is considerable.
1063-7826/04/3807- $26.00 © 20778
but the value of Z is significantly smaller than that for
samples with higher electron density. In this study, we
continue our research on the thermoelectric properties
of n-type Bi2Te3 – xSex solid solutions. We aimed to
reveal which specific features in the properties of the
material appear at decreased electron density and find
out how these features affect the value and behavior of
the thermoelectric figure of merit in the temperature
range 77–300 K.

To study the Seebeck coefficient and electrical and
thermal conductivities (S, σ, and κ) in the temperature
range 85–340 K, we fabricated samples of Bi2Te3 – xSex
solid solution with an Se content of 10 at % in the chal-
cogenide sublattice (x = 0.3). The technique of vertical
zone melting was used, and the doping was carried out
by introducing chlorine.

To reveal the specific features in the behavior of the
materials under study at low temperatures, we com-
pared the thermoelectric properties of two lightly doped
solid solutions, Bi2Te3 – xSex and PbTe1 – xSex, with an
equal Se content (10 at %). PbTe1 – xSex was chosen as
a reference material, because its thermoelectric proper-
ties at low temperatures are well described in terms of
a single-band model with a nonparabolic dispersion law
and electron scattering on phonons and on the short-
range potential of neutral impurity centers [4]. Figure 1
shows temperature dependences of electrical and ther-
moelectric characteristics of these solid solutions with
similar values of thermoelectric power at 84 K. The
004 MAIK “Nauka/Interperiodica”
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comparison of the temperature dependences of thermal
conductivity κ (curves 3, 3') shows that the behavior of
κ(T) is virtually the same in both alloys, not counting
the very small (less than 4% at the maximum) departure
from this law in Bi2Te2.7Se0.3 at temperatures of 110–
225 K. This decrease in κ does not affect the amplitude
and position of the maximum figure of merit Zmax, and
only slightly raises Z in this temperature range. The
decrease in thermal conductivity observed in
Bi2Te2.7Se0.3 solid solution has a noticeable effect on
the figure of merit. For example, the increase in Zmax
because of the decrease in total thermal conductivity
is ~20%.

The differences between the temperature dependences
of the electrical conductivity σ (Fig. 1, curves 1, 1') and
the Seebeck coefficient S (Fig. 1, curves 2, 2') in the
alloys under study are of fundamental importance. The
temperature variation of both parameters is much stron-
ger in the solid solution based on PbTe. The change in
electrical conductivity is especially strong: in
PbTe0.9Se0.1 solid solution, it decreases by more than an
order of magnitude as temperature increases from 84 to
300 K, whereas in Bi2Te2.7Se0.3 it decreases only by a
factor of 4.2. Since the Seebeck coefficient in
PbTe0.9Se0.1 increases by a factor of 2.5 in this temper-
ature range, the power coefficient S2σ naturally
declines sharply as temperature increases. When the
thermal conductivity decreases slowly, the thermoelec-
tric figure of merit reaches its maximum at a tempera-
ture of about 100 K (Fig. 2). In this case, the magnitude
of the Seebeck coefficient does not exceed its standard
value of ~200 µV/K, which corresponds to scattering
mechanisms with the exponent r in the dependence of
the relaxation time on energy (τ ∝ ε r) equal to –0.5 in
cases of scattering on acoustic phonons and on the
short-range impurity potential [5].

A completely different situation is observed for
Bi2Te2.7Se0.3 solid solution. At 84 K, the power coeffi-
cient in this material is higher because of higher σ. As
temperature increases, the difference becomes much
greater, because, despite the weaker increase in the
thermoelectric power, S2σ not only does not decrease
until the onset of intrinsic conduction, but even
increases slightly, as can be seen in Fig. 2. Only a
noticeable contribution of holes to the transport phe-
nomena radically changes the temperature dependence
S2σ = f(T), so that this parameter steeply decreases.
Since the appearance of minority carriers also changes
the behavior of κ(T), the thermoelectric figure of merit
reaches its maximum and then starts to decrease
steeply. Thus, the intrinsic conduction is the factor that
limits the rise of Z(T) in Bi2Te2.7Se0.3 solid solution.
Clearly, in this material Zmax corresponds to higher tem-
peratures and higher values of the Seebeck coefficient
(in the case under study, |S| ≈ 290 µV/K).

Thus, we may conclude that the rather high electri-
cal conductivity and its slight decrease as the tempera-
ture increases in the range 85–300 K, along with low
thermal conductivity, are specific features of the ther-
moelectric properties of the materials under study. They
SEMICONDUCTORS      Vol. 38      No. 7      2004
are responsible for the increase in the figure of merit
and for the shift of its maximum to higher temperatures,
where the transport properties fundamentally change
under the effect of intrinsic carriers.

According to data in [3], the decrease in the electron
density in Bi2Te2.7Se0.3 solid solution depresses the
temperature increase in the Seebeck coefficient to an
even greater extent. However, the behavior of the elec-
trical conductivity with temperature is not modified; it
is still described by the standard power law σ ∝  Tβ,
where β ≈ –1.2. This is illustrated by the data of [3]
obtained for a sample with S = –200 µV/K at 84 K
(Figs. 1, 2). The steeper run of the σ(T) dependence at
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T < 125 K [3], which is responsible for the anomalous
behavior of Z at these temperatures, will be discussed
below. Regarding the data on the figure of merit in the
range 125–300 K, note the following: in this case, the
power coefficient decreases as temperature increases,
but this dependence is weaker than in PbTe0.9Se0.1 solid
solution, and, therefore, the occurrence of a maximum
in the Z(T) dependence is still related to the onset of the
intrinsic conduction, as discussed earlier. In this case,
the Seebeck coefficient |S| even exceeds 300 µV/K.

Based on the data presented, we may conclude that
the reduction of the doping level in Bi2Te2.7Se0.3 solid
solution, which is commonly used as a method to raise
the average value of Z by lowering the temperature of
the maximum in the Z(T) dependence, has its limit for
this material. Beyond this limit, the figure of merit
decreases in virtually the whole temperature range; in
this case the temperature of Zmax does not decrease. Evi-
dently, as temperature increases, the increase in the
Seebeck coefficient becomes too weak to noticeably
compensate the decrease in electrical conductivity. The
electrical conductivity is further depressed by the
decrease in mobility, which is especially sensitive to the
degree of material perfection in lightly doped samples.
For the range below room temperature, samples with a
Seebeck coefficient of about 285–295 µV/K and Zmax
no lower than 3.2 × 10–3 K–1 at T = 250 K are optimal.

The specific features discussed above are directly
related to the introduction of Se into Bi2Te3. When a
small amount of Se is added, the related variations in
properties are also small, although they are observable
and have a similar behavior. To confirm this assertion,
we use the data in [2] for Bi2Te2.88Se0.12 solid solution
and find that they are similar to those presented above:
the maxima of Z(T) dependences lie in the same tem-
perature range, and their relationship with the intrinsic
conduction is similar; there is no gain in Z at tempera-
tures T < 300 K in the samples with an electron density
below a certain level; and the optimal value of |S|
noticeably exceeds 200 µV/K. We now make a quanti-
tative comparison of the experimental data for solid
solutions Bi2Te2.7Se0.3 and Bi2Te2.88Se0.12, which have
the same value of Seebeck coefficient S at 250 K. As
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can be seen from Fig. 3, the temperature dependence of
S in Bi2Te2.88Se0.12 is not weakened as much as that in
Bi2Te2.7Se0.3, and, therefore, the samples of these two
compositions, which have equal values of S and κ at
250 K, show a significant difference in these parame-
ters at 84 K. Linear extrapolation of the Seebeck coef-
ficient to 0 K does not yield zero S in either of these
alloys. If we assume that two alloys with different com-
positions and equal values of S have the same electron
density at 250 K (at room temperature, this result was
obtained for the doping range (1 × 1018–5 × 1019) cm–3

in [1]) and this density is temperature-independent,
then the low-temperature electron mobility strongly
depends on the material composition; its value consid-
erably decreases as the Se content increases. As S also
noticeably changes (increases) in this case, it is obvious
that the observed facts cannot be explained only by tak-
ing into account the scattering on the short-range poten-
tial of impurities (r = –0.5, the same as for scattering on
acoustic phonons [5]). Our estimates of scattering on
the Coulomb potential of ionized defects, which is
effective for low-energy carriers and thus yields higher
values of S, have shown that the contribution of this
mechanism in the materials under study is small [6]. In
this situation, it seems natural to suppose that the spe-
cific features observed in the transport phenomena in
lightly doped Bi2Te3 – xSex solid solutions are related to
the modification of the energy spectrum of electrons.
Thus, it seemed useful to estimate how the effective mass
varies with temperature at different alloy compositions,
as was done for more heavily doped Bi2Te3 – xSex solid
solutions with x = 0.12 and 0.45 [6].

In determining the temperature dependence of the
effective mass, m* ∝  Ts, we assumed, as in [6], that the
electron density N does not change in the range 84–
250 K and mechanisms with the parameter r = –0.5
dominate in scattering. Figure 4 shows  ∝

 as functions of  (here F are the
Fermi integrals [5]) for solid solutions with 4 and
10 at % Se; their properties are shown in Fig. 3. For a
lightly doped solid solution with 4 at % Se (x = 0.12),
all the points in the range of impurity conduction are
well fitted to the straight line 1 with the slope s = 0.36.
This means that the density-of-states effective mass
increases with temperature as m* ∝  T0.36, which is
indicative of the nonparabolicity of the electronic spec-
trum. The smaller value s = 0.04 for a more heavily
doped sample [6] is in agreement with the result
obtained, because the nonparabolicity in strongly
degenerate samples does not lead to a significant
increase in the averaged effective mass with increasing
temperature. The behavior of the effective mass in
Bi2Te2.7Se0.3 solid solution with temperature in the
range 240–120 K is qualitatively the same, only the
slope of the corresponding plot, m* ∝  T0.21 (curve 2), is
smaller. However, at T < 120 K the character of the
dependence is reversed: the effective mass increases as
temperature decreases. This may indicate that either the
description of scattering by the relation τ ∝ ε –0.5

m*log

T 1– F3/2
2/3–( )log Tlog
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becomes incorrect at low temperatures or the assump-
tion of a constant carrier density in the conduction band
is not well justified. In the first case, it is evident that,
for a linear decrease in the effective mass to continue as
T decreases to below 120 K, the negative exponent in
the energy dependence of the relaxation time (see
above) must decrease in magnitude, which would indi-
cate an enhancement in the scattering of low-energy
electrons. This can occur, for example, in solid solu-
tions with an inhomogeneous distribution of compo-
nents within the sample, which gives rise to a random
profile of the bottom of the conduction band. In this
case, localization at low temperatures is also possible.
In lightly doped samples, this mechanism of carrier
scattering can be dominant at low temperatures.

There is also a second possible source of the anom-
aly in the m*(T) dependence obtained: the increase in
the electron density with temperature. In this case, the
structure of the electronic spectrum in the given mate-
rials must be discussed. Valuable information can be
obtained from temperature measurements of the Hall
effect. Unfortunately, the determination of the temper-
ature dependence of the electron density encounters
problems related to the lack of data on how the anisot-
ropy coefficient and the Hall factor change when the
mechanism of scattering becomes operative. Neverthe-
less, general trends can be revealed by comparing the
Hall data for samples that differ in composition and
doping level. In this study, we present only the first
result of projected systematic studies of this kind, and
this result refers to the Bi2Te2.7Se0.3 sample under study
(Fig. 3). In the measurements of the Hall coefficient, the
directions of current and Hall field were in the cleavage
plane, and the magnetic field was normal to it. Assum-
ing that the observed decrease in ρ123 with increasing
temperature is related to the increase in electron den-
sity, we took this effect into account in our calculations
and obtained curve 2' in Fig. 4 for the dependence
m*(T). In this case, all the calculated points fall with
satisfactory precision on the straight line m* ∝  T0.22.
Taking into account that an even stronger decrease in
ρ123 with increasing temperature was observed for a
sample of the same composition and similar properties
in [3], we may conclude that an increase in electron
density with increasing temperature is quite probable in
these materials. Thus, a qualitative explanation for the
specific features observed is obtained.

It remains to be understood what is the reservoir
from which electrons pass to the conduction band as
temperature increases. Several alternatives are possible.
One is related to the inhomogeneity of the material, as
discussed above. Another possibility is that a level
related to structural or impurity defects is formed near
the bottom of the conduction band. In terms of this
model, it is possible to account for the steeper temper-
ature dependence of the electrical conductivity at T <
125 K in Bi2Te3 – xSex solid solutions with x = 0.3 and
0.36 and S ≈ 200 µV/K at 84 K [3], as mentioned above.
Finally, the reservoir of electrons might be the heavy
conduction band, whose existence in the materials in
SEMICONDUCTORS      Vol. 38      No. 7      2004
question has been discussed in several studies [7–9].
The small separation between the heavy and light bands
at 0 K and its positive temperature coefficient could
stimulate the transfer of carriers to the light band with
the rise of temperature; in this case, the effective den-
sity would increase. To obtain reliable information
about the structure of the electronic spectrum in these
materials, a more consistent experiment with a wider
scope is necessary. Extending the temperature range to
4.2 K would be very helpful.

ACKNOWLEDGMENTS
This study was supported by the Russian Founda-

tion for Basic Research (project no. 03-02-17605).

REFERENCES
1. V. A. Kutasov, L. N. Luk’yanova, and P. P. Konstantinov,

Fiz. Tverd. Tela (St. Petersburg) 41, 187 (1999) [Phys.
Solid State 41, 164 (1999)].

2. V. A. Kutasov, L. N. Luk’yanova, and P. P. Konstantinov,
Fiz. Tverd. Tela (St. Petersburg) 42, 1985 (2000) [Phys.
Solid State 42, 2039 (2000)].

3. V. A. Kutasov, L. N. Luk’yanova, P. P. Konstantinov, and
G. T. Alekseeva, Fiz. Tverd. Tela (St. Petersburg) 39, 483
(1997) [Phys. Solid State 39, 419 (1997)].

4. E. A. Gurieva, P. P. Konstantinov, L. V. Prokof’eva, et al.,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 37, 292 (2003)
[Semiconductors 37, 276 (2003)].

5. B. M. Askerov, Kinetic Effects in Semiconductors
(Nauka, Leningrad, 1970).

6. B. M. Gol’tsman, G. N. Ikonnikova, V. A. Kutasov, and
Yu. I. Ravich, Fiz. Tverd. Tela (Leningrad) 27, 542
(1985) [Sov. Phys. Solid State 27, 334 (1985)].

7. B. M. Gol’tsman, V. A. Kudinov, and I. A. Smirnov,
Semiconducting Thermoelectric Materials Based on
Bi2Te3 (Nauka, Moscow, 1972).

8. H. Köhler, Phys. Status Solidi B 73, 95 (1976).
9. H. Köhler, W. Haigis, and A. von Middendorff, Phys.

Status Solidi B 78, 637 (1976).

Translated by D. Mashovets

100

10
80 100 200 300

1
2
2'

T, K

T–1 F–2/3
3/2

Fig. 4. Temperature dependences of the effective mass
for lightly doped solid solutions, (1) Bi2Te2.88Se0.12 and
(2, 2') Bi2Te2.7Se0.3. (2) N = const(T) and (2') N = f(T).



  

Semiconductors, Vol. 38, No. 7, 2004, pp. 782–787. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 7, 2004, pp. 816–821.
Original Russian Text Copyright © 2004 by Ve

 

œ

 

nger, Zabrodski

 

œ

 

, Tisnek, Mokhov.

                                                                                

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                               
Specific Features of Electron Spin Resonance in 4H-SiC 
in the Vicinity of the Insulator–Metal Phase Transition: 

II. Analysis of the Width and Shape of Lines
A. I. Veœnger, A. G. Zabrodskiœ, T. V. Tisnek, and E. N. Mokhov

Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
e-mail: Anatoly.Veinger@mail.ioffe.ru

Submitted December 15, 2003; accepted for publication December 17, 2003

Abstract—The variation in the width and shape of the ESR line of nitrogen in 4H-SiC in the concentration
range corresponding to the insulator–metal phase transition was investigated. It is shown that the spin relaxation
in the region of hopping and metal conduction occurs at electrical multipoles (clusters) whose sizes decrease
from rather large to small (characteristic of interimpurity distances) as the concentration of impurity centers
increases. Analysis of the temperature dependences of the resistance made it possible to estimate the critical
concentration for the insulator–metal phase transition (ND – NA)c ≈ 1.5 × 1019 cm–3. The values of other char-
acteristic concentrations that determine the effects of electron–electron interaction in the system under study
were also found. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

This article is the second part of a complex investi-
gation of ESR in n-4H-SiC near the insulator–metal
phase transition. The first part [1] was devoted to the
effects of spin interaction in this material, which mani-
fests itself in a rather complex set of lines observed.
One of them (line I) vanishes in the vicinity of the insu-
lator–metal transition. In contrast to this, the other two
lines (III and IV) arise in the metallic phase. The exper-
iment showed that, starting with a concentration of
about 8 × 1018 cm–3 ≈ nc/2 (nc = 1.5 × 1019 cm–3 is the
critical concentration for the insulator–metal phase
transition), the line becomes substantially asymmetric
[1]. Specifically, the amplitude of the low-field part of
the derivative of the absorption signal is significantly
higher than that of the high-field part. This phenomenon
can be explained in terms of the Dyson theory [2–4].
Here, we will analyze the width and shape of the lines
and discuss the relationship between ESR and the insu-
lator–metal phase transition.

2. CONCENTRATION AND TEMPERATURE 
VARIATIONS IN THE LINE WIDTH

The Dyson theory indicates that the half-width of a
line distorted by the spin effect should by measured at the
half-height of the positive wing of the derivative [2–4].
The dependence of the half-width of main resonance
line I, which is measured in this way, on the concentra-
tion of impurity centers is shown in Fig. 1. One can see
that, far from the critical concentration (nc ≈ 1018 cm–3

in the insulator state, according to [1]), the line half-
width only weakly depends on the doping level. How-
1063-7826/04/3807- $26.00 © 20782
ever, when approaching the critical concentration, the
line half-width starts to increase rapidly. The spread in
the values increases from sample to sample. At a high
doping level (the metallic phase), this line vanishes,
whereas the width of ESR lines II, III, and IV [1, Fig. 2],
which are observed in this concentration range, are
temperature-independent.

The characteristic temperature dependences of the
half-width of line I for the samples investigated are
shown in Fig. 2. One can see that the line half-width is
strongly dependent on the doping level. Thus, at the
lowest impurity concentration (sample 21, curve 1), the
line half-width is temperature-independent in a wide
range up to 60 K. At higher temperatures, the line rap-
idly broadens and vanishes. For heavily doped samples,
for which a single Lorentzian or Dysonian line is
observed, its half-width increases with temperature
according to the law T1/2, which is characteristic of spin
relaxation at neutral centers (see below) (curves 2–4).
Sometimes, at low temperatures, the dependences are
weaker or even absent (curve 3). At impurity concentra-
tions close to the concentration at which this line van-
ishes (ND – NA ≅  1019 cm–3), the temperature depen-
dence starts to weaken (curve 5) and even changes its
sign in the low-temperature region (curve 6, ND – NA ≅
1.4 × 1019 cm–3).

3. SPIN–LATTICE RELAXATION TIME

It is known that the width of the ESR line for con-
ducting materials is determined by the spin-lattice

1 Parameters of the samples investigated are listed in Table 2 in [1].
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relaxation time T2, which is equal to the spin–spin
relaxation time T1 for such materials:

where µB is the Bohr magneton and δH is the line half-
width.

It follows from Fig. 1 that, at an impurity concentra-
tion higher than 6 × 1018 cm–3, the spin–lattice relax-
ation time, which is inversely proportional to the line
half-width δH, starts to decrease abruptly. The large
spread of values in this concentration range indicates
that this parameter, as well as the concentration ND – NA
measured by the Hall effect, is affected by random tech-
nological features of the crystal growth. These are micro-
scopic inhomogeneities in the impurity distribution,
internal stresses, degree of compensation, and so on.

One can see from Fig. 1 that, at a low impurity con-
centration (curve 1, sample 2), the half-width of the
ESR line is temperature-independent almost in the
entire temperature range, and the corresponding relax-
ation time T2 ≥ 10–7 s. As the concentration of impurity
centers increases, δH increases by approximately an
order of magnitude, which indicates a corresponding
decrease in the spin relaxation time to 10–8 s. In this
case, a significant temperature dependence arises. For
the samples shown in Fig. 2 (curves 2, 3, and 4 for sam-
ples 3, 6, and 10, respectively), this dependence is
mainly described by the law T2 ∝  Tα. Here, α = 0.47,
0.33, and 0.42 for samples 3, 6, and 10; i.e., for these
samples, α ≤ 0.5. For heavily doped samples, when the
line becomes especially broad, the temperature depen-
dence weakens (curve 5, sample 14): α = 0.1. For the
most heavily doped sample for which line I is still
observed (curve 6, sample 16), a portion arises in the
low-temperature region in which the spin–lattice relax-
ation time increases with temperature, while the line
half-width decreases. Let us compare these results with
the previously studied spin relaxation in Ge:As [5].

When investigating ESR in compensated Ge near
the insulator–metal phase transition, it was found that,
when free charge carriers arise, the spin–lattice relax-
ation occurs at nearby charged impurities forming
donor–acceptor pairs. The slowest process that governs
the relaxation time is the time during which a spin
approaches such a pair. In this case, the temperature
dependence of T2 allows us to determine the spatial dis-
tribution of the potential of donor–acceptor pairs.

Starting from the fact that 4H-SiC, like Ge:As [5], is
a compensated semiconductor with relatively free
spins, let us try to find out what centers are responsible
for spin relaxation in this material. The potential energy
of a relaxation center can be written as

(1)

where ε is the permittivity, e is the elementary charge,
and the exponent n characterizes the potential of the
center.

T2 h/ gµBδH( ),=

EP e2/εrn,=
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The value of n can be determined under the assump-
tion that the interaction cross section σ = πr2 is cut at a
distance r from the relaxation center, at which the
potential energy EP becomes equal to the carrier kinetic
energy

(2)

Equating expressions (1) and (2), we obtain

(3)

Hence,

(4)

If the spin–lattice relaxation is controlled by scatter-
ing of free electrons by positively charged centers with
concentration N+, then, taking into account expression (4)

EK kT .=

r e2/εkT( )1/n
T 1/n– .∝=

σ πr2 T 2/n– .∝=

1
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Fig. 2. Temperature dependences of the half-width of the
ESR line of nitrogen in 4H-SiC at 3.2 K for ND – NA =

(1) 0.35 × 1018, (2) 2.4 × 1018, (3) 7.5 × 1018, (4) 9 × 1018,
(5) 11 × 1018, and (6) 13.8 × 1018 cm–3.
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Fig. 1. Concentration dependence of the half-width of the
ESR line of nitrogen in 4H-Si at 3.2 K.
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and the fact that the velocity of an electron v  = T1/2, we
obtain

(5)

Equating the exponent at T and the experimental
value of α, we derive the relation

(6)

As can be seen from Fig. 2, for samples with free
spins, the values of α differ at different temperatures
and impurity concentrations. For the most heavily
doped sample 16, at low temperatures α = 0.6, and at
higher temperatures α ≈ 0. The more lightly doped
sample 14 is characterized by α = –0.1, and for even
more lightly doped samples α ≈ –0.5. The following
exponents of the spatial distribution of the potential
correspond to these values: for sample 16, n = 1.8 and 4
for low and high temperatures, respectively; for sam-
ple 14, n = 5; and for samples 3, 6, and 10, n  ∞. For
all the samples, as follows from the consideration of the
behavior of the ESR spectra [1], spins can move rela-
tively freely throughout a sample.

T2 σv N+( ) 1– T
2/n 1/2–

.∝=

2/n 1/2– α ; n 4/ 2α 1+( ).= =

A

B
H

Fig. 3. Shape of the ESR line of nitrogen distorted by the
skin effect (sample 11, ND – NA = 9.3 × 1018 cm–3). A and
B are the amplitudes of the low- and high-field wings of the
derivative of the absorption line, respectively.
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Fig. 4. Temperature dependences of the asymmetry param-
eter A/B of the ESR line of nitrogen in 4H-SiC measured for
ND – NA = (1) 7.2 × 1018, (2) 9.3 × 1018, (3) 10 × 1018, and

(4) 11 × 1018 cm–3. (5) Calculation in terms of the Dyson
theory for T2 ! τD.
Hence, in relatively lightly doped samples, in which
moving spins already exist, spin–lattice relaxation
occurs at almost neutral centers that have a short-range
potential. Areas of internal stresses and dislocations,
fluctuations in the distribution of neutral impurities,
and some other aggregates can serve as such centers. As
the concentration of impurity centers increases and the
spin–lattice relaxation time decreases, relaxation starts
to occur at increasingly smaller charged aggregates. In
sample 14, relaxation apparently occurs at clusters con-
sisting of nearby donors and acceptors, which yield the
effective exponent n = 5. In the most heavily doped
sample 16, high-temperature relaxation occurs at the
quadrupole potential, i.e., at clusters containing two
charged donors and two charged acceptors each,
whereas at a lower temperature, it occurs at dipoles
consisting of donor–acceptor pairs.

Such a concentration dependence of the spin–lattice
relaxation time is apparently due to the fact that
charged clusters are formed rather rarely at lower impu-
rity concentrations and spins relax at almost neutral
aggregates of technological origin. As the impurity
concentration increases, spin relaxation at charged
clusters starts to compete with the above mechanism
and then becomes dominant.

Note that, according to [1], in addition to line I from
free or weakly localized spins, which broadens as the
impurity concentration increases, three other lines from
spins in other states are observed in the ESR spectrum
of a sample. The spin–lattice relaxation time for these
lines is temperature-independent. For lines II, III, and
IV, T2 ≈ 10–7, 2.8 × 10–8, and 2.1 × 10–8 s.

4. DISTORTIONS OF THE DYSONIAN LINE

The ratio of the amplitude of the low-field wing A to
the amplitude of the high-field wing B is the measure of
distortion (the asymmetry parameter) for a Dysonian
line (Fig. 3) [2–4]. For symmetric lines, both ampli-
tudes are equal and A/B = 1. This ratio increases with
increasing conductivity. However, the dependence of
the ratio A/B on the impurity concentration for the sam-
ples investigated is so unambiguous that it seems unrea-
sonable to represent it as a curve. From comparison of
these ratios for various impurity concentrations at a
temperature of 3.2 K, one can only note that the ratio
A/B increases from 1 to 3 as the concentration
increases. However, for some samples, this ratio is
much larger. The largest ratio observed was 7.

The temperature dependences of the ratio A/B
(Fig. 4) are more informative. For the most lightly
doped samples, this ratio was temperature-independent
until the sample conductivity became so high that the
skin layer turned out thinner than the sample width
(curve 1, sample 5). A further increase in temperature
and impurity concentration led to an increase in this
ratio. The higher the concentration, the greater this
increase (curve 1, sample 5; curve 2, sample 11). How-
SEMICONDUCTORS      Vol. 38      No. 7      2004
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ever, on attaining the impurity concentration critical for
the insulator–metal transition (about 1019 cm–3), the A/B
ratio became almost temperature-independent (curve 3,
sample 13). A further increase in the concentration at
low temperatures led to a decrease in this ratio with
increasing temperature (curve 4, sample 14).

It is noteworthy that the Dyson theory predicts the
smallest value of A/B = 2.7 when the time of diffusion
through the skin layer is much shorter than the spin–lat-
tice relaxation time (dependence 5).

5. EFFECT OF INTERNAL FIELDS 
ON THE ESR SPECTRA

The Dyson theory relates the ESR line distortion
with the ratio of the time of spin diffusion through the
skin layer, τD, to the spin–lattice relaxation time T2.
This relation is rather complex but unambiguous. In [3, 4]
it is shown in the form of nomograms. This relation is
justified well in the case of metals, for which these two
quantities are of the same order of magnitude. How-
ever, for semiconductors containing free carriers, the
skin depth is much larger because of their relatively
high resistance, and the time of diffusion through the
skin layer exceeds the spin–lattice relaxation time by
many orders of magnitude. In this case, the ratio A/B is
2.7, and this value should not vary with either tempera-
ture or impurity concentration.

However, the experiment shows that the ratio A/B
varies with both the temperature and impurity concen-
tration (Fig. 4). Similar variations were also observed
for ESR in heavily doped Ge [5]. For relatively lightly
doped 4H-SiC samples, the ratio A/B increases with
temperature. The increase is slow at low temperatures
but becomes close to exponential at high temperatures
(curve 1, sample 5). As the concentration increases, a
kink is observed in the curve at increasingly lower tem-
peratures, and, for sample 11, the slope of the ratio A/B
is described by a common exponential dependence in
the entire temperature range. For sample 13, the depen-
dence becomes qualitatively different. At low tempera-
tures, a slight falloff is observed, and then the ratio A/B
becomes almost independent of temperature. For the
most heavily doped shown in Fig. 4, sample 14, this fal-
loff is much more pronounced. At high temperatures, a
slight rise is observed instead of the falloff.

These dependences are also quantitatively inconsis-
tent with the Dyson theory. This theory was developed
for metals, for which the Fermi level is located high in
the conduction band and, thus, the potential fluctua-
tions at the bottom of the conduction band exert no
effect on spins. It was shown using compensated Ge as
an example that precisely these fluctuations play the
main role in the resonance-line distortion [5]. The
Dyson theory is based on the assumption that a spin is
capable of diffusing through the skin layer. The fre-
quency of its emergence in the field-free part of the
sample is about 1/τD. The external magnetic field
SEMICONDUCTORS      Vol. 38      No. 7      2004
affecting the spin is thereby modulated with a fre-
quency of 1/τD, which leads to the distortion of the res-
onance line. The additional field that arises due to fluc-
tuations of the bottom of the conduction band [6] also
affects free spins in a semiconductor. In this case, τD
should be the time of diffusion at a distance of the same
order of magnitude as the size of a fluctuation of the
potential of the bottom of the conduction band rather
than the time of diffusion through the skin layer. Start-
ing from this assumption, let us consider the concentra-
tion and temperature dependences of the ratio A/B.

For relatively lightly doped samples (5 and 11), the
increase in the ratio A/B is related to the increase in the
sample conductivity. The lower the impurity concentra-
tion, the higher the temperature at which the ratio A/B
begins to increase. Here, the condition δ < l is impor-
tant, where δ is the skin depth and l is the transverse
size of the sample. Otherwise, the external electromag-
netic field will be uniform throughout the sample.
According to Dyson, the theory is valid even at δ < 4l.
In this case, this ratio does not appear in the formulas
determining the line distortion; it determines only the
range of applicability of the formulas.

As the temperature rises, the skin layer becomes
increasingly narrower, and the ratio A/B increases from
unity to a certain value determined by the ratio τD/T2.
Investigation of the line distortion for compensated Ge
showed that, for this material, the ratio A/B is close to
2.7 at high temperatures [5]. This indicates that the
amplitude of fluctuations of the potential of the bottom
of the conduction band is small. At high temperatures,
spins do not interact with these fluctuations in Ge.
However, for 4H-SiC, this ratio attains much larger val-
ues with increasing temperature. This is consistent with
the existence of large potential fluctuations in these
samples, which are apparently of technological origin.
These fluctuations play the main role in ESR line dis-
tortion at temperatures up to 100 K.

For the most heavily doped samples (13 and 14), the
temperature dependence of the ratio A/B is qualitatively
different, and the ratio drops with increasing tempera-
ture. It is likely that the temperature dependence of con-
ductivity for these samples is similar to that for metals.
Such a dependence of the ratio A/B was observed for
compensated Ge in the metallic state [5]. In those sam-
ples, the ratio A/B increases with increasing tempera-
ture. The reason for this phenomenon is that spins start
to interact with increasingly smaller fluctuations as the
energy decreases. To overcome this inhomogeneity, a
shorter time is required. This circumstance leads to a
decrease in the ratio τD/T2 and, accordingly, to an
increase in the ratio A/B.

Thus, the character of the temperature dependences
of the ratio A/B makes it possible to determine the crit-
ical concentration for 4H-SiC fairly exactly. It follows
from Fig. 4 that sample 11 (9.33 × 1018 cm–3) still shows
an increase in the conductivity with temperature (curve 2),
i.e., behaves like an insulator. However, sample 13 (1 ×
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1019 cm–3) shows a slight decrease in the ratio A/B,
which is characteristic of metals and corresponds to a
zero increase in conductivity with temperature. Hence,
we may suggest that the concentration in sample 13 is
almost critical for the insulator–metal transition in
4H-SiC, and it is possible that nC ≈ 1 × 1019 cm–3.

6. ESR AND THE INSULATOR–METAL PHASE 
TRANSITION IN 4H-SIC

After discussing the main parameters of resonance
lines and their variations in the vicinity of the metal–
insulator phase transition, let us consider the relation-
ship between the critical concentration Nc for the
metal–insulator transition and the characteristic con-
centrations, revealed for them in the first and second
sections, i.e., the concentrations corresponding to
(i) the vanishing of the hyperfine structure (Nex), (ii) the
highest spin density (Nmax), (iii) antiferromagnetic pair-
ing (Npair), (iv) the change in sign for the temperature
coefficient of the Dyson distortion of the line (NDT), and
(v) the appearance of new lines (NM). We will go from
light to heavy doping.

Let us start with the concentration Nex, at which the
hyperfine structure vanishes. It is well known that this
phenomenon occurs when the exchange energy
becomes equal to the hyperfine interaction energy [7].
Physically this means that the frequency of spin
exchange between impurity atoms begins to exceed the
frequency corresponding to the hyperfine interaction
energy. Such an exchange can also be considered a spin
diffusion via impurity centers. In this case, the internal
magnetic field is averaged, and the resonance frequency
corresponds to the averaged magnetic field. Figure 2
from [1] shows that the vanishing of the hyperfine
structure in 4H-SiC becomes noticeable even at a nitro-
gen concentration N of about 1017 cm–3. It is completed
at N ≈ 1018 cm–3. This concentration is approximately
an order of magnitude lower than that for the 6H poly-
type with a deeper impurity level of nitrogen (in 6H, the
process of vanishing of the hyperfine interaction is
completed at N ≈ 1019 cm–3, and the insulator–metal
transition is completed at 2 × 1020 cm–3). Note that the
hyperfine interaction vanishes at doping levels corre-
sponding to noticeable hopping conduction, which is
determined by the overlap integral of the impurity
states of the main impurities.

The next important concentration determined by us
corresponds to the highest spin density that appears in
ESR. For 4H-SiC, Nmax = 6 × 1018 cm–3 [1].

With a further increase in the nitrogen concentra-
tion, the spin density starts to decrease rapidly due to
antiferromagnetic pairing. In Section 3.3 of [1], the
nominal distance between impurity centers at which
such a pairing occurs was estimated to be R0 = 5.1 ×
10–7 cm. The corresponding concentration Npair = 1/  =
7.5 × 1018 cm–3. Clearly, this concentration is close to

R0
3

the highest spin density mentioned above. At such a
concentration and zero temperature, unpaired spins
detected by ESR should vanish completely provided
that they are located at the same distance from each
other. However, due to the random impurity distribu-
tion, the ESR signal is retained even at higher concen-
trations, rapidly decreasing with an increase in the con-
centration.

Pairing can be considered a phase transition from
the paramagnetic to the antiferromagnetic phase (spin
glass). Thus, with a further increase in the impurity
concentration, the insulator–metal phase transition in
4H-SiC occurs from the antiferromagnetic insulating
phase.

The following characteristic impurity concentration
NDT manifests itself in the temperature dependence of
the behavior of the line distortion (Fig. 4). One can see
from Fig. 4 that, at concentration NDT = 1 × 1019 cm–3,
the sign of the temperature coefficient of the ratio A/B,
which characterizes the Dyson distortion of the line
shape, changes to the opposite sign (Fig. 3). It is possi-
ble that this change in sign accounts for the qualitative
variation in the temperature dependences of the resis-
tance of the samples when approaching the insulator–
metal phase transition from the insulating phase. These
dependences vary from exponential (far from the tran-
sition) to power-law dependences (near the transition).
Such behavior is characteristic of the insulator–metal
phase transition in doped semiconductors [5]. Approx-
imately at the same concentration of uncompensated
impurity centers, the resonator Q factor is smallest
(Fig. 1, [1]). The reason for this fact is that the increase
in the conductivity and the occurrence of a skin layer at
high doping levels have opposite effects on the Q factor.

At concentration NM = 1.4 × 1019 cm–3, new ESR
lines (III and IV) arise in strong magnetic fields. The
difference between these lines and lines I and II allows
us to assume that at least one of them (III) belongs to
free spins, which move in the conduction band or upper
Hubbard band [8].

Thus, concerning spin properties, a number of char-
acteristic concentrations can be distinguished in the
vicinity of the insulator–metal phase transition. These
concentrations are governed by the magnitude of the
exchange interaction. At the same time, this interaction
is related to the overlap integral, which determines the
point of the metal–insulator phase transition. To find
this point for the 4H-SiC:N system under investigation,
the temperature dependences of the conductivity were
measured for several samples (4, 7, 9, and 14), and the
results were processed according to the procedure pro-
posed in [9]. It was found that nc ≈ 1.5 × 1019 cm–3 for
4H-SiC. Hence, the most characteristic sign of the for-
mation of the metallic phase in 4H-SiC is the appear-
ance of additional lines in the ESR spectrum in higher
magnetic fields. Other concentrations characteristic of
spin properties manifest themselves when the material is
still in the insulating state. They are related to the specific
SEMICONDUCTORS      Vol. 38      No. 7      2004
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features of the parameters of the spin system in the doped
region, which correspond to hopping conduction.

Based on the critical concentration nc, one can find
out if the Mott criterion is satisfied for the insulator–
metal phase transition [8] in 4H-SiC:N. This criterion

can be written as  · rB ≈ 0.25, where rB is the Bohr
radius for this material. Using the values of the effective
mass and permittivity from [1], we obtain rB = 7.3–9.3 Å,
which yields a value of 0.23–0.18 for the Mott crite-
rion. Such an accuracy in satisfying the Mott criterion
can be considered rather high given the current accu-
racy in determining the parameters of 4H-SiC:N.
Therefore, the value of critical concentration deter-
mined from electrical measurements is rather exact.

Let us try to explain the decrease in the concentra-
tion of paramagnetic centers as one approaches the
insulator–metal phase transition. This phenomenon
was explained above by the formation of an antiferro-
magnetic spin glass. In this glass, each electron is
located near an atom; i.e., the electrons are spatially
separated and their antiparallel coupling into pairs or
clusters occurs via exchange interaction. In this case, as
in any antiferromagnet, local magnetic fields arise in
the sample. These fields may be responsible for the
antiferromagnetic shift of resonance lines. An alterna-
tive explanation for the decrease in the concentration of
paramagnetic centers is based on the concept of overlap
between the upper and lower Hubbard bands (D0- and
D–-centers). The overlap means that the entire system
of shallow-level impurities is divided into three sub-
systems: neutral paramagnetic D0 centers, negatively
charged D–-centers, and positively charged D+ centers. In
this case, the pair of electrons entering a D–-center is local-
ized at this center and induces no local magnetic fields.

However, the explanation of the experimentally
observed phenomena in terms of such a strong overlap
of the Hubbard bands in the insulating state far from the
transition seems unlikely. In this case, it is most likely
the occurrence of the spin-glass antiferromagnetic
phase that is responsible for the decrease in the concen-
tration of paramagnetic centers.

7. CONCLUSIONS

(i) Spin relaxation in the insulating phase occurs at
clusters containing charged donor and acceptor impuri-
ties (multipoles). As the impurity concentration
increases, the multipole order of the clusters decreases,
so spin relaxation occurs at donor–acceptor pairs near
the insulator–metal phase transition.

(ii) The relaxation rate of localized spins increases
as one approaches the insulator–metal phase transition,
as well as with increasing temperature. At the same
time, the relaxation rate of free spins in the metallic

nc
1/3
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phase is independent of the impurity concentration and
temperature.

(iii) The temperature dependence of the resistance
of the samples shows that the insulator–metal phase
transition occurs at a critical nitrogen concentration of
about 1.5 × 1019 cm–3. The concentration quenching of
line I and the appearance of lines II and III occur at
approximately the same concentration, which indicates a
rearrangement of the spin system near the critical point.
This rearrangement manifests itself in the transition from
Curie paramagnetism to Pauli paramagnetism.
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Abstract—The current density distribution over the cross section of a sample was studied to localize a longi-
tudinal autosoliton in the sample. It is shown that the longitudinal autosoliton is localized along the central axis
of the sample or close to it. It is established that the longitudinal autosoliton is stable in a wide range of currents.
© 2004 MAIK “Nauka/Interperiodica”.
Theoretical [1–7] and experimental [8–12] studies
have shown that a dissipative structure is formed in a
nonequilibrium excited electron–hole plasma produced
either in n-GaAs by impact ionization or injection or in
n-Ge by photogeneration, as well as in InSb by Joule
heating. This structure contains local regions of
extremely high density and temperature of charge car-
riers—autosolitons—in the form of both current layers
(longitudinal autosolitons) and layers of strong electric
field (transverse autosolitons). In an asymmetric elec-
tron–hole plasma (µe ≠ µp or ne ≠ np), layers of strong
electric field move in the electric field in the direction
of hole drift at u = (n – p)/n > 0 and in the direction of
electron drift at b = µe/µp > 1 [13].

It is believed [11, 12] that a nonequilibrium elec-
tron–hole plasma produced by Joule heating of a sam-
ple has a radial temperature gradient and, hence, a den-
sity gradient. Transverse and longitudinal autosolitons
are formed in an electric field in low- and high-density
electron–hole plasmas, respectively. The velocity of
transverse autosolitons was determined experimentally
by the potential probe method: 3 × 102–2 × 103 cm/s in
Ge [10] and ~103 cm/s in InSb [11, 12].

It is reasonable to assume that longitudinal autosoli-
tons are arranged along the sample axis or close to it. To
clarify this point, the current density distribution over
the cross section of the sample was studied.

Compensated p-InSb crystals with a hole density of
1012 cm–3 and mobility µp = 2500–4000 cm2 V–1 s–1

were studied at 77 K. The samples under study were
parallelepipeds, with one of the end contacts parti-
tioned into several areas to form current probes.

In this paper, we report the results of measurements
for three samples: a sample 0.45 × 0.21 × 0.14 cm3 in
size with an end contact partitioned into three areas (cur-
rent probes) (Fig. 1a), a sample 0.66 × 0.22 × 0.14 cm3 in
size with an end contact partitioned into five areas
(Fig. 1b), and a sample 0.50 × 0.3 × 0.3 cm3 in size
(denoted as 1, 2, and 3, respectively).
1063-7826/04/3807- $26.00 © 20788
To equalize the probe currents in the linear portion
of the I–V characteristic, trimmer potentiometers were
used. A difference in currents arises due to both the dif-
ference in the areas of current probes and the initial
inhomogeneity of the crystal. Voltage pulses from cur-
rent resistors were applied to the differential inputs of
an oscilloscope to subtract them from each other. The
resulting signal, which was passed through an interface
unit and an analog-to-digital converter, was stored in a
computer. A sawtooth voltage pulse was applied to the
sample to study the dependence of the differential
probe current on the applied voltage.

Figure 2a shows the oscillogram of the current dif-
ference between the central probe 0 and peripheral
probes 1 and 2 (I0 – I1, I0 – I2) obtained by applying a
sawtooth voltage to sample 1. We can see that the cur-
rent from the central probe decreases in the region of
subcritical voltages. The current decrease may be
caused by a decrease in either the density or the mobil-
ity of carriers. Since Joule heating occurs, the decrease
in the mobility in the region of the subcritical electric
field reduces the current from the central probe. At the
same time, even in the region of supercritical weak
electric fields, the current from central probe 0 abruptly
increases with respect to those from peripheral probes 1
and 2, which indicates a sharp increase in the carrier

1
0

2

13
024

R2

R1
R0

(a)

(b)

Fig. 1. (a) Sample 1 with three current probes and (b) sam-
ple 2 with five current probes.
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density. In [12] it was shown that the intrinsic carrier
density can be high enough even at relatively low tem-
perature (T ≈ 150 K). The effect of nonuniform distri-
bution of temperature and carrier density in an InSb
sample upon dc Joule heating was considered in [14].
In the case of Joule heating of a sample by current
pulses (τ = 2 × 10–3 s, f = 10 Hz), the nonuniformity in
the temperature distribution due to the low thermal dif-
fusivity of InSb will be even higher if we take into
account the high resistivity of the samples under study
(n = 1012 cm–3, µp ≈ 2500 cm2 V–1 s–1). According to the
results of [12, 14], Joule heating results in a tempera-
ture that is sufficient to attain intrinsic conduction and
form a nonequilibrium electron–hole plasma precisely
in the vicinity of the sample axis. In turn, one or several
current filaments (longitudinal autosolitons) are
formed, depending on the excitation level.

The I–V characteristic measured with central probe 0
is distinctly superlinear, while the I–V characteristics
measured with peripheral probes 1 and 2 are linear
(Fig. 2b). Figure 3 shows the I–V characteristics mea-
sured with the five probes of wide sample 2. As can be
seen, the I–V characteristic measured with the second
probe is superlinear (Fig. 3, curve 2). A weak magnetic
field enhances the superlinearity of the I–V characteris-
tic measured with the second probe, while the I–V char-
acteristics measured with peripheral probes contain
sublinear portions in the supercriticality region in a
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Fig. 2. (a) Oscillograms of the current difference between cen-
tral (0) and peripheral (1, 2) probes of sample 1; (b) I–V char-
acteristics measured with current probes of sample 1.
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weak electric field (Fig. 3, curves 0, 1, 3, 4). This result
confirms the fact (revealed by other experimental meth-
ods [15]) that the longitudinal autosoliton is cold; i.e.,
it is a localized region of increased carrier density and
decreased temperature.

Thus, it was experimentally shown that the longitu-
dinal autosoliton is localized along the central axis of
the sample or close to it.

The value of the critical current of the longitudinal
autosoliton was also measured. Short samples were
used, whose longitudinal dimensions were much
smaller than their transverse dimensions. Such a con-
figuration of the sample made it possible to form only
longitudinal autosolitons. Single rectangular voltage
pulses 2.5 ms long were applied to the sample.

Figure 4 shows the oscillograms of a current passing
through sample 3, which illustrate the dynamics of the
longitudinal evolution of the autosoliton. The oscillo-
gram shown in Fig. 4a is a characteristic pattern of for-
mation of a longitudinal autosoliton in an electron–hole
plasma produced by Joule heating (U1 = 0.9 V, I1 =
0.0011 A). Figure 4b shows the current oscillogram
recorded at the excitation level, which is significantly
higher than the initial level (U2 = 2.4 V, I2 = 2.31 A).
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Fig. 3. I–V characteristics measured with current probes 0–4
of sample 2 in a longitudinal magnetic field (H || E, H =
1.36 × 104 A/m) and without a field.
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The oscillogram in Fig. 4c illustrates a jump in the cur-
rent of the longitudinal autosoliton, which results in the
decay of the autosoliton, accompanied by a thermal
breakdown of the sample and, hence, mechanical dam-
age. In this case, the prebreakdown current at excitation
voltage U3 = 4 V is I3 = 11.1 A. Figure 4d shows a
micrograph of the surface of the sample (perpendicular
to the current) with mechanical damage shaped like a
pit located near the midpoint.

Thus, the studies performed showed the stability of
longitudinal autosolitons in the range of currents I =
0.0011–11.1 A. If we take into account the transverse
size of the autosoliton + = 1.6 × 10–3 cm, the current
density of the autosoliton can be as high as j = 5.5 ×
106 A/cm2.

Apparently, such a high current density of the longi-
tudinal autosoliton is related to the decrease in the elec-
tron temperature at the center of the autosoliton relative
to the peripheral regions, which, in turn, is due to the
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Fig. 4. (a–c) Oscillograms of a current passing through sam-
ple 3 (the applied electric field increases from (a) to (c));
(d) micrograph of the surface of sample 3 with mechanical
damage.
increase in the carrier density in the localized region
(autosoliton) [15]. This circumstance follows from the
heat balance equation for the system of electrons in the
autosoliton and the lattice [1]:

where Te is the electron temperature, T0 is the lattice tem-
perature, and τε is the electron-energy relaxation time.
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Abstract—The effect of uniaxial pressure up to 8 kbar applied along the crystallographic directions [111] and
[001] on the spectra and polarization of a broad photoluminescence band of n-GaAs:S peaked at 1.2 eV, which
is related to the trapping of electrons by VGaSAs complexes, was studied. The dependences of the polarization
of the band emission on the photon energy and temperature indicate that the initial trigonal symmetry of the
VGaSAs complex is reduced and can be monoclinic with a {011} plane of symmetry. In this case, the distortions
of a complex are not reoriented and the axis of its emitting optical dipole deviates at nearly the same angle from
the 〈111〉  and 〈001〉  directions lying in the plane of symmetry. Selection of the components of the photolumi-
nescence band, split due to the uniaxial pressure, based on the piezospectroscopic behavior of the emission from
anisotropic centers, confirms the model proposed for the VGaSAs complex and shows that the rotator contribu-
tion to the emission of this complex is small. Comparison of the results obtained with the data for a similar com-
plex, VGaTeAs, indicate a significant change in the properties of vacancy–shallow-level donor complexes when
a donor of Group VI is replaced by a different donor of the same group. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The broad photoluminescence band of GaAs:S
peaked at about 1.2 eV is generally attributed to the
radiative recombination of conduction electrons with
holes captured by complexes formed by gallium vacan-
cies (VGa) and shallow-level donors (SAs) [1–4]. The
spectrum of this emission almost coincides with the
similar luminescence spectrum of VGaTeAs complexes
in n-GaAs:Te [2, 3]. Since both S atoms and Te atoms
form shallow-level donors in the GaAs lattice by substi-
tuting As atoms, one might expect these luminescence
bands to behave similarly under uniaxial pressure.
However, preliminary research on the polarization of
emission of VGaSAs complexes in n-GaAs:S revealed
that its variation under uniaxial pressure differs signifi-
cantly from the variation in the emission polarization
for VGaTeAs complexes in n-GaAs:Te [2, 3, 5, 6], which
indicates that the distortions of VGaSAs complexes are
not aligned under uniaxial strain.

In this study, a detailed piezospectroscopic investi-
gation of the photoluminescence of VGaSAs complexes
was performed. Based on the results obtained, the char-
acteristics of the spatial structure of the VGaSAs complex
and the electronic state of a hole localized at this com-
plex were determined. Comparison of the correspond-
ing data for the VGaSAs and VGaTeAs complexes shows
significant discrepancies between the structure and
properties of complexes with similar initial composi-
tion formed by gallium vacancies and shallow-level
donors in GaAs when different atoms of Group VI of the
periodic table serve as donor components of a complex.
1063-7826/04/3807- $26.00 © 200791
2. EXPERIMENTAL RESULTS 
AND QUALITATIVE ANALYSIS

Experiments were performed with sulfur-doped n-
GaAs:S samples similar to those studied in [2, 3]. Dop-
ing was performed either by diffusing sulfur from vapor
into GaAs with an electron density of about 1016 cm–3

or by adding sulfur to the melt in growing crystals by
the Czochralski method. In both cases, the concentra-
tion of shallow-level donors in the surface layer, from
which photoluminescence was measured, exceeded
1018 cm–3.

The photoluminescence of samples was excited by
the generation of electron–hole pairs using a He–Ne
laser with a wavelength of ~0.62 µm and measured in
the direction perpendicular to the external-pressure
axis. The spectra contained a broad band peaked at pho-
ton energy "ω = 1.18 eV (at temperature T = 2–4 K),
related to VGaSAs complexes (Fig. 1). When uniaxial
pressure P was applied to a sample along the [111] or
[001] directions, this band was slightly broadened and
shifted to larger photon energies, while the emission in
the band became polarized. These changes are illus-
trated in Fig. 1, which, along with the spectral distribu-
tion of the luminescence intensity I at P = 0 and 8 kbar,
shows the spectra of the polarization ratio r, which is
defined as the ratio of the intensities of light with elec-
tric wave vectors e parallel and perpendicular to the
pressure axis, I(||) and I(⊥ ), respectively. The polariza-
tion of the band emission varied in such a way that the
integrated band polarization, as well as in the case P = 0,
04 MAIK “Nauka/Interperiodica”
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was absent at low temperatures; i.e., the following rela-
tion was satisfied:

Here, r* is the integrated polarization ratio.

Such behavior of the polarization of the broad low-
temperature photoluminescence band of the com-
plexes, the symmetry of which is lower than the point
symmetry of an ideal crystal, is caused by the splitting
of the emission band into components due to an exter-
nal uniaxial strain. These components correspond to
different orientations of complexes with respect to the
strain axis. The existence of this splitting under both
P || [111] and P || [001] indicates that the symmetry of
the defects under consideration is not higher than that
of the monoclinic system with a {011} plane of sym-
metry [7].1 This circumstance means that the VGaSAs
complex and its environment have additional distor-
tions that are not reorientable and, thus, reduce the ini-
tial trigonal symmetry of the complex. In this case,
since the dispersions of the polarization ratio under

1 In general, a defect whose emission bands are split under P ||
[111] and P || [001], may have a higher symmetry of orthorhom-
bic type 1 [7]. However, a complex composed of two different
components cannot have such symmetry in the GaAs lattice.
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Fig. 1. Spectra of (1, 2) the photoluminescence intensity I
and (3, 4) the polarization ratio r for VGaSAs complexes (1, 3)
in an unstrained crystal (P = 0) and (2, 4) under uniaxial pres-
sure (P = 8 kbar) at T = 2 K. (a) P || [001] and (b) P ⊥  [111].
pressure applied along the [111] and [001] axes differ
only slightly (Fig. 1), one might expect that the axis of
the emitting dipole of the complex is deviated at
approximately the same angle with respect to the 〈111〉
and 〈001〉  directions. In contrast to VGaSAs complexes, a
large dispersion of the emission polarization in the
band was observed for VGaTeAs complexes only with
P || [111], because the axis of the emitting dipole of the
VGaTeAs complex deviates only slightly from one of the
〈111〉  directions (the angle of deviation is ~6° [3, 5, 6]).

Another difference between the VGaSAs and VGaTeAs
complexes, as was noted above, is the absence of the
low-temperature alignment of distortion under uniaxial
strain in the former, as is indicated by the absence of the
integrated polarization of emission at temperatures up
to ~60 K. A further increase in temperature leads to an
abrupt increase in r* at both P || [111] and P || [001]
(Fig. 2). However, this effect is caused by the thermal
transport of holes to the centers, which has an orienta-
tion characterized by the largest energy of thermal acti-
vation of hole emission under pressure [8], rather than
by the alignment of the distortions of the complexes
due to their reorientation. This is caused by the fact that
the equilibrium integrated polarization of the band
increases rather than drops with increasing temperature
(Fig. 2). In Fig. 2, the results of measurements of this
effect for VGaSAs complexes are compared with similar
data for VGaTeAs complexes. As can be seen from Fig. 2,
in contrast to VGaTeAs, a significant increase in r* for the
emission band of VGaSAs with increasing temperature is
observed for both P || [111] and P || [001]. This fact
shows that, for VGaSAs complexes, significant splitting
of the energy levels of centers with different orienta-
tions is observed for both strain directions, and it con-
firms the above assumption of approximately equal
deviations of the emitting-dipole axis from the 〈111〉
and 〈001〉  directions. It is also noteworthy that, accord-
ing to Fig. 1, the polarization ratio for the low-energy
components of the emission band exceeds unity under
uniaxial pressure. Since these components correspond
to the group of complexes whose energy level is maxi-
mally spaced from the valence band, this group of cen-
ters (according to [8]) should make the largest contribu-
tion to the radiative trapping of electrons at elevated
temperature. Therefore, the integrated polarization
ratio should exceed unity with an increase in tempera-
ture, which is observed experimentally (Fig. 2).

3. QUANTITATIVE ANALYSIS 
OF THE PHOTOLUMINESCENCE SPECTRA 

UNDER UNIAXIAL PRESSURE
As follows from the previous section, the highest

symmetry that VGaSAs complexes can have is mono-
clinic with a {011} plane of symmetry [7]. This type of
symmetry arises for initially trigonal complexes if the
plane of symmetry of the additional distortion coin-
cides with one of the {011} planes containing the initial
SEMICONDUCTORS      Vol. 38      No. 7      2004
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axis of the complex, i.e., the axis connecting the centers
of VGa and SAs. If we assume that the defects under con-
sideration have precisely this type of symmetry, then, at
P || [111] and P || [001], their emission band should split
into three and two components, respectively [7].

Considering the emission of centers with the sym-
metry mentioned above upon generation of electron–
hole pairs (equiprobable excitation of centers with all
orientations) in the classical dipole approximation, one
can obtain relations between the intensities of these
split components at different polarizations of emitted
light under any experimental conditions. For light prop-
agating perpendicular to the pressure axis [001], these
relations have the form

(1)

(2)

(3)

Here, I1(||), I1(⊥ ) and I2(||), I2(⊥ ) are the total intensities
of the first and second photoluminescence components,
respectively, when the electric vector of a light wave is
parallel or perpendicular to the pressure axis; µ2 is the
relative contribution of the rotator to the emission of an
individual center; and a and b are the absolute values of
the projection of the unit vector of the emitting-dipole
axis of the complex on the 〈001〉  crystallographic axes.

It is also clear that, if the effect of an external strain
is small in comparison with the dominant intracenter
interaction, the electron wave functions of the defect
change only insignificantly and the effect of uniaxial
pressure is only reduced to different variations in the
energy of anisotropic centers with different orienta-
tions. Since the integrated polarization on the band
under study did not arise at low temperatures under
pressures of up to 8 kbar, the experiments performed
correspond to this case. Then one would expect that the
photoluminescence spectrum of centers with the same
orientation with respect to the axis strain, i.e., the spec-
trum of each split component, would reproduce the
shape of the spectrum of the entire set of centers in the
absence of strain. This circumstance allows us to
replace the total intensities of the components by the
maximum intensity of each component in (1)–(3).

Thus, when the center under study has monoclinic
symmetry with a {011} plane of symmetry, at P || [001],
its emission spectrum with e || P and e ⊥  P should con-
tain only two components. Their position is the same for
both polarizations of light; the shape of the spectrum is
similar to that of the spectra at P = 0, and the maximum
relative emission intensity obeys relations (1)–(3).

In this case, based on the above regularities, we can
separate the experimental luminescence spectra of VGaSAs
obtained at P || [011] into split components using the
procedure applied by us previously to VGaTeAs com-

I1 ||( ) I1 ⊥( ) µ2 a2 1 2µ2–( )+[ ] / µ2 b2 1 µ2–( )+[ ] ,=

I2 ||( ) 2I1 ⊥( ),=

I2 ⊥( ) I1 ||( ) I1 ⊥( ).+=
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plexes [9]. It was found that such a separation is possible;
the corresponding results for P = 8 kbar are shown in
Fig. 3. The positions of the maxima in the spectra of the
components correspond to "ω01 ≈ 1.188 eV and "ω02 ≈
1.220 eV (the component splitting is (32 ± 4) meV), and
the relative intensity in the maxima of the components
is I1max(||) = 0.82–0.81, I1max(⊥ ) = 0.09–0.10, I2max(||) =
0.18–0.20, and I2max(⊥ ) = 0.92–0.91.

At the same time, it turned out to be impossible to
separate similar spectra obtained at P || [111] into two
components, which one would expect for the emission
spectra of monoclinic centers with a {011} plane of
symmetry, which in this case are split into three compo-
nents [7].

2.2

2.0

1.8

1.6

1.4

1.2

1.0

Polarization ratio r*
(a)

2

1

50
Temperature, K

2.2

0

2.0

1.8

1.6

1.4

1.2

1.0

100 150 200

(b)
4

3

2.8

2.6

2.4

Fig. 2. Temperature dependences of the integrated polariza-
tion ratio r* for the photoluminescence of the (1, 3) VGaSAs
and (2, 4) VGaTeAs complexes under uniaxial pressure P =
(1–3) 8 and (4) 10 kbar [8]. (a) P || [001] and (b) P ⊥  [111].



794 GUTKIN, RESHCHIKOV
4. DISCUSSION AND CONCLUSIONS

To determine possible directions of the emitting-
dipole axis of the complex, let us introduce designation
I1max(||)/I1max(⊥ ) = γ and take into account that, for the
monoclinic defect under consideration with a {011}
plane of symmetry,

(4)

where ϕ in the angle between a 〈001〉  axis and the emit-
ting dipole axis in the plane of symmetry of the com-
plex. Then, the following relations can be derived from
(1) and (4):

(5)

a ϕ , bsin 1/ 2( ) ϕ ,cos= =

0 b2≤ 1 γ 1–( )µ2/ 1 2µ2–( )–[ ] / 2 γ+( )= 1/2.≤
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3

Since 0 ≤ µ2 ≤ 1 and, according to the results of the pre-
vious section, γ = 8.1–9.1, inequalities (5) are satisfied
only at b2 = 0.09–0 and µ2 = 0–0.1.

If b2 ≈ 0.09 (µ2 ≈ 0), ϕ ≈ ±64°; i.e., the direction of
the optical-dipole axis significantly differs from the
〈111〉  and 〈001〉  crystallographic axes lying in the plane
of symmetry of the complex, for which ϕ ≈ ±35.3° and
ϕ = ±90°, respectively. This observation is consistent
with the qualitative conclusion made in Section 2.

If b2 ≈ 0 (µ2 ≈ 0.1), ϕ ≈ ±90°; i.e., the optical-dipole
axis only slightly deviates from the 〈001〉  axis lying in
the plane of symmetry of the defect. In this case, if pres-
sure is applied along the [111] axis, the splitting of the
emission components belonging to centers with differ-
ent orientations should be significantly smaller than at
P || [001]. The latter conclusion is inconsistent with the
experimental data shown in Figs. 1 and 2.

Thus, the piezospectroscopic behavior of the photo-
luminescence band of the VGaSAs complex is consistent
with the model of a monoclinic defect with a {011}
plane of symmetry, whose emitting optical dipole devi-
ates from the 〈111〉  and 〈001〉  directions lying in this
plane at approximately the same angle, while the con-
tribution of the rotator to the center emission is small
(µ2 ≈ 0).

The latter two features, as well as the absence of
alignment of distortions, are responsible for the signif-
icant difference between the VGaSAs and VGaTeAs com-
plexes [5, 9]. These differences can also be explained
considering the differences in the behavior of shallow-
level donors formed by Te and S atoms substituting As
atoms in AlGaAs [10]. According to calculations [10],
when the content of Al is sufficiently high, the stable
state of S atoms substituting As atoms in AlGaAs is the
state of monoclinic symmetry with two dangling bonds
and a Ga–Ga dimer, whose axis is perpendicular to the
plane of symmetry of the defect (DBB state) rather than
the state of trigonal symmetry (DX center), as for TeAs.
The reason for this dissimilarity is the difference in the
energies of valence s and p electrons of the Te and
S atoms [10]. If we assume that the neighborhood of a
gallium vacancy makes the DX center stable for TeAs
and the DBB state stable for SAs (rather than the shal-
low-donor states) in GaAs as well, the above differ-
ences in the VGaSAs and VGaTeAs complexes can be qual-
itatively explained. However, a final conclusion about
the reasons and nature of these differences can only be
drawn on the basis of detailed calculations of the com-
plexes themselves.
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Abstract—Electrical conductivity, the Hall coefficient, and thermoelectric power were studied and differential
thermal analysis was carried out in Ag2Te crystals near and within the range of phase transitions, in the
directions of heating and cooling. A large hysteresis loop was observed. The results are discussed in terms
of the theory of smeared phase transitions. Agreement between experimental data and theory is achieved
in a second approximation of the inclusion function L2(T) and its derivative with respect to temperature, dL2/dT.
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1. INTRODUCTION

The electrical and thermal properties of Ag2Te near
and within the region of structural phase transition have
been studied in [1–6]. The most detailed data were pre-
sented in [5, 6]. In Ag2Te and Ag2Se, additional phase
transitions with a small change in the internal energy of
the crystal were observed before and after the main
transition. The experimental data were discussed in
terms of the theory of smeared phase transitions [7–9].
The parameters of the phase transitions, which define
the range and the degree of smearing, were calculated,
and the smearing of transitions in Ag2Te and Ag2Se was
found to be strong. It is assumed that the hysteresis of
electrical and thermal properties can be observed in
Ag2Te, where phase transitions are closely spaced in
temperature. In this paper, we discuss the results of dif-
ferential thermal analysis, ∆Ty(T), the electrical conduc-
tivity σ(T), the Hall coefficient R(T), and the Seebeck
coefficient α(T) in Ag2Te, which were measured in the
course of heating or cooling in the range 300  450 K.

2. EXPERIMENTAL RESULTS

Three sets of Ag2Te samples of different composi-
tion were studied: (i) stoichiometric, (ii) with an excess
of Te (up to 0.75 at %), and (iii) with excess Ag (up to
0.25 at %). The experiments were performed in the
setup described in [10], in which adiabatic and isother-
mal conditions can be created.

Figure 1a shows the temperature dependence σ(T)
for a sample with excess Ag when it is heated and
cooled. It can be seen that the σ(T) curve measured dur-
ing cooling lies much lower than that obtained during
heating. When the time of cooling is increased [t = 3, 4,
and 6 h: curves (1), (2), and (3)], the σ(T) curves run
higher; in this situation the hysteresis loops become
narrower, but their area remains virtually unchanged.
During cooling, the σ(T) dependences exhibit two def-
inite steps at 400 and 382 K, which shift to a lower tem-
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perature compared to σ(T) steps during heating (405,
415, and 425 K).

Figure 1b shows the temperature dependence of ∆Tg
for the same sample. As can be seen, ∆Ty(T) curves also
demonstrate two phase transitions with absorption of
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heat. The phase transition temperatures in ∆Ty(T) in the
case of cooling coincide with those observed in σ(T).
The area under the first peak is smaller than that under
the second one. The phase transition temperature T0
associated with the first peak is 15 K lower than T0 dur-
ing heating. Similar effects are observed in the temper-
ature dependences of the Hall coefficient and thermo-
electric power (Fig. 2). The phase transition tempera-
tures during cooling coincide with those obtained from
σ(T) and ∆Ty(T), and the area of the hysteresis loop in
α(T) is larger than those in σ(T) and R(T). Similar
results were obtained for stoichiometric samples and
those with excess Te.

3. ANALYSIS OF THE DATA OBTAINED

As was shown in the analysis of electrical and ther-
mal properties of Ag2Te and Ag2Se [5, 6], some of these
properties can be described in terms of a zeroth approx-
imation of the inclusion function, L0(T). Specifically, it
is possible to determine the mass distribution for each
phase in the region of phase transition, clarify the
mechanism of transformation from one phase to
another, and find the change in several thermodynamic
parameters and the rate dL0/dT of the phase transition.
As noted in [7, 8], in order to reveal more general prop-
erties and characteristics of the change in physical
properties near and within the region of phase transi-
tion, it is necessary to analyze other terms in the expan-
sion of F(T) that determine function L. Different values
of Fn(T) correspond to different approximations Ln(T):

(1)

The results obtained in the zeroth approximation
were used in [5, 6], so we restrict our analysis to the
first and second approximations, n = 1, 2. In general,
L1(T) has the form [7, 8]

(2)

The phase transition temperature T0 is found from
the condition L1(T0) = 1/2 or F1(T) = 0, which in this
case leads to the solution of the equation

(3)

The roots of this equation are as follows:

(4)

It can be seen that two temperatures of smeared
phase transition exist in this case: the first coincides
with T0, the second is shifted to the right or left of T0,
depending on the signs of a0 and a1. The second root
tends to infinity at a1  0. The temperature difference
between both the phase transition points is ∆T0 = T02 –
T01 = –a0/a1.

Ln T( ) 1 Fn T( )exp+( ) 1– .=

L1 1 a0 T T0–( )β a1 T T0–( )β 1++[ ]exp+( ) 1–
.=

T T0–( )β a0 a1 T T0–( )+[ ] 0.=

T01 T0, T02 T01
a0

a1
-----– T0

a0

a1
-----.–= = =
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For a smeared phase transition (β = 1), F1(T) has
the form

(5)

(6)

(7)

In a second approximation for smeared phase tran-
sition,

(8)

(9)

(10)

F1 T( ) a0 T T0–( ) a1 T T0–( )2,+=

L1 T( ) 1
1 T T0–( ) a0 a1 T T0–( )+[ ]exp+
---------------------------------------------------------------------------------,=

dL1

dT
---------

a0

2 1 F1 T( )cosh+( )[ ]
------------------------------------------------ 1

2a1

a0
-------- T T0–( )+ .=

F2 T( ) T T0–( ) a0 a1 T T0–( ) a2 T T0–( )2+ +[ ] ,=

L2 T( ) 1
1 F2 T( )exp+
---------------------------------,=

dL2

dT
---------

a0

2 1 F2 T( )cosh+( )[ ]
------------------------------------------------=

× 1
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Fig. 2. Temperature dependences of the Hall [R(T)] and
Seebeck [α(T)] coefficients in Ag2Te.
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Here the phase transition temperature is determined
also from the condition F2(T) = 0, which yields

(11)

(12)

The real roots in (12) and (13) are of interest; they
impose a constraint on the constant expansion coeffi-
cients a0, a1, and a2. According to this constraint, the

inequality  > 4a0a2 must hold true, which occurs at
a0 > 0, a1 > 0, and a2 < 0, whence it follows that T02 >
T0 > T03. The result of the negative value of a2 is that the

T02 T0
a1

2a2
--------–

a1

2a2
-------- 

 
2 a0

a2
-----– ,+=

T03 T0
a1

2a2
--------–

a1

2a2
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 
2 a0

a2
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a1
2
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Fig. 3. Temperature dependences of the inclusion function
L(T) in Ag2Te, calculated from (5) and (7). (1) L0(T),
(2) L1(T), and (3) L2(T).
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principal condition, the asymptotic behavior of the
inclusion function L, is satisfied. At T ! T0, L2  0,
and at T @ T0, L2  1. The last two roots, (11) and

(12), coincide at a2 = : T02 = T0 – .

To apply Eqs. (6), (7), (9), and (10) to a specific
crystal, it is necessary to know the parameters a0, a1, a2,
and T0. For Ag2Te, a0 and T0 were determined in [5], a1
can be calculated based on our experimental data using
relations (4), and a2 is estimated from the condition that
the roots are real.

Figures 3 and 4 show temperature dependences
L1(T), L2(T), dL1/dT, and dL2/dT for Ag2Te at the
obtained values a0 = 0.42, a1 = 0.03, a2 = –0.01, and
T0  = 412 K. For comparison, zeroth-approximation
curves L0(T) and dL0/dT are also shown. As can be seen,
L1(T) is quite different from L0(T). The maximum value

of L1(T) is reached at temperature T* = T0 – , which

lies between the two temperatures of a smeared phase
transition (T01 > T* > T02). According to [7, 8], this
behavior of L1(T) may make physical sense if a single
phase exists in a certain temperature range (∆T =
T02 − T01). This is not the case for our experimental data
for Ag2Te and the temperature dependence L0(T)
(Fig. 3), because the mechanism of transition from the
α- to the β-phase has been established [5] and there is
no range of existence (∆T) of such a phase in Ag2Te in
the region of the phase transition. Evidence that such
regions exist (during phase transition) was presented in
research devoted to Rochelle salts [8]. Clearly, this is
just one of the possibilities; in general, more detailed
research is necessary. Figure 3 also shows the tempera-
ture dependence L2(T). The extreme values of L2(T)
correspond to temperatures

(13)

where D = .

The condition  > T0 >  is satisfied at the val-

ues of a0, a1, and a2 given above. Functions F1( ) and

F2( ) can be determined from  and . Calcula-

tions show that the extreme value of F2( ) corre-

sponds to the minimum, and F2( ), to the maximum
of L2(T).

As can be seen in Fig. 3, L2(T) for Ag2Te is asym-
metrical. The asymmetry of the phase transition in
Ag2Te is also apparent in the temperature dependences
of the phase transition rate, dL1/dT and dL2/dT (Fig. 4).
These data also show that in smeared phase transitions
the maximum of the phase transition rate shifts from T0

a1
2

4a0
--------

a1

2a2
--------

a0

3a1
--------

T1* T0
a1

3a2
--------– D and T2*+ T0

a1

3a2
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1
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to a higher temperature, and its value is higher than that
for dL0/dT. An additional phase transition with heat
absorption is clearly observed in dL2/dT dependences.
The asymmetry of electrical and thermal properties in
the phase transition in Ag2Te is also observed experi-
mentally, especially outside the range of smearing of
the phase transition [5]. All these data indicate that the
fine structure of smeared phase transitions appear in
higher-order approximations of the inclusion function.

A physical interpretation of L2(T) was offered in [8].
One possibility is that a new phase appears in the
region AB (Fig. 3), disappears in the region BC, and
arises again in CD. The authors reckon that this situa-
tion is hardly probable, although it may be possible if
several transitions occur closely enough to each other
along the temperature axis. However, a more likely sce-
nario is that the region BC corresponds to a metastable
state of the system in a specific temperature range. For
this case, we can draw straight lines BD and AC and
obtain the hysteresis loop ABCD; its width is given by

(14)

It follows from (14) that hysteresis can appear only

when  > 4a0a2. Based on the experimental data, we
conclude that both these interpretations can not only be
applied to Ag2Te, but may even complement each other,
because phase transitions that lie close enough along
the temperature axis have been revealed in this material
and hysteresis effects are observed in its electrical and
thermal properties. Note that there is good agreement
between the calculated and experimental values of T02
and T03, and the width of the hysteresis loop h, which
was obtained in the experiments on some kinetic coef-
ficients, is broader than h = 14 K calculated from
Eq. (14). Clearly, this result was predictable, because in
a real situation the area of the hysteresis loop is affected
by various factors, such as the time of cooling, the
degree of approximation to the adiabatic or isothermal
conditions of the experiment, the energy loss to contact
wires, and so on.

Additional information on the hysteresis in a phase
transition can be obtained from the calculation of the
quantity of heat released or absorbed in the phase tran-
sition on heating or cooling. This can be done from the
known ∆Ty(T) in the region of the phase transition using
relation [5]:

(15)

where h and b are the height and width at the half-max-
imum peaks, respectively; M, the molecular mass;
and v, the rate of heating. For the sample under study,
we obtained the following: on heating, Q408 K = 2 J,
Q415 K = 20 J, and Q425 K = 1.3 J; on cooling, Q400 K = 2.2 J
and Q380 K = 5.6 J. The heat released in the main

h T03 T02– 2
a1

2a2
-------- 

 
2 a0

a2
-----– .= =

a1
2

Q
khbM
v m

--------------,=
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smeared phase transition (α'  β') is seven times
larger than the heat absorbed in the accompanying
phase transitions α  α' and β'  β. Note that the
total change in the internal energy of the crystal on
heating is three times larger than it is on cooling. These
specific features can be explained as follows: near the
smeared phase transition, in the region α405  ,
a weak ordering of the hexagonal sublattice of Ag2Te
occurs, which consumes a small portion of external
energy. A structural reconstruction    then
occurs, which releases energy within the crystal.
Finally, in the region   , the reconstruction
of the crystal into a face-centered cubic lattice with
energy absorption is completed. This reasoning is con-
sistent with the general concept of a structural phase
transition [11]. According to this concept, when a low-
symmetry crystal is transformed into a high-symmetry
crystal, the main transition may be accompanied by dis-
placement-type transitions (disordering of a sublattice).
The observation of two distinct phase transitions on
cooling confirms the occurrence of an additional phase
transition in Ag2Te. We believe that the fact that there is
no third phase transition can be attributed to its very
small energy (1.3 J). The significantly smaller (by a fac-
tor of 3) change in the internal energy of the crystal when
it is cooled compared to when it is heated can be attrib-
uted to hysteresis, which is associated with energy loss.
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Abstract—Characteristics of proton-irradiated epitaxial i-GaAs structures with an interdigitated system of
electrodes are studied before and after exposure to combined γ and neutron radiation. In order to reduce the dark
current of photodetectors, the electrodes were metallized on proton-irradiated i-GaAs structures and were then
fused for 30 min at 300°C, which led to a partial recovery of the epitaxial-layer conductivity. It is shown on the
basis of measurements of spectral dependences of the structures’ photosensitivity that the photosensitivity of
the proton-irradiated structures is insensitive to the effect of combined γ and neutron radiation if the energies
of optical photons are close to the band-gap energy. It is therefore suggested that these structures can be used
in the fabrication of radiation-resistant photodetectors. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Devices with unprecedentedly good characteristics
are often used in the design of systems that operate
under conditions of nuclear radiation in order to ensure
a safety margin that compensates the radiation-induced
degradation.

In cases where this safety margin is insufficient, var-
ious compensating circuits that are designed to com-
pensate the radiation effects are used. However, this is
a serious problem of circuitry engineering because of
the different behavior of the circuit components
exposed to nuclear radiation. At the same time, in a
number of applications, the characteristics of devices
are not themselves subject to any significant require-
ments except the need for the device parameters to be
stable under irradiation with high doses. Implementing
such characteristics makes it possible to attain a gain in
the characteristics of the device in general by simplify-
ing the circuitry used. The beneficial effect manifests
itself most clearly in the design of microwave devices,
in which the use of compensating circuits is difficult.

Photoresistors are often used to fabricate microwave
photodetectors, as they have smaller values of inter-
electrode capacitance compared to photodiodes. The
design of radiation-resistant photodetectors based on
photoresistors is complicated by the fact that high-qual-
ity undoped crystals are conventionally used to operate
regions of these devices [1], and such crystals can
hardly withstand radiation. The lifetime and mobility of
charge carriers change significantly as a result of irradi-
ation with doses of γ-ray photons as low as 104–105 R
and with doses of neutrons as low as 1012–1013 cm–2 [2].
Accordingly, the photosensitivity defined as the ratio
between the photocurrent and dark current also
1063-7826/04/3807- $26.00 © 20800
decreases. At the same time, if we disregard the abso-
lute value of photosensitivity and only require that this
photosensitivity be constant after exposure to high
doses of nuclear radiation, we can use materials with a
high inherent defect concentration (preferably, one to
two orders of magnitude higher than that introduced by
external nuclear radiation) for active regions of detec-
tors. In this case, apart from an increase in the radiation
resistance, one can attain a gain in the cutoff frequency
of the photodetector operation due to the short lifetime
of charge carriers in the irradiated material [1, 2].

A large number of studies have been devoted to
studying the effects of technology-related proton radia-
tion and spurious γ and neutron radiation (separately)
on semiconductor structures and devices [2–19]. How-
ever, the complex effect of various types of radiation is
nonadditive [6]; i.e., the processes of formation and sta-
bilization of defects and their complexes and clusters in
a solid depend heavily on the properties of the starting
material [7]. The defects in a crystal can become the
centers that capture mobile defects [7], multiple irradi-
ation of semiconductor (reirradiation) can reduce its
resistivity [8], and so on. Thus, the radiation resistance
of semiconductor structures that initially contain a high
concentration of specially introduced radiation defects
and are then subjected to irradiation with other types of
particles or photons should differ significantly from
that of a defect-free material or a material exposed once
again to the same type of radiation. In this study, we
analyze the variations in the characteristics of epitaxial
GaAs structures as a result of irradiation simulta-
neously with γ-ray photons and neutrons. The struc-
tures had an interdigitated system of contacts and were
irradiated preliminarily with protons. The neutron-radi-
004 MAIK “Nauka/Interperiodica”
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Table 1.  Parameters of the samples according to an analysis of temperature dependences of the I–V characteristics for differ-
ent types of radiation

Sample 
no. Radiation type*: dose, R; fluence, cm–2

Metal–semicon-
ductor barrier 

height, eV

Activation energy determined from
the resistance at the initial portion

of the I(V) curve, eV (charge-carrier
concentration, cm–3)

Volume
resistance of

the samples, Ω

Φ0 Starting sample (the structure irradiated 
with protons and partially annealed)

0.380 0.35 (6.2 × 1011) 1.5 × 106

Φ1 γ: 105 R 0.380 0.35 (6.2 × 1011) 1.5 × 106

Φ2 γ: 106 R 0.525 0.617 (2 × 107) 5 × 106

Φ3 γ: 107 R 0.527 0.617 (2 × 107) 3 × 108

Φ4 γ: 104 R+ 0.368 0.313 (2.6 × 1012) 1 × 107

n: 1013 cm–2

Φ5 γ: 105 R+ 0.461 0.633 (1.1 × 107) 1 × 109

n: 1014 cm–2

* γ is irradiation with γ-ray photons; n, irradiation with neutrons.
ation spectrum was bell-shaped in the energy range
0.03–3 MeV; the mean neutron energy was 1.5 MeV.

2. SAMPLES AND SOURCES 
OF HIGH-ENERGY RADIATION

We used epitaxial GaAs structures with an interdig-
itated system of contacts (16 × 17 pins) as starting sam-
ples. The structure period was 25 µm, the interpin gap
was 10 µm, and the pin length was 75 µm. The epitaxial
layer was grown by vapor-phase epitaxy on a high-
purity semi-insulating GaAs substrate with a resistivity
of 108 Ω cm; the layer was 0.6 µm thick and had an
electron concentration on the order of 1014 cm–3. Before
metallization, the structures were irradiated with 30-,
60-, and 90-keV protons (with doses of 4 × 1013 cm–2 at
each energy; each irradiation took 40 min). A conven-
tional AuGe–Au eutectic was used for metallization,
after which the ohmic contacts were fused for 30 min at
300°C in an argon atmosphere.

According to Brudnyi and Potapov [8], the highest
GaAs resistivity achievable with proton irradiation
(108 Ω cm or higher) is attained after exposure to pro-
ton radiation with a dose of ~1014 cm–2. Heat treatment
at 400–450°C leads to nearly complete annealing of
radiation defects [5]. In this study, we used a heat treat-
ment at lower temperatures (300°C). As a result, the
resistivity of the proton-irradiated layer recovered only
to values on the order of 104 Ω cm, which was sufficient
for high-quality isolation of peripheral regions in dis-
crete devices and interdevice isolation in monolithic
integrated circuits (MICs) [20]. It is important that only
thermally stable defects remain in the structure after the
heat treatment used in this study, which makes it possi-
ble to use this technology to fabricate photodetectors in
GaAs MICs that contain high-power field-effect tran-
sistors whose active region is heated to 150–200°C by
the flowing current [21].
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Assuming that the nonadditivity of the effects of
various types of radiation manifests itself most clearly
at high rates of defect production, we chose a pulsed
nuclear reactor in our experimental studies of radiation
resistance of the samples under the most severe condi-
tions. The width of a pulse of the neutron and γ radia-
tion was 350 µs, the fluence of neutrons in a pulse was
1 × 1014 cm–2, and the dose of accompanying γ-ray pho-
tons per pulse was about 100 kR. The energy spectrum
of neutrons and γ-ray photons in the range from 10 keV
to 6 MeV was bell-shaped; the mean neutron energy
was 1 MeV. We also used a continuous isotope source
of γ radiation (based on 60Co, with an energy of γ-ray
photons of 1 MeV and a dose of 106 R per 24 h). Below,
we disregard the accumulation of Ge and Se in the
GaAs lattice due to nuclear transmutations, since the
doses used in our experiments are three to four orders
of magnitude lower than those typically used for trans-
mutational doping [9]. The temperature of the sample
was no higher than 320 K during irradiation. The
parameters that characterize irradiation of the samples
are listed in Table 1.

3. EXPERIMENTAL

In order to determine the charge-carrier concentra-
tion in GaAs and the height of the Schottky barrier, we
studied the current–voltage (I–V) characteristics of the
samples in relation to temperature. Nonuniformities in
the distribution of dark electrical conductivity were
evaluated by measuring the resistance of various sec-
tions of the interdigitated structure. The nonuniformity
in the distribution of photoconductivity in the samples
was evaluated by scanning the light spot (focused opti-
cal emission of an incandescent lamp) over the gap in
the interdigitated system of electrodes.

Experimental I–V characteristics of the samples are
shown in Fig. 1. Apparently, the anomalous behavior of
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sample Φ2, in which the I–V characteristic that was ini-
tially symmetric with respect to the change in sign of
the voltage became asymmetric after irradiation, is
related to technology-induced differences between the
contacts. Below, when analyzing the characteristics of
this sample, we use the right-hand portion of the I(V)
curve; this portion corresponds to a higher conductivity
of the sample and, thus, minimizes the parasitic contact
phenomena owing to the forward connection of the
degraded contact.

The spread in the values of dark conductivity in the
interdigitated structures amounted to 5–8% of the con-
ductivity itself. Nonuniformities in the conductivity
distribution in the structures were no larger than 17%,
as was determined by scanning the surface of the struc-
ture with an optical beam.

In order to evaluate the leakage currents through the
substrate at room temperature, we measured the dark
and photoinduced I–V characteristics of reference sam-
ples that were formed on the same semi-insulating sub-
strate, were not preliminary irradiated with protons,
and had a similar interdigitated system of electrodes.

We studied the characteristics of radiation defects
using photoinduced current transient spectroscopy
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(a) î2
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Current, A

Fig. 1. Dark I–V characteristics of the samples: (a) compar-
ison of I–V characteristics of samples exposed to different
types of radiation and (b) temperature dependence of the
I–V characteristic for sample Φ4.
(PICTS). The sample was placed in the chamber for
measurements and was maintained at a fixed tempera-
ture in the range 300–360 K and at a constant bias volt-
age. Simultaneously, the sample was periodically exposed
to optical pulses at a wavelength that corresponded to the
predominant band-to-band generation of charge carriers.
The resulting photocurrent was amplified using a fast-
response amplifier and was then digitized.

The results of measuring the spectral photosensitiv-
ity of the samples are shown in Fig. 2. Two groups of
samples were identified in the course of the measure-
ments. In the first group (Φ0, Φ1, and Φ4), the photo-
sensitivity decreases steadily starting with the largest
value that corresponds to the long-wavelength cutoff of
the photoeffect as the wavelength of optical radiation
decreases. In the second group (Φ3, Φ5), the rate of
decrease in photosensitivity is appreciably higher at
wavelengths of 850–870 nm than at wavelengths of
750–850 nm.

4. PROCESSING THE EXPERIMENTAL DATA

4.1. Distribution of Radiation Defects in the Sample

On the basis of experimental data [5] and the results
of original calculations using the Monte Carlo method
(the TRIM software package), we may state that point
defects are produced in a semiconductor structure as a
result of irradiation with protons. Most of these defects
are located within a layer about 1 µm thick. A decrease
in the defect concentration is observed near the surface;
this defect distribution can be made more uniform to a
certain extent by diffusion and partial recombination of
point defects during the technological operation of fus-
ing the ohmic contacts.

Irradiation with γ-ray photons gave rise to a nearly
uniform distribution of point defects across the sample
thickness owing to a larger penetration depth for γ-ray
photons in GaAs (~1 cm). In contrast to the irradiation
with protons and γ-ray photons, neutron radiation gives

5

4

3

2

1

0
750 800 850 900 950

Wavelength, nm

Photocurrent, arb. units.

î0
î1

î4 î3

î5

Fig. 2. Dependence of the photocurrent in the samples on
the wavelength of optical radiation.
SEMICONDUCTORS      Vol. 38      No. 7      2004



RESISTANCE OF PROTON-IRRADIATED GaAs PHOTODETECTORS 803
rise to point-defect clusters that are 20–30 nm in size
[2] and are also uniformly distributed over the volume
of GaAs (the penetration depth of neutrons in GaAs is
~10 cm for a neutron energy of 1 MeV).

The estimations showed that, for the highest doses
of neutron and γ-ray radiation, the total concentration
of point defects produced by irradiation with neutrons
and γ-ray photons amounted to 10–30% of the concen-
tration of defects that remained in the sample after irra-
diation with protons and subsequent heat treatment.
The concentration of clusters of radiation defects gen-
erated by neutron radiation is lower by a factor of 250
than the point-defect concentration [10]. In addition, as
follows from Table 1, irradiation with both neutrons
and γ-ray photons led to an increase in the sample’s
resistivity of two to three orders of magnitude. Note
that the concentration of stable radiation defects was
estimated on the basis of the data of [2] for the case of
the generation of these defects in undamaged material.
At the same time, as was mentioned above, the concen-
tration of defects in the case of combined irradiation
cannot be determined by a simple summation and
should be controlled using independent measurements,
which is accomplished in this study using the PICTS
method.

4.2. Processing the I–V Characteristics of the Samples

The results of measuring both the dark and photoin-
duced I–V characteristics at room temperature showed
that the resistance of the reference samples (formed on
the semi-insulating substrate) before and after exposure
to combined γ and neutron radiation was much higher
than that of the samples irradiated with protons (with
subsequent annealing) before and after combined irra-
diation with neutrons and γ-ray photons. This behavior
suggests that the current in the samples irradiated with
protons flows directly within the epitaxial layer with
the radiation defects and does not penetrate into the
substrate.

In order to process the temperature dependences of
the dark I–V characteristics, we used the method sug-
gested in [11]. We define the voltage across the sample as

where V is the applied voltage, V1 and V2 represent the
potential drop across the metal–semiconductor contact
regions, Vb is the potential drop across the semiconduc-
tor bulk, I is the reverse current, and Rb is the bulk resis-
tance of the semiconductor.

Taking into account that the current through the
Schottky contact is defined as I = Is[1 – exp(–qV1/kT)]
when thermionic emission is dominant, we obtain

At low bias voltages (such that I is less than 0.9Is),
the potential drop V1 is very small (less than 0.6 V) and
is negligible compared to the applied voltage. Under

V V1 Vb V2+ + V1 IRb V2,+ += =

V IRb kT /q( ) 1 I/Is–( ).ln–=
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these conditions, all applied bias voltage drops mainly
across the GaAs bulk, so that the GaAs bulk resistance
controls the current through the entire structure. In this
situation, the I–V characteristic obeys Ohm’s law; i.e.,
V = IRb. At the same time, the term |ln(1 – I/Is)|
increases at high voltages (in which case I  Is) and
governs the voltage dependence of the current.

An analysis of experimental data shows that the
measured I–V characteristic is described by a linear
function to a high degree of accuracy in the voltage
range 0–0.5 V. In this region, we determined the bulk
resistance Rb and its temperature dependence (Fig. 3a),
which can be adequately approximated using the
expression [11] Rb ∝  T–2exp[–q(Ec – EF)/kT] in the
vicinity of room temperature. As a result, we managed
to determine the position of the Fermi level and the con-
centration of charge carriers in the semiconductor bulk
(Table 1). The height of the Schottky barrier was esti-
mated from the temperature dependence of the satura-
tion current (Fig. 3b).

In Table 1, we list the corresponding activation ener-
gies and charge-carrier concentrations and the heights
of the metal–semiconductor barriers determined using
these energies (the barrier height increases as the dose
of γ-ray radiation increases).
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Fig. 3. Temperature dependences of (a) volume resistance
of the samples and (b) saturation current of the Schottky
barrier.
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Table 2.  Comparison of the GaAs deep-level parameters obtained in this study with published data

Data obtained in this study Published data*

level depth, eV capture cross 
section, cm2

amplitude of the 
PICTS signal, arb. units

type of
radiation level depth, eV type of

radiation reference

0.14 [15]

0.148 ± 0.014 5 × 10–18 0.15 0.15 [18]

0.207 ± 0.004 2 × 10–13 0.07 0.17–0.22 [15]

0.305 ± 0.012 2 × 10–15 0.2 Protons 0.2 Protons [18]

0.323 ± 0.028 5 × 10–13 0.3 (Φ0) 0.25 [18]

0.623 ± 0.029 7 × 10–13 0.5 0.25–0.29 [15]

0.34 [15]

0.36 [14]

0.08 [12]

0.115 ± 0.003 5 × 10–17 0.12 [12]

0.213 ± 0.018 2 × 10–14 1.2 Protons + γ-
ray photons

0.13 [12]

0.259 ± 0.030 1 × 10–17 1.4 0.14 γ-ray photons [2]

0.272 ± 0.016 2 × 10–16 1.5 (Φ3) 0.20 [12]

0.312 ± 0.012 1 × 10–15 1.1 0.30 [4]

0.9 0.31 [12]

0.38 [14], [2], [17]

0.5 [13]

Protons + γ-
ray photons + 
neutrons

0.52 [16]

0.690 ± 0.149 3 × 10–12 7.2 0.58 Neutrons [16]

0.942 ± 0.041 4 × 10–10 6.5 0.63 [16]

(Φ5) 0.72 [13]

0.75 [16]

* Published data are given only for levels whose depth roughly coincides with that determined experimentally in this study.
This behavior may be explained by the fact that
most of the point defects produced in the sample as a
result of irradiation with γ-ray photons accumulates
gradually at the semiconductor surface near the inter-
face with the metal. In contrast, the capture of the point
defects by clusters produced by neutron radiation to
some extent inhibits the drain of point defects to the
surface.

A certain increase in the charge-carrier concentra-
tion at low (1013 cm–2) fluences of neutron radiation can
be caused by the process of formation of stable radia-
tion-defect clusters that accumulate point defects from
the surrounding space. Despite this process, the con-
ductivity of the samples apparently decrease steadily
owing to a decrease in the charge-carrier mobility as a
result of scattering at the space-charge region that sur-
rounds the defect-containing clusters.

Kozlov and Kozlovskiœ [5] discussed the effect of
proton radiation on the AuGe–n+-GaAs interface. It was
shown that irradiation with protons could give rise to
processes that were similar to those involved in the for-
mation of a fused ohmic contact when the thickness of
the metal layer was chosen such that the defects were
mainly produced in the vicinity of the AuGe–n+-GaAs
interface. In this study, only a variation in the barrier
height was observed when the sample was irradiated
with γ-ray photons. This behavior is caused by the fact
that γ radiation is absorbed in the entire semiconductor
bulk (i.e., mostly away from the metal–semiconductor
interface) and the formation of an ohmic contact to
i-GaAs is hampered by the light doping of this material.

4.3. Processing the PICTS Data

The deep-level parameters determined reliably from
processed PICTS data are listed in Table 2.

The effect of the combined (proton, γ, and neutron)
radiation is nonadditive: as the dose of γ-ray photons
increases, the defects and their complexes produced by
irradiation with protons are rearranged (possibly redis-
tributed) so that defects with shallower levels are
formed. A comparison of the data obtained with pub-
lished results [2, 4, 12–18] (Table 2) shows that com-
bined proton–γ radiation gives rise to the defects with
SEMICONDUCTORS      Vol. 38      No. 7      2004
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shallower levels. These defects have smaller cross sec-
tions for the capture of charge carriers and cannot be
centers of efficient recombination of photoexcited
charge carriers.

A classical pattern of the origination of a high con-
centration of defects is observed in the case of irradia-
tion with fast neutrons. These defects introduce deep
levels into the band gap, feature large cross sections for
charge-carrier capture (the so-called U band in the
DLTS spectrum [13]), and are efficient recombination
centers.

4.4. Processing Experimental Data on the Spectral 
Photosensitivity of the Samples

The assumptions above concerning the characteris-
tics of the recombination are confirmed by an analysis
of variations in the photosensitivity of the samples. The
photosensitivity was calculated as the ratio between the
increment of current in the samples under illumination
and the dark current (Fig. 2).

In the region of the maximum photocurrent of the
sample (wavelength range 840–870 nm), the depth of
absorption of optical radiation is about 1 µm [7]. Thus,
the value of photocurrent is affected by the defects that
are contained in the entire volume of the material irra-
diated with protons. In contrast, photons are absorbed
in the surface layer of the sample (with a layer thick-
ness of about 0.1 µm) at wavelengths shorter than
0.8 µm [7]; i.e., the generation–recombination of the
charge carriers and photocurrent as a whole are affected
to a great extent by defects located in the vicinity of the
surface.

As the neutron-radiation fluence increases (samples
Φ4 and Φ5), the photocurrent in the starting sample
decreases almost to the same extent in the entire range
of absorbed-radiation wavelengths (Fig. 2), since the
radiation-defect clusters that most affect the recombi-
nation of charge carriers are distributed uniformly in
the material and are almost immobile. The traps corre-
sponding to the clusters have levels near the midgap
and exhibit a large capture cross section, which causes
a substantial increase in the rates of both the surface
and volume recombination.

It can be seen from Fig. 3 that a slight variation in
photosensitivity is observed only in the range 840–
870 nm for sample Φ3; in other words, the effect of
γ radiation is only slight if the entire volume of the sam-
ple is photoexcited and is significant if the excitation is
restricted to the surface region. This fact cannot be
accounted for by an increase in the efficiency of recom-
bination near the surface of the sample since deep-level
transient spectroscopy shows that the concentration and
efficiency (capture cross section) of traps decrease
when the samples are irradiated with γ-ray photons.

Note that the peak in the spectral dependence of
photocurrent cannot be accounted for by the charge-
carrier diffusion from the proton-irradiated layer into
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the substrate since the diffusion coefficient is small in
GaAs samples with a high concentration of defects. It
was shown previously [2] that the charge-carrier life-
time was on the order of 10 ps in GaAs with a very high
concentration of defects. This lifetime corresponds to a
diffusion length of about 0.1 µm, whereas the absorp-
tion depth for optical radiation varies from 0.1 to 1 µm,
depending on the wavelength.

Apparently, the observed increase in the surface-
recombination efficiency is mainly caused by a change
in the surface potential as a result of irradiation with
γ-ray photons. A decrease in the tangential electric-field
component in the surface layer to some extent sup-
presses the process of separation of nonequilibrium
charge carriers and, thus, leads to an increase in the
recombination rate. This conclusion is indirectly con-
firmed by the variation observed in the height of the
Schottky barrier (Table 1).

As is well known, the dark current of diodes
increases owing to an increase in the thermal-genera-
tion rate as a result of irradiation of p–n junctions with
neutrons and γ-ray photons [19]. At the same time, the
photocurrent in the diodes decreases owing to a
decrease in the charge-carrier lifetime [2]; i.e., the pho-
tosensitivity decreases drastically. The situation for
semiconductor photoresistors is different: variations in
the dark current and photocurrent have the same “sign”
due to an increase in the resistivity as a result of irradi-
ation [2], so that the value of the variation in photosen-
sitivity is controlled by the relation between the rates of
increase in the resistivity of the semiconductor and the
decrease in the lifetime of charge carriers. Typically,
these rates are not equal to each other and, moreover,
depend on the fluence in the case of irradiation with
neutrons [19], so the dependence of the charge-carrier
lifetime on the neutron fluence starts to level off at flu-
ences higher than 1013 cm–2 [19]. Estimations based on
previous data [2, 19] show the ratio between the charge-
carrier lifetime in i-GaAs and the resistivity of this
material changes by a factor of 2 even for neutron-radi-
ation fluences of about 1.5 × 1013 cm–2.

An insignificant decrease in the photosensitivity of
the structure is observed in the wavelength region near
870 nm for the samples under study when they are irra-
diated with γ-ray photons, and a decrease by only a fac-
tor of 2 is observed when they are irradiated with neu-
trons at a fluence of 1014 cm–2. The latter observation
suggests that variations in the resistivity of the sample
and the charge-carrier lifetime in samples exposed to
combined γ–neutron radiation vary synchronously
owing to the aforementioned effects of the rearrange-
ment and redistribution of defects.

Thus, the design and fabrication technology sug-
gested by us for interdigitated structures on a proton-
irradiated epitaxial layer of undoped GaAs makes it
possible to fabricate photodetectors with high radiation
resistance to combined irradiation with γ-ray photons
and neutrons.
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5. CONCLUSIONS

On the basis of the results reported in this paper, we
can draw the following conclusions.

(i) The presence of radiation defects causes a
decrease in the charge-carrier concentration and an
increase in the resistance of the samples by two orders
of magnitude.

(ii) The accumulation of radiation defects at the
metal–semiconductor interface causes an increase in
the potential-barrier height, which has a significant
effect on the dark saturation current of the structures.

(iii) The decrease in the photosensitivity of the
structures as a result of irradiation with high fluences of
neutrons is related to the capture and rapid recombina-
tion of charge carriers at the levels introduced by
defects in the vicinity of clusters of radiation defects
generated by fast neutrons.

(iv) As the dose of γ radiation increases, the defect
complexes formed during irradiation with protons (the
levels corresponding to the PICTS peaks at tempera-
tures T = 300–320 K) are destroyed, and shallow levels
with characteristic temperatures of about 100–200 K
and a relatively small capture cross section appear. At
the same time, under combined irradiation with γ-ray
photons and neutrons, the opposite occurs: the forma-
tion of shallow levels is suppressed, and levels are
formed that are characteristic of irradiation with neu-
trons and have large capture cross sections and PICTS
peaks at 320–340 K.

(v) The photosensitivity of the structures under con-
sideration is radiation-resistant if the incident photons
have an energy that almost coincides with the band gap.
This behavior is accounted for by synchronism in the
rates of variation of dark resistivity and photocurrent
amplitude in the samples irradiated with γ-ray photons
and simultaneously with γ-ray photons and neutrons.

(vi) These results make it possible to recommend
the design and technology suggested above for the fab-
rication of radiation-resistant photodetectors.
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Abstract—Nuclear-particle detectors based on SiC with a structure composed of an n+-type substrate, a p-type
epitaxial layer, and a Schottky barrier are studied. Structures with a ~10-µm-thick 6H-SiC layer exhibit transis-
tor properties, whereas those with a ~30-µm-thick 4H-SiC layer exhibit diode properties. It is established that
a more than tenfold amplification of the signal is observed in the transistor-type structure. The amplification is
retained after irradiation with 8-MeV protons with a dose of at least 5 × 1013 cm–2; in this case, the resolution
is ≤10%. Amplification of the signal was not observed in the structures of diode type. However, there were
diode-type detectors with a resolution of ≈3%, which is acceptable for a number of applications, even after irra-
diation with the highest dose of 2 × 1014 cm–2. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, much attention has been paid to silicon
carbide SiC in studies of materials for semiconductor
nuclear-radiation detectors. This is related to the
progress made in growing SiC films with characteris-
tics that are acceptable for fabricating detectors. In the
context of nuclear-radiation detectors, SiC properties,
such as a high threshold energy for defect production
(a prerequisite for radiation resistance) and a wide band
gap, are very attractive. The wide band gap reduces
both the excess current generated in the detector vol-
ume and the related noise by several orders of magni-
tude. As a result, SiC detectors maintain normal opera-
tion at temperatures as high as 500°C [1], which, com-
bined with high chemical stability, makes these
detectors unique for special applications.

In this paper, we report the results of studying the
radiation resistance of detectors based on SiC films and
subjected to irradiation with 8-MeV protons up to doses
of 5 × 1013 or 2 × 1014 cm–2, depending on the type of
detector structure. In these conditions, the concentra-
tion of primary radiation defects is in the range (2–8) ×
1016 cm–3, which exceeds the difference concentration
of initial impurities by more than an order of magni-
tude. It seems important to find out to what extent the
introduction of defects affects the performance of
detectors.

The films had p-type conductivity and were
obtained by sublimation epitaxy on heavily doped
n+-type substrates. We used two groups of films, with
thicknesses d ≈ 10 µm and d ≈ 30 µm. The films of the
first group, which had the structure of a 6H-SiC poly-
1063-7826/04/3807- $26.00 © 20807
type, were obtained at the Ioffe Physicotechnical Insti-
tute and had a difference concentration of acceptor and
donor impurities (Na – Nd) ≤ 7.5 × 1014 cm–3. The
thicker films were grown at Linköping University
(Sweden) and had a 4H-SiC polytype structure with
(Na – Nd) = (3–5) × 1015 cm–3.

A Schottky barrier was formed at the surface of
p-type films using magnetron-sputtering deposition of
Ni; this barrier served as the n-type contact. A reverse
bias voltage U was then applied to the barrier, and the
structures were tested in a mode that detects the sepa-
rate α particles of natural decay. We used the standard
instrumentation for the method of pulse-height analysis
to determine the energy E measured by the detector as
a function of the reverse bias U applied to the barrier
with the α-particle energy in the range 3.5–5.4 MeV.

As was reported by Lebedev et al. [2], amplification
of the signal, which is characteristic of transistor struc-
tures, was observed for detectors based on films with
d ≈ 10 µm. As the bias U increased, the signal E(U)
increased superlinearly and was several tens of times
greater than the energy absorbed in the detector. At the
same time, the signal E(U) leveled off at values of
E close to the energy of α particles for detectors based
on thicker films with d ≈ 30 µm (these films were also
more heavily doped). This leveling-off is characteristic
of the design of detectors in the diode version and indi-
cates that the extent W of the field region of the collec-
tor–base junction is insufficient for the transistor effect
to appear. As a result, tests of the structures based on
films of the aforementioned types made it possible to
provisionally separate the detectors into transistor and
diode types.
004 MAIK “Nauka/Interperiodica”
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Previously (see [3]), a high degree of compensation
for the SiC conductivity was observed at doses
≈1015 cm–2 in studies of the effect of irradiation with
1-GeV protons on diode structures based on n-type
6H-SiC films with Nd – Na ≈ 4 × 1015 cm–3.1 It is impor-
tant to examine to what extent the aforementioned
doses affect the run E(U) of the signal at the output of
the transistor formed on p-type 6H-SiC film. Thus, the
starting dose for irradiating transistors with 8-MeV
protons was taken to be 1013 cm–2.

The starting dose was increased to 1014 cm–2 (equiv-
alent to ≈1016 cm–2 relativistic protons) for diodes. In
addition to the increase in doses, it was expected that
the compensation of conductivity would increase the
values of W and make it possible to obtain transistors
with a thick base.

Apart from the aforementioned measurements of
signals induced by α particles E(U), we also measured

1 The differential cross section of the Rutherford scattering of pro-
tons at the target atoms with a transfer of energy in the range
from Etr to Etr + dEtr is inversely proportional to the product

Ep , where Ep is the proton energy. Therefore, a dose of 1-GeV

relativistic protons is equivalent to a dose of 8-MeV protons that
is lower by approximately a factor of 100.

Etr
2

Comparison of the contributions of Si and C atoms to the
absorption of the proton energy

Atoms in 
the film

Energy absorbed 
by atoms, keV

Number of
collisions with

a proton*

Mean energy 
in collisions, 

eV

Si 51.6 276 187

C 14.7 113 130

* Collisions leading to the formation of vacancies are taken into
account.

100

10

1

Counts

100 1000 Etr, eV

Si
C

Fig. 1. Distribution of energy transferred to the atoms of the
silicon carbide film in the passage of 8-MeV protons. The
thickness of the film is 30 µm; the sampling statistic is
reported for 985 protons.
the dependences of the structures’ capacitance on the
bias C(U). All the measurements were carried out at
room temperature.

2. SPECIAL FEATURES OF INTERACTION 
BETWEEN PROTONS AND SIC FILMS

As is well known, the production of radiation
defects in semiconductors by nuclear particles involves
two stages. The first stage involves two processes. First,
the atoms of the matrix are displaced as a result of
direct interaction with the particle. A collision cascade
then develops; in this process, the defects are produced
by primary recoil atoms that acquire sufficient energy
from the incident particle. In the second stage, the pri-
mary vacancies and interstitials become involved in var-
ious physicochemical reactions (mainly with the defects
existing in the matrix). The first stage can be simulated in
detail using the TRIM software package [4].

As applied to the case under consideration, we sim-
ulated the result of the passage of protons with Ep =
8 MeV through a SiC film with d = 30 µm. The values
of the displacement-threshold energy were taken to be
35 and 20 eV for Si and C, according to the published
data [5, 6]. The calculation showed that, despite the
lower value of threshold energy for C atoms, the main
fraction of the vacancies produced is related to
Si atoms. This circumstance is caused by the quadratic
dependence of the proton-scattering cross section on
the atomic number of the element. A comparison of the
role of Si and C atoms in the collisions that occur is
illustrated in the table (the result of the passage of
985 protons through the films was traced).

As follows from the table, the total number of colli-
sions (leading to the production of vacancies) per inci-
dent proton is equal to (276 + 113)/985 = 0.40. How-
ever, vacancy–interstitial pairs are also generated in the
course of subsequent cascades caused by recoil atoms,
which leads to a value of 1.28 vacancies per incident
proton (with a statistical sample of ≈2 × 104 protons).

It is significant that the energy is transferred to
atoms in small portions in collisions with protons (see
Fig. 1 and the rightmost column of the table).
A decrease in the number of events with an increase in
the energy (Etr) transferred in a collision occurs for Si

atoms in proportion to 1/  according to the approx-
imation (see the straight line in Fig. 1). This depen-
dence is almost consistent with the analytical depen-

dence proportional to 1/ .

3. RESULTS OF IRRADIATION 
OF TRANSISTOR STRUCTURES

3.1. Measurements of Capacitance

It was assumed in measurements of the transistor
capacitance as a function of the voltage at the collector

Etr
1.92

Etr
2
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C(U) that the emitter capacitance (Cem) remained
unchanged. Since

(1)

where C(U)col is the collector capacitance, the quantity
Na – Nd can be determined from the value of the squared
derivative2 

(2)

As was expected, the effective concentration of charged
impurities changed considerably as a result of irradia-
tion with a proton dose of 1013 cm–2. This change was
due to the compensation of the film’s conductivity and
manifested itself in the modified shape of the C(U)
curve, where a leveled-off portion appeared (Fig. 2).
The values of Na – Nd calculated using formula (2) from
the linear portion 1/C = f(U1/2) decreased from
(7.1−7.5) × 1014 to (1.8–2.6) × 1013 cm–3 for samples 22
and 33, respectively.

An increase in the proton dose to 2 × 1013 cm–2 (and
then to 5 × 1013 cm–2) resulted in a higher degree of
compensation, so that the contact potential difference
was sufficient to attain the saturation of the values of
capacitance.

3.2. Measurements of the Signal in Detecting 
α Particles

We used α particles with an energy of 3.5 MeV and
a range of ~10 µm in SiC; this range coincided with the

2 In the case of diodes, one typically uses the derivative of the
square of 1/C: [d(1/C2)/dU] ∝  1/(Na – Nd).

1/C U( ) 1/Cem 1/C U( )col,+=

d 1/C( )d U[ ] 2
1/ Na Nd–( ).∝

0.35

0.30

0.25

0.20

0.15

0.10

0.05

1/C, pF–1

0 2 4 6 8 10 12

1
2
3
4
5
6

(U + 1.5)1/2, V1/2

Fig. 2. Dependence of the capacitance of transistor struc-
tures on the bias voltage applied to the collector for different
doses of irradiation with protons. Curves 1, 3, and 5 corre-
spond to sample 22, and curves 2, 4, and 6 correspond to
sample 33. Curves 1 and 2 represent the data for unirradi-
ated samples. Curves 3, 4 and 5, 6 represent the results of
measurements for samples irradiated with doses of 1 × 1013

and 2 × 1013 cm–2, respectively.
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thickness of the detector base. The aforementioned
energy value was obtained by slowing down the 238Pu
α particles in the 20-mm air gap between the source
and the detector. We measured the average pulse height
in the spectrum, the spectrum shape, and the full width
of the spectral line at half-maximum (FWHM). The
number of channels in the pulse-height analyzer was
4000. The energy interval per channel was determined
using a silicon detector.

The dependence of the average pulse height on the
bias is shown in Fig. 3, where 1.5 V allows for the con-
tact potential difference. If the charge introduced into
the detector by an α particle is not amplified, a linear
dependence, E ∝  W ∝  (U + 1.5)1/2, should be observed
for the variables used (in the approximation of a spa-
tially uniform charge generation). It can be seen from
Fig. 3 that the superlinear increase in the signal E(U) is
replaced by an almost linear increase as the proton dose
is increased from 1 × 1013 to 5 × 1013 cm–2. However,
the amplitude of the signal is as large as 45 MeV (tak-
ing into account that the average energy for the forma-
tion of an electron–hole pair in SiC is equal to 7.7 eV
[7]); this amplitude is tenfold greater than the energy
introduced into the detector base.

The shape of the spectral line was Gaussian, and the
FWHM as a function of the bias remained in general
almost unchanged as the dose increased (see Fig. 4).
A difference can be observed only for the portions
where the smallest values of FWHM are attained
(FWHM < 10%). For example, biases U ≈ 50 V are
needed to attain the smallest value of FWHM after irra-
diation with 2 × 1013 cm–2 of protons. In contrast, this
value is attained at U > 100 V for a proton dose of 5 ×
1013 cm–2. According to Fig. 2, these values of U signif-
icantly exceed those required to deplete the base.

Fig. 3. Mean amplitude in the signal spectrum for a transis-
tor structure as a function of the collector bias voltage for
several doses of irradiation with protons. Sample 33: α par-
ticles with an energy of 3.5 MeV are detected. The doses
of protons are (1) 1.0 × 1013, (2) 2.0 × 1013, and (3) 5.0 ×
1013 cm–2.
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4. RESULTS OF IRRADIATING 
THE DIODE STRUCTURES

4.1. Measurements of Capacitance

After irradiation with a proton dose of 1014 cm–2, the
samples could be divided into two groups, according to
the shape of dependences C = f(U). For the samples of
the first group, C depended on U; however, extrapola-
tion of the initial portion of curve 1/C = f[(U + 1.5)1/2]
to U + 1.5 = 0 did not yield the value 1/C = 0 (see Fig. 5).
This observation indicates that a specific region appears
in the structure whose size does not depend on bias.

Fig. 4. Spectral-line width for a transistor structure as a
function of the collector bias voltage for different doses of
irradiation with protons. Sample 33: α particles with an
energy of 3.5 MeV are detected. The doses of protons are
(1) 2.0 × 1013 and (2) 5.0 × 1013 cm–2.
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1/C, pF–1

2 4 6 8 10 12
(U + 1.5)1/2, V1/2

Fig. 5. Dependences of the capacitance of a diode structure
on the bias voltage after irradiation with protons with a dose
of 1014 cm–2. Curves 1 and 2 correspond to samples IV-3
and III-5, respectively. The weak-field region manifests
itself when the curves are extrapolated to zero on the hori-
zontal axis.
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Ryvkin et al. [8] introduced the term “weak-field
region” (WW), since the voltage drop across this region
is equal to the difference between the Fermi level and
the compensating level and remains so irrespective of U.
In the case under consideration, the values of WW were
no larger than 5 µm, so the electric-field strength was
estimated to be F ≈ 1 kV/cm.

The capacitance was independent of the bias U for
the samples of the second group; i.e., the conductivity
compensation is more profound in this case.

4.2. Measurements of the Signal in Detecting 
α Particles

High-voltage biases (up to 1 kV) could be applied to
diodes of the second group; thus, we were able to mon-
itor the charge transport in strong fields and analyze
both the amplitude and shape of the spectral line. We
used α particles with energy Eα = 5.4 MeV. The charge-
collection efficiency (CCE) was as high as 0.8, and the
resolution was limited by the FWHM (≤2%). The shape
of the line was Gaussian.

However, we failed to obtain a dependence of the
signal on bias, which is typically observed for transistor
structures. According to estimations, the width of the
zone of a strong field (F ≈ 70 kV/cm) was W ≤ 15 µm,
which was found to be insufficient for emitter–collector
interaction with a base width of 30 µm.

An increase in the proton dose to 2 × 1014 cm–2 did
not lead to changes in the shape of the dependences of
CCE and FWHM on bias either, but it did affect the val-
ues of these quantities. Diodes III-5 (which retained the
value CCE ≈ 0.8) and VI-4 (in which the values of CCE
decreased appreciably) were opposite with respect to
CCE(U) dependence (Fig. 6, curves 2, 4). Both the
aforementioned trends manifested themselves in the
curves for sample IV-3, where two groups of signals
(curves 1, 3) were observed simultaneously. The
CCE(U) dependence according to the lower peak for
sample IV-3 (IV-3min) was similar to that for sample VI-4,
whereas this dependence for the higher peak (IV-3max)
almost coincided with the case of CCE ≈ 0.8.

The energy resolution also degraded and in the best
case (diodes III-5 and IV-3) was limited to FWHM = 3%.
It is significant that the values of FWHM = f(U) were
identical for both peaks of sample IV-3. This circum-
stance makes it possible to account for the presence of
two peaks according to Fig. 6. The conductivity is com-
pensated with different rates over the area of the sample
owing to the nonuniform distribution of impurities in
the starting film. In general, the diode is divided into
several detectors with individual conditions of signal
formation. Diode IV-3 can be represented as two detec-
tors, in one of which the base is not completely
depleted. As is well known [9], the presence of a high-
resistivity base leads to a decrease in the signal by a fac-
tor of W/d, which is characteristic of peak IV-3min in
sample IV-3.
SEMICONDUCTORS      Vol. 38      No. 7      2004
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Finally, diode VI-4, which exhibited the lowest CCE,
also featured the worst resolution (FWHM = 7%).

5. CONCLUSION

The results of this study clarify the limits of normal
operation of detectors based on p-SiC films (6H and
4H polytypes) irradiated with 8-MeV protons with
doses as high as 5 × 1013 and 2 × 1014 cm–2 for transis-
tor- and diode-type structures, respectively. Even at the
highest doses, the detectors can still be used for the
spectrometry of α particles. The resolution of the tran-
sistor-type detectors amounts to ≤10% (with signal
amplification greater than a factor of 10). As for diode
detectors, there is a group of them that has a resolution
of about 3%, which is acceptable for most applications.

Both values for the upper limit of the aforemen-
tioned doses correspond to the introduction of primary
defects with a concentration that exceeds the starting
concentrations of uncompensated impurities by more
than an order of magnitude. In the case of diode-type
detectors, the concentration of primary defects is as
high as 8 × 1016 cm–3. Such a high concentration of
defects reduces the lifetime of nonequilibrium charge
carriers, which manifests itself in a decrease in the effi-
ciency of the charge transport.

1
2
3
4

0.8

0.6

0.4

0.2

0 4 8 12 16 20
(U + 1.5)1/2, V1/2

CCE, arb. units

Fig. 6. Charge-collection efficiency (CCE) as a function of
the bias voltage in a diode structure after irradiation with
protons with a dose of 2 × 1014 cm–2. Curves 1–4 corre-
spond to spectral lines of samples IV-3max, III-5, IV-3min,
and VI-4, respectively (see the text).
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Simultaneously, the presence of the structure
defects gives rise to a beneficial effect: a decrease in the
charge of uncompensated impurities (compensation of
the conductivity of p-type films). However, the degree
of compensation was found to be insufficient to deplete
diode structures with a base thickness ≈30 µm, which
prevented the observation of the signal amplification
characteristic of transistor-type detectors.

The results obtained are qualitatively close to those
of previous research [3] carried out on 6H-SiC films
with n-type conductivity. However, further studies are
required in order to compare the radiation resistance of
n- and p-SiC films in more detail.
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Abstract—Energy and kinetic characteristics of theinduced transparency in quartz sol–gel glasses containing
copper selenide nanoparticles of different stoichiometry are studied. The dependence of the nonlinear optical prop-
erties of the glass samples on the chemical composition of copper selenide particles, which gives rise to an addi-
tional absorption band in the near-infrared region and determines its spectral position, is established. It is found
that the time of relaxation of the induced transparency increases and the peak absorption cross section decreases
as the absorption maximum shifts to the low-energy spectral region. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductor nanoparticles introduced into a
dielectric matrix are currently being intensively studied
[1, 2]. Indeed, a variety of quantum-confinement effects
in such materials determines the specific features of the
optical response of nanoparticles and makes these opti-
cal materials with novel properties promising for appli-
cations [3–6]. The character of the quantum-confine-
ment effects is determined not only by the size of nano-
particles but also by their chemical nature, crystalline
structure, the state of the surface, and the degree of
order in the material. The spectroscopic properties of
I−VIII (for example, Cu and Ag chalcogenides), II–VI
(CdS, CdSe), III–V (GaAs, InP), and IV–VI (PbS,
PbSe) compounds in the form of nanoparticles have
been largely established. Particles with sizes that allow
for the formation of a crystalline lattice usually form
nanocrystalline phases with invariable composition and
almost single-crystal structure. Some other semicon-
ductors, including copper and silver chalcogenides,
have more complex crystalline structures and their
chemical compositions do not necessarily obey the
strict rules of stoichiometry [7–12]. In this case, the
size-dependent properties of nanoparticles depend not
only on the particle size but also on stoichiometry, the
state of the surface, and the presence of intrinsic defects
and impurities. An example of such a material is copper
selenide CuxSe, which exists as a series of stable and
metastable phases under normal conditions, with the
stoichiometry coefficient x varying from 1 to 2. The pres-
ence of nonstoichiometric phases with x < 1 or x > 2 is
also possible [13–15]. The variation in x produces a
substantial change in the band gap Eg (from 1.8 to
1.1 eV for x varying from 2 to 1, respectively) [16–20]
1063-7826/04/3807- $26.00 © 20812
and, furthermore, the parameters of the energy-band
structure cannot be unambiguously determined from
the data of different authors. The variation in the sto-
ichiometry of copper selenide is accompanied by a
change in the crystalline structure. Moreover, the
phases of different stoichiometry exhibit a series of
phase transitions as temperature varies. There is lack of
data on copper selenide in the form of nanoparticles;
there are only indications that it is possible to synthe-
size CuxSe for 1 ≤ x ≤ 2 using the sonochemical method
in water [21], Cu2 – xSe in a nonaqueous medium [22],
and Cu2 – xSe using the microwave activation method
[23]. These studies also contain no data on the energy-
band structure or on the optical properties of the mate-
rials. However, there are numerous studies dealing with
copper selenide in the form of thin films [13], which are
promising for photoelectric devices, but the properties
of individual particles may differ considerably from
those of films. Previously, it was shown that CuxSe can
be formed in quartz (thin film or bulk)matrices obtained
from organosilicon precursors by the sol–gel method.
According to [24–26], the optical properties of copper
selenide nanoparticles are to some extent unique com-
pared to those of the compounds mentioned above,
which are traditionally used in quantum-confinement
studies. In addition to interband transitions, the spectra
include a highly intense absorption band in the near-
infrared (IR) region, which may be attributed to the for-
mation of intraband levels due to surface oxidation of
nanoparticles. The CuxSe nanoparticles in dielectric
matrices (glass, transparent polymer) exhibit phototropic
properties; i.e., the initial optical absorption can increase
to saturation and then return to the initial value with a char-
acteristic recovery time.
004 MAIK “Nauka/Interperiodica”
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In this study, we consider the optical properties of
phototropic media: quartz glasses fabricated using sol–
gel technology with inclusions of copper selenide
(CuxSe) nanoparticles. The energy and kinetic charac-
teristics of the induced transparency in glasses with
nanoparticles of different composition in the near-IR
region are obtained, and a possible mechanism for the
induced transparency that provides an interpretation of
the optical properties observed is suggested.

2. PREPARATION OF SAMPLES

Quartz glass samples containing CuxSe nanoparti-
cles were fabricated by a series of operations typical of
the well-known sol–gel method based on tetraethy-
lorthosilicate (TEOS) hydrolysis and modified to facil-
itate the formation of nanoparticles of the required
composition [27–29]. The main steps of this method are
as follows. Polysilicon acid sol was prepared by mixing
TEOS, ethyl alcohol, water, and a small amount of HCl,
which served as a hydrolysis catalyst. A solid filler in
the form of SiO2 particles with diameter 20–50 nm
(aerosil) was introduced into the sol to form a homoge-
neous mixture, which transforms into the gel state as a
result of the neutralization of sol by a water solution of
ammonia (0.1 mol/l) to pH ≈ 6; the gels obtained were
kept in plastic containers with a specified configuration.
After drying in air, the gels were subjected to annealing
at different temperatures (from 600 to 1100°C), which
provided an opportunity to control the porosity of the
gel before introducing copper salts as doping compo-
nents. As a result, we obtained porous xerogels consist-
ing of SiO2 (with a small amount of residual hydroxide
groups). To introduce copper to xerogels, the latter
were impregnated with an alcohol solution of Cu(NO3)2
at a concentration of (3–10) × 10–3 mol/l. After being
died in air, the samples were subjected to thermal treat-
ment in a hydrogen flow at 600°C for 1 h and placed
into quartz cells, which contained a specified amount of
elementary selenium sufficient to produce a selenium
partial pressure of about 1 atm at the peak temperature
1200°C. The cells were sealed and heated to 1200°C, in
accordance with the chosen rate of temperature
increase. As a result, the glass samples were stained by
CuxSe nanoparticles. For optical measurements, we
chose five samples, which differed in the temperature
conditions of xerogel treatment and in copper content.
The fact that the composition of the nanoparticles
appeared to be close to that of copper selenide Cu2Se
was confirmed in earlier studies using Rutherford back-
scattering and high-resolution transmission electron
microscopy (TEM) [27, 29]. The presence of copper
selenide nanoparticles in glasses after the final stage of
sintering was also confirmed by the TEM measure-
ments (a UEM-100LM system) carried out by examina-
tion of carbon replicas taken directly from the freshly
cleaved surfaces of the glasses under study. The parti-
cles were almost spherical with diameter ranging from
SEMICONDUCTORS      Vol. 38      No. 7      2004
20 to 50 nm for all the glass samples, which is clearly
seen in Fig. 1.

3. THE OPTICAL EXPERIMENT
The kinetics of the induced transparency was mea-

sured by the picosecond pump–probe technique using
an absorption spectrometer on the basis of a passively
mode-locked laser. We used YAlO3:Nd3+ laser pulses
with a duration of 15 ns and a wavelength of 1.08 µm
(fundamental harmonic) as pump radiation. The energy
density at the sample surface was about 14 mJ/cm2.
Depending on the sample under study, the wavelength
of the probe radiation was 1.08 µm or 1.29 µm (the sec-
ond harmonic of the induced Raman scattering in
KGd(WO4)2 for pumping radiation wavelength
1.08 µm). The induced change in optical absorption can
be defined as

where T(td) and T0 are the transmittances of the irradi-
ated and unirradiated samples, respectively.

The saturation of absorption was studied using the
one-beam technique and by measuring the dependence
of the absorption coefficient at a wavelength of 1.54 µm
on the intensity of pump pulses of duration 80 ns gen-
erated by a passively Q-switched erbium glass laser.
A MgAl2O4:Co2+ crystal was used as the passive Q
switch of the laser [30].

4. RESULTS AND DISCUSSION
Figure 2 shows the linear absorption spectra for a

number of samples of glasses that contain copper
selenide nanoparticles. It can be seen that the position
of the near-IR absorption band varies from sample to
sample, whereas the general appearance of the spectra
is similar for the entire series of samples: in addition to
the band in the visible region mentioned above, an
absorption edge typical of semiconductor materials

∆OD
T td( )

T0
------------,log–=

Fig. 1. A typical micrograph of nanoparticles formed in the
glass samples; 20000× magnification.
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appears. By measuring the position of the edge, we
determined the band gap Eg. For different samples, the
absorption peaks were observed at Emax = (sample 1)
1.23, (2) 1.17, (3) 1.07, (4) 1.03, and (5) 0.89 eV (see
Table). The band gap Eg was determined assuming that
there are indirect allowed transitions and using the
dependences of the absorption coefficient on the photon
energy in the form α"ω = f[("ω – Eg)2] [31].

Note that, for some of the samples studied, the quan-
tity Emax changes systematically; however, there is no
correlation with Eg, although for a number of copper
selenides of different stoichiometry a change in Eg is
observed as the Cu/Se ratio increases [16–20]. There-
fore, the special feature of our samples that is responsi-
ble for the position of the absorption peak is the energy
level position in the band gap (level A in the diagram;
Fig. 2, inset) rather than the change in the stoichiometry

1 (×25)

2 (×80)

3 (×20)

4 (×14)

5 (×2)

T
Emax

A

τf τ
2

1

103

102

10

Absorption coefficient, cm–1

3.0

0

2.5 2.0 1.5 1.0
Photon energy, eV

Fig. 2. Absorption spectra of the glass samples numbered in
accordance with the table; the inset shows the energy dia-
gram of CuxSe nanoparticles.
of copper selenide. The levels can correspond to defect
or impurity states and, in particular, to nanoparticle sur-
face states because of the well-known fact that the frac-
tion of atoms at the surface in nanosize particles is con-
siderably larger than that in a bulk crystalline or amor-
phous material. In copper chalcogenides, some special
features of their chemical properties can give rise to
additional states in view of the tendency of copper to
form compounds with different stoichiometry and dif-
ferent valence states. In other words, an internal elec-
tron transfer without a change in the total charge state
of the particles is possible, which is shown in the
energy diagram as a process involving the levels in the
band gap. As we proceed from sample 1 to sample 5,
the intraband level apparently approaches the bottom of
the conduction band (Fig. 2, inset), which produces a
variation in optical properties: the absorption-band
energy decreases and the relaxation time increases.

Figure 3 illustrates the kinetics of the induced trans-
parency in the glass samples under study. The relax-
ation kinetics of the induced transparency is exponen-
tial and can be expressed in the form

(1)

where τ is the characteristic relaxation time. The value
of τ varies from sample to sample from 0.15 to 1.24 ns
(see table). Analyzing the relation between the relax-
ation time and the absorption peak Emax, we note that
longer relaxation times correspond to the peaks with
lower energies (Fig. 4), which can be explained by the
closer position of the intraband level to the bottom of
the conduction band (Fig. 2, inset).

Figure 5 shows the dependence of the absorption
coefficient of the glass samples under study on the
pump intensity. A decrease in absorption (induced
transparency) is observed for all the samples. The resid-
ual absorption αB in the state with increased transpar-
ency normalized to the initial absorption α0 at a given
wavelength is in the range 0.35–0.89. Solid curves in
Fig. 5 represent the results of simulation using the fast-
relaxation absorber model [32], where the absorption
coefficient is described as

(2)

∆OD td( ) ∆OD 0( ) t/τ–( ),exp=

α I0( )
α0 αB–

1
I0

IS

----+
------------------ αB,+=
Spectral and kinetic characteristics of sol–gel glasses with CuxSe nanoparticles

Sample Emax, eV Eg, eV τ, ns IS, MW/cm2 ("ω = 0.8 eV) αB/α0 ("ω = 0.8 eV) σmax, 10–17 cm2

1 1.23 2.0 0.3 – – 15.06*

2 1.17 1.4 0.15 5.5 0.89 17.60

3 1.07 1.8 0.24 – – –

4 1.03 2.0 0.95 5 0.56 3.0

5 0.89 1.8 1.24 7 0.35 0.87

* The value was obtained from data on the absorption saturation at "ω = 1.17 eV [26].
SEMICONDUCTORS      Vol. 38      No. 7      2004
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where IS is the saturation intensity. The values of αB/α0
and IS corresponding to the closest correlation between
the numerical results and the experiment are listed in
the table. The residual absorption can be attributed to
the effect of absorption by the excited states [33].

Using the obtained set of data on the absorption of
CuxSe nanoparticles in glass samples, we can plot the
dependence of the residual absorption αB in the state
with induced transparency on the difference between
the pump photon energy "ω = "ωpump and the maxi-
mum Emax of the absorption band considered (Fig. 6).
The residual absorption is minimal in the spectral
region corresponding to the absorption peak and
increases as the pump frequency is detuned from the
absorption peak. Figure 6 also shows the data obtained
in [26] for sample 1 for pumping with a different pho-
ton energy of "ωpump = 1.17 eV. These data are consis-
tent with the results of this study and readily fit the
behavior of αB("ωpump)/α0("ωpump) as a function of
Emax – "ωpump.

Using the saturation intensities IS and the relaxation
times τ, we calculated the absorption cross sections σ
for the photon energies "ωpump from the well-known
expression σ = "ωpump/2ISτ. Using the relationship

(3)

where  is the absorption coefficient at the maxi-
mum of the band, we determined the peak values of the
absorption cross sections σmax for the low-energy band
(see table). As we shift the absorption band to higher
photon energies by changing the pump photon energy,
the corresponding peak absorption cross section
increases (Fig. 4) and becomes significantly larger for
the samples with absorption peaks corresponding to the
shortest wavelengths. We may assume that the energy
levels (Fig. 2, inset) that are responsible for the peaks
with shorter wavelengths and have larger absorption
cross sections have a different origin from the levels
whose absorption cross section is an order of magni-
tude smaller. The fact that the intraband levels fall into
two categories is also confirmed by the considerable
difference in their relaxation times: levels of the first
type are characterized by τ ≈ 1 ns and lower values of
σmax, while those of the second type have τ < 400 ps and
larger σmax (Fig. 4, table).

The energy levels under consideration are formed
due to chemical changes in copper selenide nanoparti-
cles (at the surface or at defects that involve a change in
the valence of copper atoms). It is therefore possible to
correlate their discrete character to a specific chemical
model. It should be noted that a size dependence of the
energy levels would indicate a continuous change in the
properties. Hence, it follows that copper selenide nano-

α0
max

α "ωpump( )
-------------------------

σmax

σ "ωpump( )
-------------------------,=

α0
max
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particles that have similar stoichiometry and similar
values of Eg can exist in different chemical states,
which control the position of the intraband level and
cause additional absorption in the low-energy region.

1

2 3

4

5
10–1

10–2

10–3

10–4

–∆OD, arb. units

0 200 400 600 800
Delay time, ps

Fig. 3. Kinetics of the induced change in the absorption
∆OD of quartz glasses containing CuxSe nanoparticles.
Pump pulse parameters: photon energy 1.15 eV, pulse duration
15 ps. Probe photon energy: (sample 1) 1.38, (2, 3, 5) 1.15, and
(4) 0.96 eV. Experimental data are indicated by dots; the
results of simulation are represented by solid curves.
Numbers by the curves correspond to the sample numbers
in the table.

"ω = 1.17 eV

τ, ps

1200

800

400

0
0.8 1.0 1.2

Emax, eV

10

1

σmax, 10–17 cm2

1
2

Fig. 4. (1) Time of relaxation of the induced transparency τ
and (2) the peak cross section σmax vs. the absorption peak
energy Emax for the samples of glasses containing CuxSe
nanoparticles.
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5. CONCLUSION

Samples of quartz glasses containing copper
selenide nanoparticles were fabricated using sol–gel
technology, and the characteristics of their linear
absorption in the visible and IR regions were studied.

2

4

5

1.00

0.75

0.50

0.25

α/α0

0 50 100 150
Input intensity, MW/cm2

Fig. 5. Absorption coefficient of glasses containing CuxSe
nanoparticles vs. the intensity of the pump pulses with pho-
ton energy "ω = 0.8 eV and duration 80 ns. Experimental
data are indicated by dots; the results simulation are repre-
sented by solid curves. Numbers by the curves correspond
to the sample numbers in the table.

1.17 eV

4

2

1
5

αB ("ωpump)/α0("ωpump)
1.0

0.8

0.6

0.4

0.2
0.1 0.2 0.3 0.4

Emax – "ωpump

Fig. 6. Residual absorption in the state with induced trans-
parency αB/α0 vs. the spectral position of the line of the
excitation radiation Emax – "ωpump. Numbers by the curves
correspond to the sample numbers in the table. For samples 2,
4, and 5, "ω = "ωpump = 0.8 eV; for sample 1, 1.17 eV
(indicated in the plot).
We investigated the energy and the kinetic characteris-
tics of the induced transparency in glasses with CuxSe
nanoparticles of different stoichiometry in the presence
of laser pumping with frequencies that are efficiently
absorbed due to the low-energy spectral band. Different
glasses feature different positions of low-energy peak
absorption; for example, as the peak position varies
from 1.23 to 0.89 eV, the characteristic time of relax-
ation of the induced transparency corresponding to the
absorption saturation in the band considered increases
from 0.15 to 1.24 ns and the peak absorption cross sec-
tion decreases from 1.7 × 10–17 to 8.7 × 10–18 cm2. This
behavior is related to the appearance of intraband levels
of different chemical nature.
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Abstract—Photoluminescence (PL) spectra and PL excitation spectra were recorded at room temperature from
SiO2 films implanted with Ge+ ions and annealed at temperature Ta = 450–1100°C under hydrostatic pressure
P = 12 kbar. The emergence of features in the violet and green bands of the PL and PL excitation spectra cor-
relates with the formation of hydrostatically strained Ge nanocrystals. The shift of the PL bands to higher ener-
gies, which occurs as the annealing temperature is raised to Ta ≥ 800°C, can be attributed to a shift of the energy
levels related to the radiative recombination centers, which is caused by the increasing deformation potential.
The observed PL is accounted for by the enhanced probability of direct radiative transitions in Ge nanocrystals
with an X-like conduction band. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The increasing interest in the synthesis and study of
the properties of nanocrystalline Ge (nc-Ge), a material
which emits light in the visible spectral range and is
competitive with direct-gap semiconductors (such as
GaAs and AlGaAs), has been stimulated by the specific
band structure of this material. First, it has quite a wide
band gap [1]; second, the small difference between the
energies of direct and indirect transitions ensures small
times of radiative recombination of quantum-confined
electrons and holes in nc-Ge [1, 2]. Photoluminescence
(PL) in the violet (3.1–4.3 eV) and green (~2.2–2.4 eV)
spectral ranges was experimentally observed in SiO2
films containing Ge [2–9]. The characteristics of these
bands strongly depended on the Ge content in the SiO2
matrix and on the conditions of subsequent thermal
treatment. Violet PL peaks at 3.1 and 4.3 eV dominated
in the spectra of SiO2 films with a low (≤3 at %) content
of Ge, annealed at temperatures Ta ≈ 500°C [8]. These
peaks are mostly attributed [10–12] to radiative transi-
tions between the singlet (S) and triplet (T) states,
S1  S0 and T1  S0, in the set of energy levels of a
neutral oxygen vacancy bound to two Ge atoms in the
SiO2 matrix. Regarding the nature of the green PL
band, there is still no consensus among researchers. In
several studies it was attributed to radiative recombina-
tion of quantum-confined electrons and holes in nc-Ge
[2, 5, 6]. However, the absence of a clearly pronounced
correlation between the size of the nanocrystals and the
position of the PL peak has stimulated the search for
alternative sources of the green PL band. For example,
the recombination of quantum-confined electrons and
holes in Ge nanoclusters about 2 nm in size or less,
1063-7826/04/3807- $26.00 © 20818
which have no crystalline structure [7]. At the same
time, we have recently shown [13, 14] that SiO2 films
containing amorphous Ge nanoclusters about 2 nm in
size do not luminesce in the visible part of the emission
spectrum. The interface between nc-Ge and the SiO2
matrix was also mentioned as a possible source of the
PL band at ~2.38 eV [8], although another group of
authors [2, 9] considers the interface as a channel of
nonradiative recombination of electrons and holes gen-
erated in nc-Ge. Earlier, we found that the appearance
of a green band in PL from SiO2 films with rather low
Ge content (0.67–3 at % Ge), annealed at high (Ta =
1130°C) temperature under hydrostatic pressure (P =
12 kbar), correlates with the formation of uniformly
strained Ge nanocrystals [13, 14]. In this study, we
present the results of a detailed investigation of the PL
emission and excitation spectra in the visible range for
SiO2 films implanted with Ge+ ions and annealed under
pressure.

2. EXPERIMENTAL

Ge nanocrystals were formed in 500-nm-thick SiO2
films that were thermally grown on (100) n-Si wafers
with a resistivity of 5–10 Ω cm. Oxide films were
implanted first with Ge+ ions with an energy of
450 keV, followed by ions with an energy of 230 keV,
with doses of 3.0 × 1016 and 1.8 × 1016 cm–2, respec-
tively. The energies and doses used allowed a homoge-
neous distribution of Ge in SiO2 films to be formed at
depths of ~0.1–0.35 µm. The content of Ge in this layer
was ~3 at %. After the implantation, samples were
annealed in an Ar atmosphere at temperatures Ta = 450–
004 MAIK “Nauka/Interperiodica”
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1100°C for 5 h. The annealing was performed in a high-
pressure furnace under hydrostatic pressure P = 12 kbar,
as well as in an atmospheric-pressure furnace. In the
high-pressure furnace, the annealing procedure was as
follows. A sample was placed into the furnace, the pres-
sure was raised to 12 kbar, and then the sample was
heated to the necessary temperature. The final stage
was performed in the reverse order: first, the heating
was switched off, and then the pressure was reduced.
This sequence allowed us to exclude the recovery stage,
so that the structural transformations that occurred dur-
ing the high-pressure annealing were fixed at room
temperature. The PL and PL excitation spectra were
recorded at room temperature with a Spex Furomax
spectrometer and Hamamatsu R928 photodetector.

3. RESULTS

Figure 1a shows PL spectra normalized to maxi-
mum intensity, which were excited by light with an
energy of 5.16 eV in SiO2 films implanted with Ge+

ions. The spectra were recorded before and after the
annealing at Ta = 450–1100°C under 12 kbar pressure.
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Fig. 1. PL spectra of SiO2 films implanted with Ge+ ions
(1) before and (2–5) after annealing in an Ar atmosphere for
5 h. (a) Annealing under 12 kbar pressure at temperatures
Ta = (2) 450, (3) 600, (4) 800, and (5) 1100°C. (b) Anneal-
ing at atmospheric pressure at Ta = (2) 600 and (3) 1000°C.
The energy of the exciting light was 5.16 eV.
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The PL spectra recorded immediately after the Ge+

implantation demonstrate two peaks at 3.1 and 4.3 eV,
with an FWHM of ~0.6 and 0.53 eV, respectively.
These peaks are the only peaks that remain in the PL
spectra after annealing at Ta = 450 and 600°C. When the
annealing temperature is raised to 800°C, a new peak at
~2.3 eV appears in the green range in addition to the
peaks mentioned above. When Ta is further increased to
1100°C, the clearly pronounced peaks observed after
annealing at lower temperatures disappear, and a broad
PL band is formed in the range ~2–4 eV. In this situa-
tion, the PL intensity increases in the low-energy
(<3 eV) range, whereas the peak at 4.3 eV virtually dis-
appears. Annealing under atmospheric pressure does
not cause a similar transformation of the PL peaks
(Fig. 1b). Up to Ta = 1000°C, only two peaks at 3.1 and
4.3 eV are observed in the emission spectra, and
increasing Ta only changes their intensity.

Figure 2 shows the intensities of the 3.1- and 4.3-eV
peaks as functions of Ta for annealing under atmo-
spheric pressure and at P =12 kbar. Different behaviors
are observed for samples annealed at pressures of 1 bar
and 12 kbar. In the first case, the data obtained coincide
with those published earlier [8]; i.e., a significant
decrease in the PL intensity is observed only for Ta >
600°C. For samples annealed at P =12 kbar, the inten-
sity of violet PL peaks decreased by nearly an order of
magnitude, starting from Ta = 450°C, and then slowly
decayed as Ta was raised to 800°C. As Ta was further
increased to 1100°C, the intensity of the PL peak at
3.1 eV increased again, whereas the peak at 4.3 eV vir-
tually disappeared.

To reveal the nature of the PL peaks observed, we
studied their excitation spectra. Figure 3 shows excita-
tion spectra for the 3.1-eV emission peak. The PL exci-
tation spectra recorded immediately after the implanta-
tion of Ge+ ions exhibit only one peak at ~5.0 eV. Sub-
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Fig. 2. Intensities of PL peaks with energies (1, 3) 4.3 and
(2, 4) 3.1 eV as functions of the temperature Ta of annealing
(1, 2) at atmospheric pressure and (3, 4) at P = 12 kbar.
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Fig. 3. Excitation spectra of a 3.1-eV PL peak for SiO2 films implanted with Ge+ ions (1) before and (2–5) after annealing in an Ar
atmosphere for 5 h. (a) Annealing under 12 kbar pressure at temperature Ta = (2) 450, (3) 600, (4) 800, and (5) 1100°C. Inset: PL
excitation spectra for SiO2 films implanted with Ge+ ions and annealed at Ta = 1100°C for peaks at (1) 3.1 eV and (2) 2.3 eV.
(b) Annealing at atmospheric pressure at Ta = (2) 600, (3) 1000°C. Inset: energy of the peak in the excitation spectrum of the
3.1-eV PL peak as a function of the temperature of annealing under (1) 12 kbar and (2) 1 bar pressure.
sequent annealing under hydrostatic pressure causes a
blue shift of this peak (Fig. 3a), and after annealing at
Ta = 800°C the energy of the excitation peak for the vio-
let PL band is 5.24 eV. Note that, in the range of rela-
tively low (<800°C) annealing temperatures, the shape
of the excitation spectrum for the violet PL band is not
changed compared to the spectrum of unannealed sam-
ples. After annealing at Ta = 800°C, the excitation spec-
trum has, apart from the main peak at 5.24 eV, two
peaks at 4.5 and 3.7 eV with lower intensity. The occur-
rence of these peaks correlates with the formation of the
green PL peak in the relevant emission spectrum
(Fig. 1a). It is remarkable that the 4.5- and ~3.7-eV
peaks are also seen in the excitation spectrum of the
green PL band (Fig. 3a, inset), whereas the distinct
high-energy (5.24 eV) peak is not observed there. Note
that the 4.5- and ~3.7-eV peaks observed in the excita-
tion spectrum of the green PL band are somewhat
broader than those in the excitation spectrum of the vio-
let PL band. A radical change in the excitation spectrum
for the violet PL band was observed after the annealing
at Ta = 1100°C (Fig. 3a). In this case, no distinct peaks
are observed, and the intensity of the violet emission
increases exponentially as the energy of the excitation
light increases. As mentioned above, in the case of
annealing under atmospheric pressure (Fig. 3b), the exci-
tation spectrum for the violet PL band shows a single
peak at ~5.1 eV. The position of this peak did not change
when Ta increased from 600 to 1000°C (Fig. 3b, inset).

4. DISCUSSION

In the discussion of the nature of the observed PL
bands, we draw attention to the fact that significant dif-
ferences between the PL spectra of samples annealed
under atmospheric pressure and those annealed under
hydrostatic compression start to appear after annealing
at Ta ≥ 800°C. Only two peaks, at about 3.1 and 4.3 eV,
are observed for relatively low Ta, regardless of the
pressure. In both cases, the intensity of these peaks
reaches its maximum under excitation by photons with
an energy of 5.1 eV. The differences were observed
only in the dependences of the intensity of peaks of vio-
let PL on Ta at low annealing temperatures (Fig. 2).

In the literature [8, 15], the nature of the 3.1- and
4.3-eV PL peaks is attributed (respectively) to transi-
tions between the levels of the triplet and the ground
singlet (T1  S0) states, and between those of the
SEMICONDUCTORS      Vol. 38      No. 7      2004
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excited and the ground singlet (S1  S0) states of a
molecule-like ≡Ge–Ge≡ center or, in other words, of a
neutral oxygen vacancy bound to two Ge atoms in a
SiO2 matrix [15]. The differences observed in the
dependences of the PL intensity on Ta in the range 20–
600°C can be explained as follows. For annealing at
atmospheric pressure, the intensity of these PL peaks
first increases as the SiO2 matrix is ordered and the
≡Ge–Ge≡ centers are formed up to Ta ≈ 500°C. Then, at
higher annealing temperatures, Ge atoms are concen-
trated in nanoclusters with subsequent crystallization,
and the intensity of the violet PL begins to decrease
[8, 15]. In the case of annealing under elevated pres-
sure, the clustering of Ge is accelerated [13, 14]. Rapid
formation of the competing centers of radiative or non-
radiative recombination under annealing can reduce the
efficiency of radiative recombination via the ≡Ge–Ge≡
center. As a result, we observe the decrease in the PL
intensity of the 3.1- and 4.3-eV bands, which starts as
early as at Ta = 450°C.

In our experiments, the effect of hydrostatic pres-
sure on the state of the centers responsible for PL
increases as Ta increases. Pressure can stimulate the for-
mation of PL centers with hydrostatically strained
bonds. We believe that this effect causes the blue shift
of the peak in the excitation spectrum for the violet PL
(Fig. 3a), which can be attributed to the shift of the
energy levels of singlet and triplet states of a neutral
oxygen vacancy, induced by the deformation potential.
Furthermore, high-temperature annealing under pres-
sure leads to the formation of hydrostatically strained
Ge nanocrystals. Their formation correlates with the
appearance of the green PL band in the spectra excited
with a 337-nm line from an N2 laser [13, 14]. Addi-
tional peaks at 4.5 and ~3.7 eV appear in the excitation
spectra of PL at 3.1 and 2.3 eV (Fig. 3a), and these
peaks coincide with the peaks in the excitation spec-
trum of the green PL. Thus, the formation of a low-
intensity peak at about 2.3 eV in the emission spectrum
may indicate the beginning of the formation of Ge
nanocrystals. Hence, the appearance of two additional
bands in the excitation spectrum of the 3.1-eV peak
may be related to the additional excitation of carriers
from the band of the Ge nanocrystals to the levels of
neutral oxygen vacancies localized near the interface
between a nanocrystal and the SiO2 matrix. It is worth
noting that, in the case of annealing under atmospheric
pressure at 800°C, only Ge nanoclusters with an aver-
age size of about 2 nm and without a distinct crystal
structure are formed [16].

Radical distinctions between the PL spectra of sam-
ples annealed under atmospheric and elevated pressure
were observed for Ta = 1000–1100°C (Fig. 1). For the
case of annealing at P = 1 bar, the emission spectra do
not undergo any fundamental changes; only the inten-
sity of the PL peaks related to recombination on the
≡Ge–Ge≡ center decreases. In contrast, the PL spec-
trum is significantly modified after annealing under ele-
vated pressure. Instead of isolated peaks in the violet
SEMICONDUCTORS      Vol. 38      No. 7      2004
and near-UV spectral ranges, a broad band of PL is
formed, which extends over almost the whole the visi-
ble range. Note especially that a peak with an energy of
4.3 eV is not observed in this case. This indicates that
the PL in the UV range is most probably related not to
the ≡Ge–Ge≡ center, but to some other centers.

The lack of distinct peaks in the excitation spectrum
recorded after annealing at Ta = 1100°C (Fig. 3a, spec-
trum 5) also indicates that a wide variety of other cen-
ters take part in the excitation of radiative recombina-
tion. In our previous research [13, 14] we showed that
annealing at 1100°C under a pressure of 12 kbar stimu-
lates the formation of hydrostatically compressed Ge
nanocrystals, and their size distribution is broader than
that after annealing under atmospheric pressure. After
cooling, the average hydrostatic pressure within these
nanocrystals was ~19.7 kbar, as estimated from the
shift of the optical phonon frequency. The correlation
between the features that arise in the PL emission and
excitation spectra and the structural transformations
allows us to attribute the observed green PL (after
annealing at Ta = 800°C, P = 12 kbar) and the broad PL
band (1100°C, 12 kbar) with the recombination of
quantum-confined electrons and holes in hydrostati-
cally strained Ge nanocrystals. Due to specific condi-
tions of the mode of high-pressure annealing used (see
above), the residual stress in nanocrystals annealed at
Ta = 800°C must be less than that after annealing at Ta =
1100°C. This may be one of the reasons for the differ-
ence in the positions of the PL peak: its energy in the
first case (2.38 eV) is lower than in the second (Fig. 1a).

To clarify the mechanism of the observed PL, we
estimated (in terms of the effective mass approxima-
tion) the energies of transitions L1  , X1 

, and    as functions of the size of
unstrained and hydrostatically strained (for P = 19.7 kbar)
Ge nanocrystals. These data are shown in Fig. 4. The
effective mass in the 〈111〉  direction of the Ge Brillouin
zone is large; therefore, its contribution to the quantiza-
tion energy is negligible. Thus, the energy of the  

 transition was treated as the energy of a 2D-con-
fined electron–hole pair [17]:

(1)

where R is the radius of a nanocrystal; µ⊥  = 0.045m0,
the effective mass of the electron–hole pair in the 〈111〉
direction of the Ge Brillouin zone; and ε, the dielectric
constant of Ge nanocrystals (we assume ε = 15.8, as in
bulk Ge). In the calculation of energies of X1  

and    transitions, the quantum confinement
of electron and hole states [2] was taken into account.

Comparison of the energy of the observed emission
band with calculated energy spacings shows that the
energy of the observed emission band most probably
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corresponds to direct radiative transitions   
with a radius of less than 6 nm (Fig. 5). Note that the
difference in the energy of direct transitions for
unstrained and uniformly strained nanocrystals is about
0.3 eV. Nevertheless, despite the fact that the size of the
unstrained nanocrystals was even smaller than that of
the strained ones, PL was observed only in the latter
case. This can be accounted for by the data presented in
Fig. 4, which shows the energies of the L1   and

X1   transitions as functions of the radius of
unstrained and hydrostatically strained nanocrystals.
It can be seen that, in unstrained nanocrystals, the transi-
tion L1   remains the one with minimum energy,
as in the case of bulk Ge. However, when the size of a
nanocrystal is reduced, the difference between the ener-
gies of the L1   and X1   transitions
decreases, and at R < 2.7 nm the conduction band of a
nanocrystal becomes X-like. Therefore, recombination
should now proceed via point X1, which corresponds to
the minimum energy at the boundary of the Brillouin
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Fig. 4. Energies of indirect transitions (1, 3) L1  

and (2, 4) X1   calculated in the effective mass

approximation as functions of the radius of the nanocrystal
for nc-Ge: (1, 2) stress-free and (3, 4) hydrostatically
strained at P = 19.7 kbar.

Γ25'

Γ25'
zone in the 〈100〉  direction. This is similar to the results
of theoretical calculations in [18]. The conduction band
of strained nanocrystals is X-like for all the values of
their radius (up to R = 11 nm) considered in our study.
This should affect the processes of relaxation of photo-
excited electrons and holes; i.e., the recombination of
electrons and holes via L1 and X1 minima of the conduc-
tion band involves the emission or absorption of a
phonon, and the limiting value of the phonon energy in
Ge is Eph = 37 meV. The energy spacing between the
levels of electron states ∆E = (dE/dk)/D should increase
as the size of the nanocrystal decreases (dE/dk is the
dispersion dependence of the electron energy; k, the
wave vector; and D, the size of the crystal). This means
that, at some value of D, ∆E can exceed the limiting
phonon energy; therefore, the relaxation of an electron
to the minimum of the conduction band in an indirect
transition demands the involvement of two or more
phonons. Since the probability of multiphonon pro-
cesses in Ge is low, the lifetime of an excited electron
state increases, which, in turn, can raise the probability
of direct radiative transitions   . Since theΓ 2' Γ25'
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observed PL spectrum for SiO2 films implanted with Ge+

ions and annealed in an Ar atmosphere for 5 h at Ta =
1100°C under 12 kbar pressure.
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density of electron states in the 〈111〉  direction of the
Brillouin zone of Ge is higher than that in the 〈100〉
direction, the condition ∆E > Eph in X-like nanocrystals
must be fulfilled more easily than in L-like nanocrys-
tals. In terms of this model, it is understandable that
there is no clearly pronounced dependence between the
position of the PL peak and the size of strained nanoc-
rystals, which was observed by several authors [2, 5–7].

5. CONCLUSION

We have studied PL and PL excitation spectra of
SiO2 films implanted with Ge+ ions and annealed at
temperatures Ta = 450–1100C under hydrostatic pres-
sure P = 12 kbar. The spectra were recorded at room
temperature. The emergence of features in the violet
and green bands of the PL and PL excitation spectra
correlates with the formation of uniformly strained Ge
nanocrystals. The blue shift of PL bands for Ta ≥ 800°C
is attributed to the deformation-induced shift of the
energy levels of radiative-recombination centers. The
PL observed is accounted for by the enhanced probabil-
ity of direct radiative transitions in Ge nanocrystals
with an X-like conduction band.
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Abstract—The relaxation time of quasi-two-dimensional (quasi-2D) electrons in the lowest miniband of the
GaAs/Al0.35Ga0.65As superlattice is calculated for the case of scattering by acoustic phonons. It is shown that
electron scattering is affected only slightly by the quantization of the phonon spectrum in terms of the elasticity
theory. The scattering is well described based on the phonon spectrum of the bulk semiconductors that form the
superlattice. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect of quantum confinement of the phonon
subsystem on electron scattering in heterostructures
that consist of isolated GaAs/AlxGa1 – xAs quantum
wells (QWs) and the corresponding superlattices (SLs)
is the subject of a number of studies. However, in most
of these studies, polar optical phonons were considered
[1–11]. These studies showed that the quantization of
the spectra of polar optical phonons can be used to
increase the electron mobility determined by scattering
by polar optical phonons in SLs near room temperature,
compared to the corresponding mobility in bulk semi-
conductors [12]. However, the question of a possible
increase in the total electron mobility limited by
phonon scattering due to the quantization of the spec-
trum of polar optical phonons is problematic, since, in
the structures under consideration, the scattering of
electrons by acoustic phonons is substantially enhanced
[13]. There are practically no studies on the effect of
quantization of the acoustic phonon spectrum on elec-
tron scattering. In [14], this problem was solved using
the theory of elasticity for an isolated QW in the isotro-
pic-continuum approximation. An important approxi-
mation in this study is the boundary conditions corre-
sponding to the free heteroboundaries of the QW.

In our study, the effect of the quantization of acoustic
phonons on the scattering and mobility of quasi-2D elec-
trons in the lowest miniband of the GaAs/AlxGa1 – xAs
SL is considered. We calculate the spectrum of acoustic
phonons using the method suggested in [14]. However,
our boundary conditions at heteroboundaries imply the
continuity of displacements and of the normal compo-
nents of the stress tensor taking into account the Bloch
periodicity relative to the SL period.
1063-7826/04/3807- $26.00 © 20824
2. CALCULATION OF THE FREQUENCY 
SPECTRUM AND DISPLACEMENT VECTORS 

FOR ACOUSTIC VIBRATIONS 
IN A SUPERLATTICE

We will calculate the frequency spectrum and the
displacement field u(r) for an SL that consists of
GaAs/AlxGa1 – xAs QWs using the Green–Christoffel
equation in the isotropic-continuum approximation
(c12 + 2c44 – c11 = 0),

(1)

where v ⊥  =  and v || =  are the velocities
of transverse and longitudinal acoustic phonons (these
velocities depend on the z coordinate with the period d
along the SL axis). As boundary conditions for the solu-
tions of Eq. (1), we will take into account the continuity
of displacements and the normal components of the
stress tensor at the heteroboundaries of the SL and also
the fact that the displacement vector obeys the Bloch
theorem with respect to the variable along the symme-
try axis of the SL. We will seek the solution of Eq. (1)
in the form of normal vibrations (with regard to the isot-
ropy of the medium),

(2)

where q = (q⊥ , 0, qz) is the phonon wave vector; sνq(z)
are the vector functions satisfying the Bloch theorem
and the normalization condition

(3)

ρ(z) is the material density (a periodic function with a
period of the SL); Aνq is the complex normal coordinate
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of the vibrational mode with the number ν; q⊥  is the
magnitude of the wave vector in the plane perpendicu-
lar to the SL axis; qz is the component of the wave vec-
tor along the SL symmetry axis; a and b are the widths
of the QW and of the potential barrier of the SL; d =
a + b is the SL period; and ρa and ρb are the material
densities in the QW and in the potential barrier, respec-
tively.

If formula (2) is taken into account, the solution of
Eq. (1) is reduced to finding the eigenvalues and the

vectors of the differential operator  that obey the
boundary conditions

(4)

where

For acoustic phonon displacements that have nonzero
divergence, the system of secular equations for the
function s = exp(iqz) · e assumes the form

(5)

The solution of system (5) is represented by the four
values of the parameter q that correspond to the four
values of the vector e = (ex, 0, ez):

(6)

(7)

Using formulas (6), we find the relationship between Q1
and Q2:
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Taking into account (6) and (7), we write formula (2)
for the required functions in the general case as

(9)

where cνqi(z) are constants that have the values cνqi1 and
cνqi2 in the QW and the potential barrier, respectively.
These values, and the spectrum of normal mode eigen-
frequencies ωνq, represent a solution of the system of
equations that satisfies the boundary conditions (1) and
the normalization condition (3) (see Appendix).

3. CALCULATION OF THE SCATTERING 
PROBABILITY

We calculated the scattering probability in the Born
approximation by representing an approximate electron
wave function as a Bloch sum over ground-state wave
functions in an infinitely deep QW of the SL [13]:

(10)

where

(11)

Taking into account (9)–(11), we can use the defor-
mation potential approximation for the energy of inter-
action between electrons and acoustic phonons to write
the following expression for the probability of elastic
scattering of the lowest-miniband electron with wave
vector k to the state k':

Here,

(12)

Da and c11a are the deformation potential of the bottom
of the conduction band and the elastic modulus that cor-
respond to the material of the QW, and

(13)

4. CALCULATION OF THE RELAXATION TIME

For an SL whose lowest miniband is narrow, we cal-
culate the times of transverse and longitudinal relax-
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ation in the elastic-scattering approximation using the
well-known formulas [13]

(14)

(15)

where E = "2  is the energy of the transverse
motion of an electron in the miniband. After integration
with respect to the electron wave vector in the final state
and some transformations, expressions (14) and (15)
can be reduced to the following form convenient for
numerical integration:

(16)

(17)

where x = "2 .

5. THE APPROXIMATION 
OF A BULK ISOTROPIC SPECTRUM 

OF ACOUSTIC PHONONS

In the approximation of a bulk isotropic spectrum of
acoustic phonons, the variables in expression (12) for
the scattering probability take the values cνq31 = 1,
cνq41 = 0, and Qνq21 = qz + 2πν/d. Taking (14)–(17) into
account, we obtain the following known result for lon-
gitudinal and transverse relaxation times [13]:

(18)

Taking (16)–(18) into account, we can write expres-
sions (14) and (15) in a form convenient for analysis:
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where

(20)

(21)

(22)

(23)

Here, the functions χi(E) are dimensionless and depend
parametrically on a and b. In the approximation of a
bulk isotropic spectrum of acoustic phonons, functions
(20)–(23) become constants,

6. CALCULATION OF THE MOBILITY

It is known [13] that the mobility of quasi-2D elec-
trons in the lowest miniband of the SL can be repre-
sented as

(24)

where 〈τ ⊥ 〉 , 〈τ ||〉 , and 〈m||〉  are the transverse relaxation
time, the longitudinal relaxation time, and the longitu-
dinal effective mass, respectively, averaged over the
energy of the transverse motion. For nondegenerate
electron gas, taking (20), (21) into account, we obtain

(25)

(26)

(27)

where x = E/k0T and ∆ is the width of the lowest mini-
band of the SL conduction band in the approximation of
weakly interacting QWs.

7. ANALYSIS OF THE RESULTS 
OF THE CALCULATION

Numerical calculation of electron relaxation for
scattering by acoustic phonons was performed for the
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isoperiodic GaAs/Al0.35Ga0.65As SL in the approxima-
tion of elastic scattering and nondegenerate quasi-2D
electron gas in the lowest miniband. We used the fol-
lowing parameters for the calculation of the frequency
spectrum and displacements corresponding to acoustic
phonons in the isotropic-continuum approximation
[15]: c11a = 12.21 × 1010 N/m2, c44a = 5.99 × 1010 N/m2,
and ρa = 5.36 g/cm3 for GaAs; c11b = c11a + 0.14x,
c44b  = c44a – 0.05x, and ρb = ρa – 1.6x for the
GaAs/AlxGa1 – xAs alloy. The transverse effective mass
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Fig. 1. Dispersion of the acoustic phonon energy "ω in
superlattices shown (a) as a function of qz at q⊥  = 0 and

(b) as a function of E = "2  at q|| = 0; (1–10) are the

numbers of the lowest minimodes of acoustic phonons.
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was assumed to be equal to the electron effective mass
in GaAs,  = 0.067m0. Figures 1a and 1b show the
energy spectra of the ten lowest minimodes of acoustic
phonons for a symmetric SL with a = b = 5 nm. Because
of the small difference in the parameters of gallium ars-
enide and the alloy that describe the elastic properties
of single crystals, the calculated spectra differ only
slightly from the spectra of bulk isotropic crystals, with
the velocities of longitudinal and transverse vibrations
averaged according to the formula

(28)

Figure 2a shows the functions ϕ⊥ (E) (curve 1) and
ϕ||(E) (curve 2) calculated using formulas (22) and (23).
For the calculation of these functions, the total number
of minimodes taken into account was 25. According to
Fig. 2a, the quantum confinement of acoustic phonons
appears as a weak dispersion and anisotropy of these
functions of electron energy. The latter feature is absent
in the approximation of a bulk spectrum of acoustic
phonons. This dispersion gives rise to a weak disper-
sion and anisotropy of the longitudinal and transverse
relaxation times determined by the functions χi(E) and
to the temperature dependence of the relaxation time
averaged over energy. Figure 3 shows the temperature
dependences of the transverse (curve 1) and longitudi-
nal (curve 2) relaxation times averaged over energy and
calculated using formulas (25) and (26). In the temper-
ature range T = 77–400 K, the times decrease steadily
with increasing temperature.

Figures 2b and 2c show the dispersion of the func-
tions ϕi(E) calculated for an asymmetric SL with the
parameters a = 3 nm, b = 5 nm and a = 5 nm, b = 3 nm,
respectively. Calculation using the relaxation times

averaged over energy shows that the quantities 
depend only slightly on the QW width and the potential
barrier thickness in the range of parameters considered.

8. CONCLUSIONS

From an analysis of the results of our calculations,
we can draw the following conclusions: (i) the effect of
quantum confinement on the spectrum of acoustic
phonons only slightly affects electron scattering in
GaAs/AlxGa1 – xAs SLs and gives rise to a slight
decrease in scattering, a corresponding temperature
dependence, and anisotropy of the relaxation time and
mobility; (ii) disregarding these effects, we can describe
well the electron scattering by acoustic phonons in SLs
in the bulk phonon spectrum approximation.

These conclusions suggest that it is problematic to
increase the electron mobility limited by phonon scat-
tering via the effect of quantum confinement on polar
scattering in low-dimensional GaAs/AlxGa1 – xAs het-
erostructures in the room temperature region. This situ-
ation arises because, in contrast to bulk GaAs, electron
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(c) a = 5 nm and b = 3 nm.
scattering by acoustic phonons in the low-dimensional
heterostructures considered can be dominant at room
temperature due to quantum confinement of the elec-
tronic subsystem.

APPENDIX

A system of eight linear equations that make it pos-
sible to solve Eq. (1) is obtained from the boundary
conditions and the Bloch theorem for the displacements
and the normal component of the stress tensor. This
system has the following form:
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Fig. 3. Temperature dependence of the relaxation time aver-
aged over energy for a = 5 nm and b = 5 nm: (1) τ⊥ /τ0 and
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SEMICONDUCTORS      Vol. 38      No. 7      2004



THE EFFECT OF ACOUSTIC PHONON CONFINEMENT ON ELECTRON SCATTERING 829
(A.6)

(A.7)

(A.8)

where

(A.9)

For q⊥  = 0, this system of equations can be separated
into two independent 4 × 4 systems, one of which deter-
mines the spectra of longitudinal vibrations and the
other, the spectra of transverse vibrations. These sys-
tems correspond to the solution of the well-known tran-
scendental equation [16]

(A.10)

Numerical methods are generally used to find nontrivial
solutions to the above 8 × 8 system of equations, since
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the problem cannot be reduced to the solution of a sim-
ple equation of the (A10) type.
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Abstract—It is shown that the longitudinal Kapitsa effect in crystals with superlattices can be explained tak-
ing into account Landau quantization and its influence on carrier scattering by the deformation potential of
acoustic phonons. Formulas for the Kapitsa coefficient are derived for various degrees of electron gas degeneracy.
© 2004 MAIK “Nauka/Interperiodica”.
For a long time there was no adequate physical
interpretation of the linear relation between magnetic
field and magnetoresistance (the Kapitsa effect, discov-
ered in 1929) [1]. However, in 1972 Dreizin and
Dykhne [2] showed that the Kapitsa law for polycrys-
talline samples can be derived by averaging the so-
called polar diagram of the magnetoresistance of a sin-
gle crystal, taking into account scattering at crystal
boundaries in magnetic fields that are sufficiently high
such that (Ωτ)1/3 @ 1 (Ω is the cyclotron frequency and
τ is the electron-momentum relaxation time). The polar
diagram characterizes the dependence of the magne-
toresistance on the rotation angle of the magnetic field
vector in the plane perpendicular to the single-crystal
symmetry axis. Previously, this fact was established
experimentally by Alekseevskii and Gaidukov [3]. The
possibility of observing the Kapitsa effect strongly
depends on the relation between the radius of the cyclo-
tron orbit of an electron and its free path limited by the
crystallite boundaries.

However, such an interpretation of the Kapitsa
effect is valid only in the quasi-classical approximation
and only for transverse magnetoresistance. The longitu-
dinal Kapitsa effect, which takes place simultaneously
with the transverse effect, should not exist in this
approximation. However, the longitudinal Kapitsa
effect can be explained taking into account Landau
quantization and its effect on carrier scattering, which
is the subject of this study.

We consider the Kapitsa effect in crystalline super-
lattices in a configuration in which electric and mag-
netic fields are parallel to the superlattice C axis, which
is perpendicular to the layers. We describe the carrier
motion along the C axis using the tight-binding approx-
imation and the motion in the direction normal to the
C axis using the effective-mass method [4]. Therefore,
the electron energy in a superlattice in the case of Lan-
dau quantization is written as

(1)Enkz
µ*B 2n 1+( ) ∆ 1 akzcos–( ),+=
1063-7826/04/3807- $26.00 © 20830
where n is the Landau level index; kz is the quasi-
momentum component along the C axis; B is the mag-

netic field; µ* = ; µB is the Bohr magneton; m0 is

the free electron mass; m* is the electron mass across
the C axes; ∆ is the half-width of the narrow conduction
miniband for carrier motion along the C axis; and a is
the distance between the translationally equivalent lay-
ers of the crystal, whose planes are perpendicular to
the C axis.

When taking into account the effect of the magnetic
field on carrier scattering, we assume that the magnetic
field is sufficiently strong to suppress scattering-
induced transitions between the Landau subbands. In
this case, the following conditions must be satisfied for
scattering by the lattice deformation potential:

(2)

(3)

If we set m* = 0.1m0 and ∆ = 0.01 eV [5], condi-
tions (2) and (3) at T = 88 K [1] are satisfied for mag-
netic fields B ≥ 7 T. However, when studying the depen-
dence of the magnetoresistance of metals on magnetic
field, Kapitsa dealt with magnetic fields of up to 30 T.
It is shown in [6] that, if conditions (2) and (3) are sat-
isfied, the relaxation time can be introduced when cal-
culating the longitudinal resistance. Furthermore, this
relaxation time can be considered inversely propor-
tional to the density of electronic states per Landau sub-
band in the magnetic field.

The corresponding proportionality factor was calcu-
lated in [6] for 0–0 intraband transitions. However, in
the case of electron scattering by the lattice deforma-
tion potential, this factor is the same for all the n–n tran-
sitions in the two limiting cases corresponding to
induced and spontaneous scattering. Which mechanism
is dominant depends on the dimensionless parameter
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where T is the temperature, s is the averaged velocity of
sound in the plane of the crystal layers, and

is the magnetic length; the other notation is conven-
tional. If κ @ 1 or κ ! 1, induced or spontaneous scat-
tering is dominant, respectively. If s = 5 × 103 m/s, it
turns out that induced scattering is dominant at liquid-
nitrogen temperature in fields below 30 T. In this case
the monotonic part of the dependence of the crystal’s
conductance on the magnetic field can be described
by (see [7])

(4)

(5)

In formula (4), W(x) ≡ W(akz) is the carrier disper-
sion relation in the direction perpendicular to the lay-
ers, W'(x) is the derivative, ζ is the chemical potential
measured from the bottom of the miniband, τ0 is a con-
stant describing the scattering intensity in the crystal,
and  = ∆ is the half-width of the miniband in the
direction perpendicular to the layers. Integration in for-
mula (4) is performed only over positive values of x.
Using this formula and the dispersion relation (1), we
consider the Kapitsa effect in crystals with superlat-
tices. Using the relations from [6], we express τ0 in
terms of the deformation potential constant Ξ, the crys-
tal density ρ, and the velocity of sound s in the plane of
the layers.

First, when analyzing formula (4), we note that the
dependence of the crystal resistivity on the magnetic
field is linear if there is a high degree of degeneracy
when ζ/∆ @ 1, since in this situation the corrections to
the term linear in B are exponentially small. We then
obtain the final formula for ρzz:

(6)

The second case takes place for carrier densities and
temperatures such that ζ = ∆; i.e., the chemical poten-
tial lies in the middle of the allowed miniband. Then ρzz
is obtained by doubling expression (6). In this case, the
sum over l in (4) is identically equal to zero.
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The third case corresponds to nondegenerate elec-
tron gas for which ζ < 0 and |ζ|/kT @ 1. In this case, by
also taking into account the effect of Landau quantiza-
tion on the chemical potential, we obtain the final for-
mula for the longitudinal magnetoresistance:

(7)

where n0 is the carrier density and I0(x) is the Bessel
function of the imaginary argument. The transition to
the effective mass approximation in this formula corre-
sponds to a larger ∆/kT ratio. Then, taking into account
the asymptotic form of the Bessel function I0(x) [8], we
obtain the following asymptotic formula for the magne-
toresistance:

(8)

The temperature dependence given by this formula is
similar to the one that follows from the classical Drude
model (only for the resistance without a magnetic field)
[9]. However, in the case of classical statistics and the
quadratic dispersion law of electrons, this model should
yield correct results if the carrier scattering geometry is
approximately one-dimensional, which it is in a strong
quantizing magnetic field [10]. An additional condition
for the validity of formula (4) for crystals with superlat-
tices is hs/2πaB ! ∆. Setting s = 5 × 103 m/s and ∆ =
0.01 eV, we find that this condition can be violated only
when B ≥ 6100 T. Note that, if we consider collisions
with impurities and/or point defects instead of elec-
tron–phonon collisions as the scattering mechanism,
formula (4) would change such that the factor before
the expression in the braces would no longer depend on
the magnetic field and temperature, and the longitudi-
nal resistance would level off with high fields. Hence,
for both scattering mechanisms the dependence of the
resistance on the magnetic field with sufficiently strong
fields would be written as

(9)

where ρi is the part of the resistance related to impuri-
ties and K is the Kapitsa coefficient.

In a weak field, where the relaxation time may be
considered independent of the magnetic field, the mag-
netoresistance is quadratically dependent on the mag-
netic field regardless of the scattering mechanism, since

the factor  (even in a magnetic field) is determined
by the thermodynamic properties of the electron gas in
a magnetic field rather than by fine details of the scat-
tering mechanisms.

In conclusion, we summarize the conditions for
observing the Kapitsa effect and estimate the Kapitsa
coefficient for some materials. We note that, if ∆ =
0.01 eV and m* = 0.1m0, the observation of the Kapitsa
effect requires magnetic fields greater than 10 T. If
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m* = 0.01m0, fields higher than 1 T are required. In this
case, the temperature can vary from 4.2 to 77 K. In
some cases, i.e., when there are very small transverse
effective masses of charge carriers, the effect can be
observed even at room temperature. However, in this
case, the interband transitions must be suppressed and
the induced scattering must be dominant; i.e., condi-
tions (2) and (3), as well as the condition κ @ 1, must
be satisfied. Then, in strongly degenerate semiconduc-
tors and semimetals, the Kapitsa coefficient can be
determined using formula (6). For example, for T = 4 K,
Ξ = 1 eV, m* = 0.01m0, ∆ = 0.01 eV, ρ = 5 × 103 kg/m3,
a = 10 nm, and s = 5 × 103 m/s, the Kapitsa coefficient
is equal to 1.56 × 10–7 Ω cm/T, which corresponds to a
carrier concentration of about 4.16 × 1016 cm–3 or
higher. In nondegenerate layered semiconductors, the
Kapitsa coefficient can be determined using formula (7).
For the above values of the energy-band parameters and
deformation potential, a carrier concentration of n0 =
1015 cm–3, and a temperature of 88 K, the Kapitsa coef-
ficient is 1.37 × 10–4 Ω cm/T. We note that, if the crystal
band parameters are known, then by studying the longi-
tudinal Kapitsa effect we can determine the amplitude
of the deformation potential and, hence, the effective
interaction responsible (according to the Bardeen–Coo-
per–Schrieffer theory) for the superconducting transi-
tion [11]. Thus, Kapitsa’s assumption that the effect is
related to superconductivity is confirmed, at least for
the longitudinal effect. There is no such relation for the
transverse effect in its conventional interpretation.

In addition, we can draw the following conclusion
from the results of the calculation. If the Fermi surface
of the crystal corresponds to a warped circular (ellipti-
cal) cylinder or ellipsoid, then the conditions of validity
for the derived formulas and, hence, the observability of
the longitudinal Kapitsa effect are best satisfied for elec-
tric and quantizing magnetic field orientations along the
cylinder axis or the major axis of the ellipsoid.
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Abstract—Structural and optical properties of InAs quantum dots (QDs) deposited on the surface of a thick
InGaAs metamorphic layer grown on a GaAs substrate have been studied. The density and lateral size of QDs
are shown to increase in comparison with the case of QDs grown directly on a GaAs substrate. The rise of In
content in the InGaAs layer results in the red shift of the photoluminescence (PL) line, so that with 30 at %
indium in the metamorphic layer the PL peak lies at 1.55 µm. The PL excitation spectroscopy of the electronic
spectrum of QDs has shown that the energy separation between the sublevels of carriers in QDs decreases as
the In content in the InGaAs matrix increases. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect of the substrate material on the details of
the formation of quantum dots (QDs) in the Stranski–
Krastanow growth process is one of the most interest-
ing and important problems in modern semiconductor
technology. Despite significant progress in experimen-
tal [1] and theoretical [2] studies of the physics of self-
organized formation of QDs, the dependences of den-
sity, lateral size, and height and shape of QDs on the lat-
tice constant and surface energy of the substrate mate-
rial are not clearly understood. Experimental study of
these processes is hindered by the fact that only certain
types of substrates are available. For example, the use
of InGaAs substrates to grow structures in the InGaAs–
InAlGaAs system has not become widespread. Further-
more, systematic experiments of this kind would
require InGaAs substrates with a varied In content.

We recently demonstrated the possibility of growing
thick InGaAs layers with quite high crystalline and
optical quality on GaAs substrates [3–6]. To ensure the
transition from the lattice constant of GaAs to that of
the InxGa1 – xAs layer, a metamorphic InxGa1 – xAs
buffer layer was deposited between them. In the growth
of the InxGa1 – xAs buffer, a special technique that
reduces the density of dislocations was used [7], which
provided a sufficiently low density of dislocations pen-
etrating into the optically active region and high planar-
ity of all the heterointerfaces. Thus, the stress-free
InxGa1 – xAs layer plays the role of the substrate mate-
rial for further growth, and the In content in this layer
can be varied in a wide range. This technique was used
in [4], and 1.52 µm lasing was obtained in a laser based
1063-7826/04/3807- $26.00 © 20833
on QDs that were grown on a thick metamorphic
In0.2Ga0.8As layer on a GaAs substrate. We now report
on a detailed study of the effect of the composition of
an InxGa1 – xAs (0 ≤ x ≤ 0.30) layer on which InAs QDs
are grown on the density, size, shape, and energy spec-
trum of the QDs.

2. EXPERIMENTAL

The structures were MBE-grown on (100) n-GaAs
substrates in a Riber 32P system with a solid-state As
source. First, the intermediate 0.5-µm-thick InxGa1 – xAs
(x = 0–0.30) buffer layer intended for ensuring the tran-
sition from GaAs to InGaAs lattice constant was grown
at a temperature of 400°C. The growth temperature was
then raised to 500°C, and the active region of the struc-
ture was grown; it was a 0.2-µm-thick InxGa1 – xAs layer
(hereinafter the matrix) confined on both sides by
In0.2Ga0.8As/In0.2Al0.8As superlattices to prevent the
leakage of carriers to the surface and the buffer layer.
QDs were located in the middle of the InxGa1 – xAs
layer; their growth sequence was as follows. First, seed
islands were formed by depositing 2.6 monolayers
(ML) of InAs; then they were overgrown with an
InyGa1 – yAs (y = x + 0.2) layer with an effective thick-
ness of 5 nm.

A study by transmission electron microscopy
(TEM) in the diffraction-contrast mode was performed
on a Philips CM microscope with a 100-kV accelera-
tion voltage. Dark-field images of a structure were
obtained in (200) reflection directed in parallel to the
growth surface.
004 MAIK “Nauka/Interperiodica”
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A JEM 4010 microscope with a 400-kV accelera-
tion voltage was used for the high-resolution transmis-
sion electron microscopy (HRTEM). The Fourier filtra-
tion was applied in the analysis of the images obtained.
In the reconstruction of images, (200) reflections and
the transmitted beam were used.

Photoluminescence (PL) of the structures was excited
by an Ar-ion laser (W = 1500 W/cm2, λ = 514 nm) and
studied in the temperature range 10–300 K. The PL exci-
tation spectra were recorded under excitation from the
light of a halogen incandescent lamp that was passed
through a monochromator. The signal was detected using
a monochromator and a cooled Ge diode.

3. RESULTS AND DISCUSSION

Figures 1a and 1b show TEM images of QD arrays
grown on GaAs and In0.2Ga0.8As surfaces, respectively.
As can be seen from these figures, the surface density
of QDs is significantly higher in the case of deposition
on an In0.2Ga0.8As layer than on GaAs. This increase in
the QD density with a constant scatter in size is desir-
able and opens the way to attaining a higher gain on the
ground state in QD lasers [8].

HRTEM data (Figs. 2a, 2b) showed that the growth
of QDs on a metamorphic InxGa1 – xAs layer also causes

100 nm(a) 100 nm(b)

Fig. 1. Planar TEM images of QDs for structures with
(a) GaAs and (b) In0.2Ga0.8As matrices.

3 nm

(a)

(b)

3 nm
QD

QD

GaAs

InGaAs

Fig. 2. Cross-sectional HRTEM images of QDs for struc-
tures with (a) GaAs and (b) In0.2Ga0.8As matrices.
an increase in the lateral size of islands with the reten-
tion of their height. The lateral size is 19 nm for GaAs
and 26 nm for the In0.2Ga0.8As matrix (Figs. 2a and 2b,
respectively). Note that RHEED patterns, which were
recorded during the growth of the structure, indicate
that the formation of QDs (the transition to 3D growth)
occurs after the deposition of InAs with an effective
thickness of 1.7 ML on a GaAs matrix and 1.5 ML for
the case of In0.2Ga0.8As. Thus, in the latter case the for-
mation of QDs consumes more material. One may
assume that the increase in the density of QDs and their
lateral size can be caused both by the activated decom-
position of InxGa1 – xAs with a high InAs content (x = 0.4)
at the overgrowth stage and by possible segregation of
In on the surface of the InxGa1 – xAs buffer layer.

When the material of the matrix is changed from
GaAs to InxGa1 – xAs, the PL line corresponding to the
emission associated with the QD ground state (aster-
isked in the spectra) is red-shifted (Fig. 3). With a 30%
InAs content in the matrix material, the PL peak lies at
1.55 µm. This shift of QD PL to lower energies may be
caused by several factors. First, the decrease in com-
pressive stress in QDs when the matrix material is
changed lowers the energy of the bottom of the conduc-
tion band. Second, the increase in the lateral size of
QDs also brings down the quantization levels. Further-
more, when the InAs content in the matrix material
increases, the band gap of the matrix decreases, and,
consequently, the penetration of carrier wave functions
into the potential barrier is diminished; thus, the carrier
levels in QDs are reduced. At the stage of QD over-
growth, the presence of a stressed InxGa1 – xAs layer
with large x (tensile-strained in the vertical direction
and with lower elasticity) also depresses stress fields in
InAs QDs and brings down the levels. All these effects
can contribute to the red shift of the PL line [9].

When the InAs content in the matrix is less than
20%, no decrease in the integral efficiency of PL was
observed up to high excitation densities, which is con-
sistent with the localization of penetrating dislocations
in the buffer layer. When the InAs content in the matrix
is raised to over 25%, the PL intensity decreases; this is
related to the partial penetration of residual dislocations
from the buffer to the upper layers and to the formation
of dislocated QDs in the overgrowth of initial islands
with an InGaAs layer with a rather high (>45%) In con-
tent [10, 11]. Both effects are observed in TEM images
of these structures.

The PL spectrum of a sample with QDs in an
In0.2Ga0.8As matrix recorded at high excitation density
(Fig. 4, dashed line) demonstrates lines corresponding
to ground and excited states, as well as the line of PL
from a quantum well (QW) formed by the wetting layer
and the In0.4Ga0.6As layer used for overgrowth of the
seed islands. The peak at 1.185 eV corresponds to the
emission from the In0.2Ga0.8As matrix. Owing to inho-
mogeneous broadening of the ensemble of QDs, it is
difficult to determine precisely the peak energies in the
SEMICONDUCTORS      Vol. 38      No. 7      2004
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PL spectrum. A more detailed determination of the
energies of optical transitions is possible when lumi-
nescence excitation spectroscopy is used, which makes
it possible to study the relaxation and recombination
processes in QDs with a definite energy of the ground
state (to be more precise, in the ensemble of dots for
which the ground state energy lies within the spectral
resolution of the optical system, typically several mil-
lielectronvolts). Since lateral transport between QDs is
absent at low temperatures, the PL excitation spectra
recorded along the profile of a PL line contain informa-
tion on the energy spectrum of QDs with different ener-
gies of the ground state, i.e. for QDs of different size.

Figure 4 shows PL excitation spectra recorded at the
temperature T = 10 K at different detection energies
EDET = 0.94, 0.96, and 0.985 eV (marked with arrows).
These excitation spectra exhibit peaks corresponding to
absorption in the InGaAs matrix and in the QW formed
by the wetting layer and covering the InyGa1 – yAs layer
(Fig. 4, WL) and the absorption associated with the
excited states (Fig. 4, SES, FES). The complex struc-
ture of the peaks of the excited states can be explained
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Fig. 3. Normalized PL spectra of InAs QDs deposited on
InxGa1 – xAs layers with different InAs contents (x).
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based on the following considerations. As was shown
theoretically in [12], several electron and hole levels
exist in pyramidal-shaped InAs–GaAs QDs that are
quite large. It is well known also that the degeneracy of
levels in pyramidal QDs with a square base is com-
pletely removed by the Coulomb interaction and piezo-
electric effect [12]. Therefore, a great number of levels
appear in the QD energy spectrum, although the proba-
bilities of optical transitions between some of these can
be quite low (partially forbidden transitions). As a
result, optical transitions with similar energies in the
ensemble of QDs can behave as a single “effective tran-
sition,” and the absorption line of this “effective excited
state” will be a superposition of inhomogeneously
broadened lines of transitions involving the excited
states with similar energies.

The peaks of separate transitions in PL excitation
spectra, which lie within the limits of the “second effec-
tive excited state,” are resolved much worse. This may
be related to the great number of these closely spaced
transitions and to their stronger inhomogeneous broad-
ening. Moreover, because of the possible fluctuations of
the QD shape, several excited states may, in general,
correspond to a single ground state.

Note that carrier relaxation processes must be con-
sidered in the interpretation of peaks in the PL excita-
tion spectra [13]. The high relative intensity of peaks
associated with certain excited states is caused by the
fact that the energy difference between these states and
the ground state is a multiple of the energy of longitu-
dinal optical (LO) phonons, which facilitates the relax-
ation of carriers from these excited states [14]. In the
case under study, the PL excitation spectrum also shows a
peak related to the phonon relaxation; this peak is located
35 meV from the detection energy and corresponds to the
LO phonon energy in the GaAs–InAs system.

102
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1

0.9 1.0 1.1 1.2
Photon energy, eV

PL and PLE intensity, arb. units

InGaAs matrix

WLPL

PLE

FES SES

LO
EDET

Fig. 4. PL spectrum of InAs QDs deposited on an InxGa1 – xAs
layer, recorded under excitation with an Ar laser
(1.5 kW/cm2) (dashed line). PL excitation spectra recorded
at the detection energies EDET = 0.94, 0.96, and 0.985 eV
(solid line).
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Figure 5 shows the energies of peaks in the PL exci-
tation spectrum of QDs in In0.25Ga0.75As, In0.2Ga0.8As,
and GaAs matrices; for convenience they are shifted by
the detection energy. In all cases, the detection of the
PL excitation spectra was performed at the energy of
the PL peak corresponding to transitions from the QD
ground state. It can be seen that, in the case of QDs
deposited on InGaAs layers, the increase in the In con-
tent causes a decrease in the energy of carrier localiza-
tion, defined as the difference between the matrix band
gap and the energy of optical transition from the QD
ground state. The energy separation between the ener-
gies of excited states and the ground state also
decreases. This fact can be attributed to a decrease in
the energy separation between the sublevels of elec-
trons (holes) in a QD as its lateral size increases, while
the number of sublevels seems to increase [15].

4. CONCLUSION

Structural and optical properties of InAs QDs in an
InxGa1 – xAs (0 ≤ x ≤ 0.3) matrix have been studied. The
dots were formed on the surface of a thick InxGa1 – xAs
metamorphic layer grown on a GaAs substrate. The
density and lateral size of QDs is higher when they are
grown on an InGaAs metamorphic layer than when
they are grown on GaAs. The height of dots remains
approximately constant. The peak wavelength in the
QD emission spectrum depends on the composition of
the matrix material; it can be varied in a controlled
manner from 1.3 µm (at x = 0) to 1.55 µm (x = 0.3), and
a high efficiency of luminescence is retained. The
energy spectrum of QDs was studied by means of PL
excitation spectroscopy. When the InAs content in the
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Fig. 5. Energies of peaks in the PL excitation spectra for
QDs in (1) In0.25Ga0.8As, (2) In0.2Ga0.8As, and (3) GaAs
matrices. For convenience, the detection energy EDET is
subtracted.
matrix is increased, the localization energy of QDs (the
difference between the energy of QD ground state and
the matrix band gap) decreases, and the energy separa-
tion between the ground and excited states also
decreases.
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Abstract—Dicke superradiance is regarded as an intermediate phase in the transition from spontaneous to
stimulated emission in semiconductor laser heterostructures. A phenomenological model that describes the for-
mation of superradiant domains (“macrodipoles”) in the active region of heterostructures is suggested. It is
shown that the characteristic emission time of these domains falls within the subpicosecond range. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, the resonance interaction of nonequilib-
rium carriers in semiconductor laser heterostructures
via the electromagnetic field of their emission in
recombination has attracted increasing interest [1–7].
Resonance processes of this kind, which have been well
studied for solid-state and gas lasers, are called “Dicke
superradiance” [8]. This effect is due to the small dis-
tance between radiative centers compared to the emis-
sion wavelength, and it appears in the generation of
short pulses of coherent light, with the emission inten-
sity proportional to the squared number of radiative
centers involved in the process. The interest in this phe-
nomenon is mainly due to the fact that it allows us to
explain in terms of superradiance the results of various
experiments that cannot be accounted for using the con-
ventional concepts of how semiconductor lasers oper-
ate. It has been predicted theoretically that the phenom-
enon of superradiance can be used to generate
ultrashort high-power pulses of electromagnetic radia-
tion in different wavelength ranges and to develop
semiconductor lasers based on indirect-bandgap semi-
conductors, such as silicon and germanium [9].

Measurements of the autocorrelation functions of
the emission of dc-pumped injection lasers, performed
using a high-sensitivity optical autocorrelator [10],
demonstrated that superradiance pulses are formed
both above and below the lasing threshold [11, 12].
Parameters of the superradiance pulses were estimated,
and the upper bound to the duration of a superradiance
pulse was found to be 400 fs.

We subsequently derived an analytical equation for
the form-factor of the homogeneous broadening of the
spectrum of laser heterostructures with the use of the
simplest expressions of the theory of superradiance in
two-level systems. Good agreement with the experi-
mental data obtained by studying the electrolumines-
cence from an InGaAs/GaAs quantum well (QW) laser
1063-7826/04/3807- $26.00 © 20837
heterostructure at 77 K has been observed [4–6, 13].
It has been shown that, for such a structure, the collec-
tive emission by carriers predominates even at room
temperature at certain driving current densities. [5].
Studies of how the parameters of the emission spectra
depend on driving current density and temperature made
it possible to estimate the characteristic time of the col-
lective interaction of carriers to be 20–35 fs in a wide
range of temperatures and driving currents [4–6, 13].

An analytical expression for describing the inhomo-
geneously broadened emission spectrum of quantum
dot (QD) structures has also been derived in terms of
the theory of superradiance in two-level systems [6, 14].
This expression describes with high precision the
experimental emission spectra of InGaAs/AlGaAs QD
laser heterostructures, measured at 77 K in a wide range
of driving current densities. The characteristic superra-
diance time, calculated from the experimental data
using the analytical equation obtained, was found to be
about 15 fs [6, 14].

Despite recent attempts (see, e.g., [2, 7]) to analyze
theoretically the specific features of superradiance in
semiconductor heterostructures, no rigorous theoretical
model for describing phenomena of this kind has been
suggested so far. The goal of this study was to construct
a phenomenological model that would describe the
appearance of superradiance in the active region of
laser heterostructures and the subsequent evolution of
superradiance processes.

2. THEORETICAL MODEL

Let us assume that the density of nonequilibrium
carriers (electrons and holes) in the active region of a
laser (in a QW) may fluctuate around some average
value in the x direction (see figure). This can lead to the
formation of domains with increased density of non-
equilibrium carriers. In this case, the imaginary part of
004 MAIK “Nauka/Interperiodica”
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the dielectric susceptibility, Imχ, will be positive
within a domain, negative outside it, and zero at its
boundary. This will lead to localization of the electro-
magnetic field within the domains, because the dielec-
tric constant within the domain will in this case exceed
that in the outside (i.e., the domain is optically denser
than its environment). Let us use the fact that χ depends
on carrier density. Thus, to calculate the domain size,
we need to write an equation for Imχ taking into
account its dependence on the nonequilibrium carrier
density and equate this expression to zero. The corre-
sponding coordinate x = x0 will be an estimate of the
size of the domains formed. In our calculations, we will
use the density matrix formalism [15].

Let us consider a domain. The polarization vector
P(t) is related to the single-particle density matrix oper-
ator ρ by the following expression [15]:

(1)

Here e is the elementary charge; N, the 3D electron den-
sity; rm'm, the dipole matrix element of the interband
transition; and ρmm', the matrix elements of the density
matrix operator ρ.

We will consider below only four components of the
density matrix: ρvv  describes the state of an electron in
the valence band, ρcc describes the state of an electron
in the conduction band, ρvc describes a transition from the
conduction band (state c) to the valence band (state v),
and ρcv describes a transition from v  to c. We will
restrict our analysis to only direct interband transitions,
when rvv  = rcc = 0. The matrix element of an interband
transition between electron and hole levels can be
written as

(2)

where q is the longitudinal momentum of carriers [q =
(qy, qx) and the z axis is perpendicular to the QW plane].

P x t,( )

=  eN x( ) rm'm p p',( )ρmm' p p' x t, , ,( ) p p'.dd∫∫
mm'

∑

rcv qc qv,( ) rv c qc qv,( ) rv c q( )δqc qv– 0, ,= =

Eg
x

y

z

E

εc0

εc

0

εv0

Band diagram of a laser heterostructure.
As a result, the expression for the polarization vector
can be written as

(3)

This expression takes into account only the ground
states of electrons and holes. Here, n(x) is the 2D elec-
tron density, and a is the QW width.

The off-diagonal components of the density matrix
are found from the following system of equations:

(4)

(5)

where ωcv = Ec – Ev/"; Ec and Ev are the energies of
electrons and holes, respectively; and E is the strength
of the electric field of the wave. As ρ is a Hermitian
operator, it is necessary that the condition Tvc = Tcv = τ
be satisfied. The constant τ, named the time of trans-
verse dipole relaxation, is related to the line width of
the optical transition. To solve Eqs. (4) and (5) for ρcv
and ρvc, we use the approximation of the first harmonic
of the electromagnetic field. As a result, we have

(6)

(7)

where D(q) = ρcc – ρvv  is the difference of the occupan-
cies of levels in the conduction and valence bands. Let
us rewrite D in terms of the distribution functions of
electrons in the conduction and valence bands, fc and fv,
respectively:

(8)

We now use the definition of the dielectric suscepti-
bility χ:

(9)

The imaginary part of the dielectric susceptibility
can be expressed in terms of the dielectric constant as
follows:

The gain coefficient g(x, ω) is related to ε''(x, ω) by the
expression [16]

(10)

where k0 is the static dielectric constant. If we substitute
the expression for ε''(x, ω) into (10) and use relations (3)

P x t,( )

=  
en x( )

a
-------------- rv c q( ) ρv c q x t, ,( ) ρcv q x t, ,( )–[ ] q.d∫

i"
∂ρv c

∂t
----------- "ωv cρv c

i"
Tv c

--------ρv c– eE r ρ,[ ] v c,–=

i"
∂ρcv

∂t
----------- "ωcv ρcv

i"
Tcv

--------ρcv– eE r ρ,[ ] cv ,–=

ρv c q x t, ,( ) e
"
---D q x,( )

rv c q( )Eeiωt

ωv c ω– i/τ–
-------------------------------,–=

ρcv q x t, ,( ) e
"
---D q x,( )

rcv q( )Eeiωt

ωcv ω– i/τ–
-------------------------------,–=

D q x,( ) 2

2π( )2n x( )
------------------------- f c q x,( ) f v q x,( )–[ ] .=

P x t,( ) χ x ω,( )E.=

ε'' x ω,( ) 4πImχ x ω,( ).=

g x ω,( ) ω
c
---- ε''

k0

---------,–=
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and (6)–(8), we obtain the following expression for the
gain coefficient g(x, ω):

(11)

where δτ = "/τ. In (11), we take into account the fact
that fv(x, q) = 1 – fh(x, q), where fv(x, q) is the distribu-
tion function of electrons in the valence band. The
dipole matrix element rcv can be conveniently
expressed as

(12)

Here, jcv is the probability flux density:

(13)

where u(r) and v (r) are the smooth envelopes of the
Bloch functions of s and p type [15],

mc is the electron effective mass, and Eg is the band gap.
After expression (1) is integrated, and taking into

account

(14)

the equality Imχ = 0 becomes equivalent to the follow-
ing expression:

(15)

where  = µn – εc0 and  = µp – εv0 are the quasi-
Fermi energies of electrons and holes, reckoned from
the conduction and valence bands, respectively. From
expression (15) we have

(16)

Let us assume that the electron–hole plasma in the
domain is quasi-neutral. In this case, the 2D densities of
electrons (n) and holes (p) in the QW are equal. They
can be written as follows [17]:

(17)

(18)

g x ω,( ) 16π
k0

--------- e2

"c
------"ω

a
-------=

× d2q

2π( )2
------------- rcv e( )2 f c q x,( ) f v q x,( )– 1–[ ]∫

×
δτ

Ec Ev– "ω–( )2 δτ
2+

--------------------------------------------------,

rcv

jcv xd∫
"ω

----------------.=

jcv iγ uc*v v uv v c*+( ),=

γ2
"/2mc( )Eg,≈

1
π
---

δτ

Ec Ev– "ω–( )2 δτ
2+

------------------------------------------------

δτ 0→

δτ Ec Ev– "ω–( ),

1
µ̃n

T
-----– 

 exp 1+

--------------------------------- 1
µ̃p

T
-----– 

 exp 1+

--------------------------------- 1–+ 0,=

µ̃n µ̃p

µ̃n µ̃p+ 0.=

n Nc
µ̃n

T
-----– 

 exp 1+ ,ln=

p
mh

mc

------Nc
µ̃p

T
-----– 

 exp 1+ ,ln=
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where Nc = mcT/π" is the 2D density of states for the
conduction band in the QW; mc and mh are the electron
and hole effective masses, respectively; and T is tem-
perature.

It should be noted that the degree of degeneracy of
electrons in the QW is very high, whereas the degener-
acy of holes is negligibly small. Taking this into
account, we can simplify expressions (17) and (18) to
obtain

(19)

(20)

Taking into account the quasi-neutrality of the elec-
tron–hole plasma in the domain and expressions (16),
(19), and (20), we obtain the following condition for the
equality of the gain coefficient g(x, ω) to zero:

(21)

We should remember here that the electron density
n depends on the coordinate x, i.e., n = n(x). Substitut-
ing the explicit expression for  in terms of density
into (21), we obtain the final equation for finding x0 at
which the gain coefficient g(x, ω) becomes zero:

(22)

Thus, we find x0 and thereby estimate the size of domains
with increased density of nonequilibrium carriers.

To determine the spatial distribution of the density
of nonequilibrium carriers within the domain, we use
the continuity equation. The domain is a region with
increased density of nonequilibrium carriers, and this
region has a finite size. It was shown in [18] that, if the
strong degeneracy of electrons is taken into account in
the case of bimolecular recombination (and holes are
nondegenerate), the continuity equation takes the fol-
lowing form:

(23)

where µh is the hole mobility, N(x)/2 = n(x), and γ is the
coefficient of bimolecular recombination. This equa-
tion was derived using the condition for quasi-neutral-
ity of the electron–hole plasma (n = p).

To solve Eq. (23) and find the dependence n(x)
within the domain, we make the following substitution
of variables:

(24a)

(24b)
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mhT
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 
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exp
mh

mc
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2
3
---

µh

e
----- d

dx
------ µ̃n

dN x( )
dx

--------------- 
  γN2 x( )

4
-----------------,=

ξ xNch
1/2,=

ψ N x( )
Nch
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Here,

(25)

As a result, Eq. (23) takes the form

(26)

With (26) multiplied by  and the total differential

separated out, we obtain

(27)

where C1 is the integration constant. To find C1, we use
the boundary condition that the density of nonequilib-
rium electrons at the domain boundary is equal to the
uniform density in the QW, which is known; i.e.,

(28a)

(28b)

where n0 is the “background” density of nonequilib-
rium electrons, which is determined by the driving cur-
rent, and ξ0 and x0 are the domain boundaries in the new

and old variables, respectively. Since  = 0, expres-

sion (27) yields the first integration constant C1 as

(29)

We now solve Eq. (27) for ψ and obtain

(30)

where C2 is the integration constant. To find C2, we use
the condition that the dependence of the density of non-
equilibrium carriers on the coordinate should have a
maximum at the center of the domain (at ξ = 0) and then
decay toward the domain boundaries. This condition is
expressed as

After the derivative of expression (30) with respect to
the variable ξ is taken and the second boundary condi-
tion is used, we obtain the following expression for
finding C2:

(31)

Nch

3γemc

8µhπ"
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d
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------- 
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1
2
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2 ξ C2+( )–[ ]exp ψ0

4 2 ξ C2+( )[ ]exp+
2

----------------------------------------------------------------------------------------------------
 
 
 

1/2

,

dψ
dξ
-------

ξ 0=

0.=

ψ0
4e

2C2 e
2C2–

– 0.=
From (31) we readily find that

(32)

Let us revert to the initial variables. When we use
expressions (24a), (24b), (28a), and (32), as well as the
fact that n(x) = N(x)/2, we obtain the expression for the
density of nonequilibrium electrons within the domain
as a function of the coordinate x:

(33)

We now substitute (33) into (22) and numerically
solve the resulting equation for x for the case of an
In0.15Ga0.85As QW 100 Å thick. For this purpose, we
use the following values of the numerical parameters:

The background density of electrons (equal to that of
holes) n0 = 1012 cm–2. The numerical calculations indi-
cate that Eq. (10) is satisfied when x ≈ 0.5 µm. The dou-
bled value of x0 (1 µm) is the estimate of the size of a
domain with an increased density of nonequilibrium
carriers, which may be formed in the active region of
the heterostructure as a result of carrier density fluctua-
tions. The size we obtained can in turn be used to esti-
mate the characteristic emission time of such a domain.

3. DISCUSSION
The above analysis shows that, as the density of

nonequilibrium carriers in the active region of a hetero-
structure increases, the system breaks down into
domains after a certain critical value is reached (n0 in
the case in question), and a nonequilibrium second-
order phase transition thereby occurs. The domains are
stable objects that have a characteristic mesoscopic
size, which depends only on the parameters of the semi-
conductor, as was established above. Each domain is a
QW region in which the emission is localized because
the dielectric constant within the domain exceeds that
in the outside. The domain is an optically denser
medium because the imaginary part of the dielectric con-
stant is positive within the domain and equal to zero at its
boundary. This means that a kind of “feedback” arises
within a single domain, and as a result the domain emits
coherent light as a single whole (all emitters within the
domain are in phase). At the same time, the total emis-
sion of the laser heterostructure below the lasing thresh-
old remains incoherent, because the domains in the
active region are not in phase with one another.

C2 2 ψ0.ln–=

n x( )
Nch

2 2
---------- 2 xNch

1/2 2 ψ0ln–( )–[ ]exp




=

+
2n0

Nch

-------- 
 

4

2 xNch
1/2 2 ψ0ln–( )[ ]exp





1/2

.

mc 0.515 1028 g, mh× 4.505 10 28–  g,×= =

T 0.026 eV, γ 3 10 4–  cm2 s 1– , and×= =

µh 200 cm2/ V s( ).=
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Thus, we considered the process of spontaneous for-
mation of coherently emitting domains in the active
region of a semiconductor laser. The distinctive feature
of the “Dicke superradiance” is the spontaneous phas-
ing of emitting carriers without any external coherent
action on the system [19]. It is reasonable to assume
that the recombination of nonequilibrium carriers in the
domains formed occurs precisely in the superradiant
mode. On the basis of this assumption, let us estimate
the characteristic emission time typical of domains of
this kind. For this purpose, we use the criterion that
relates the maximum size of the superradiant region,
Lmax, to the characteristic superradiance time, τSR
(see, e.g., [19]):

(34)

where V is the speed of light within the material. If we
substitute the previously obtained estimate of the size
of the domain with an increased density of nonequilib-
rium carriers and the speed of light within the material,
V = 0.97 × 1010 cm/s, into expression (34), we estimate
the characteristic superradiance time to be τSR = 10 fs.
Note that this value agrees well with the previously
obtained experimental estimates [4–6, 13].

As the density of nonequilibrium carriers increases
further, the concentration of domains in the active region
of the semiconductor laser (nd) increases and, at a certain
density of nonequilibrium carriers, the domains start to

overlap. This occurs when the condition 2x0 ≈ 1 is
satisfied. In this case, a phase transition from superradi-
ant to stimulated emission takes place.

4. CONCLUSION

Dicke superradiance was analyzed as an intermedi-
ate phase in the transition from spontaneous to stimu-
lated emission in semiconductor laser heterostructures.
A phenomenological model is suggested that describes
the formation of superradiant domains (“macrodi-
poles”), in which the electromagnetic field is localized,
in the active region of the heterostructures. The size of
domains of this kind was estimated using the density
matrix formalism, which made it possible to evaluate
the characteristic emission time of these domains to be
about 10 fs. This value agrees well with the results of
previous autocorrelation and spectral experiments,
which further supports the model suggested. In our next
paper, we will present the electromagnetic theory of
superradiance, which will make it possible to estimate
not only the characteristic superradiance time, but also
the intensity of superradiance and its delay time.
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Abstract—The spectra of steady- and nonsteady-state photoluminescence in silicon nanostructures are calcu-
lated using the envelope-function method. The distinguishing feature of this calculation is that it takes into
account an additional size-related quantum effect that manifests itself in the nonmonotonic (oscillatory) depen-
dence of the time of radiative pseudodirect (phononless) exciton transitions on the nanocrystallite size. This is
due to the oscillating overlap integral of the electron wave functions of the X valleys in the conduction band and
the hole wave functions of the Γ valley in the valence band. The mesoscopic effect, which manifests itself in an
appreciable broadening of the energy spectrum of small nanocrystals because of the fact that the fluctuations of
both the structure of heteroboundaries and the atomic arrangement of nanocrystals become significant, is also
taken into account. The potential application of this approach in interpreting experimental photoluminescence
spectra in low-dimensional silicon is analyzed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is now widely acknowledged that exciton radia-
tive recombination in nanocrystallites (NCs) is the
mechanism of photoluminescence (PL) in low-dimen-
sional silicon. However, the existing theoretical models
fail to describe many important features of the PL spec-
tra in silicon NCs, such as the presence of several fun-
damental PL bands, the difference in their width in the
short- and the long-wavelength spectral regions, the PL
spectrum evolution in time, and so on.

In this study, we make a new attempt to simulate the
PL characteristics of silicon nanostructures using the
envelope-function method on the basis of the exciton
recombination in NCs but now taking an additional
effect into account. This effect stems from the indirect
structure of the energy band of the initial silicon and
gives rise to an oscillatory dependence of the exciton
radiative lifetime on the size of NCs. It is shown that, in
NCs of a certain size, this time can be fairly short (from
several tens to several hundreds of nanoseconds).
Therefore, even over a wide range of NC sizes, the main
contribution to PL is made by NCs whose size corre-
sponds to the shortest radiative recombination times.
Since the size-related quantum effect relates a specific
mean energy of radiative transitions to each size of NC,
the PL spectra should contain only a few highly intense
bands corresponding to comparatively narrow ranges of
NC sizes. Note that, generally speaking, this mecha-
nism should be effective in all low-dimensional silicon
structures, from quantum wells to quantum dots. The
differences that appear with a decrease in dimensional-
1063-7826/04/3807- $26.00 © 20842
ity are the following: (i) the PL bands shift toward short
wavelengths, (ii) the oscillator strength of the pseudo-
direct (phononless) exciton transitions increases as a
consequence of the increasing electron and hole local-
ization in space, and (iii) the phonon-related broaden-
ing of the PL features becomes less pronounced
because of the quantization of the phonon spectrum and
the relative decrease in the fraction of radiative exciton
transitions with the involvement of phonons.

Experimental steady-state PL spectra of silicon NCs
most often appear as a single broad band. Two bands
are observed much more rarely, and only in isolated
rare cases are three bands observed. Therefore we
expect to attain a better agreement with experiment by
taking into consideration the mesoscopic broadening of
the PL bands in small NCs as a result of an increase in
the fluctuations of the atomic arrangement in the NC
and at heteroboundaries and the corresponding smear-
ing of the optical transitions within the NC ensemble.

Our aim is to study the PL steady-state spectra and
the PL kinetics in relation to the exciton radiative life-
time, which oscillates with the size of the NC, and to
analyze the effect of the mesoscopic broadening of the
energy spectrum of small silicon NCs (their size D is
mainly restricted to D < 3 nm).

2. THEORETICAL BACKGROUND

It has been shown [1] that the probability of radia-
tive phononless exciton transitions in silicon NCs is an
oscillating function of their characteristic size D. This
004 MAIK “Nauka/Interperiodica”
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behavior is a consequence of a change in the overlap
integral of the wave functions of electrons in the X val-
ley of the conduction band and holes in the Γ valley of
the valence band; i.e., it is a consequence of the indirect
character of the structure of the energy band in the ini-
tial silicon (in direct-gap semiconductors, no oscilla-
tions are observed). In terms of the model based on infi-
nitely high barriers, the oscillation period is approxi-
mately 0.64 nm. In [2] the period of radiative
phononless exciton transition τrx in silicon quantum
wires surrounded by a SiOx matrix was calculated as a
function of their diameter D (see Fig. 1, inset). It can be
seen that, with an increase in the degree of oxidation x,
the oscillatory dependence τrx(D) shifts to larger thick-
nesses. The minima of τrx rapidly decrease as the wires
become thinner. This behavior is caused by an increase
in the degree of localization, which is equivalent to the
increase in the degree of smearing of the wave func-
tions of electrons in the X valley and holes in the Γ val-
ley in reciprocal space and the resulting increase in the
overlap integral (and, accordingly, in the probability of
direct radiative phononless electron–hole recombina-
tion). In other words, the deepening of the minima is
related to an increase in the probability that the excess
electron momentum in the X valley will be transferred
directly to the nanostructure as a whole (or that a hole
in the Γ valley will acquire the excess momentum from
the nanostructure) without the involvement of phonons.
Phonons are known to ensure the conservation of
momentum during the emission of radiation in indirect-
gap bulk materials (including silicon) and, therefore,
are involved in the formation of the radiative channel
even in the zeroth order. The efficiency of this mecha-
nism increases as the quantum wire becomes thinner.

Similar results for the matrix element of the radia-
tive electron–hole transition and the radiative recombi-
nation time in porous silicon were obtained in [3].

Generally speaking, apart from the effect described
above, which stems from dimensional quantization in
the direction perpendicular to the quantum wire and
from an increase in the contribution of states of appro-
priately oriented X valleys to pseudodirect transitions,
one should also expect an increase in the contribution
of longitudinal band states (along the wire) to the direct
radiative process. This contribution is due to the rear-
rangement of the band structure in this direction as the
wire thickness D decreases. For example, in threads
with small D, the bottom of the one-dimensional con-
duction band must shift to the Γ point [4]. Both contri-
butions that enhance the probability of direct radiative
transitions were discussed in review [5]. Since this rear-
rangement of the band structure makes a monotonic
contribution to the probability of direct radiative transi-
tions with a decrease in D, it should smooth out the
oscillations of the total time of radiative recombination
τrx(D): the greatest smoothing corresponds to the region
of the smallest D.
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We restrict our theoretical analysis to the case of
comparatively thin wires, when the exciton binding
energy is large (≥0.3 eV) and it is possible to disregard
the presence of free electron–hole pairs at room tem-
perature, in accordance with the results obtained in [6].
The equation of generation–recombination balance for
a wire with diameter D has the form

(1)

where nx(D) is the total number of excitons in the quan-
tum wire (exciton concentration integrated along the
wire length L) in the lowest exciton subband; I is the
radiation intensity; α(D) is the absorption coefficient;
c ≈ 1 is the form factor (c = 1 and c = π/4 for the quantum
wires of square and circular cross sections, respectively);
and τx(D) is the total lifetime of excitons in the wire:

Here, τnx(D) is the nonradiative lifetime of excitons and

(D) and (D) are the characteristic times of radia-
tive pseudodirect (without phonons) and indirect (with
phonons involved) exciton transitions in the quantum
wire, respectively.

In the steady state, the solution to equation (1) is
expressed by the function

(2)

whereas the intensity of the exciton luminescence at the
corresponding exciton transition energy E(D) (the
dependences E(D) were calculated in [1]) is given by

(3)
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τ rx
d τ rx

i

nx D( ) cD2I 1 α D( )L–( )exp–[ ]τ x D( ),=

ℑ PL E( ) cD2I 1 α D( )L–( )exp–[ ]τ x D( )/τ rx D( ),=
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containing silicon quantum wires with an average trans-
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where τrx(D) is the total characteristic time of exciton
radiative transition determined by the rule for the sum-
mation of reciprocal quantities:

On the assumption that a multimode ensemble of
wires in an NC is described by the sum of Gaussian dis-
tributions in the vicinity of several main thicknesses 
(i = 1, 2, 3, … n) and that the individual PL lines have
Lorentzian shapes, the spectral density of the exciton
PL has the form

(4)

where fG(D, , σi) = (1/ σi)exp[–(D – )2/2 ],
ai is the weighting coefficient of the respective Gauss-
ian function, Γ(ξ) is the broadening parameter that
depends on the transition energy (i.e., on the quantizing
size D), and the thickness D in the integrand is consid-
ered a function of the exciton transition energy, i.e., a
function inverse to E(D).

The relaxation kinetics of the intensity of a PL line
with the energy E(D) after a short (compared to the
characteristic time τx(D)) excitation pulse with duration ti
is defined by the expression

(5)

With the size distribution of quantum wires given by
function fG(D, , σ), the decay kinetics of the PL inte-
grated intensity can be described as

(6)

Similarly to expression (4), the spectral density of
excitonic PL detected with the delay td after a short-
pulse excitation of the ensemble of quantum wires can
be written in the following form:

(7)

where the quantity ℑ PL(ξ, t) is defined by (5).

1/τ rx D( ) 1/τ rx
i

D( ) 1/τ rx
d D( ).+=

Di

IPL E( ) aiℑ PL ξ( ) f G D ξ( ) Di σi, ,( )
i 1=

n

∑∫=

× ∂D
∂ξ
------- Γ ξ( )

E ξ–( )2 Γ ξ( )2/4+
---------------------------------------------dξ ,

Di 2π Di σi
2

ℑ PL E t,( ) cD2I 1 α D( )L–( )exp–[ ] ti/τ rx D( )[ ]=

× t/τ x D( )–( ).exp

D

I int
PL t( ) c ξ2I 1 α ξ( )L–( )exp–[ ](

Dmin

Dmax

∫=

× t/τ x ξ( )–( )ti/τ rx ξ( )exp ) f G ξ D σ, ,( )∂ξ .

IPL E td,( ) aiℑ PL ξ td,( ) f G D ξ( ) Di σi, ,( )
i 1=

n

∑∫=

× ∂D
∂ξ
------- Γ ξ( )dξ

E ξ–( )2 Γ ξ( )2/4+
---------------------------------------------,
3. RESULTS AND DISCUSSION

Let us consider the effect produced by the oscilla-
tory dependences τrx(D) on the PL spectra. When plot-
ting the steady-state PL spectra, we used the depen-
dence τrx(D) calculated in [2] for the case of quantum
wires Si–SiO2 and the dependence of the exciton tran-
sition energy on the wire thickness obtained in [1]. The
case of strong absorption (α(D)L @ 1) was analyzed.

It follows from [4] that, when the size distribution of
quantum wires is given by a single Gaussian function
fG(D, , σ) with small width (e.g., σ = 0.1 nm), the
steady-state PL spectrum appears as a narrow emission
band. If the size distribution of wires is multimodal (for
example, described by a set of narrow Gaussian func-
tions) and the half-widths of the Γ lines in the exciton
spectra of wires are small, each of the Gaussian distri-
butions included in the set will correspond to a band in
the PL spectrum. This mechanism is responsible for the
formation of a multimodal PL spectrum if one disre-
gards the oscillations of τrx(D). In terms of this
approach, the bands broaden as the spread of the wire
thickness increases, and they can begin to overlap, thus
forming a single PL band with several peaks. However,
the main feature of our approach, which takes into
account the effect of τrx(D) oscillations, is that it allows
the formation of several (up to three) PL bands in the
spectrum even for a unimodal wire size distribution (for
example, described by a Gaussian function with mean
size D = 2 nm).

Our calculations for wires with square and circular
cross sections showed that, by varying D in the range
1−3.5 nm, we can obtain five main PL bands with ener-
gies in the intervals 1.15–1.17, 1.22–1.26, 1.38–1.45,
1.74–1.88, and 2.30–2.55 eV.

Note that a similar situation should take place for PL
in a material containing quantum dots; i.e., as in the
case with quantum wires, the main reason for the
appearance of a multiband PL spectrum may be the
presence of minima in the dependence τrx(D), which are
caused by the indirect-gap structure of the initial sili-
con. Compared to the PL spectra of the silicon quantum
wires, the PL spectra of quantum dots are shifted to
shorter wavelengths. Our estimations based on the
dependences of the electron–hole transition energy and
the exciton binding energy in silicon quantum dots on
their diameter obtained in [7, 8] showed that the PL
spectrum of silicon quantum dots in the SiO2 matrix
may feature six bands located near 1.26, 1.34, 1.59,
2.06, 2.52, and 2.98 eV.

Let us compare the calculated energies of the main
PL bands for silicon NCs with experimental data. The
PL spectrum of porous silicon films obtained in [9–11]
contained bands with energies 1.3–1.4, 1.7–1.9, 2.1,
2.3, and 2.9 eV. The PL spectrum of nanocrystalline sil-
icon films (with nanocrystals in the form of quantum
dots) detected in [12, 13] featured almost all of the
bands mentioned above. Therefore, the experimental

D
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energies of transitions fall into the intervals calculated
above for the main bands of silicon NCs, which arise
because of the nonmonotonic dependence τrx(D).
A number of the bands calculated above, in particular,
the bands with energies 1.3–1.4, 1.92, 2.3, and 2.84 eV,
were observed in the electroreflection spectra of silicon
NCs [14, 15], while others (for example, the bands with
energies 2.1 and 2.4 eV) were observed in the absorp-
tion spectra [16].

Note that, in order to compare the PL spectra and the
absorption (or electroreflection) spectra of silicon NCs
correctly, it is necessary to take into account the special
features of PL excitation. In the case of conventional
excitation by a nitrogen laser, in almost all quantum
wires (with the exception of those that are thinner than
1 nm) the excitation of free electron–hole pairs pre-
cedes their binding into excitons. The absorption coef-
ficient is quite large (>104 cm–1), which makes it possi-
ble to restrict the analysis of PL to the case of strong
absorption. If the same NCs are excited by photons
with energies that correspond to the excitonic absorp-
tion band, the absorption coefficient will depend sub-
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Fig. 2. Steady-state PL spectra of silicon nanostructures:
(a) calculation by formula (4) for bimodal Gaussian distri-
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 = 2.1 nm, and the same variance σ = 0.1 nm) with
broadening parameter Γ0 = (1) 0.04 and (2) 0.07 eV;
(b) experimental data for different sizes of NC; the curves
are numbered in order of increasing mean size of NCs.
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stantially on both the wire diameter and the accuracy of
matching to the peak of the absorption band corre-
sponding to this diameter. The PL of the structures with
quantum dots also has its own special features, specifi-
cally, the fact that it is in principle impossible to realize
the case of strong absorption.

Note that the transition energies in silicon quantum
dots estimated disregarding the exciton effect are
shifted considerably to shorter wavelengths compared
to the experiment. Specifically, according to the calcu-
lation, the maximal energy of transition between purely
electronic and purely hole states in the quantum dots of
the experimentally studied structures should range
from 3.8 to 4 eV, and the minimal energy is expected to
be about 1.5 eV. At the same time, the corresponding
experimental values were in the ranges 2.8–3.0 and
1.2–1.4 eV, respectively.

Figure 1 shows the spectral dependences of steady-
state PL in silicon quantum wires as calculated by for-
mula [4] for an NC size distribution given by the Gaus-
sian function with mean value  = 2.1 nm and a fairly
large variance (σ = 0.4 nm). When calculating the spec-
tra shown in Figs. 1–4, we approximated the mesos-
copic effect associated with the fluctuations in the het-
eroboundary structure by using a size-dependent (i.e.,
dependent on the transition energy E(D) due to the size-
related quantum effect) parameter of excitonic-band
broadening Γ(E) = Γ0(D0/D)3, D0 = 3 nm. It was also
assumed that τnx(D) = τn0(D/3)2 and τn0 = 3 µs. As can
be seen from Fig. 1, with small values of Γ0, the PL
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spectrum contains three of the five bands mentioned
above as a result of oscillations of the dependence
τrx(D). As Γ0 increases, at first, the dips in the calculated
PL spectra flatten and only the inflection points remain;
then, at a sufficiently high value of Γ0, the PL spectrum
becomes featureless.

Figure 2a shows the steady-state PL spectra calcu-
lated for the case where the distribution of quantum
wire thicknesses is described by two Gaussian func-
tions centered at  = 1.0 and  = 2.4 nm. It can be
seen from Fig. 2a that, since mesoscopic broadening is
taken into account, the high-energy PL band appears to
be significantly broader than the low-energy band. The
experimental steady-state PL spectra obtained in [11]
(Fig. 2b) for quantum dots in the SiOx matrix are further
evidence of the fact that the high-energy band is indeed
much more broadened than the low-energy band. The
observation of two bands in steady-state PL spectra is
only possible when the number of small NCs is suffi-
ciently large. A somewhat different situation arises
when PL spectra are detected with a time delay. With
short delays td, the contribution of small NCs to a PL
spectrum may be major even with a small number of
such NCs, since they are characterized by shorter radi-
ative-recombination times than larger NCs. As td

increases, the relationship between the contributions
that NCs of different sizes make to PL changes in favor
of larger NCs and, when the number of small NCs is not
large (compared to that of large NCs), only the long-
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wavelength band remains. This fact is illustrated by
Fig. 3, which shows PL spectra calculated by formula (7)
with different time delays td for silicon quantum wires
with a size distribution described by two Gaussian
functions (the corresponding distribution of wires over
the excitonic radiative-transition energies E(D) is
shown in the inset). It can be seen that, with an increase
in td, the PL bands actually shift to longer wavelengths
and, with sufficiently large values of td, the spectrum
contains only the long-wavelength band. A similar type
of time-resolved PL spectra is typical of both porous
silicon films and structures with silicon quantum dots.

Figure 4 shows the kinetic dependences of the inte-
grated PL intensity calculated by formula (6) for silicon
quantum wires in the case where their size distribution
is similar to that in Fig. 3. It can be seen that, in this
case, the PL kinetics is closely approximated by
“stretched” exponential functions, which is consistent
with the experimental data. As the value of σ increases,
the PL relaxation at the initial stage occurs more
quickly and at the final stage slows down more severely.
Therefore, for small NCs, the PL relaxation becomes
nonexponential with smaller σ than for large NCs. At
the same time, the PL relaxation can be close to expo-
nential under certain conditions, specifically, for suffi-
ciently large NCs with moderately large values of σ
(see Fig. 4, inset).

Let us now analyze the positions of bands in the PL
spectrum of silicon nanostructures in relation to the size
of the nanostructures taking into account the oscilla-
tions of τrx(D) and the excitonic-band broadening Γ(D).
As can be seen from Fig. 5, with large mean sizes of
NCs, the PL bands corresponding to the minima of
τrx(D) are located with a high density along the energy
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Fig. 5. Steady-state PL spectra for nanostructures contain-
ing a unimodal Gaussian ensemble of silicon quantum
wires. Calculation parameters: Γ0 = 0.02 eV; σ and  =
(1) 0.1 and 3.0 nm, (2) 0.1 and 2.5 nm, (3) 0.15 and 2.1 nm,
(4) 0.2 and 1.8 nm, (5) 0.3 and 1.5 nm, (6) 0.4 and 1.3 nm,
and (7) 0.5 and 1.2 nm.
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axis. However, with a small variance in the size of NCs
σ, they are clearly separated. Therefore, a decrease in
the mean size of NCs leads to the usual shift of the peak
of the PL band to higher energies (curves 1, 2). With
smaller mean sizes, the individual bands become
broader and start to overlap (curves 3, 4). Finally, for
the smallest NCs, the band broadening is even more
pronounced (due to both the mesoscopic effect, which
is taken into account by parameter Γ, and the relative
increase in the role of the size variance), and the peak
position on the energy axis stabilizes, i.e., becomes
size-independent (curves 5–7). In special cases, even a
decrease in the energy of the PL band is possible. This
effect can be caused by a number of factors: (i) the
amorphization of the smallest NCs; (ii) satisfying the
condition  > hν, where  is the optical energy gap
renormalized due to the size-related quantum effect and
hν is the photon energy of excitation radiation; and (iii)
the complete oxidation of the smallest NCs.

In order to verify the theoretical model described
above, we fabricated and experimentally studied two dif-
ferent porous silicon samples: sample 1, from heavily
doped p-type (100) silicon, ρ = 10–20 mΩ cm (p = 4 ×
1018–1019 cm–3), obtained by etching in an electrolyte
with a low water content (HF : Et : H2O = 1 : 2 : 1, and
sample 2, from p-type (100) silicon, ρ = 12 Ω cm (p =
1015 cm–3), obtained by etching in a standard electrolyte
(HF : Et = 1 : 1). The samples had different degrees of
oxidation: sample 2 was more oxidized due to postan-
odic treatment.

The PL spectra were measured with time resolution
(the instant of detection was delayed relative to the
excitation pulse). Laser pulses with a wavelength of
λ = 337 nm, a duration of 10 ns, and a repetition rate of
100 Hz were used as the excitation radiation. The PL
spectra were measured at room temperature using a
computerized setup on the basis of an MDR-2 mono-
chromator, a V9-5 stroboscopic voltage converter
(strobe-pulse width 4 ns), and a FEU-79 photomulti-
plier as a detector.

The time-resolved experimental PL spectra obtained
for porous silicon samples are plotted by the solid curves
in Fig. 6a (sample 1) and Fig. 6b (sample 2). Using our
theoretical approach (Fig. 6, dotted curves), we man-
aged to fit the spectral position of the low-energy band,
its shape, and the decrease in the intensity with increas-
ing delay time to the experimental data.

At the same time, it is not possible in principle to fit
the position of the high-energy PL band and the
decrease in its intensity with increasing delay time to
the experiment within the framework of a model in
which porous silicon is considered as simply an ensem-
ble of quantum wires. Therefore, using previous results
[17], we assumed that the high-energy band with a peak
at 2.95 eV in the PL spectra of porous silicon films is
related not only to the quantum wires in these films but
also to the small-size quantum dots. The modifications
of our model for quantum dots includes the following:

Eg* Eg*
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(i) the term D2 is replaced by α(D)D3 in equations (1)–(3),
(ii) the matrix element of radiative transition calculated
for quantum dots is used instead of that calculated for
quantum wires, and (iii) the dot-size dependence of the
exciton optical transition energy of the quantum dots
obtained in [7, 8] is employed. This modification
enabled us to fit our model to the experiment in the first-
order approximation for both the low- and the high-
energy parts of the PL spectra (Fig. 6b).

CONCLUSION

The results of this study suggest that the experimen-
tally observed “fast” band 2.9–3 eV in the PL spectra of
porous silicon and SiOx films is related to the photolu-
minescence of quantum dots of very small size (≈1 nm
in diameter) rather than to the luminescence of SiOx.
The model suggested above enables one to predict the
energy position of this band and accounts for its large
width and the very slight change in the position of the
peak as the delay time increases. Furthermore, one may
assume that the corresponding band observed in nonpo-
rous silicon (including quartz) is of similar nature.
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Fig. 6. Time-resolved PL spectra of porous silicon: experi-
ment (solid curves) with (a) sample 1 with delay time td =
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(dashed curves) for a mean quantum wire thickness of 1.75 nm
and a mean quantum dot size of 0.7 nm.
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Indeed, for this band to be present, the silicon oxide
only needs to contain silicon clusters with linear dimen-
sions of about 1 nm, which is quite possible in reality.

The analysis performed suggests that the multimode
character of the PL spectra, their special features with
different size distributions of NCs, as well as their
relaxation behavior, are associated with the size-related
quantum oscillations of the excitonic radiative-recom-
bination time. It is also shown that, in order to provide
for a satisfactory fit of the calculated PL spectra to
those observed in the experiment (especially in the
high-energy part), one should take into account the
strong mesoscopic broadening of the high-energy
bands, which prevents the simultaneous appearance of
several bands in the PL spectra of silicon NCs. This
broadening is caused by intense fluctuations of the opti-
cal energy gap in small NCs.
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Abstract—Technology for the infiltration of zinc oxide into a three-dimensional opal lattice using chemical
deposition from a solution was developed. Samples of ZnO–opal composites, whose luminescence at room
temperature mainly occurs in the ultraviolet spectral range, were obtained. The filling ratio was monitored by
two different techniques: (i) checking the increase in the mass of the sample and (ii) checking the shift of the
peak in the optical reflection spectrum of samples filled with ZnO in comparison with the initial opal matrices.
The results obtained by these two methods are consistent with each other. Optimum conditions for synthesizing
ZnO-filled opals in order to attain the highest intensity of ultraviolet luminescence were determined. It was
shown that using “raw” opals, whose voids are incompletely filled with the semiconductor material, leads to a
severalfold increase in the intensity of the edge excitonic emission band at room temperature. The results
obtained can be used in the development of efficient directed laser light sources in the ultraviolet spectral range
based on the “photonic crystal” effect. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of effective methods for imple-
menting the “photonic crystal” concept in order to fab-
ricate high-efficiency light-emitting devices (lasers and
LEDs) with characteristics superior to those of cur-
rently existing ones is a problem of current interest for
modern photonic technology, which is based on utiliz-
ing photons (i.e., light) instead of electrons as carriers
of information. The concept of the photonic band gap
(PBG), which was developed in [1, 2], implies that light
waves in the PBG spectral range cannot propagate
through the photonic crystal, cannot experience total
reflection when they are incident on the crystal from the
outside, and cannot be emitted inside the crystal
because of a lack of corresponding optical modes.
These properties originate from the three-dimensional
modulation of the refractive index in the photonic crys-
tal, which is a periodic structure composed of dielectric
unit elements. In this context, in order to produce an
efficient light-emitting device, one needs to form a
bound photonic state within such a structure, thus intro-
ducing a spectrally narrow allowed level into the PBG.
The energy of this level must be tuned to the emission
photon energy of the laser or LED. The first report on
the experimental realization of PBG material was pub-
lished in 1991 [3], and those results corresponded to the
microwave region of the spectrum (13–15 GHz).
A photonic crystal exhibiting PBG in the infrared region
(1.35–1.95 µm) was demonstrated only in 1999 [4]. Now
researchers are actively seeking ways of fabricating

†Deceased.
1063-7826/04/3807- $26.00 © 20849
novel light emitters and passive elements for optoelec-
tronics on the basis of photonic crystals.

The predicted high efficiency of, for example, LEDs
of this kind is based on the possibility of designing the
necessary optical modes within a photonic crystal and
controlling their directions of propagation. Commer-
cially available LEDs based on semiconductors with an
internal quantum efficiency of up to 99.7% have a low
external efficiency (about 2–4%) [5]. The limit is set by
the small width of the emission cone (16° for GaAs).
The rest of the light is lost due to total internal reflection
and emission in the “idle” directions. The concept of
the photonic crystal allows all spontaneous emission to
be channeled into the operating modes of the device. In
principle, the external efficiency of such a device can be
as high as the internal efficiency of the material (more
than 90%). There are a number of methods for fabricat-
ing photonic crystals, mainly adopted from the silicon
industry. They include electron lithography, masking,
ion etching, electrochemical methods, selective oxida-
tion, etc. All of these time-consuming and expensive
techniques can only produce two-dimensional (quasi-
two-dimensional) structures, which do not provide full
realization of the potential offered by the physics of
photonic crystals for device applications. The main
method that allows fabrication of ordered three-dimen-
sional structures is based on matrix technology. It is
based on filling regular lattices of voids in natural or
artificial matrixes, such as zeolite, asbestos, or opal
crystals, with different substances [6].
004 MAIK “Nauka/Interperiodica”
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Matrix methods have been widely used to synthe-
size mesoporous and macroporous ceramics [7–10];
polymers [11]; semiconductor sublattices of Te, GaAs,
HgSe, and CdS clusters [12, 13]; and inverted opals from
CdSe [14], Si [15], and Ge [16]. This approach, based on
the use of synthetic opal, was suggested in [12].

It was shown that crystalline GaN can be grown in
the voids of an opal matrix [17]. A number of studies
were devoted to the emission properties of organic mol-
ecules, semiconductor nanocrystals, and rare-earth ions
embedded in an opal matrix [12, 18, 19]. In our recent
study [20] it was found that a ZnO–opal structure
obtained by depositing a thin layer of ZnO onto an opal
film exhibits ultraviolet (UV) excitonic luminescence
originating from quantum dots formed in the second
nearest layer to the surface of the opal film.

Producing high-quality nanostructures using zinc
oxide with emission mainly in the UV region is neces-
sary for the development of high-power semiconductor
light sources in this spectral region. This semiconductor
compound has a wide band gap (equal to 3.4 eV [21]),
direct interband transitions, and low resistivity, which
favors its use for the fabrication of semiconductor
LEDs [22] and transparent contacts and windows for
solar cells [23, 24]. Zinc oxide has the same optical,
electrical, and structural parameters as gallium nitride,
but is simpler in terms of growth technology and more
stable during operation.

The goal of this study is (i) to grow samples of syn-
thetic opals filled with ZnO that exhibit luminescence
mainly in the UV region and (ii) to study the influence
of the parameters of the synthesis process on the spec-
tral characteristics of the emission.

1 cm

Fig. 1. Optical photograph of the domain structure of an
opal sample; the size of the SiO2 particles equals 260 nm.
2. INFILTRATION OF ZINC OXIDE 
INTO AN OPAL MATRIX

Filling of the voids in an opal matrix was carried out
by impregnation with a solution of zinc nitride
Zn(NO3)2 · nH2O and subsequent decomposition of the
nitride into oxide upon thermal treatment. Note that, in
addition to zinc nitride, which is readily soluble in
water and ethyl alcohol, there are a number of organic
zinc compounds suitable for this procedure [25]. They
include zinc stearate Zn(C18H35O2)2 (melting tempera-
ture Tm = 130°C), acetylacetonate Zn(C5H7O2)2 (Tm =
138°C), and acetate Zn(C2H3O2)2 · 2H2O (Tm = 235°C).
The presence of large carbon radicals in these mole-
cules hinders their penetration into small voids. Zinc
formate Zn(HCO2)2 · 2H2O has the least number of
“useless” atoms, but it exhibits lower solubility in water
(5.2 wt %) and is not soluble in alcohol. Preliminary
experiments showed that zinc acetate has a lower pene-
tration ability than zinc nitrate in the process of opal
matrix impregnation.

According to the solubility diagram of zinc nitrate in
water [26], zinc nitrate exists only in the form of crystal
hydrate Zn(NO3)2 · nH2O, where the number of water
molecules varies from nine to one as the temperature
varies from –32 to +70°C. The temperature for the
impregnation process was varied in the range 55–70°C,
where zinc nitrate contains one or two water molecules.
Zinc nitrate for the process was prepared by the stan-
dard reaction of metallic zinc with nitric acid (both
reagents of chemical purity grade) [27].

Opal samples of two types were used: “raw” sam-
ples, which were treated only by drying at temperatures
of up to 150°C, and “baked” samples, which, in addi-
tion to drying, were thermally treated at ~1000°C for
5 h in air. Samples of dimensions ~5 × 4 × 3 mm3 were
cut with their large facet parallel to the sedimentation
direction. Ordered domains (clearly distinguished in
the reflected light as uniformly colored regions) then
occupied, as a rule, more than 50% of each facet (see
Fig. 1). The size of the silicon dioxide spheres varied in
different samples from 260 to 320 nm.

The duration of the impregnation procedure was
varied from 1.5 h for the first impregnation to 20 h for
the final treatment. After the impregnation procedure
was finished, the crust of zinc nitride crystals was
cleaned off the samples. The samples were then dried
and heated to 450–600°C in order to induce decompo-
sition of the nitride into oxide. Then, another impregna-
tion treatment was carried out, and the entire process
was repeated many times.

In Fig. 2, typical weight-increase curves for samples
subjected to successive impregnation treatment and
annealing are shown. Curve 1 corresponds to a raw
sample and curve 2, to a baked sample. The number of
impregnation–annealing cycles is plotted on the
abscissa, and the ratio of the increase in mass ∆m to the
initial mass m0 is the ordinate. Note that both curves
flatten out after about 20 impregnation–annealing
SEMICONDUCTORS      Vol. 38      No. 7      2004
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cycles; however, the value of the final mass increase
differs considerably in the two cases, which indicates
unambiguously that the two types of sample have dif-
ferent porosities.

Theoretically, the largest possible increase in the
mass of a sample with an ideal close-packed lattice of
spheres can be calculated from the following relation-
ship, assuming complete filling of the voids with ZnO:

(1)

Here, P is the sample porosity (the fraction of the vol-
ume occupied by the voids), m0 is the initial mass of the
sample, ρZnO is the density of zinc oxide, and ρop is the
apparent density of the opal.

The porosity of the structure, which consists of
close-packed spheres, equals 0.26. This is the case of
baked opal, whose spheres are monolithic. In raw opal,
each sphere in turn consists of first-generation SiO2
particles aggregated into a close-packed lattice. Thus,
each sphere has a porosity of 0.26, and the raw opal
sample as a whole has a porosity of 0.45. So the appar-
ent density equals 1.64 g/cm3 for baked opal and
1.21 g/cm3 for raw opal. These values are close to those
of the opal densities obtained experimentally by X-ray
porosimetry [28] (1.65 and 1.28 g/cm3 for baked and
raw opals, respectively) and by pycnometry (our mea-
surements yield 1.64 and 1.23 g/cm3 for baked and raw
opals, respectively).

Using the values 5.6, 1.64, and 1.21 g/cm3 for the
densities of zinc oxide, baked opal, and raw opal,
respectively, we find that the largest possible mass
increase is theoretically ∆mmax = 0.89m0 for baked opal
and ∆mmax = 2.08m0 for raw opal.

Returning now to the analysis of the mass-increase
curves in Fig. 2, we note that the experimentally mea-
sured increase in the mass of baked opal upon impreg-
nation was 1.1m0 (curve 1). This value agrees satisfac-
torily with that calculated in the model of a close-
packed structure (0.89m0), taking into account the con-
tribution of the zinc oxide crust formed on the surface
of the sample to the increase in mass. According to our
estimate, for the size of samples under study this con-
tribution can be as high as 0.2m0. In addition, samples
always have cavities that are not related to the lattice
structure (cracks etc.). The increase in the mass of the
raw opal sample (curve 2) was 1.55m0, which is consid-
erably smaller than the theoretical limit (2.08m0). This
indicates that nanovoids between the first-generation
SiO2 particles are only partially (41%) filled with ZnO.
This is easily explained if one bears in mind that the
size of first-generation SiO2 particles is 5–7 nm, the
size of the voids between them is 1–3 nm, and the inlet-
channel size of these voids is 0.75–1.0 nm, which is
comparable to the size of nitrate or hydrate complexes
of zinc (0.4–0.6 nm) [29]. As the inlet channel of a
nanovoid becomes partially filled with ZnO, the open-
ing of the channel becomes smaller than the size of a
zinc complex, and nanovoid filling stops.

∆mmax PVopρZnO Pm0ρZnO/ρop.= =
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3. REFLECTION SPECTRA

The optical reflection spectra were recorded using a
prism monochromator coupled to an optical micro-
scope. Photoelectric detection was performed using a
computer-controlled CCD array detector. The spectral
sensitivity range of the setup was 400–1100 nm.
A tungsten-filament incandescent lamp SIRSh-40 was
used as the light source. The smallest probed area on
the surface of the sample was 40 × 40 µm2. In the sam-
ples under study, the {111} plane of the bulk opal crys-
tal was tilted by about 30° from the plane of the sam-
ple’s surface. The spectra were recorded under normal
incidence of light on the {111} plane.

In the spectral range examined, there is a single line
in the reflection spectra of all the samples under study.
The reflection spectra of baked and raw opals are shown
in Figs. 3a and 3b, respectively. The wavelength of the
peak reflection in samples of baked opal before their
filling with ZnO (Fig. 3a, dashed curve) λ = 492 nm
corresponds to the Bragg condition λ = 2dneff, where
the value of the effective refractive index neff = 1.35
agrees satisfactorily with the calculated one. For an fcc
lattice (which is the case under consideration), the dis-
tance between the planes in the 〈111〉  direction d =
0.816 , where the diameters of SiO2 spheres

 = 225 and 285 nm in baked and raw opals,
respectively. It should be taken into account that, in
unfilled raw opal, the volume fraction of SiO2 f1 = 0.55
and porosity f2 = 0.45, while in baked opal f1 = 0.74 and
f2 = 0.26. The calculated effective refractive index of
raw opal neff = 1.267. The spectral position of the reflec-
tion peak in unfilled samples of raw opal (Fig. 3b,
dashed curve) λ = 587 nm corresponds to the Bragg
condition λ = 2dneff, where the value of the effective
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Fig. 2. Weight increase in samples subjected to successive
cycles of impregnation and annealing for (1) baked and
(2) raw opal.
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refractive index neff agrees satisfactorily with the calcu-
lated value.

As the voids between the spheres of an opal crystal
are filled with ZnO, the reflection peak shifts to longer
wavelengths due to an increase in neff. In the general
case of a three-component system, neff is defined by the
expression

(2)

Here, n1 = 1.45, n2 = 1, and n3 = 2.2 are the refractive
indices and f1, f2, and f3 are the volume fractions of
SiO2, air, and ZnO, respectively (f1 + f2 + f3 = 1).

It follows from (2) that, for baked opal with voids
filled completely with ZnO (f2 = 0), neff = 1.68. For the
sphere diameter  = 225 nm, the reflection peak in
such a structure should appear at λ = 616 nm, which
agrees well with the experimentally observed value λ =
610 nm (Fig. 3a, solid curve). The raw opal sample is
partially filled with ZnO; the filling ratio determined
from the increase in mass amounts to 31% of the calcu-
lated largest possible value. The reflection peak in this
sample appears at 623 nm (Fig. 3b, solid curve). From
the shift in the spectral position of the reflection peak

neff
2 n1

2 f 1 n2
2 f 2 n3

2 f 3.+ +=

DSiO2

0.3

0.2

0.1

0

0.2

0.1

0
400 450 500 550 600 650 700

Wavelength, nm

R
ef

le
ct

an
ce

3.0 2.8 2.6 2.4 2.2 2.0 1.8
Energy, eV

(b)

(a)

Fig. 3. Room-temperature reflection spectra of (a) baked
and (b) raw opals. Dashed lines correspond to starting sam-
ples that were not filled with ZnO; solid lines correspond to
samples containing ZnO in the voids of the opal matrix (fill-
ing ratio α = (a) 1 and (b) 0.31).
caused by the filling of the voids, it is easy to calculate
the effective refractive index of the partially filled sam-
ple neff2 = neff1λ2/λ1 = 1.345 (where n1 = 1.27, λ1 =
587 nm, and λ2 = 623 nm). Thus, the void filling ratio
equals α = f3/(f2 + f3) = f3/0.45 = 0.37 (37%), which dif-
fers insignificantly from the value determined from the
increase in mass (31%).

4. LUMINESCENCE SPECTRA

Room-temperature photoluminescence (PL) spectra
of ZnO-filled opals were analyzed. An LGI-505 pulsed
nitrogen laser was used as the excitation source (wave-
length, 337.1 nm; pulse duration, 10 ns; and peak
power, 1.5 kW). The PL was excited within a rectangu-
lar spot 0.2 × 0.3 mm2 in area. The spectra were
recorded using an MDR-6 double monochromator
under computer control, which provided a spectral res-
olution of no worse than 1 meV for the slit widths used.

To determine the contribution of the opal matrix to
the luminescence, emission from unfilled and filled sam-
ples with different filling ratios (α = 0.31 and α = 1) was
studied. It should be noted that the samples of unfilled
opal did not exhibit any intrinsic luminescence irre-
spective of the baking conditions. In order to improve
the quality of the crystal structure and the stoichiometry
of zinc oxide, filled opals were annealed at 800°C in air
for 30 min. These conditions of high-temperature
annealing are optimal for increasing the intensity of the
UV emission of ZnO [23].

Figure 4 shows the PL spectra of raw opal filled with
ZnO (α = 0.31) before (curve 1) and after (curve 2)
high-temperature annealing. In both cases, the spectra
are dominated by bands of green impurity-related emis-
sion (with a peak at 2.35 eV) and UV excitonic emis-
sion (with a peak at 3.23 eV). However, in the spectra
of unannealed samples of filled raw opal, both bands
are of comparable intensity, while after annealing the
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Fig. 4. Room-temperature luminescence spectra of bulk raw
opal containing ZnO in the voids of the opal lattice (filling
ratio α = 0.31), recorded (1) before and (2) after 30-min
annealing at 800°C in air.
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intensity of the UV emission increases severalfold. In
the latter case, nearly all the radiative recombination of
laser-excited electrons occurs via bound-exciton states
of ZnO.

In the PL spectra of baked opal filled with ZnO (α = 1),
the broad band of green impurity-related emission
(with a peak at 2.35 eV) has the highest intensity both
for unannealed samples and those annealed in air at
800°C (Fig. 5). The UV peak originating from exci-
tonic luminescence also increases slightly upon anneal-
ing (curve 2). The presence of green emission in ZnO is
evidence of crystal-lattice point defects of zinc-vacancy
and oxygen-vacancy type [30]. Radiative transitions of
electrons from levels of donor intrinsic-defects (VO) to
levels of acceptor intrinsic-defects (VZn) are responsible
for the broad luminescence band, which is inhomoge-
neously broadened due to a spread in the distances
between the defects in donor–acceptor pairs of this type.
At the same time, the intense UV emission of ZnO at
room temperature in raw opal (Fig. 4) is indicative of its
better stoichiometry and higher quality crystal structure.

Thus, the process using raw opal, whose voids are
filled incompletely (α = 0.31), results in the formation
of higher quality ZnO embedded in the opal matrix
compared to the process using baked opal, whose voids
are completely filled (α = 1). In the former case, the
intensity of the UV emission is three times higher than
in the latter case (Figs. 4, 5, curves 2). Taking into
account that the mass of ZnO in completely filled opal
is more than three times greater than the mass of ZnO
in partially filled opal, we conclude that the efficiency
of the UV luminescence in raw opal is an order of mag-
nitude higher.

This effect can be explained by the effect of two fac-
tors: the presence of the nanovoids at the spheres of raw
opal and the presence of voids in partially filled (α =
0.31) opal. In our opinion, the hexagonal lattice of
nanovoids can play an ordering role in the crystalliza-
tion of ZnO, which also has a hexagonal crystal lattice.
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Fig. 5. Room-temperature luminescence spectra of bulk
baked opal containing ZnO in the voids of the opal lattice
(filling ratio α = 1), recorded (1) before and (2) after 30-min
annealing at 800°C in air.
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As a result, ZnO layers of higher crystal quality grow
on textured surfaces of SiO2 spheres in raw opal during
annealing. In addition, the presence of voids that
remain in opal partially filled with ZnO facilitates the
access of oxygen in the process of high-temperature
annealing (Fig. 4, curves 1, 2), and the composition of
the grown layers becomes closer to stoichiometric.

5. CONCLUSION

Thus, we described a method for the controlled fill-
ing of voids in an opal matrix with zinc oxide and deter-
mined the optimum conditions for synthesizing ZnO
within the opal structure in order to attain the highest
intensity of UV luminescence from ZnO. We demon-
strated that the use raw opals, whose voids are incom-
pletely filled with the semiconductor material, leads to
a severalfold increase in the intensity of edge excitonic
luminescence at room temperature. The results
obtained can be used in the development of efficient
directed laser light sources in the UV spectral region
using the photonic crystal effect.
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Abstract—The leakage current Ip over the surface of CdxHg1 – xTe-based photodiodes that have a cutoff wave-
length of the photosensitivity spectrum of λco = 9.8–11.6 µm and are fabricated by implanting Zn++ ions into
the p-type solid solution is investigated. The surface character of the Ip current is indicated by a coordinate shift
of the peak in the sensitivity profile of n+–p junctions, which is measured in a scanning mode by the beam of a
CO2 laser with a wavelength of 10.6 µm, with an increase in voltage U across the photodiode and the shift of
spectral characteristics to shorter wavelengths with increasing U. © 2004 MAIK “Nauka/Interperiodica”.
The properties of p–n junctions based on narrow-
gap CdxHg1 – xTe solid solutions depend heavily on the
conditions of the synthesis and growth of crystals, as
well as on the technology used for fabricating p–n junc-
tions [1]. There are also difficulties such as the presence
of high random shunting conductivity associated with
bulk microinhomogeneities formed during crystal
growth [2]. Such defects can also affect processes in the
fabrication of p–n junctions. The phenomena of shunt-
ing, which cause the degradation of the p–n junctions
with time, are also associated with the nature of the sur-
face of CdxHg1 – xTe. At this surface, accumulation lay-
ers in n-type material and inversion layers in p-type
material are formed [3, 4]. There is also the problem of
mercury loss from the surface during technological
operations. Many of these problems have already
resolved, and the technology of crystal growth and the
fabrication of p–n junctions have reached such a level
that the emphasis of research has now shifted to the
properties of CdxHg1 – xTe based p–n junctions [5].

The reverse current of photodiodes (PDs) (IΣ) is the
sum of the diffusion component (Id), the generation–
recombination current in the space-charge region
(SCR) (Igr), the photocurrent (If), the tunnel compo-
nent (It), and the leakage current (Ip) both over the sur-
face and in the bulk due to defects in experimental PDs.

In this study, we focus our attention on the current Ip
since this current is the cause of the low differential
resistance Rd in experimental CdxHg1 – xTe-based PDs.
To reveal the dominant currents for various reverse
biases U, theoretical current–voltage (I–U) characteris-
tics with varying current components were plotted to
attain agreement between theoretical and experimental
I–U characteristics. The measurements were carried out
for PDs fabricated using p-CdxHg1 – xTe samples
1063-7826/04/3807- $26.00 © 200855
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Fig. 1. Bias-voltage dependences of reverse currents of
CdHgTe-based photodiodes 2 and 18. The graphic symbols
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 =  = 6 × 10–7 A;  = 1.2 × 10–8 A;  (Tb = 240 K);

 and  are calculated using formulas (4) and (5),

respectively; S = 1.5 × 104 cm/s. Photodiode 18:  =  =

2.5 × 10–6 A;  = 1 × 10–7 A;  (Tb = 300 K); S = 2.4 ×

104 cm/s.

It' Id0' Ig0' I f'

Ids' Igs'

It'' Id0''

Ig0'' I f''
04 MAIK “Nauka/Interperiodica”



 

856

        

BIRYULIN 

 

et al

 

.

               
Parameters of the CdxHg1 – xTe samples and photodiodes based on these compounds

CdxHg1 – xTe sample PD number Ln, µm λco, µm R0A, Ω cm2 ,
kΩ (–U, µV)

pp, 1016 cm–3

A1: p = 1.1 × 1015 cm–3,
µp = 447 cm2/(V s)
τn = 7 × 10–8 s;
A1: p = 5.3 × 1014 cm–3,
µp = 647 cm2/(V s)

2 10.0 0.68 5.6 (405) 1.3

4 – 9.9 0.71 37 (300) 0.8

5 – 9.8 0.72 55 (135) 0.6

7 – 0.61 18.4 (50) 0.25

B3: p = 1.5 × 1016 cm–3

µp = 523 cm2/(V s),
τn = 1 × 10–7 s;
B4: p = 6.6 × 1014 cm–3

µp = 520 cm2/(V s)

9 – 0.89 35 (135) 0.3

11 9.8 0.32 23 (150) 0.22

12 10.1 0.81 1200 (160) 1.2

14 – 9.9 0.63 32 (126) 0.11

C1: p = 1 × 1016 cm–3,
µp = 463 cm2/(V s),
τn = 3 × 10–8 s

3 – 10.1 0.54 3.6 (130) 0.4

18 10.8 0.17 8.7 (90) 1.5

21 – 9.94 0.32 16.2 (68) 3.5

D1: p = 1.8 × 1016 cm–3,
µp = 491 cm2/(V s),
τn = 4 × 10–8 s,
D2: p = 9 × 1014 cm–3,
µp = 471 cm2/(V s)

10 – 11.6 0.21 12 (65) 1.0

13 – 11.48 0.38 23.5 (48) –

15 – 11.29 0.59 17.6 (49) –

16 – 11.28 0.62 27 (69) –

17 – – 0.42 16.2 (50) –

G1: p = 2.8 × 1016 cm–3,
µp = 492 cm2/(V s),
τn = 8 × 10–8 s

8 – 0.35 15 (47) 1.1

19 11.48 0.39 20.6 (50) 1.0

20 11.8 0.44 15 (47) 0.37

Note: The diameter of n+–p junctions defined by the photomask is 300 µm. The parameters of the CdxHg1 – xTe samples are determined
from measurements at T = 78 K. λco is the cutoff wavelength of the photosensitivity spectrum at a level of 0.5 of the peak value. R0A

is the specific differential resistance for zero bias, and  is the peak differential resistance.

Rd
max

100
35
---------

90
35
------

70
104
---------

90
104
---------

120
104
---------

200
62
---------

160
116
---------

100
116
---------

130
116
---------

Rd
max
obtained by thermal conversion of n-type samples. The
parameters of the p-CdxHg1 – xTe samples, namely, the
hole concentration p, hole mobility µp, and electron
lifetime τn, are listed in the table. The base n+-type
region was fabricated by implanting Zn++ ions with an
energy of 120 keV and a dose of 1 × 1015 cm–2. The
depth of the n+-p junction was estimated to be ~(0.5–
0.8) µm. ZnS film was used as a protective mask for the
n+–p junctions.

The diffusion current Id flows through the asymmet-
ric n+–p junction [6]. In this case, the contribution of
minority carriers of a heavily doped n+-region to this
current can be disregarded:

(1)

where q is the elementary charge; k is the Boltzmann
constant; T is the absolute temperature; ni is the elec-
tron concentration in an intrinsic semiconductor; and
Na, µn, τn are the acceptor concentration, electron
mobility, and electron lifetime for the p-region of the
junction, respectively.

Id Id0 qU/kT–( )exp 1–[ ] ,=

Id0 qni
2/Na( ) kTµn/qτn( ),=
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For the generation–recombination currents Igr, since
they are much smaller than the other currents, only
numerical values for U > kT/q [7] are given in the cap-
tions to Figs. 1–3:

(2)

where W0 is the width of the SCR; τn0 and τp0 are the
lifetimes of minority carriers (electrons and holes) under
thermodynamic equilibrium in the p- and n+-regions of
the junction, respectively; Ubi is the built-in voltage;
and A is the junction area.

The expression for the photocurrent of a detector,
which is induced by the background radiation with a
spectral density Wλ (the Plank relationship), takes the
following form:

(3)

where θ is the PD linear angle of view, c is the speed of
light in free space, " is the reduced Planck constant, λ is
the radiation wavelength, τ(λ) is the spectral transmis-
sion coefficient of the PD cryostat window and antire-
flecting coating at the p–n junction, and η(λ) is the
spectral quantum efficiency [8].

Ig0 niAW0/τ0( ) kT /Ubi( ), τ0 τn0τ p0( )1/2,==

I f q θ/2( ) 1/2π"c( ) Wλτ λ( )η λ( ) λ ,d

∆λ
∫sin

2
=
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Tb = 240 K

Tb = 300 K
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If'''

It''

It'''

It'

Fig. 2. Bias-voltage dependences of reverse currents of
CdHgTe-based photodiodes 11 and 12. The graphic sym-
bols correspond to the experiment, and the lines correspond
to the calculation of components of the current. Photodiode 11:

 =  = 1.1 × 10–6 A;  = 8.9 × 10–7 A;  = 

(Tb = 300 K);  is calculated using formula (4); S = 2.1 ×

104 cm/s. Photodiode 12:  =  = 1.8 × 10–7 A;  =

3 × 10–9 A;  (Tb = 300 K) and  (Tb = 240 K);  is cal-

culated using formula (6); S = 1.5 × 104 cm/s.

It' Id0' Ig0' I f' I f''

Ids'

It'' Id0'' Ig0''

I f'' I f'' Is''
SEMICONDUCTORS      Vol. 38      No. 7      2004
Let us consider the current Ip for the leakage over the
surface [9–11], first, the current Id, or the surface diffu-
sion current in a channel [10]:

(4)

where σ is the conductivity of the surface channel; d is
the channel width; and Id is the diffusion current
through the n+–p junction, which is determined by rela-
tionship (1).

In addition, let us consider the generation–recombi-
nation current in a channel Igs [9], which is expressed in
terms of the difference of reduced potentials at the sur-
face and in a bulk (Ys – Yb), the carrier mobility in the
channel µs, and the rate of the generation–recombina-
tion process G in a unit volume of the semiconductor:

(5)

where G = ni/2τn, B = l[qGexp(Ys)/2µsnikT]1/2, l is the
channel length, Yb = –Efb/kT, and ε0 and εs are the per-
mittivity of free space and relative permittivity of semi-
conductor, respectively.

Ids 2σd2Id kT /q( )[ ] 1/2
=

× qU/kT( )exp qU/kT( )– 1–[ ] 1/2,

Igs d 2Bexp 1–( )/ 2Bexp 1+( )[ ] GµskTε0εs[ ] 1/2=

× Ys Yb–( )/2–[ ] U1/2,exp

10–3
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19

20

Tb = 240 K

Tb = 300 K

Id'
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It''

It'

Id''
If'

Is'

Fig. 3. Bias-voltage dependences of reverse currents in
CdHgTe-based photodiodes 19 and 20. The graphic sym-
bols correspond to the experiment, and the lines correspond
to the calculation of components of the current. Photodiode 19:

 =  = 1.2 × 10–5 A;  = 5.9 × 10–9 A;  (Tb = 240 K);

 is calculated using formula (6);  is calculated using

formula (1); S = 3 × 103 cm/s. Photodiode 20:  =  =

2.3 × 10–5 A;  = 1.3 × 10–8 A;  (Tb = 300 K);  is

calculated with formula (1); S = 1.5 × 103 cm/s.
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Fig. 4. Photoresponse Us in relation to the coordinate x of CdHgTe-based n+–p junctions for different bias voltages U. (a) Photo-
diode 2, P = 0.05 mW. (b) Dashed curves: photodiode 7, P = 0.01 mW; solid curves: photodiode 9, P = 0.09 mW. (c) Dashed curve:
photodiode 8, P = 0.01 mW; solid curves: photodiode 20, P = 0.08 mW. (d) Dashed curves: photodiode 11, P = 0.09 mW; solid
curves: photodiode 18, P = 0.06 mW. (e) Photodiode 12, P = 0.05 mW. (f) Photodiode 19, P = 0.05 mW.
Let us take the reduced electrostatic potential Ys =
y = ϕs/kT at the ZnS/CdxHg1 – xTe interface for U = 0
from capacitance–voltage characteristics of n+–p junc-
tions [12]. From these measurements, the hole concen-
tration in the p-region pp was also determined (see
table). Let us estimate Igs for the case when Ys is posi-
tive and has the largest value Ys = +2.1. In this case, the
bands are bent downward and the surface is enriched
with minority carriers (electrons), which form the
reverse current of the junction (the leakage current).

We will assume that another component of the cur-
rent exists, specifically, the surface generation–recom-
bination current in the short surface channel [13]:

(6)

where S is the rate of surface recombination (a variable
parameter whose values are given in the figure cap-
tions) and AΣ = π(D0 + 2Ln)2/4 – A0, A0 = πD2/4. Here,

Is Is0 qU/kT–( )exp 1–[ ] , Is0 2qniSAΣ,==
A0 and D0 = 2r0 are the surface area and diameter of the
n+–p junction over the photomask, AΣ is the area of the
ring with a width Ln, and Ln is the diffusion length of
electrons in the p-region of the junction. Thus, we
assume that recombination proceeds at the surface in
the ring of area AΣ.

Figures 1–3, along with the experimental I–U char-
acteristics, show either calculated currents in the form
of voltage dependences or the values of currents in the
saturation mode if their effect is insignificant for plot-
ting the I–U characteristics on the basis of these com-
ponents. Note that, if we disregarded the Igs current, we
could not obtain a theoretical reverse portion of the I–U
characteristic consistent with the experimental charac-
teristic only for photodiode 2 (Fig. 1). The I–U charac-
teristics shown in Figs. 1–3 are measured at two back-
ground temperatures, namely, at Tb = 300 K and the
reduced background at Tb = 240 K (the PD “views” liq-
SEMICONDUCTORS      Vol. 38      No. 7      2004
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(a) (b)

(c) (d)

Fig. 5. Image of the crystal of CdTe-based photodiode 18 with the n+–p junction (a, b) in the secondary electron mode and (c, d) in
the EBIC mode. (a, c) Magnification ×100; (b, d) magnification ×300.
uid nitrogen; view angle θ ≈ 45°). The temperature Tb =
240 K is mentioned in the figure captions only for the
currents that were measured at the reduced background.

For certain PDs, the effective diffusion lengths Ln of
electrons in the p-type region of n+–p junctions were
measured by scanning a CO2 laser beam (wavelength
λ = 10.6 µm, beam diameter d = 30 µm) over the junc-
tion diameter (Fig. 4), whose values are given in the
table (upper values). The measurements shown in Fig.
4 were performed for different biases U applied to the
PDs in the small-signal mode. The values of emission
power P of the laser are given in the caption to Fig. 4.
The values of Ln were determined from the decrease in
the signal from the peak value by a factor of e, i.e., at

the level Us/  = e–1 = 0.368. In addition, the diffu-
sion length Ln = (Dnτn)1/2 was estimated from τn and µn
measured for starting samples of p-type conduction,
which are also listed in the table (lower values). We
may conclude from a comparison of these two values of
Ln that the higher Rd is for the PDs, the closer these val-
ues are to each other, and that Rd is largely determined
by the bulk properties of the starting substrate of p-type
conduction rather than by the surface.

The cause of currents Ids and Is in certain PDs
(Figs. 1–3) is local defects in the ZnS film that emerge
during technological operations in the fabrication pro-
cess of n+–p junctions or the defects produced by the
surface treatment of the material itself. Thus, we can
see the residual traces of the polishing of wafers
(PD 18) in Figs. 5c and 5d. These traces are hidden under
ZnS and unobservable in the images obtained in the sec-

Us
max
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ondary-electron mode (Figs. 5a, 5b). However, the traces
of polishing are apparent in the electron beam induced
current (EBIC) mode in a scanning electron microscope
(Figs. 5c, 5d) [14]. An analysis of the images allows us
to separate bulk defects in the CdHgTe material itself
from defects at the surface, in particular, defects at the
outer surface of the ZnS film.

The decrease in the sensitivity of PD 18 in the short-
wavelength spectral region with increasing reverse
voltage U is characteristic of the effect of the surface
(Fig. 6; see also Fig. 4). The width of the region of local
photoconductivity induced by the electron beam in the
scanning electron microscope (Figs. 5c, 5d) allows us
to evaluate the diffusion length of photocarriers at the
surface Ls.

The spread of the x and p values within the n+–p
junctions of diameter 300 µm, which is comparable
with the wafer thickness, as well as the arbitrary uncon-
trollable orientation of the wafer relative to crystallo-
graphic planes (which is related to the history of fabri-
cation of the CdxHg1 – xTe wafers), can also cause Ids.
These causes lead to the distortion of the doping profile
over the depth. In this case, the actual junction area dif-
fers considerably from the area defined by the photo-
mask, and the SCR is a dissected region with a distorted
electric field and excess currents. This conclusion is
confirmed by studies of the sensitivity profile of the n+–
p junctions when the latter are scanned by the laser
beam (Fig. 4, PDs 2 and 7). The shift of the photocon-
ductivity peak to a value of r0 larger than the nominal
value with increasing U applied to the photodiode also
indicates that the leakage current in PD 2 is related to



860 BIRYULIN et al.
1.0

0.8

0.6

0.4

0.2

0

1.0

0.8

0.6

0.4

0.2

0

(a)

(c)

(b)

(d)

1
2

3

6
5

4

1

2
3
4
5

1

2 3

4

1

2

6 8 10 12 6 8 10 12
λ, µm

Us, arb. units

Fig. 6. Spectral characteristics of CdHgTe-based photodiodes at T = 78 K. (a) Photodiode 2, U = (1) –5, (2) –30, (3) –52, (4) –63,
(5) –210, and (6) –770 mV. (b) Photodiode 12, U = (1) 0, (2) –15.5, (3) –50, (4) –200, and (5) –790 mV. (c) Photodiode 18, U =
(1) +9.6, (2) 0, (3) –90, and (4) –243 mV. (d) (1) Photodiode 19, U = –43 mV, and (2) photodiode 20, U = –37 mV.
the surface (Fig. 4). For a positive bias and small nega-
tive U, the location of this peak coincides exactly with
the r0 boundary of the n+–p junction defined by the pho-
tomask (diameter, 300 µm). With a further increase in
negative U, the effective junction size, more precisely,
the size of the SCR that emerges at the surface,
increases. This reasoning is also confirmed by the shift
of the spectral characteristics of PD 2 (Fig. 6) to shorter
wavelengths as U increases, which is indicative of a
spread of the junction SCR over the surface. As a result,
the relative sensitivity at shorter wavelengths increases.

Thus, our studies showed that the shape of the I–U
characteristics and low values of R0A, which are some-
times observed in experimental PDs, are mainly caused by
surface properties. Leakage currents over the surface are
observed in all junctions, including those with high Rd. In
the latter junctions, leakage currents distort the shape of
the I–U characteristics, although these currents are not
dominant. In all junctions biased by –U ≤ 0.01 V, the
background photocurrent is dominant (at angles of
view θ * 45°). In contrast, when the background level
is reduced, the Is current is dominant. The U depen-
dence of this current is similar to the dependence of Id,
which can often lead to an erroneous conclusion about
the dominant current [15]. For –U ≥ 0.5 V, the tunnel
current It is dominant (Figs. 1–3), whereas for interme-
diate biases U ≈ (–0.01)–(–0.4) V, the shape of experi-
mental I–U characteristics depends on the surface leak-
age current.
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